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The design and analysis of multidimensional All-Partial-Sums (APS) algorithms are
considered. We employ the sequence length as the performance measurement criterion
for APS algorithms and corresponding thresholding methods, which is more sophisticated
than asymptotic time complexity under the straight-line program computation model.
With this criterion, we propose the piling algorithm to minimize the sequence length,
then we show this algorithm is an optimal APS algorithm in commutative semigroups in
the worst case. The experimental results also show the algorithmic efficiency of the piling
algorithm. Furthermore, the theoretical works of APS algorithm will help to construct the
higher dimensional thresholding methods.
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1. Introduction
Image segmentation has long been an important problem in image processing and computer vision, whose purpose is to
extract objects from their background. The thresholding technique [19,22,13] is amajor image segmentation scheme, which
usually segments the image with few thresholds. Many thresholding methods have been proposed, and they are usually
categorized in six groups [22], such as clustering-based methods, and entropy-based methods. However, most thresholding
methods have one thing in common, that is they choose the optimal thresholds by maximizing or minimizing a certain
objective function.
We usually distinguish the thresholding methods by their objective functions. For example, Otsu’s thresholding
method [15] employs the between-class variance while the entropic thresholding method [18,12] employs entropy as the
objective function. The objective function must be sensible, since it decides the effect of image segmentation. Therefore, the
previous papers mainly focused on how to construct objective functions for getting sound thresholds, and various objective
functions are proposed to enhance the effectiveness of segmentation [22].
The thresholding methods can also be distinguished by the dimension of the histogram. The proposed thresholding
methods are classified to one-dimensional (1D) thresholding methods [15,18,12,16,3], two-dimensional (2D) thresholding
methods [1,5,14,20,21] and three-dimensional (3D) thresholding methods [11,8], which are based on the 1D, 2D and 3D
histogram respectively. In fact, these methods can be treated as special cases in certain dimensions. We will introduce the
generalized neighborhood gray values and then construct the n-dimensional (nD) histogram, with which we can propose a
general framework of the nD thresholding method.
Generally speaking, the higher dimensional thresholding methods can obtain better segmentation results compared
with the lower ones, but they also require more resources, especially CPU time. Many algorithms [10,25,8,23,24] have been
proposed to reduce the running time. With the current CPU, the common 2D thresholding methods cost little, while the 3D
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thresholding methods still require much CPU time. For example, when we implement the 3D Otsu’s thresholding method,
its running time is still a barrier in practice, and we may need some optimization algorithms such as shuffled frog-leaping
algorithm to solve it [24]. When we want to construct the higher dimensional (e.g. 4D) thresholding methods, we have to
enhance their time performance firstly. Therefore, wemust focus on the efficiency of thesemethods, especially in the higher
dimensional cases. In other words, we need to view them in an algorithmic perspective.
Design and analysis are two important issues in the area of algorithms. Although various algorithms for thresholding
methods have been proposed, there is no systematic analysis of them. More importantly, the asymptotic time complexity is
not sufficient tomeasure the timeperformance of different algorithms for thresholdingmethods. For example, ifwe segment
an image which has L gray levels, the time complexity of algorithms in [8,23] are both O(L3), while the algorithm in [23] can
reduce the running time by about a half comparedwith the algorithm in [8]. Therefore, we need new criterion formeasuring
the time performance of these algorithms before any further theoretical works of them.
We also need to know the special properties of the algorithms for solving thresholdingmethods. Since such thresholding
methods are always associated with the cumulative distribution function, it means we need to calculate lots of partial sums.
On the other hand, the optimal thresholds for segmentation are usually obtained by an exhaustive search [10,25,8,23], thus
the key point of algorithms for solving thresholding methods is to calculate all the partial sums. Although the partial sum
problem is a classic problem and has been studied for decades, most previous works of the partial sum problem such as
[9,26,4,7,17] focused on the 1D case and took the asymptotic time complexity as the measurement criterion, thus these
works are not suitable for the nD thresholding method, especially in the higher dimensional cases.
In this paper, we will abstract the multidimensional (or nD) All-Partial-Sums (APS) problem from the nD thresholding
method and use the sequence length as the measurement criterion in the algebraic framework. Under the straight-line
computationmodel,wewill define the nDAPSproblems in the different universes, especially in the commutative semigroup.
More importantly, it is an extremely useful but difficult problem to find how well the algorithms for solving APS problem
can do. We will propose a piling algorithm to enhance the performance of general nD thresholding method and show its
optimality in commutative semigroups in the worst case. The piling algorithm is suitable to solve APS problems in any
dimensional case, and we will see the algorithms in [25,23] are special cases of our algorithm.
We organize this paper as follows. In Section 2, we introduce the nD thresholding method and give a simple definition
of the APS problem. In Section 3, we define the multidimensional APS problem in R and present a new performance
measurement criterion under the straight-line program computation model. In Section 4, we define the multidimensional
APS problem in commutative semigroups and propose an optimal APS algorithm in the worst case. Finally, we show the
optimality of our algorithm in Section 5 and discuss experimental results in Section 6.
2. nD thresholding method
In this section, we first construct the nD histogram based on the generalized neighborhood gray values. With some
examples of thresholding methods in the different dimensions, we illustrate the importance of partial sums and then
formalize the APS problem. Finally, we present a general framework of the nD thresholding method.
Now we introduce some basic notations. Let L = {0, 1, . . . , L − 1} denote the set of all the gray levels. For any digital
image I of size M × N , let ∆d×d(x, y) denote the d × d neighborhood of pixel (x, y). The gray value at pixel (x, y) of I is
denoted as f (x, y), while the mean gray value and the neighborhood gray median in the ∆d×d(x, y) are denoted as g(x, y)
and h(x, y) respectively.
2.1. The nD histogram
We know the ranges of f (x, y), g(x, y) and h(x, y) are all L. In fact, these values can be treated as a certain kind of
information measure of∆d×d(x, y).
Definition 1 (Generalized Neighborhood Gray Value). Function G˜(x, y) is called the generalized neighborhood gray value, if
G˜(x, y) is an integer function of the gray values in∆d×d(x, y) and the range of G˜(x, y) isL.
Nowwe know f (x, y), g(x, y) and h(x, y) are all generalized neighborhood gray values, andwe can findmore generalized
neighborhood gray values according to the above definition.
Example 1. Let fmax(x, y) be the maximum gray value while fmin(x, y) the minimum gray value in∆d×d(x, y), then we know
fmax(x, y), fmin(x, y) and [(fmax(x, y)+ fmin(x, y))/2] are all generalized neighborhood gray values.
Definition 2 (nD Histogram). Given generalized neighborhood gray values G˜1(x, y), G˜2(x, y), . . . , G˜n(x, y), the nD his-
togram is defined as the set {(c1, c2, . . . , cn, pc1,c2,...,cn)|(c1, c2, . . . , cn) ∈ Ln}, where pc1,c2,...,cn is the frequency of the event
∪ni=1{G˜i(x, y) = ci}.
The common 1D, 2D and 3D histograms of image I are defined based on f (x, y),

f (x, y), g(x, y)

and

f (x, y), g(x, y),
h(x, y)

.
Example 2 (1D Histogram). Let G˜1(x, y) = f (x, y), then we can define the set {(i, pi)|i ∈ L} as a 1D histogram.
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Example 3 (2D Histogram). Let G˜1(x, y) = f (x, y) and G˜2(x, y) = g(x, y), then we can define the set {(i, j, pij)|(i, j) ∈ L2}
as a 2D histogram.
Example 4 (3D Histogram). Let G˜1(x, y) = f (x, y), G˜2(x, y) = g(x, y) and G˜3(x, y) = h(x, y), then we can define the set
{(i, j, k, pijk)|(i, j, k) ∈ L3} as a 3D histogram.
Many thresholding methods such as [22,20,21,11,8] based on the above 1D, 2D, and 3D histograms are presented. The
difference between these methods are the objective function and the dimension, while the common property of many
objective functions is to calculate lots of partial sums. We will illustrate it by some examples in the different dimensions.
2.2. An example of a 1D thresholding method
The 1D Otsu’s method [15] is a 1D thresholding method based on the 1D histogram {(i, pi)|i ∈ L} in Example 2. The
objective function of this method is the between-class variance σ 2B (t), which can be rewritten as
σ 2B (t) = ν0(t)
 f0(t)
ν0(t)
− µf
2 + 1− ν0(t)µf − f0(t)1− ν0(t) − µf
2
, (1)
where
ν0(t) =
t−
i=0
pi, (2)
f0(t) =
t−
i=0
ipi, µf = f0(L− 1). (3)
The optimal global threshold is
t∗ = Argmax
t∈L

σ 2B (t)

, (4)
which can be obtained by Alg-1D-Example.
Alg-1D-Example
1 for t ∈ L
2 Calculate ν0(t) and f0(t)
3 µf = f0(L− 1)
4 for t ∈ L
5 Calculate σ 2B (t) by Eq. (1)
6 Search for t∗ by comparing σ 2B (t)
We can see ν0(t) and f0(t) are both partial sums of the index variable i. If these partial sums are obtained, the objective
function can be calculated directly.
2.3. An example of a 2D thresholding method
The 2D Tsallis–Havrda–Charvát entropic method [21] is a 2D thresholding method based on the 2D histogram
{(i, j, pij)|(i, j) ∈ L2} in Example 3. This method segments the image with the Tsallis–Havrda–Charvát entropies.
Given a positive real parameter α ≠ 1, let
Hαb (t1, t2) =
1
α − 1

1−
t1−
i=0
t2−
j=0
 pij
ν0(t1, t2)
α
(5)
and
Hαw(t1, t2) =
1
α − 1

1−
L−1
i=t1+1
L−1
j=t2+1
 pij
1− ν0(t1, t2)
α
, (6)
where
ν0(t1, t2) =
t1−
i=0
t2−
j=0
pij. (7)
The objective function of the 2D Tsallis–Havrda–Charvát entropic method [21] isΦα(t1, t2), whose definition is
Φα(t1, t2) = Hαb (t1, t2)+ Hαw(t1, t2)+ (1− α)Hαb (t1, t2)Hαw(t1, t2). (8)
The optimal global thresholds are
(t∗1 , t
∗
2 ) = Arg max
(t1,t2)∈L2

Φα(t1, t2)

, (9)
which can be obtained by Alg-2D-Example.
1422 X. Xie et al. / Theoretical Computer Science 412 (2011) 1419–1433
Alg-2D-Example
1 for (t1, t2) ∈ L2
2 Calculate ν0(t1, t2)
3 for (t1, t2) ∈ L2
4 Calculate 1− (α − 1)Hαb (t1, t2) and 1− (α − 1)Hαw(t1, t2)
5 // It means we can obtain Hαb (t1, t2) and H
α
w(t1, t2)
6 for (t1, t2) ∈ L2
7 CalculateΦα(t1, t2) by Eq. (8)
8 Search for (t∗1 , t
∗
2 ) by comparingΦα(t1, t2)
We can also see ν0(t1, t2), 1− (α− 1)Hαb (t1, t2) and 1− (α− 1)Hαw(t1, t2) are all partial sums of index variables i, j. Note
that 1− (α − 1)Hαw(t1, t2) is the reverse partial sum. These partial sums can directly lead to the objective function.
2.4. An example of a 3D thresholding method
The 3D Otsu’s method [11,8,24] is a 3D thresholding method based on the 3D histogram {(i, j, k, pijk)|(i, j, k) ∈ L3}
in Example 4. This method uses the trace of between-class scatter matrix tr

SB(t1, t2, t3)

as the objective function. For
simplicity, we denote (t1, t2, t3) by t , then the objective function can be rewritten as
tr

SB(t)
 = f0(t)− ν0(t)µf 2 + g0(t)− ν0(t)µg2 + h0(t)− ν0(t)µh2
ν0(t)

1− ν0(t)
 , (10)
where
ν0(t) =
t1−
i=0
t2−
j=0
t3−
k=0
pijk, (11)
f0(t) =
t1−
i=0
t2−
j=0
t3−
k=0
ipijk, µf = f0(L− 1, L− 1, L− 1), (12)
g0(t) =
t1−
i=0
t2−
j=0
t3−
k=0
jpijk, µg = g0(L− 1, L− 1, L− 1), (13)
h0(t) =
t1−
i=0
t2−
j=0
t3−
k=0
kpijk, µh = h0(L− 1, L− 1, L− 1). (14)
The optimal global threshold is
t∗ = (t∗1 , t∗2 , t∗3 ) = Argmax
t∈L3

tr

SB(t)

, (15)
which can be obtained by Alg-3D-Example. Note that the segmentation process uses the thresholds t∗1 , t
∗
2 , t
∗
3 .
Alg-3D-Example
1 for t ∈ L3
2 Calculate ν0(t), f0(t), g0(t), h0(t)
3 µf = f0(L− 1, L− 1, L− 1)
4 µg = g0(L− 1, L− 1, L− 1)
5 µh = h0(L− 1, L− 1, L− 1)
6 for t ∈ L3
7 Calculate tr

SB(t)

by Eq. (10)
8 Search for t∗ by comparing tr

SB(t)

We can still see ν0(t), h0(t), g0(t) and f0(t) are all partial sums of index variables i, j, k. These partial sums form the
objective function.
2.5. Thresholding segmentation and partial sums
Few thresholds may not be sufficient to support effective image segmentation, because many images always have rich
information. The higher dimensional thresholding methods with more thresholds might be a good choice.
When we consider nD thresholding methods, higher dimensional histograms are needed firstly. Then we need one
sensible function F(t1, t2, . . . , tn)defined inLn. Finallywe can segment an imageI into two classesC0 andC1 bymaximizing
or minimizing the objective function F(t1, t2, . . . , tn) based on the nD histogram of I.
With more generalized neighborhood gray values in∆d×d(x, y), we can obtain the higher dimensional histograms.
X. Xie et al. / Theoretical Computer Science 412 (2011) 1419–1433 1423
Example 5 (4D Histogram). Let G˜1(x, y) = f (x, y), G˜2(x, y) = g(x, y), G˜3(x, y) = h(x, y) and G˜4(x, y) = [(fmax(x, y) +
fmin(x, y))/2], then we get a 4D histogram.
The trace of between-class scatter matrix tr

SB(t)

in Eq. (10) can be generalized to the nD case, which can be employed
as an objective function.
Example 6. Given a 4D histogram, let F(t1, t2, t3, t4) be tr

SB(t1, t2, t3, t4)

in the 4D case, then a 4D thresholding method is
constructed.
We can see the higher dimensional thresholding method is more complex, thus it is important to find its bottleneck. As
we have seen in proceduresAlg-1D-Example,Alg-2D-Example andAlg-3D-Example, the processes of calculating the object
function are direct, while the processes of calculating those partial sums cost more. In general, the optimal thresholds are
obtained only after we know all the objective function values of the index variables in the given region. On the other hand,
the structure of histogram decides many objective functions can be rewritten as a function combined with some partial
sums, and one can find more examples from [22] to check it. Therefore, the key point of getting the optimal thresholds is to
calculate all the partial sums in the objective function efficiently.
The presented thresholding methods [10,25,11,8] have noticed the importance of the partial sums and algorithmic
efficiency, but they did not focus on the theoretical foundation of this problem. More importantly, when we treat the higher
dimensional histogram, the time performance of calculating partial sums would be a barrier. Here our task is to calculate
all the partial sums of index variables in a given region, which can be called the multidimensional All-Partial-Sums (APS)
problem. Any algorithm A for solving the APS problem is named as an APS algorithm, and we should know how well the
APS algorithm can do.
We will analyze the APS problem and propose a general APS algorithm in Sections 3 and 4. It should be pointed out that
the universe of partial sum values is very important, since such partial problems usually concern the universe U and the
algebraic operations in U. The description of the APS problem here is not sufficient to get an in-depth analysis, thus we
will present the strict definitions of the APS problem in different universes before the discussion of the corresponding APS
algorithms.
3. The APS problem in R
In this section, we describe the APS problem inU = R strictly, and give the analysis of some APS algorithms with the
new criterion. Furthermore, the worst case of an APS algorithm is discussed.
3.1. Problem abstraction
Here are the notations used throughout the following sections.
Definition 3 (Lexicographic Order). The lexicographic order 4means
(e0, e1, . . . , en−1) 4 (e′0, e
′
1, . . . , e
′
n−1)
⇔ (e0 ≤ e′0) ∧ (e1 ≤ e′1) ∧ · · · ∧ (en−1 ≤ e′n−1). (16)
Definition 4 (Integer Grid Graph). Let e = (e0, e1, . . . , en−1) ∈ Nn. Given emin ∈ Nn and emax ∈ Nn (emin 4 emax), the integer
grid graphN is defined as
N = {e|emin 4 e 4 emax, e ∈ Nn}. (17)
We know (N ,4) is partially ordered andN is the super cube bounded with the lower bound emin and the upper bound
emax. Note that some elements of Nn cannot be selected as the bounds ofN , because emin 4 emax requires that they must be
compared by lexicographic order 4.
When calculating the partial sums, weworkwith some quantitative values instead of the points inN , then a quantitative
function is needed.
Definition 5 (Quantitative Function from Integer Grid Graph). The quantitative function q of the APS problem inR is defined
as q : N → R.
The partial sums must be composed of the elements from q(N ), where q(N ) denotes the image ofN under q.
Definition 6 (Partial Sum). The partial sum function Sq : N → R is defined as
Sq(e) =
−
emin4e′4e
q(e′). (18)
The reverse partial sum
S←q (e) =
−
e4e′4emax
q(e′) (19)
is also useful, which can be treated in a very similar way to the partial sum.
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Example 7. Many 2D thresholding methods [5,10,25,20,21] employ a very important function ν0(t1, t2), whose definition
is
ν0(t1, t2) =
t1−
i=0
t2−
j=0
pij. (20)
Suppose n = 2, emin = (0, 0), emax = (L− 1, L− 1), and q(i, j) = pij, then Sq(t1, t2) = ν0(t1, t2).
We have illustrated that the objective function of the nD thresholding method can be combined with some partial sum
functions and reverse partial sum functions, so the key is how to obtain all the partial sums mapped fromN .
Problem 1 (The Multidimensional APS Problem in R). Given N , q and the corresponding Sq, we need to calculate Sq(N ),
where Sq(N ) denotes the image ofN under Sq.
Since the APS problem in the thresholding method has some unique properties, it is important to give a sophisticated
analysis of the running time of such algorithms rather than measure them with asymptotic analysis.
3.2. The performance measurement criterion
We first introduce the straight-line program computation model [2]. Under this model, the procedure of algorithm A
can be represented as the sequence of operations
E1, E2, . . . , Eλ, . . . , Eτ(A), (21)
where τ(A) is the sequence length ofA, and Eλ is the λth operation (1 ≤ λ ≤ τ(A)). In general, the operation Eλ is defined
as
Tλ = Lλ ◦λ Rλ, (22)
where Tλ, Lλ, Rλ and ◦λ are the result, the (left) operation number, the (right) operation number and the operation symbol
of the λth operation respectively.
For any APS algorithm A, we only know q(N ) when the algorithm A starts, then we know Tλ′ (1 ≤ λ′ < λ) when the
λth operation runs. It is required that the operation numbers Lλ and Rλ must be known before Eλ runs. If Tλ ∈ Sq(N ), we
call Tλ a final result, otherwise a temporary result. When we get all the final results of Sq(N ), the algorithmA ends.
Since the+ and− operations are common for solving the APS problem in R, we assume that any operation Eλ can only
be Tλ = Lλ + Rλ or Tλ = Lλ − Rλ. Then it is feasible to assume each operation costs equally in the APS problem. Thus we
know τ(A) is the c-length (see [6] for more detailed explanations) ofA, and the sequence length τ(A) can be used as the
measurement criterion of the time performance ofA.
Since the APS problem is in the algebraic framework [6], the sequence length as a measurement criterion of time
performance is more sophisticated than the asymptotic time complexity, especially the sequence E1, E2, . . . , Eτ(A) are the
major part in the practical program. Therefore, we will use τ(A) as the measurement criterion in the analysis of the APS
algorithm.
Furthermore, the parameters of the APS problem are very useful. Let e′min = (0, . . . , 0), e′max = emax − emin, and let N ′
denote the super cube boundedwith e′min and e′max. We can define similar q′ and S ′q, and it does not affect the analysis of time
performance. In other words, the partial sum function satisfies shift invariance when N shifts. Without loss of generality,
we let emin = (0, 0, . . . , 0) and emax = (N0 − 1,N1 − 1, . . . ,Nn−1 − 1) in this paper.
3.3. The analysis of some APS algorithms
Here we give the analysis of different APS algorithms in image thresholding segmentation with the new measurement
criterion. Suppose the range of the image is stillL.
These algorithms are only different in the process of calculating all the partial sums, thus we only give the sequence
length of one APS algorithm as the measurement criterion of the whole algorithm.
We first consider the 2D thresholding method and introduce some different 2D APS algorithms. We take the calculation
of ν0(t1, t2) in Eq. (20) as the example, and the whole algorithm is Alg-2D-Example.
Example 8 (2D Memoization Algorithm). For any t1, t2 > 0, we can obtain ν0(t1, t2) by
ν0(t1, t2) = ν0(t1 − 1, t2)+ ν0(t1, t2 − 1)− ν0(t1 − 1, t2 − 1)+ pt1t2 . (23)
One can find more details of calculating ν0(t1, t2) from [10]. We know the essence of this algorithm is memoization, thus
we call the APS algorithm in [10] as the 2D memoization algorithm.
Example 9 (2D Piling Algorithm). The APS algorithm in [25] is a 2D piling algorithm. The discussion of piling algorithmswill
be presented in Section 4. Note that the piling algorithm in R is similar to that in the commutative semigroup.
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Now we employ the sequence length to analyze the 2D memoization algorithm and the 2D piling algorithm. The 2D
memoization algorithm in [10] needs 3(L− 1)2+ 2(L− 1) operations, while the 2D piling algorithm in [25] needs 2L2− 2L
operations. That shows the algorithm of [25] is faster than the algorithm of [10].
We can also consider the 3D thresholding methods. The APS algorithms in [11,8] are both 3D memoization algorithms,
which need 7(L−1)3+9(L−1)2+3(L−1) operations. In themeantime, the APS algorithm in [23] is a 3D piling algorithm,
which needs 3L3 − 3L2 operations. Therefore the algorithm of [23] is faster than the algorithms of [11,8].
3.4. The worst case of APS algorithms
The worst case analysis is often of particular concern, and here the property of q is very important to the running time of
calculating, thus we must know which property of q can lead to the worst case. The following examples in R can illustrate
this problem clearly, and it can also help to obtain the optimality proof in commutative semigroups in Section 5.
Example 10. Suppose there is one quantitative function q and some ec ∈ N such that q(e) = q(ec) (∀e ∈ N ), we know
Sq(e) = q(ec)
−
emin4e′4e
(1). (24)
Let e− emin = (e0, e1, . . . , en−1), then each partial sum can be simplified to
Sq(e) = q(ec)
n−1∏
i=0
(ei + 1). (25)
In general, elements with the same value may lead to less computations, thus the function qmust satisfy
q(e1) ≠ q(e2) (∀e1 ≠ e2, e1, e2 ∈ N ); (26)
it means the function qmust be injective in the worst case.
Example 11. Suppose q(e) = 0 (∀e ∈ N ), we do not need any operations at all since each Sq(e) = 0.
We can see the partial sums with the same value may also lead to less computations, thus the function Sq must satisfy
Sq(e1) ≠ Sq(e2) (∀e1 ≠ e2, e1, e2 ∈ N ); (27)
it means the function Sq also must be injective in the worst case.
However, the worst case does not only require the function q and Sq are both injective. In fact, it requires any result
composed by some quantitative values is not the other result composed by some different quantitative values.
Example 12. Sq(emax) is usually the most complex partial sum, because it contains all the function values mapped fromN .
Suppose there are some es, et ∈ N such that Sq(emax) equals q(es)−q(et), the running time for calculating Sq(emax) is almost
0 if we know this property.
Finally we can present the property of q in the worst case: For any two functions δ1, δ2 : N → Z, the function q must
satisfy−
e∈N
δ1(e)q(e) =
−
e∈N
δ2(e)q(e)
⇔ δ1(e) = δ2(e) (∀e ∈ N ). (28)
The worst case means we can only calculate all the partial sums by their definitions and we cannot take advantage of the
special properties of q.
4. The APS problem in a commutative semigroup
The APS Problem in R can be extended to a more general case.
Definition 7 (Mapping from Integer Grid Graph). The mapping q of the APS problem in g is defined as q : N → g , where
g,+ is a commutative semigroup.
The notation q is similar with the case in R, while it does not mean g has any quantitative properties.
The property of q in commutative semigroups in the worst case is a little different from that in R, because we only use
the+ operation in commutative semigroups. For any two functions δ1, δ2 : N → N, the function qmust satisfy−
e∈N
δ1(e)q(e) =
−
e∈N
δ2(e)q(e)
⇔ δ1(e) = δ2(e) (∀e ∈ N ) (29)
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in the worst case. Note that here the domain of δ1, δ2 is N instead of Z. In fact, the worst case here means the corresponding
commutative semigroup is also the ‘‘worst’’ commutative semigroup.
The definition of such a mapping qmeans any operation in commutative semigroups must be
Tλ = Lλ + Rλ. (30)
The definition of partial sum Sq here is similar to its definition in R.
Problem 2 (The Multidimensional APS Problem in a Commutative Semigroup). Given N , g, q and the corresponding Sq, we
need to calculate Sq(N ).
Since the running time of the operation + in a commutative semigroup g may be longer, the sequence length is more
important to the analysis of the APS algorithm in g than that in R.
4.1. Optimal algorithm
If we only want to get one Sq(e) (e ∈ N ), we can use a certain partial sum algorithm.We know this partial sum algorithm
can also be described as a sequence of operations. However, such sequences cannot be designed individually and then be
combined to solve the APS problem, because the points that different partial sums concerned may have overlap. Therefore,
memoization algorithms are not suitable to handle the APS problem, and we need an overall algorithm.
It is feasible to sum all elements from the lower dimensional case to the higher dimensional case. Actually, such processes
are similar to the piling, thus we name the corresponding algorithm as a piling algorithm. The algorithm Piling-All is
proposed for solving the nDAPS problem in a commutative semigroup, whose optimalitywill be shown in Section 5.We also
need some subprocedures: The procedure All-Loop-Assignment assigns q(P[0], . . . , P[n−1]) to T (P[0], . . . , P[n−1]), and
the procedure All-Loop-Add sums elements under a certain rule. Combinedwith All-Loop-Assignment and All-Loop-Add,
we can obtain the algorithm Piling-All.
All-Loop-Assignment(T , i)
1 if i < n
2 for P[i] = 0 to Ni − 1
3 All-Loop-Assignment(T , i+ 1)
4 else
5 T (P[0], . . . , P[n− 1]) = q(P[0], . . . , P[n− 1])
The procedure All-Loop-Assignment initializes data. T is a working array, which storages all the elements of q(N ) for
the later summing process.
All-Loop-Add(T , i, V ,D)
1 if i < n
2 for P[D[i]] = 0 to ND[i] − 1
3 All-Loop-Add(T , i+ 1, V ,D)
4 else
5 T (P[0], . . . , P[n− 1])+= T (P[0] − V [0], . . . , P[n− 1] − V [n− 1])
6 // Only V [k] equals 1
The procedure All-Loop-Add implements an n-deep loop for summing the elements in certain dimension k. All the
elements of the array V equal 0 but one element V [k] equals 1, and this non-zero element V [k] indicates that we will do the
piling processing on the dimension k.
Piling-All(T )
1 All-Loop-Assignment(T , 0)
2 for i = 0 to n− 1
3 V [i] = 0
4 D[i] = i
5 for i = 0 to n− 1
6 V [n− 1− i] = 1
7 // It means the non-zero element V [k] in All-Loop-Add is V [n− 1− i]
8 All-Loop-Add(T , 0, V ,D)
9 V [n− 1− i] = 0
10 Shift D right circularly by 1 position
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The procedure Piling-All is the main procedure, which completes the task by the piling processes in each dimension.
The array D is the permutation of (0, 1, . . . , n− 1), which is obtained by shifting (0, 1, . . . , n− 1) right circularly. We use
D to control the index variables order in the loop of All-Loop-Add. This order is in accordance with the dimension that the
piling processing is on, and it can hold the memory locality.
Now we prove the correctness of the algorithm Piling-All. When it is running, the value of T (e0, e1, . . . , en−1) changes
correspondingly. Before the first All-Loop-Add in Piling-All runs, the array V is changed to (0, . . . , 0, 1), which means we
will pile the elements in the dimension P[n− 1]. Thus we know that
T (e0, e1, . . . , en−1) =
en−1−
e′n−1=0
q(e0, e1, . . . , en−2, e′n−1) (31)
after this All-Loop-Add ends. Before the kth All-Loop-Add in Piling-All runs, V [n − k] is changed to 1 and the rest V [i]
(i ≠ n− k) is still 0, which means we will pile the elements in the dimension P[n− k]. Thus we know that
T (e0, e1, . . . , en−1) =
en−k−
e′n−k=0
en−k+1
e′n−k+1=0
· · ·
en−1−
e′n−1=0
q(e0, . . . , en−k−1, e′n−k, e
′
n−k+1, . . . , e
′
n−1) (32)
when the kth All-Loop-Add in Piling-All ends. Therefore, when the last All-Loop-Add in Piling-All ends,
T (e0, e1, . . . , en−1) =
e0−
e′0=0
e1−
e′1=0
· · ·
en−1−
e′n−1=0
q(e′0, e
′
1, . . . , e
′
n−1). (33)
So we obtain T (e0, e1, . . . , en−1) = Sq(e0, e1, . . . , en−1) for each (e0, e1, . . . , en−1) ∈ N finally.
Lemma 1. The sequence length of Piling-All is
n−1
i=0
 n−1∏
j=0
Nj −
∏
0≤j≤n−1
j≠i
Nj

= n
n−1∏
j=0
Nj −
n−1
i=0
∏
0≤j≤n−1
j≠i
Nj. (34)
Proof. By induction on the dimension n, this lemma can be shown. 
4.2. 3D optimal algorithm
Since Piling-All has a recursive form and uses the nD array, it should be rewritten in a direct form in practice. Now
we present the algorithm 3D-Piling-All as an example. 3D-Piling-All is a special case of Piling-All when the dimension
n = 3, with which we can illustrate the principle of Piling-All.
3D-Piling-All(T )
1 // The following nest-loops initializes data
2 for P[0] = 0 to N0 − 1
3 for P[1] = 0 to N1 − 1
4 for P[2] = 0 to N2 − 1
5 T (P[0], P[1], P[2]) = q(P[0], P[1], P[2])
6 // The following nest-loops are the piling on the dimension P[2]
7 for P[0] = 0 to N0 − 1
8 for P[1] = 0 to N1 − 1
9 for P[2] = 0 to N2 − 1
10 T (P[0], P[1], P[2])+= T (P[0], P[1], P[2] − 1)
11 // The following nest-loops are the piling on the dimension P[1]
12 for P[2] = 0 to N2 − 1
13 for P[0] = 0 to N0 − 1
14 for P[1] = 0 to N1 − 1
15 T (P[0], P[1], P[2])+= T (P[0], P[1] − 1, P[2])
16 // The following nest-loops are the piling on the dimension P[0]
17 for P[1] = 0 to N1 − 1
18 for P[2] = 0 to N2 − 1
19 for P[0] = 0 to N0 − 1
20 T (P[0], P[1], P[2])+= T (P[0] − 1, P[1], P[2])
Fig. 1 shows the process of 3D-Piling-All, in which P[0], P[1], P[2] are denoted as x, y, z respectively. The procedure
3D-Piling-All piles the elements in each dimension, and the propagation directions are indicated by the dashed arrow in
Fig. 1.
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Fig. 1. 3D-Piling-All.
5. Optimality proof in commutative semigroups
The analysis of the APS algorithm in a commutative semigroup is also under the straight-line program computation
model, and it is very similar to the analysis of the APS algorithm in R. However, we want to know the minimum sequence
length of the APS algorithm in commutative semigroups in the worst case since there is only a+ operation in commutative
semigroups.
The structure of N is important to prove optimality, and we try to associate the operation with the points of N . Our
technique is to put all the operations to the points ofN , and each point can be viewed as a hole. Now all the operations are
running in the holes, and the corresponding results are stored in the holes. We first prove that the operations of different
holes are different, andwe calculate theminimumtimeof the operations in eachhole, thusweobtain theminimumsequence
length of the APS algorithm in commutative semigroups. With this minimum sequence length, the algorithm Piling-All is
shown to be optimal in the worst case.
5.1. Addition and merging
We will represent the operations of the APS algorithm in another perspective. For any APS algorithm in a commutative
semigroup, Tλ, Lλ, Rλ must be the sum of elements in q(N ). Let nq(e) denote the sum of n q(e), then
Tλ =
−
e∈N
γλ(e)q(e), (35)
Lλ =
−
e∈N
βλ(e)q(e), (36)
Rλ =
−
e∈N
αλ(e)q(e), (37)
where γλ(e), βλ(e), αλ(e) ∈ N.
If an operation obtains Tλ including a certain γλ(e) > 1, we say Tλ useless. If an operation uses a useless Tλ as the
operation number, it will lead to a new useless result Tλ′ (λ′ > λ) with γλ′(e) ≥ γλ(e) > 1. Since we discuss the worst case
of the algorithm, these useless results cannot lead to the final results. If a useless result Tλ is a final result, it must satisfy
γλ(e) = 1 or γλ(e) = 0 according to Eq. (29), and this leads to a contradiction. Hence, we do not need any useless results,
then Tλ, Lλ, Rλ must be
Tλ =
−
e∈N ,γλ(e)=1
γλ(e)q(e), (38)
Lλ =
−
e∈N ,βλ(e)=1
βλ(e)q(e), (39)
Rλ =
−
e∈N ,αλ(e)=1
αλ(e)q(e). (40)
With these constraints, Tλ, Lλ, Rλ can be viewed as sets.
Definition 8. The set forms of Tλ, Lλ, Rλ are
⟨Tλ⟩ = {e|e ∈ N , γλ(e) = 1}, (41)
⟨Lλ⟩ = {e|e ∈ N , βλ(e) = 1}, (42)
⟨Rλ⟩ = {e|e ∈ N , αλ(e) = 1}. (43)
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In the perspective of sets, we know that
⟨Lλ⟩, ⟨Rλ⟩ ⊂ ⟨Tλ⟩, (44)
⟨Lλ⟩ ∩ ⟨Rλ⟩ = ∅, (45)
⟨Lλ⟩ ∪ ⟨Rλ⟩ = ⟨Tλ⟩, (46)
and Eλ means
⟨Tλ⟩ = ⟨Lλ⟩ ∪ ⟨Rλ⟩. (47)
Now the operations of calculating Sq(e) mean the merging of different elements in N . Thus we will demonstrate the
optimality with the structure of a grid graph.
5.2. Computation in holes
Our proof technique is similar to amortized analysis. We set the hole h(e) in any e ∈ N , and let all the operations run in
the different holes. Thus the sequence length of the APS algorithm is the sum of the sequence length in all the holes.
Definition 9 (Supremum). For any set Γ ⊂ N , the supremum of Γ is
supΓ =

max
e∈Γ e0,maxe∈Γ e1, . . . ,maxe∈Γ en−1

, (48)
where e = (e0, e1, . . . , en−1).
The computationmust satisfy the following requirements: Every {e} has been put in h(e) before the algorithm starts. The
operation Eλ is set to run in h(sup⟨Tλ⟩), and the result ⟨Tλ⟩will be put into h(sup⟨Tλ⟩).
Definition 10. For any e = (e0, e1, . . . , en−1) ∈ N , let ↓i (e) be
↓i (e) = (e0, e1, . . . , ei − 1, . . . , en−1). (49)
Note that ↓i (e)may not belong toN .
Definition 11. Let e ∈ N , the core subset C(e) of {e′|emin 4 e′ 4 e} is defined as
C(e) = {e} ∪ {↓i (e)|0 ≤ i ≤ n− 1,↓i (e) ∈ N }. (50)
Lemma 2. For any set U ⊂ C(e) with |U| > 1, supU = e.
Proof. Since U ⊂ C(e), we can obtain supU 4 sup C(e) = e according to the definition of sup, then we discuss the different
cases:
(1) Suppose e ∈ U , then supU = e.
(2) Suppose e ∉ U , we can take any two different elements fromU ⊂ C(e), then theymust be↓i1 (e) and↓i2 (e) (i1 ≠ i2),
thus supU = e.
We have thus proved this lemma. 
Lemma 3. For any set U ⊂ N , supU 4 e and |U ∩ C(e)| > 1, then supU = e.
Proof. Since U ∩ C(e) ⊂ C(e) and |U ∩ C(e)| > 1, then sup(U ∩ C(e)) = e. We know sup(U ∩ C(e)) 4 supU 4 e, therefore
supU = e. 
5.3. The minimum sequence length
With the concept of holes, wewill show theminimum sequence length of the APS algorithm in commutative semigroups
in the worst case.
Lemma 4. For any U ⊂ C(e) with |U| > 1, we need at least |U| − 1 operations in h(e) to obtain U.
Proof. There is only {e} in h(e) before any operation in h(e). Suppose the ith operation in h(e) is the ωith operation Eωi of
the algorithm:
⟨Tωi⟩ = ⟨Lωi⟩ + ⟨Rωi⟩. (51)
For any APS algorithmA, we will prove the lemma by induction on τ(A), i.e. the lemma holds when the total sequence
length is τ(A).
(1) Eω1 is the first operation in h(e). We will prove the lemma holds when there is only one operation (τ(A) = 1).
The result of Eω1 must be in h(e), then sup⟨Tω1⟩ = e, thus
|⟨Tω1⟩ ∩ C(e)| ≥ 1. (52)
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Assuming that |⟨Lω1⟩∩C(e)| > 1, we can obtain sup⟨Lω1⟩ = e because sup⟨Lω1⟩ 4 sup⟨Tω1⟩ = e. Thatmeans sup⟨Lω1⟩ has
been in h(e) before Eω1 . Since there is only {e} in h(e) before Eω1 , and we know |{e}∩ C(e)| = 1, that means our assumption
is wrong. Therefore, |⟨Lω1⟩ ∩ C(e)| ≤ 1.
It is similar to prove |⟨Rω1⟩ ∩ C(e)| ≤ 1. Since ⟨Tω1⟩ = ⟨Lω1⟩ ∪ ⟨Rω1⟩, then
|⟨Tω1⟩ ∩ C(e)| ≤ 2, (53)
so we obtain
1 ≤ |⟨Tω1⟩ ∩ C(e)| ≤ 2. (54)
There is only one operation because τ(A) = 1, then ⟨Tω1⟩ = U ⊂ C(e). Since |U| > 1, thus
|⟨Tω1⟩ ∩ C(e)| = 2 = |U|. (55)
There is only {e} in h(e), so we need the operation Eω1 . Therefore, we need at least |U| − 1 = 1 operation.
(2) For any U ⊂ C(e) with |U| > 1, suppose we need at least |U| − 1 operations in the h(e) to store U into h(e) when the
sequence length τ(A) = τ .
The (τ + 1)th operation only obtains ⟨Tωτ+1⟩. We need |⟨Lωτ+1⟩| − 1 and |⟨Rωτ+1⟩| − 1 operations respectively to get⟨Lωτ+1⟩ and ⟨Rωτ+1⟩ in h(e). Since the essence of the operation is the union of sets, we know ⟨Lωτ+1⟩ ∩ ⟨Rωτ+1⟩ = ∅, then
the operations for calculating ⟨Lωτ+1⟩ and ⟨Rωτ+1⟩ are independent. The final operation for calculating ⟨Tωτ+1⟩ is Eωτ+1 , so the
whole sequence lengths for calculating ⟨Tωτ+1⟩ are
|⟨Lωτ+1⟩| − 1+ |⟨Rωτ+1⟩| − 1+ 1 = |⟨Tωτ+1⟩| − 1. (56)
Therefore, the lemma holds when the sequence length is τ + 1. This completes the proof. 
Theorem 1. For any U ⊂ N with supU 4 e and |U ∩C(e)| > 1, we need at least |U ∩C(e)|−1 operations in h(e) to obtain U.
Proof. We can observe⟨Tωi⟩ ∩ C(e) = ⟨Lωi⟩ ∩ C(e) ∪ ⟨Rωi⟩ ∩ C(e) (57)
to analyze corresponding Eωi
⟨Tωi⟩ = ⟨Lωi⟩ ∪ ⟨Rωi⟩. (58)
Since U ∩ C(e) ⊂ C(e), we need at least |U ∩ C(e)| − 1 operations in h(e) to obtain U ∩ C(e) ⊂ C(e).
If this theoremwere false, it would lead to one algorithm for gettingU∩C(e)with sequence length less than |U∩C(e)|−1,
so this leads to a contradiction. Therefore, we need at least |U ∩ C(e)| − 1 operations in h(e) to obtain U . 
Theorem 2. It takes at least |C(e)| − 1 operations in commutative semigroups to get Sq(e).
Proof. We can see |Sq(e)| ≥ 1 according to its definition, then we discuss the problem in the different cases.
Suppose |Sq(e) ∩ C(e)| > 1, we need at least |C(e)| − 1 operations in h(e) according to Theorem 1.
Suppose |Sq(e) ∩ C(e)| = 1, it means e = emin and we need no operations.
Therefore, we need at least |C(e)| − 1 operations in h(e) to get Sq(e). 
Definition 12. The core degreeΛ(e) of e is defined as
Λ(e) = |C(e)| − 1. (59)
Theorem 3. It takes at least−
e∈N
Λ(e) (60)
operations in commutative semigroups to get all the elements of Sq(N ).
Proof. We need at least |C(e)| − 1 operations in commutative semigroups to obtain ⟨Sq(e)⟩ in h(e). The operations in
different holes are different, therefore the minimum sequence length is equal to the sum of the minimum sequence lengths
in all the holes. 
Lemma 5. It takes at least N0 − 1 operations in commutative semigroups for a 1D APS problem.
Theorem 4. The sum of all the core degrees inN is−
e∈N
Λ(e) = n
n−1∏
j=0
Nj −
n−1
i=0
∏
0≤j≤n−1
j≠i
Nj. (61)
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Proof. We will prove this theorem by induction on the dimension n. Let e(n) and N (n) denote the element of Nn and the
integer grid graph in the nD case.
When n = 1, the theorem holds. When n = k, suppose−
e(k)∈N (k)
Λ

e(k)
 = k k−1∏
j=0
Nj −
k−1
i=0
∏
0≤j≤k−1
j≠i
Nj. (62)
When n = k+ 1, the sum of all the core degrees are composed of two parts.
One part consists of all the ↓k (e(k+ 1)), whose sum is
(Nk − 1)
k−1∏
j=0
Nj. (63)
The other part consists of all the ↓i (e(k+ 1)) (0 ≤ i ≤ k− 1), whose sum is
Nk
 −
e(k)∈N (k)
C(e(k)) = Nk −
e(k)∈N (k)

Λ

e(k)
+ 1. (64)
According to the assumption, this value is equal to
Nk

k
k−1∏
j=0
Nj −
k−1
i=0
∏
0≤j≤k−1
j≠i
Nj

+ Nk
k−1∏
j=0
Nj. (65)
Then the sum of all the core degrees in (k+ 1)D case is−
e(k+1)∈N (k+1)
Λ

e(k+ 1) = (k+ 1) k∏
j=0
Nj −
k−
i=0
∏
0≤j≤k
j≠i
Nj, (66)
therefore we have proved the theorem. 
5.4. Optimality of some APS algorithms
Here we show the optimality of Piling-All, the APS algorithm in [25], and the APS algorithm in [23].
Theorem 5. Piling-All is the optimal APS algorithm in commutative semigroups in the worst case.
Proof. According to Lemma 1, Theorems 3 and 4, we can see the sequence length of Piling-All is exactly the minimum
sequence length to get Sq(N ) in commutative semigroups, therefore Piling-All is optimal.
Corollary 1. It takes at least 2N0N1 − N0 − N1 operations in commutative semigroups for a 2D APS problem.
We can see the minimum sequence length is 2L2 − 2Lwhen N0 = N1 = L, which shows that the APS algorithm in [25] is
optimal in commutative semigroups. Actually, the APS algorithm in [25] is the special case of Piling-Allwhen the dimension
is 2.
Corollary 2. It takes at least 3N0N1N2 − N0N1 − N1N2 − N2N0 operations in commutative semigroups for a 3D APS problem.
We can see the minimum sequence length is 3L3 − 3L2 when N0 = N1 = N2 = L, which shows that the APS algorithm
3D-Piling-All and the two APS algorithms in [23] are optimal in commutative semigroups. However, the analysis in the
original paper [23], which claims the time complexity is only O(L2), is wrong. Furthermore, 3D-Piling-All is equivalent to
two APS algorithms in [23].
Corollary 3. For any image with range [0, L− 1], the lower bound of the nD thresholding method based on the APS algorithm is
Ω(Ln).
6. Experimental results
We use some simulation experiments to compare the efficiency of different APS algorithms and check the effectiveness
of the sequence length as the measurement criterion of time performance of the thresholding methods. The following
algorithms are all implemented in MATLAB, and the hardware is a PC with an Intel Core 2 Duo E6320 (1.86 GHz) and 2
GB memory.
We have implemented the 2D Otsu’s method, the 2D entropic method and the 3D Otsu’s method with different APS
algorithms, and list their results in Table 1, 2 and 3 respectively.We focus on the running time of the APS algorithm (denoted
as APS Time) and the total running time of the whole method (denoted as Total Time), and we also calculate the ratio of APS
Time to Total Time (denoted as Ratio). It should be pointed out that different APS algorithms here only lead to different
running time, and they do not change segmentation result of each thresholding method.
As shown in Tables 1–3, the APS time of the piling algorithm is less than that of the memoization algorithm when
segmenting the same image, which means the piling algorithm is faster than the memoization APS algorithm. Especially,
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Table 1
Time performance of the 2D Otsu’s method.
Image Algorithm APS time (s) Total time (s) Ratio (%)
Lena Memoization 0.0078 0.0889 9
Lena Piling 0.0056 0.0873 6
Camera man Memoization 0.0077 0.0358 22
Camera man Piling 0.0055 0.0306 18
Air plane Memoization 0.0081 0.0895 9
Air plane Piling 0.0056 0.0846 6
Table 2
Time performance of the 2D entropic method.
Image Algorithm APS time (s) Total time (s) Ratio (%)
Lena Memoization 0.0053 0.0968 5
Lena Piling 0.0035 0.0964 4
Camera man Memoization 0.0052 0.0441 12
Camera man Piling 0.0038 0.0437 9
Air plane Memoization 0.0052 0.1009 5
Air plane Piling 0.0037 0.0965 4
Table 3
Time performance of the 3D Otsu’s method.
Image Algorithm APS time (s) Total time (s) Ratio (%)
Lena Memoization 7.38 9.92 74
Lena Piling 3.42 5.32 64
Camera man Memoization 7.27 10.13 72
Camera man Piling 3.54 5.51 64
Air plane Memoization 7.48 10.07 74
Air plane Piling 3.49 5.69 61
Table 3 shows that the memoization algorithm [23] can reduce the running time by about half (≈46%) compared with
the piling algorithm in [8] as we mentioned in Section 1. Actually, the piling algorithm is the fastest APS algorithm in R
up till now. In the meantime, the total time of the whole method based on the piling algorithm is less than that based on
the memoization algorithm. These results agree with the theoretical discussion in Section 3.3, thus the sequence length is a
feasible criterion for measuring the time performance of different thresholding methods.
The ratio can show the importance of the APS algorithm in the thresholding method. All the ratio values in Table 3 are
>60%, whichmeans the running time of the APS algorithm is indeed the bottleneck of the thresholdingmethod in the higher
dimensional case. Furthermore, the running time of the piling algorithm in the 3D case is much longer than that in the 2D
case, which means we may face more complex problems in the higher dimensional cases.
It should be pointed out that the preprocessing procedure (e.g. reading the image) costs much more than the procedure
of the APS algorithm in the 2D case, which leads to the lower ratio values in Tables 1 and 2.
7. Conclusion
The partial sum calculation is the major part of thresholding methods in image thresholding segmentation, which has
not been noticed before. It is necessary to calculate all the partial sums efficiently for optimal threshold searching. Therefore,
we need to design better APS algorithms to enhance the time performance of segmentation, and the theoretical analysis and
experimental results both show the APS problem is the bottleneck of the thresholding method.
The lower bound of the nD thresholdingmethod based on the APS algorithm isΩ(Ln)when the dimension is n, while the
running time of various O(Ln) APS algorithms are different. We propose the piling algorithm for solving the APS problem,
and show the optimality in commutative semigroups in theworst case under the straight-line program computationmodel.
The piling algorithm is general in any dimensional cases, we plan to apply this optimal APS algorithm to higher
dimensional threshold methods in the future. The feasible generalized neighborhood gray values are needed first, which
can form the higher dimensional histogram. We also need to find sound objective functions for more effective methods.
TheAPS algorithm in the higher dimensional cases still costs a littlemore, thus another furtherwork is to construct amore
practical APS algorithm.One possibleway is to consider the parallel implementation of our algorithm, and the current results
of the prefix-sum operation in parallel computations would help to modify the APS algorithm in the nD case. Moreover, the
parallel complexity of the multidimensional APS problem is also an interesting problem.
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