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Recently introduced time-dependent renormalized-natural-orbital theory (TDRNOT) is tested on nonsequen-
tial double ionization (NSDI) of a numerically exactly solvable one-dimensional model He atom subject to
few-cycle, 800-nm laser pulses. NSDI of atoms in strong laser fields is a prime example of non-perturbative,
highly correlated electron dynamics. As such, NSDI is an important “worst-case” benchmark for any time-
dependent few and many-body technique beyond linear response. It is found that TDRNOT reproduces the cel-
ebrated NSDI “knee,” i.e., a many-order-of-magnitude enhancement of the double ionization yield (as compared
to purely sequential ionization) with only the ten most significant natural orbitals (NOs) per spin. Correlated
photoelectron spectra—as “more differential” observables—require more NOs.
PACS numbers: 31.15.ee , 32.80.Rm , 31.70.Hq
I. INTRODUCTION
Nonsequential double ionization (NSDI) in intense laser
pulses has been experimentally observed in measurements of
ion yields as a function of the laser intensity, which deviate
from the yields expected from a sequential ionization sce-
nario, forming the so-called NSDI “knee” (see [1, 2] for re-
cent reviews). In fact, the multiple ionization yields are typi-
cally enhanced by several orders of magnitude. With ioniza-
tion yields being rather integrated observables the mechanism
behind NSDI could not be unequivocally resolved until the
measurement of ion spectra [3, 4] and correlated photoelec-
tron distributions has become feasible (see [5, 6] for early and,
e.g., [7] for very recent work). Meanwhile NSDI is under-
stood in terms of a recollision process: one electron is emitted
but oscillates back to its parent ion to knock out the next elec-
tron. If the return energy is not sufficient for collisional ion-
ization, the next electron might be excited and later emitted
owing to the laser field [8].
The described recollision scenario poses a huge challenge
for general many-body methods when applied to such a few-
electron test case. For example, in time-dependent Hartree-
Fock (TDHF) or time-dependent density functional theory
(TDDFT) applied to He starting from the singlet ground state
there is only one spatial orbital describing both electrons (one
spin-up, the other spin-down). Not surprisingly, it was found
that such methods are not capable of describing NSDI [9],
although formally for different reasons. TDHF, as a mean-
field approach, does not incorporate correlation by definition.
TDDFT is in principle exact but only in the sense that it gives
the exact time-dependent electron density. However, even if
the exact time-dependent electron density was known from a
TDDFT calculation employing the exact exchange-correlation
potential [10], the exact double-ionization probability could
still not be calculated because this observable is unknown as
an explicit functional of the electron density, and simple ap-
proximations to it do not reproduce the NSDI knee [11, 12].
Solving the full time-dependent Schrödinger equation
(TDSE) for He in full dimensionality and in strong, long-
wavelength (i.e., ≥ 800 nm) laser fields is still beyond what
is possible with current super computer technology [13].
Therefore it is essential to develop practicable time-dependent
many-electron methods beyond linear response that account
for correlation. Time-dependent configuration interaction
(TDCI) [14, 15], multiconfigurational time-dependent Hartree
(MCTDH) [16] or multiconfigurational TDHF (MCTDHF)
[17–20] are exact in principle. However, the crucial question
in practice is how many configurations or determinants are
required to recover a certain strong correlation feature such
as the NSDI knee. General conclusions are difficult to draw,
as different TDCI and MCTDHF approaches may vary in the
single-particle basis functions chosen. It has been shown that
for He (or H2) a time-dependent variational approach using
a wavefunction ansatz with two different single-particle or-
bitals (time-dependent extended Hartree-Fock) [9, 21] or an
ad hoc ansatz with an “inner” and an “outer” outer orbital [22]
at least generate kneelike structures in the double-ionization
yield. However, they are only in poor agreement with the ex-
act numerical results available for low-dimensional models.
To the best of our knowledge there are no systematic tests of
computational approaches that demonstrate a convergence to-
ward the exact NSDI knee. In fact, we are not aware of any
work that accurately reproduces the NSDI knee using a many-
body method that overcomes the “exponential wall” [23]. In
this work, we will provide such an analysis for our recently in-
troduced time-dependent renormalized-natural-orbital theory
(TDRNOT) [24, 25].
II. THEORY
Before we present results on the NSDI knee (Sec. III A) and
on correlated photoelectron spectra (Sec. III B), we briefly in-
troduce the He model, review the essentials of TDRNOT, par-
ticularly when applied to a two-electron system, and discuss
the observables to be calculated.
Atomic units (a.u.) are used unless otherwise indicated.
2A. Model atom
The widely applied one-dimensional helium model atom [9,
10, 12, 20, 26–29] in a laser field has the Hamiltonian
Hˆ(1,2)(t) = hˆ(1)(t) + hˆ(2)(t) + vee
(1,2), (1)
where upper indices indicate the action on either electron 1,
electron 2, or both. The single-particle Hamiltonian reads
hˆ(t) = HˆA + HˆL(t), with
HˆA =
pˆ2
2
− 2√
x2 + εne
, (2)
HˆL(t) = A(t)pˆ (dipole approximation and velocity gauge
with the A2 term transformed away), and the electron-electron
interaction
vee
(1,2) =
1√(
x(1) − x(2))2 + εee . (3)
The electron-ion smoothing parameter εne = 0.50 is chosen
such that the groundstate energy of He+ EHe+0 = −2.0 is
recovered. The electron-electron smoothing parameter εee =
0.33 is tuned to yield the neutral-He energy EHe0 = −2.9.
B. Density matrices, renormalized-natural-orbitals, and their
equations of motion
The Hamiltonian (1) does not act on the spin, which—in the
two-particle case—allows one to factorize the wavefunction,
〈12|Φ(t)〉 = Φ(12; t) = Φ(x1x2; t)Φσ1σ2 . (4)
Here 1 and 2 are shorthand notations for position and spin
(x1, σ1) and (x2, σ2), respectively. The two- and one-body
density matrices read
γ2(12, 1
′2′; t) = Φ(12; t)Φ∗(1′2′; t), (5)
γ1(1, 1
′; t) = 2
∫
d2 γ2(12, 1
′2; t). (6)
Natural orbitals (NOs) φk(1; t) = 〈1|k(t)〉 are defined as
eigenvectors of γ1:
γ1(1, 1
′; t) =
∑
k
nk(t)φk(1; t)φ
∗
k(1
′; t). (7)
The corresponding eigenvalues nk(t) ∈ [0, 1] are called oc-
cupation numbers (ONs). NOs and ONs were introduced a
long time ago (see, e.g., [30–32]), but only recently have their
usefulness for time-dependent few- and many-body problems
been studied [33–38].
The coupled equations of motion for the ONs and the NOs
can be unified by introducing renormalized NOs (RNOs) [24]
〈1|k˜(t)〉 = φ˜k(1; t) =
√
nk(t)φk(1; t) (8)
so that
nk(t) = 〈k˜(t)|k˜(t)〉 (9)
and
γ1(1, 1
′; t) =
∑
k
φ˜k(1; t)φ˜
∗
k(1
′; t). (10)
The two-body density matrix expanded in RNOs reads
γ2(12, 1
′2′; t)
=
∑
ijkl
γ˜2,ijkl(t)φ˜i(1; t)φ˜j(2; t)φ˜
∗
k(1
′; t)φ˜∗l (2
′; t). (11)
The equation of motion (EOM) for the RNOs is [25]
i∂t|n˜〉 = hˆ(t)|n˜〉+An(t)|n˜〉
+
∑
k 6=n
Bnk(t)|k˜〉+
∑
k
Cˆnk(t)|k˜〉 (12)
with
An(t) = − 1
nn(t)
Re
∑
jkl
γ˜2,njkl(t)〈k˜l˜|vee|n˜j˜〉, (13)
Bnk(t) = 2
nk(t)− nn(t)
∑
jpl
[
γ˜2,kjpl(t)〈p˜l˜|vee|n˜j˜〉
−γ˜2,plnj(t)〈k˜j˜|vee|p˜l˜〉
]
,
(14)
and
Cˆnk(t) = 2
∑
jl
γ˜2,kjnl(t)〈l˜|vee|j˜〉. (15)
One observes that the effective Hamiltonian in the TDSE-like
equation (12) consists of the usual one-body operator hˆ(t), a
diagonal part An(t) ∈ R, the part Bnk(t) ∈ C which couples
RNOs, and the operator Cˆnk(t), which also couples RNOs.
As the effective Hamiltonian in (12) is Hermitian, the corre-
sponding time evolution of the RNOs is unitary.
In general, there are infinitely many NOs required to de-
scribe a correlated quantum system, even if it contains only
two particles. Ordered decreasingly according to their ONs,
the number of RNOs taken into account in an actual numerical
implementation of (12) is necessarily truncated, which intro-
duces errors in the propagation. The effect of this truncation
will be seen in the results in Sec. III below.
In the two-particle case the expansion coefficients γ˜2,ijkl(t)
are exactly known [25],
γ˜2,ijkl(t) = (−1)i+k e
i[ϕi−ϕk]
2
√
ni(t)nk(t)
δi,j′δk,l′ . (16)
Here, the “prime operator” acts on the positive integer k ac-
cording to
k′ =
{
k + 1 if k odd
k − 1 if k even, (17)
3and the phase factors are [25]
eiϕ
(S)
i = 2δk,1 + 2δk,2 − 1, eiϕ
(T)
i = 1 (18)
in the spin-singlet and -triplet case, respectively. Note that
the EOM for the RNOs (12) is given here for phase-including
NOs [35] so that ϕi and ϕk in (16) do not depend on time.
Employing the factorization (4) we can write
γ2(12, 1
′2′; t) = Φ(x1x2; t)Φ
∗(x′1x
′
2; t)Φσ1σ2Φ
∗
σ′1σ
′
2
, (19)
γ1(1, 1
′; t) = γ1(x1, x
′
1; t)
∑
σ2
Φσ1σ2Φ
∗
σ′1σ2
(20)
where
γ1(x1, x
′
1; t) = 2
∫
dx2 γ2(x1x2, x
′
1x2; t)
=
∑
k
nk(t)φk(x1; t)φ
∗
k
(x′1; t)
=
∑
k
φ˜
k
(x1; t)φ˜
∗
k
(x′1; t), (21)
γ2(x1x2, x
′
1x
′
2; t) = Φ(x1x2; t)Φ
∗(x′1x
′
2; t)
=
∑
ijkl
γ˜
2,ijkl
(t)φ˜
i
(x1; t)φ˜j(x2; t)
× φ˜∗
k
(x′1; t)φ˜
∗
l
(x′2; t). (22)
Here and in the following, spatial RNOs and quantities calcu-
lated from them (e.g., ni(t) = 〈φ˜i(t)|φ˜i(t)〉) will be indicated
by underlining them. How the RNOs can be written as a fac-
torization in the spatial and the spin part is discussed in detail
in [25]. In this work we will only consider results for the sin-
glet configuration where the RNOs with k = 1, 2, 3, . . . can
be arranged as
〈x|k˜(t)〉 =
{ |↑〉 φ˜
k′/2
(x; t) if k odd
|↓〉 φ˜
k/2
(x; t) if k even
(23)
so that any consecutive k-odd and k+1-even RNOs share the
same spatial component φ˜
k′/2
(x; t).
C. Observables
We are interested in the double-ionization probability of the
model He atom as a function of the laser intensity and in cor-
related photoelectron spectra, i.e., the probability to find one
electron being emitted with momentum p1 and the other with
p2, for laser intensities where NSDI occurs. Both should in
principle be calculated via the projection of the wavefunc-
tion after the laser pulse on two-electron continuum states of
asymptotic momenta p1 and p2. However, this approach is nu-
merically unfeasible. We will shortly explain how the yields
and spectra are calculated in a less rigorous but sufficiently
accurate manner in this work.
1. Ionization probabilities
An efficient way to calculate ionization probabilities from
the two-electron wavefunctionΦ(x1x2) after the laser pulse is
based on the integration of the probability density |Φ(x1x2)|2
over certain spatial regions,
P 0 =
∫∫
|x1|,|x2|<a
dx1dx2 |Φ(x1x2)|2 , (24)
P 2+ =
∫∫
|x1|,|x2|≥a
dx1dx2 |Φ(x1x2)|2 , (25)
P 1+ =1− P 0 − P 2+ (26)
where we made use of the fact that P 0 + P 1+ + P 2+ = 1.
The parameter a > 0 should be sufficiently large such that the
probabilities P 1+ and P 2+ are negligible for the groundstate
and singly-excited eigenstates. On the other hand, a should
not be too large so that the probability density describing ion-
ization does not need too much time to leave the neutral-He
region |x1| , |x2| < a. For our model we chose a = 6.
As for a two-electron system |Φ(x1x2)|2 =
γ2(x1x2, x1x2), Eqs. (24) and (25) are read in terms of
RNOs:
P 0 =
∑
ijkl
γ˜
2,ijkl
∫ a
−a
dx1 φ˜i(x1)φ˜
∗
k
(x1)
×
∫ a
−a
dx2 φ˜j(x2)φ˜
∗
l
(x2),
(27)
P 2+ =
∑
ijkl
γ˜
2,ijkl
∫
|x1|≥a
dx1 φ˜i(x1)φ˜
∗
k
(x1)
×
∫
|x2|≥a
dx2 φ˜j(x2)φ˜
∗
l
(x2).
(28)
Note that in the two-electron case this form is equivalent to
first reconstructing the wavefunction (which is possible for
two electrons [25]) and then using Eqs. (24) and (25).
2. Momentum distributions
A numerically efficient method to calculate correlated
double-ionization photoelectron spectra is to multiply the two-
electron wavefunction by a mask function f(x1x2), which re-
moves the parts representing He+ and neutral He:
Φ
2+(x1x2) ≃ f(x1x2)Φ(x1x2).
Here, we chose f(x1x2) = f(x1)f(x2), with f(x) =
1/
√
1 + e−c(|x|−a) and c = 1.25 [29]. After Fourier trans-
forming Φ2+(x1x2) to momentum space,
Φ
2+(p1p2) =
1
2pi
∫
dx1
∫
dx2 Φ
2+(x1x2) e
−i(p1x1+p2x2),
(29)
the double-ionization photoelectron spectrum is obtained as
ρ2+(p1p2) = 2
∣∣Φ2+(p1p2)∣∣2 .
4In our TDRNOT treatment we proceed analogously by first
defining
γ2+2 (x1x2, x
′
1x
′
2) = f(x1x2)f
∗(x′1x
′
2)γ2(x1x2, x
′
1x
′
2),
(30)
whose Fourier transform is γ2+2 (p1p2, p′1p′2). Then,
ρ2+(p1p2) = 2γ
2+
2 (p1p2, p1p2),
which can be written as
ρ2+(p1p2)
≃ 2
∑
ijkl
γ˜
2,ijkl
φ˜
+
i
(p1)φ˜
+
j
(p2)
{
φ˜
+
k
(p1)φ˜
+
l
(p2)
}∗ (31)
where
φ˜
+
i
(pj) =
1√
2pi
∫
dxj f(x)φ˜i(xj) e
−ixjpj . (32)
We thus have an explicit construction for ρ2+(p1p2) in terms
of RNOs. Note that in TDDFT such a construction in terms
of Kohn-Sham orbitals is unknown [29].
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FIG. 1. (Color online) Double-ionization probability vs laser inten-
sity. TDRNOT results with N = 1, 2, 3, 4, 6, 10 spatial RNOs (red,
+) are compared with the exact TDSE result (black, dots) and with
the ionization probability reconstructed using the first N exact NOs
calculated from the exact TDSE wavefunction (green, ×).
III. RESULTS AND DISCUSSION
We consider an 800-nm (ω = 0.058) linearly polarized
Ncyc = 3-cycle sin2-shaped laser pulse of duration T =
2piNcyc/ω. The vector potential in dipole approximation
reads
A(t) = Aˆ sin2
(
ωt
2Ncyc
)
sin(ωt) for 0 ≤ t ≤ T (33)
and zero otherwise. The numerical grids for both the TDSE-
benchmark and TDRNOT calculations covered ±1500 a.u. in
the spatial directions.
A. Ionization yields
Figure 1 shows the double-ionization probability P 2+ as a
function of the laser intensity for different numbers of spa-
tial RNOs N between 1 (upper-left panel) and 10 (lower-right
panel). For comparison, the exact TDSE result is included
in black in all panels. The nonmonotonic behavior of the
first derivative of this exact P 2+ curve in the region around
2× 1015 W/cm2 gives rise to the celebrated NSDI knee.
A TDRNOT calculation with N = 1 RNO per spin yields
a featureless P 2+ curve, as seen in the upper-left panel of
Fig. 1. In fact, in the case of a two-electron spin-singlet sys-
tem, a single NO per spin is equivalent to TDHF or TDDFT in
exchange-only approximation, for which it is already known
that the NSDI knee is not reproduced [9–12].
Truncating the number of RNOs in a TDRNOT calculation
introduces an error in the propagation of the RNOs [25]. This
error should be distinguished from the error that arises alone
due to the fact that only a finite number of NOs is taken into
account for the calculation of an observable. We do this by
determining all exact NOs from the exact TDSE wavefunction
but consider only the N most dominant of them to calculate
the observable P 2+. The respective results are also shown in
Fig. 1. For N = 1 this procedure gives a result very different
from the TDRNOT with N = 1. There is even already a
knee in the TDSE-1-NO result, albeit a quantitatively wrong
one. Both TDRNOT with a single RNO and the TDSE-1-NO
curve show a wrong slope in the limit of low laser intensity.
For N = 2 NOs per spin (upper-right panel) a knee ap-
pears also in the TDRNOT result. It is exaggerated and
jaggedly structured, and underestimates the P 2+ yield. A
similar behavior with two orbitals was observed in extended
Hartree-Fock treatments [9, 21] and with the so-called “crap-
ola” model [22], where an “inner” and an “outer” orbital is
postulated.
With increasing N the agreement between TDRNOT re-
sults and TDSE improves. For N = 10 the truncation error in
the propagation of the RNOs is small enough to give almost
the same probability P 2+ as if it was calculated with the first
N = 10 exact NOs.
Clearly, our TDRNOT approach is only attractive if N can
be kept reasonably small. We have shown in Refs. [24, 25]
how, with a few RNOs, doubly excited states, autoionization,
and Rabi flopping can be described using TDRNOT. Unfortu-
nately, NSDI is more demanding in N , meaning that NSDI is
highly correlated, and thus many more NOs than particles are
required. Moreover, note that although NSDI is a huge effect
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FIG. 2. (Color online) TDSE-benchmark two-electron photoelectron
spectrum ρ2+(p1p2) at I = 2.25 × 1015 W/cm2.
on the P 2+ level, it is a small effect compared to the probabil-
ity for single-ionization P 1+, and small effects on an absolute
scale are captured by NOs with small ONs. The dominant
NOs are mainly “responsible” for single ionization, or no ion-
ization at all. In that respect it is remarkable to achieve an
agreement such as the one shown for N = 10 spatial RNOs in
Fig. 1. We are not aware of any TDCI or TDMCHF calcula-
tion that achieved such an agreement, let alone with only ten
basis functions.
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FIG. 3. (Color online) ρ2+(p1p2) at I = 2.25 × 1015 W/cm2
obtained from the N = 1, 2, 5, 6, 10, 15 dominant, exact spatial NOs
calculated from the exact TDSE wavefunction after the laser pulse.
B. Two-electron momentum distribution
Correlated photoelectron spectra contain more information
than ionization probabilities. In general, the “more differen-
tial” an observable is, the harder it is to reproduce by some
approximate method because the dynamic range to be accu-
rately covered increases. An additional, conceptual challenge
arises with TDDFT because ρ2+(p1p2) is an unknown func-
tional of the single-particle density, and simple approxima-
tions fail [29].
Figure 2 shows the TDSE benchmark result for ρ2+(p1p2)
at I = 2.25×1015 W/cm2, i.e., in the NSDI intensity regime.
The butterfly structure indicating electrons emitted into the
same direction is characteristic of NSDI [1, 2] and has been
essential to identify rescattering as its origin.
From the TDSE benchmark we know that the first thou-
sand exact NOs have ONs > 10−15. The question is how
many NOs are needed to recover the butterfly structure seen
in Fig. 2. Figure 3 shows that with the first 15 exact NOs from
the TDSE simulation the butterfly structure of Fig. 2 emerges,
but details are still not accurately represented over the 4 or-
ders of magnitude dynamic range shown. However, it is suffi-
cient for the purpose of validating TDRNOT with a reasonably
small number of RNOs. Up to N = 5, mainly uncorrelated,
gridlike horizontal and vertical structures are visible. From
N = 6 on, however, clear correlated structures appear, first in
the first quadrant p1, p2 > 0.
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FIG. 4. (Color online) ρ2+(p1p2) at I = 2.25 × 1015 W/cm2
obtained from TDRNOT with N = 1, 2, 5, 6, 10, 15 spatial RNOs.
Figure 4 shows the corresponding TDRNOT result with N
RNOs per spin propagated. Again, the differences between
the benchmark results in Fig. 3 and TDRNOT in Fig. 4 are
due to the truncation error in the number of propagated RNOs.
6This truncation error severely spoils the correlation structure
in the first quadrant; only for N = 15 does it start to emerge.
In order to reproduce, say, the lower-right spectrum in Fig. 3,
one would need to propagate about 50 RNOs in TDRNOT.
This is prohibitive with our current implementation of solving
the nonlinear EOM (12). We found, for instance, that apart
from the expected increase of the numerical effort there is the
additional complication that the time step needs to be reduced
with increasing N .
Because of the truncation error, the N th of the (accord-
ing ON ordered) N dominant spatial RNOs is expected to be
most defective. Thus it may make sense to propagate more
RNOs than are actually used to calculate observables. Fig-
ure 5 shows results where N = 15 RNOs per spin were prop-
agated but only N = 5 and 6 were used for the calculation of
the photoelectron spectra. One sees that the agreement with
the two corresponding middle-row spectra in Fig. 3 is much
better than in Fig. 4.
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FIG. 5. (Color online) ρ2+(p1p2) at I = 2.25 × 1015 W/cm2
obtained from TDRNOT with N = 15 spatial RNOs propagated but
only N = 5 and 6 used to calculate ρ2+(p1p2).
C. Numerical effort
The computational time τ(N,Nx) required for a TDRNOT
propagation using N NOs on Nx spatial grid points scales as
τ(N,Nx) ∼ αN2Nx logNx + β N3Nx (34)
for a fixed time step. The first term on the right-hand side
arises from the calculation of the potentials in (15) using the
fast Fourier transform, and the second term from the evalua-
tion of the required matrix elements in (14) [39]. The compu-
tational costs of the corresponding operations are taken into
account by the constant factors α and β.
The computational times τ(N) = τ(N, 6000) required for
one laser intensity using 1 (equivalent to TDHF), 2, and 6 NOs
were τ(1) ≈ 1.3min, τ(2) ≈ 5.6min, and τ(6) ≈ 40min,
respectively, on a single core of an i5-3570 processor. This
shows that the N2 term in (34) is dominating. Compared to
the TDSE calculation, where τTDSE = 12 h, TDRNOT thus
performs faster by a factor of 550, 128, and 18, respectively.
Unfortunately, the time step in our present TDRNOT im-
plementation needs to be decreased with increasing N to
achieve converged results. For example, for N = 10 NOs,
∆t(10) = 0.0016 was used, whereas in the TDSE simulation
∆t = 0.075 was sufficient. This leads to a total computation
time of τ(10) = 30 h > τTDSE and τ(15) = 22 d. Hence, im-
proving our TDRNOT scheme to allow for larger time steps
is desirable. However, note that for more than two particles
the small TDRNOT time step is harmless anyway compared
to the exponential scaling of the TDSE wavefunction.
IV. CONCLUSION AND OUTLOOK
In summary, we reproduced the nonsequential double-
ionization knee for a He-model atom starting from the spin-
singlet ground state using the recently introduced time-
dependent renormalized-natural-orbital theory. The equations
of motion for the renormalized-natural-orbitals are exact in
the two-electron case. This is because the expansion of the
time-dependent two-body density matrix in natural orbitals is
known exactly. Only the practical limitation in the number of
spatial orbitals N forces us to restrict ourselves to N < 20.
Correlated structures in the photoelectron spectra are also re-
produced. However, a quantitative agreement with the bench-
mark spectra obtained from the solution of the corresponding
two-electron time-dependent Schrödinger equation can only
be achieved with more orbitals.
Current work is devoted to the application of time-
dependent renormalized-natural-orbital theory to He in full di-
mensionality, to more electrons, and to the mitigation of the
truncation error via better-suited boundary conditions.
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