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Abstract 
Time Series Classification is one of the areas in data mining which receives some attention recently. Control Chart Patterns 
(CCPs) can be considered as time series. Monitoring and recognition of CCPs is also an importance process in manufacturing. 
This implies that ability to classify CCPs with high accuracy is essential. This study attempts to implement CCPs classifiers 
which are capable of dealing with CCPs with different level of noise. Extracting image processing statistical features is adopted 
as preprocessing technique. The work also investigates the effect of level of noise in classification. Three different types of 
techniques for implementing classifiers are selected, these are Decision Tree, Neural network and an evolutionary based program, 
known as Self-adjusting Association Rules Generator (SARG). It was found that SARG yielded the best performance among 
them. To date, this study is an attempt to classify particular model of CCPs with highest level of noise. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of IAIT2015. 
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1. Introduction 
Consistence quality is one of the keys to success in manufacturing process. Early detection of any abnormalities 
occur during production is an advantage as it can minimize the loss. Therefore, process control plays an important 
role in manufacturing. One method of process control is by means of monitoring control chart, so ability to 
recognize different patterns that can occur is essential as each type of abnormality has its own characteristics. 
Monitoring becomes a lot more problematic if the control chart is affected by noise. In short, the higher the noise 
present in the signal, the more difficult it is to recognize among normality and different abnormalities that may 
occur. Hence, classification of Control Chart Patterns (CCPs) accurately has become a challenging task, especially 
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when high level of noise exists among them. From research perspective, classification of CCPs comprises four 
different facets : 
 
The level of noise in CCPs : As stated earlier, high the level of noise existed in CCPs makes the classification 
inevitable more difficult. 
 
The length of the CCPs : As CCPs can be considered as Time Series, the length of CCPs may have a direct effect 
in correct identification of patterns even in existence with same level of noise. 
 
Preprocessing technique : Feeding CCPs directly to classifiers may not yield satisfactory performance, therefore 
preprocessing becomes necessary to extract either extract characteristics of the pattern or reduce noise by smoothing 
out in some ways. 
 
Classifier  : Many tools to develop classifiers exists and they can yield with different performance according to 
the task and the nature of the data. No suitable classifier is proven suitable for all tasks. 
 
This study is concerned with two of the four facets above. First, how the level of noise in CCPs affects the 
performance of the classification. Second, studies of different classifiers which are based on different approaches 
and conclude on a suitable classifier for CCPs. Preprocessing technique is selected from the experiments which 
yielded the best performance. The length of CCPs are set to be similar to previous works which adopted same CCPs. 
2. Control Chart Patterns (CCPs) 
In classification, there are several research aspects involving CCPs. Number of patterns under studies have also 
been vary from 3, 6 and 9 [1], [2] and [3]. Obtaining real control chart charts is problematic in practice, as this can 
be time consuming and costly. So, having sufficient number of these charts for in depth studies may be infeasible. 
Therefore, research which involve CCPs adopt synthetic mathematical models of real and frequently occurred 
instead. Among these models, there are two models in which prolific research have been carried out on them. The 
first is the GARH (Generalized Autoregressive Conditional Heteroskedasticity Model) [4] which generates six 
patterns, these are normal, cyclic, decreasing trend, increasing trend, downward shift and upward shift. The other is 
commonly known as X ̅ chart [3], [5]. This model covers all the six patterns in GARH model with additional of three 
more patterns, these are Stratification, Systematic and Mixture.  
This study adopts this nine patterns control charts. Apart from the fact that they cover the GARH model, they 
contain most patterns that previous research had been carried out. Figure 1 illustrates these nine patterns. 
 
 
 
 
 
 
Fig. 1.  Nine Control Chart Patterns 
 
 
Normal Cyclic Increasing trend Decreasing trend Upward shift 
Downward shift Stratification Systematic Mixture 
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All nine patterns above can be generated by the equations (1) to (9) as follows : 
 
Normal    yi = μ + riσ               (1) 
 
Cyclic    yi = μ + riσ + a sin(2πi/T)              (2) 
 
Increasing trend   yi = μ + riσ + ig               (3) 
 
Decreasing trend   yi = μ + riσ – ig               (4) 
 
Upward shift    yi = μ + riσ + ks               (5) 
 
Downward shift    yi = μ + riσ – ks               (6) 
 
Stratification    yi = μ + riσ’               (7) 
 
Systematic    yi = μ + riσ + d × (-1)i              (8) 
 
Mixture    yi = μ + riσ + (-1)w m              (9) 
 
Parameters and values of the equations which have been used in previous literature are described in Table 1. 
 
Table 1. Parameters and their values commonly used for the nine Control Chart Patterns. 
Parameters Description Parameter values 
μ Mean 80 
σ Standard deviation 5 
σ' Random noise 0.2σ  ≤ σ' ≤ 0.4σ 
d Magnitude of systematic pattern 1σ  ≤ d ≤ 3σ 
a Amplitude 1.5σ  ≤ a ≤ 2.5σ 
T Period of cycle 8, 16 
m Magnitude of mixture pattern 1.5σ  ≤ a ≤ 2.5σ 
w A random number p (0 < p <1), which determines the shift between distribution w = 0 if p < 0.4 
w = 1 if p ≥ 0.4 
i Discrete time point i = 1, 2, 3, ….n 
g Gradient for trend pattern 0.05σ  ≤ d ≤ 0.1σ 
s Shift magnitude 1.5σ  ≤ d ≤ 2.5σ 
k Shift position 9, 17, 25 
k = 1 if i ≥ position, else k = 0 
ri A random value of a standard normal variate at ith time point 0  ≤ r ≤ 1 
yi Time series value at ith time point 
 
 
Note that the level of noise in this model is the σ value. 
 
3. Related Work 
Research in CCPs is multifarious, ranging from modeling, prediction, monitoring, recognition to classification. 
This section emphasizes those which are related to this study. With respect to the length of CCPs, the two most 
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popular lengths are 32 and 60 points. From level of noise perspective, statistical features were used to extract 
characteristics of CCPs for σ value of 5 in [6,7]. Symbolic Representation known as SAX [8,9] was proven useful in 
classification of CCPs. It was used as preprocessing technique for CCPs in [10]. This preprocessing technique was 
used together with neural network on six patterns CCPs for σ value of 10 [11]. SAX together with Evolutionary 
Computation based classifier was developed to classify six patterns CCPs with more than 85 % accuracy for up to σ 
value of 14 [12]. Dynamic Time Warping (DTW) had also been applied to extract information from noisy time series 
with some success in [13,14]. 
Many types of classifiers have also been applied. On of the earliest work included the application of neural 
networks directly with out any kind of preprocessing [15]. The use of traditional statistical correlation coefficient 
was carried out in [16]. Similarity or Distance measure together with Fractal Representation had been used to speed 
up and increase accuracy in [17]. Synergy of neural networks have also been developed for such classification [18]. 
Other types of synergy, in the classification, include the use Bee Algorithms and neural network which also adopted 
Shape features [19] and synergy of SVM and Genetic Algorithm [20]. Discriminant Analysis of Shape Features also 
had an application in this task in [3]. Comparison between two classifiers, CART and QUEST, in this classification 
was investigated in [5] which affirmed the use of decision tree. The use of heuristics buy means of expert systems 
had been developed in [7]. Recognizing process disturbances by means of SVM and neural network was carried out 
in [21]. A quite comprehensive survey of classification scheme of CCPs can be found in [22]. 
As can be seen, classification and recognition of CCPs received numerous attentions in literature. Previous work 
had concentrate on different facets and most applied to a set of CCPs for specific level of noise. To date, there had 
not been any study that emphasizes comparison of different classifiers on CCPs of different noise level. This work is 
also the first to attempt of classify the nine CCPs up to σ value of 25. 
4. Preprocessing 
Preprocessing is necessary in classification of CCPs for two major reasons. It is used to smooth out noises that 
exist in them or extract useful features from CCPs’ signals. These features are supposed to draw out characteristics 
of the original CCPs so they can be used as input vectors to the classifiers.  Preprocessing adopted in previous 
literature include heuristics [7], noise reduction or smoothing techniques [2] and image processing statistical features 
[23] or combination of these techniques [18]. 
The preprocessing adopted in this study is the image processing statistical features, as numerous experiments had 
been carried out on this type of CCPs. Statistical features used in image processing is proven most suitable as they 
preserve characteristics of the original CCPs best. In preprocessing, CCPs are initially normalized so their range lies 
in between 0 and 1. Statistical features are then extracted from each pattern (i.e. sample). Six statistical features 
adopt in this study is the same as those used in [10], [12]. These six statistical features are Mean, Standard deviation, 
Skewness, Kurtosis, Slope, and Pearson correlation. Their determination are shown in equations (10) to (15) as 
follows : 
 
Mean:     μ =  σ ݕሺ݅ሻ௡௜ୀଵ             (10) 
 
Standard deviation:   σ =  ටσ ሺ௬ሺ௜ሻିஜሻమ೙೔సభ ௡            (11) 
 
Skewness:          Skew =  
σ ሺ௬ሺ௜ሻିஜሻయ೙೔సభ
௡ఙయ            (12) 
 
Kurtosis:           Kurt =   σ ሺݕ൫݅൯െɊሻ
Ͷ݊݅ൌͳ
݊ߪͶ  െ͵
            (13) 
 
Slope:    m =   
σ௑௒
௑మ              (14) 
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Pearson correlation:   r =  
௡ሺσ௑௒ሻିሺσ௑ሻሺσ௒ሻ
ඥሺ௡σ௑మሻିሺσ௑మሻିሺ௡σ௒మሻିሺσ௒మሻ        (15) 
 
 
5. Selected Tools for Classifiers 
At present, the common practice in classification is to employ a tool commonly known as ‘classifier’. Several 
types of tool exist and each is based on different approach. It can be said that no classifier that provides best 
performance for all type of data exists. Hence, selecting a suitable tool for implementing a classifier for a particular 
task is vital in order to achieve highest accuracy possible. Selecting a suitable tool is not an exact science and no 
predetermine rules exist for all types. Classification is also an important task in the field of Knowledge Discovery 
[24], where research is prolific.  
In this study, three types of tool, in the field of Knowledge discovery and Computational Intelligence, are selected 
for their different approaches to the task. They are Decision Tree, Neural Network and Self-adjusting Association 
Rules Generator (SARG). Decision Tree is selected for its popularity and simplicity and also a commonly known 
tool in Data Mining [25]. Neural Network is selected also for its well known non-algorithm and a black block 
learning. Among these three, SARG [26] is the least known and is selected for its Evolutionary Computation 
approach. Hence, these three tools for implementing classifiers have different approaches and may provide insightful 
comparison. 
5.1. Decision Tree and Neural Network 
These are well known tools in Artificial Intelligence and numerous applications. Decision tree is a kind of 
semantic tree which comprises three parts, nodes, branches and leaves. Nodes represent attributes of interest whereas 
branches carry possibilities resulting from testing at each node. Leaves represent final targeting results. Decision 
trees can be considered as an inductive learning technique. A decision tree can be transformed into a nested 
if_then_elses algorithm (i.e. a classifier). 
Neural Networks are simplified model of a brain which respond to input vectors and produce expected outputs. 
Neural networks have special characteristics that their behaviors are governed by learning algorithms and can be 
treated as black blocks. They can be trained to learn from input samples in order to produce required results. Their 
ability to learn without having to implement algorithm like codes make them a popular tool for almost any of tasks. 
This study employs these two tools from well known data mining software, WEKA [27]. Neural Network 
architecture is the popular multi-layer perceptron and also the popular back propagation is used for the learning 
algorithm. 
5.2. Self-adjusting Association Rules Generator (SARG). 
SARG is an evolutionary based program for implementing categorical classifier and least known among the three 
employed. Therefore, it merits some description here. SARG comprises three main components, data preprocessing, 
evolutionary computation and Final Classifier Builder as shown in Figure 2. 
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Fig. 2.  Three main components in SARG [26] 
 
In SARG, the data set must be split into two sets, ‘training set’ and ‘test set’. Data preprocessing preprocesses the 
training set for the input to the evolutionary computation. The evolutionary computation is responsible for 
generating rules. It comprises 2 processes as namely, Regrouping and Genetic Programming (GP). Referring to 
Figure 2, the number of Regroup, GP Unit and Rules sorting sequences are equal to the number of categories in the 
classification. Each sequence is responsible for generating rules for that particular class. 
In each Regroup, it splits the dataset into two groups, those which belong to that group and those which do not. In 
Rule Sorting, all rules generated are sorted according to their fitness value. The one with the highest fitness value is 
then taken as the rule (i.e. a classifier) to classify patterns in that category. The detail of these operators can be found 
in [26]. The Final Classifier Builder in SARG builds a classifier in descending order of fitness value from all rules 
(i.e. the rule with the highest fitness value is used first). This is because rules with higher fitness values are likely to 
classify samples more accurately than those with lower one. Finally the classifier is evaluated for their accuracy by 
the test dataset (i.e. how accurate it can classify the test dataset). 
6. Implementation of the Classifiers 
As one of the objectives is to study how different levels of noise (i.e. σ) has an effect to classification 
performance and classifiers. Six values of σ were selected based on values used in previous research [3], [6], [11] 
and [12] and some high ones. These are : σ = 2.5, 5, 10, 15, 20, and 25. The length of CCPs is chosen to be 60, apart 
from the fact that this is sufficiently long, many previous works on CCPs also adopted this length [2], [19], [23] and 
[28]. 
6.1. Datasets 
In this study, all nine CCPs were generated by equations described in Section 2. For each value of σ, a CCPs 
dataset was generated which comprised 240 samples for each pattern, hence there were altogether 2,160 samples in 
each dataset.  
In order to ensure validity of the study, for each value of σ, the dataset was duplicated into 5 datasets. Samples in 
each pattern (240 samples) were splited into 192 samples (80%) for training and 48 samples (20%) for testing. 
Hence, classification was carried out 5 times for each dataset. Note that a dataset represents CCPs for a particular σ. 
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Therefore, the study was carried out on 30 datasets (for 6 values of σ), altogether where each comprises 2,160 
samples. 
 
6.2. Implementation of CCPs Classifiers 
Samples in each dataset was normalized so that the highest value of all samples in that set had a value of 1 while 
the lowest has the value of 0. Once normalization was carried out, a classifier was implemented for each dataset. 
Figure 3 depicts the implementation of CCPs classifiers. 
 
 
Fig. 3.  The implementation of CCPs classifiers. 
7. Results 
Figure 4 reveals comparison of the results of the study. Each value is the average from five accuracies obtained 
from each classifier for each σ. Table 2 shows exact values depicted in Figure 4. 
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Fig. 4.  Comparison of the results for CCPs classifiers 
 
Table 2. Average accuracy of each classifier for each σ from CCPs classifiers. 
Level of noise (σ) 2.5 5 10 15 20 25 
SARG 89.9% 90.9% 89.3% 91.2% 84.9% 86.7% 
Decision tree 75.9% 77.0% 76.0% 75.9% 74.2% 74.2% 
Neural network 76.5% 76.1% 76.9% 75.9% 71.7% 71.0% 
 
8. Discussion 
Referring to Figure 4 and Table 2, it can be concluded that, in overall, the higher the level of noise (i.e. value of 
σ), the more difficult it is to classify (i.e. less accuracy). This work has affirmed for what is somewhat intuitive. 
Among the three classifiers, SARG has proven superior among them. It is interesting that note that similar 
performances were obtained among the other two commonly known classifiers (i.e. decision tree and neural 
network) with decision tree being marginally better.  Another main advantage of SARG is that it results in an 
association rule for each pattern of the nine CCPs. While decision tree may be transformed to nested if-then-elses, 
but this is not very apparent or as straight forward as rules from SARG. Hence, results from both SARG and 
decision tree enable characteristics of CCPs to be extracted, this is where neural network classifier cannot. SARG 
has its drawbacks nevertheless, from computational perspective, SARG takes longer time to process, in this study to 
generate a classifier. In practice, this drawback is not so critical, as once a classifier is implemented, it can be applied 
in further cases. 
 
9. Conclusion and Future Work 
In this study, performance of different types of classifier are investigated in terms of capability to classify nine 
CCPs with different levels of noise. It is found that the evolutionary based categorical classifier (SARG) yields the 
best performance. Decision tree and neural network yield similar performances with decision tree being marginally 
better. Nevetheless, results from both SARG and decision trees have the advantage that characteristics of CCPs can 
be extracted from. This study emphasizes on the accuracy of classification and is the first which attempts to classify 
the popular nine CCPs up to σ value of 25. The findings of this study ought to be applicable to other types of CCPs 
and similar time series. 
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Future work can be carried out on different facets. CCPs is a kind of time series, hence the findings in this study 
merits an investigation on its application to other type of time series. Financial time series might be a popular 
candidate for this. SARG itself can also be further improved. A routine which can determine suitable discretization 
for each continuous attribute will benefit the performance a great deal. 
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