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How to quantify a dynamical resource?
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We show that the generalization of the relative entropy of a resource from states to channels is not
unique, and there are at least six such generalizations. We then show that two of these generalizations
are asymptotically continuous, satisfy a version of the asymptotic equipartition property, and their
regularizations appear in the power exponent of channel versions of the quantum Stein’s Lemma.
To obtain our results, we use a new type of “smoothing” that can be applied to functions of channels
(with no state analog). We call it “liberal smoothing” as it allows for more spread in the optimization.
Along the way, we show that the diamond norm can be expressed as a Dmax distance to the set of
quantum channels, and prove a variety of properties of all six generalizations of the relative entropy
of a resource.
Introduction– In recent years it has been recognized
that many properties of physical systems, such as quan-
tum entanglement, asymmetry, coherence, athermality,
contextuality, and many others, can be viewed as re-
sources circumventing certain constraints imposed on
physical systems (see [1] and references therein). Each
resource can be classified as being classical or quantum,
static (e.g. entangled state) or dynamic (e.g. quantum
channel), noisy or noiseless, leading to numerous interest-
ing quantum information processing tasks [2] (e.g. quan-
tum teleportation [3]). While there are many ways to
quantify the resourcefulness of such properties, all quan-
tifiers of a resource must satisfy certain conditions such
as monotonicity under the set of free operations. Typ-
ically, there are numerous measures that satisfy these
conditions, but what can single out a given measure is an
operational interpretation, giving it meaning beyond its
sheer ability to quantify somewhat vaguely the resource.
The relative entropy of a resource, which was originally
defined in [4] for entanglement theory, is an example of
a measure that has such an operational interpretation in
many quantum resource theories (QRTs). First, it was
shown in [5, 6] to be a unique measure in reversible QRTs,
and then was shown to be the unique asymptotic rate
of interconversion among static resources under resource
non-generating operations [7]. Moreover, it was shown
very recently [8, 9] that resource erasure as a universal
operational task leads to the (regularized) relative en-
tropy of a resource as the optimal rate (this idea was first
laid out in [10]). In addition, this measure satisfies the
asymptotic equipartition property (AEP) [11], appears
as an optimal rate in the generalized quantum Stein’s
Lemma [11], and is asymptotically continuous [12, 13],
a property linked to it also being a non-lockable mea-
sure [14]. Due to all of these properties, the relative en-
tropy of a resource plays a major role in many QRTs [1].
In this paper we study six generalizations of the quan-
tum relative entropy of a resource from static resources
(i.e. states) to dynamic ones (i.e channels). Four of these
measures were introduced very recently in [15, 16]. We
show that for two of them, the relative entropy of the dy-
namical resource is asymptotically continuous, satisfies a
version of the AEP, and a version of their regulariza-
tion appear as optimal rates in a version of the quantum
Stein’s Lemma for channels. In addition, we show that all
these measures are indeed generalizations to dynamical
resources in the sense that they reduce to the relative en-
tropy of a static resource for replacement (i.e. constant)
channels.
Resource theories of quantum processes– A quantum
resource theory (QRT), consists of a function F taking
any pair of physical systems A and B to a subset of
completely positive and trace preserving (CPTP) maps
F(A → B) ⊂ CPTP(A → B), where CPTP(A → B) is
the set of all CPTP maps (i.e. quantum channels) from
B(A) (bounded operators on Hilbert space of system A)
to B(B). The mapping F is a quantum resource theory
if the following two conditions hold:
1. For any physical system A the set F(A → A) con-
tains the identity map idA.
2. For any three systems A,B,C, if M ∈ F(A → B)
and N ∈ F(B → C) then N ◦M ∈ F(A→ C).
Denoting by 1 the trivial Hilbert space we identify F(1→
A) with the set of free density matrices in B(A). That
is, a density matrix ρ ∈ F(1 → A) can be viewed as
the CPTP map ρ(z) = zρ for all z ∈ C. For simplicity,
we will write F(1 → A) ≡ F(A). Typically, QRTs are
physical in the sense that they arise from some physical
constraints, and therefore admit a tensor product struc-
ture. That is, the set of free operations F satisfies the
following additional conditions:
3. The free operations are “completely free”: For any
three physical systems A, B, and C, ifM∈ F(A→
B) then idC ⊗M ∈ F(CA→ CB).
24. Discarding a system (i.e. the trace) is a free oper-
ation: For any system A, the set F(A → 1) is not
empty.
The above additional conditions are very natural and sat-
isfied by almost all QRTs studied in literature. They
implies the following properties [1]:
• IfM1 andM2 are free channels then alsoM1⊗M2
is free.
• Appending free states is a free operation: For
any given free state σ ∈ F(B), the CPTP map
Mσ(ρ) := ρ ⊗ σ is a free map, i.e., it belongs to
F(A→ AB).
• The replacement map Mσ(ρ) := σ, for any density
matrix ρ ∈ B(A) and a fixed free state σ ∈ F(B),
is a free channel; i.e. Mσ ∈ F(A→ B).
It is also physical to assume that F(A → B) is a
closed set, since otherwise there exists a sequence of
free channels whose limit is a resource channel. Fi-
nally, we will assume that for any integer n, free channel
N ∈ F(A1 · · ·An → B1 · · ·Bn), and two permutation
channels PπA and Pπ
−1
B corresponding to a permutation
π on n elements, we have
Pπ−1B ◦NA1···An→B1···Bn◦PπA ∈ F(A1 · · ·An → B1 · · ·Bn) .
Note that almost all QRTs discussed in literature satisfy
this last condition including entanglement theory, coher-
ence, athermality, etc. In the rest of this paper we will
assume that F satisfies all the above conditions.
The most general physical operation that can be per-
formed on a dynamical resourceN ∈ CPTP(A→ B) can
be characterized with a superchannel [17, 18], Θ, defined
for all N ∈ CPTP(A → B) as a transformation of the
form
Θ[NA→B] = EpostBE→B′ ◦ NA→B ◦ EpreA′→AE , (1)
where Epost ∈ CPTP(BE → B′) and Epre ∈ CPTP(A′ →
AE) are quantum channels. We say that the superchan-
nel Θ is free if in addition Epost ∈ F(BE → B′) and
Epre ∈ F(A′ → AE) (i.e. Epost and Epre are free). There-
fore, any measure of a resource E : CPTP → R must
satisfy
E
(
Θ[NA→B]
)
6 E
(NA→B) , (2)
for all N ∈ CPTP(A→ B) and all free superchannels Θ.
In addition, we require that E(N ) = 0 if N ∈ F(A→ B).
This condition implies that E is non-negative. To see it,
take EpostBE→B′ in (1) to be the replacement map whose
output is some free state in F(B′), and observe that for
this case 0 = E(Θ[N ]) 6 E(N ) for all N ∈ CPTP(A →
B).
The relative entropy of a resource– We will consider
here two generalization of the relative entropy of a re-
source from the state domain to the channel domain,
and leave four further generalizations to the supplemental
material (SM). The first relative entropy of a dynamical
resource N ∈ CPTP(A→ B) is defined as
DF(N ) := inf
M∈F(A→B)
D(N‖M) , (3)
with the channel divergence [18–20]
D(N‖M) := max
ϕ∈D(RA)
D (NA→B(ϕRA)‖MA→B(ϕRA)) ,
(4)
and D(ρ‖σ) = Tr[ρ log ρ− ρ log σ] is the relative entropy.
The optimization is over all states ϕRA, where w.l.o.g.
we can take R ∼= A and ϕRA is pure [19, 20]. If the
optimization over D(RA) is replaced with optimization
over the set of all density matrices F(RA), then one gets
the second generalization [15]
EF(N ) := min
M∈F(A→B)
sup
ρ∈F(RA)
D (NA→B(ρRA)‖MA→B(ρRA)) , (5)
where the supremum is over all free states ρ ∈ F(RA)
and all dimensions |R|, and the minimum is over all free
channels in F(A→ B). Both DF and EF, as well as other
generalizations, were introduced very recently in [15, 16],
and in the SM we list all of them along with a few new
ones and discuss some of their properties. For clarity, we
leave the technical details of all proofs to the SM.
Theorem 1. The above relative entropies have the fol-
lowing properties:
1. [Monotonicity] DF and EF behave monotonically
under free superchannels. Specifically, let Epost ∈
CPTP(BE → B′) and Epre ∈ CPTP(A′ → AE) be
completely resource RNG channels, and let Θ has
the form (1). Then, for all N ∈ CPTP(A→ B)
DF
(
Θ[N ]) 6 DF(N ) ; EF(Θ[N ]) 6 EF(N ) . (6)
2. [Reduction] Let N ∈ CPTP(A → B) be a con-
stant channel N (XA) = Tr[XA]ωB for all XA ∈
B(A) and a fixed density matrix ωB ∈ D(B). Then,
DF(N ) = EF(N ) = DF(ωB) := min
σ∈F(B)
D(ωB‖σB) . (7)
3. [Faithfulness] DF(NA→B) = 0 if and only if
N ∈ F(A → B). If EF(N ) = 0 for some
N ∈ CPTP(A → B) then N must be completely
resource non-generating (RNG). Moreover, if for
|R| = |A| the set F(RA) contains a pure state with
full Schmidt rank, then
EF(NA→B) = 0 ⇐⇒ N ∈ F(A→ B) . (8)
3In contrast to the monotonicity property above, the
function DF behaves monotonically under any RNG su-
perchannel. This follows directly from the following:
DF(Θ[N ]) = min
Ω∈F(A′→B′)
D(Θ[NA→B]‖ΩA′→B′)
6 min
M∈F(A→B)
D(Θ[NA→B ]‖Θ[MA→B])
6 min
M∈F(A→B)
D(NA→B‖MA→B) = DF(N ) ,
where the first inequality follows from the fact that Θ is
RNG, and the second from the data processing inequality
of the channel divergence [18]. Note also that from their
definitions we always have
EF(N ) 6 DF(N ) ∀ N ∈ CPTP(A→ B) . (9)
One may wonder if exchanging the min-max order
in (3) and (5) would yield other relative entropy based
measures that are in general different than DF and EF.
However, in the following theorem we show that this is
not the case.
Theorem 2. Let d : D(A) × D(A) → R be any func-
tion satisfying non-negativity, contractivity (monotonic-
ity) under CPTP maps, and joint concavity under or-
thogonally flagged mixtures: This means that for any two
families {ρx} and {σx} of states, and any probability dis-
tribution {px},
d
(∑
x
pxρx ⊗ |x〉〈x|,
∑
x
pxσx ⊗ |x〉〈x|
)
>
∑
x
pxd(ρx, σx) ,
(10)
where |x〉 are orthonormal basis states of an auxiliary
system. Moreover, suppose d is convex in the second ar-
gument, and suppose F(A→ B) is convex. Then,
inf
M∈F(A→B)
sup
ρ∈F(RA)
d (NA→B(ρRA),MA→B(ρRA))
= sup
ρ∈F(RA)
inf
M∈F(A→B)
d (NA→B(ρRA),MA→B(ρRA)) .
Note that the relative entropy D (as well as the trace
distance and all the Renyi divergences) satisfies (10) with
equality, and therefore EF and DF will not change by
swapping the min-max order.
Asymptotic continuity– Since we only consider here
QRTs that admits the tensor product structure, the re-
placement channels Mσ(X) = Tr[X ]σ are free (i.e. in
F(A → B)) for any free σ ∈ F(B). In the SM we show
that this implies that EF is bounded as long as the set
of free states contains a full rank state. For example,
if F(B) contains the maximally mixed (uniform) state
IB/|B| (were |B| is the dimension of system B), then
EF(N ) 6 DF(N ) 6 log
(|B|2|A|) . (11)
The fact that EF and DF are bounded enable us to prove
that they are also asymptotically continuous.
Definition 3. A function E : CPTP → R+ is said
to be asymptotically continuous if for any M,N ∈
CPTP(A→ B),
|E(M)− E(N )| 6 log(|AB|)f (‖M−N‖⋄) , (12)
where f : R → R is some function independent on the
dimensions and satisfies limǫ→0+ f(ǫ) = 0.
Theorem 4. Suppose that for any system A, F(A) con-
tains a full rank state. Then, DF is asymptotically con-
tinuous. Moreover, if in addition, for any system A the
extreme points of F(A) are pure states (e.g. entanglement
theory, coherence, etc), then EF is also asymptotically
continuous.
Remark. The proof of the theorem above is based on a
key observation that the diamond norm can be expressed
in terms of the Dmax distance of N −M to the set of all
quantum channels Q(A→ B) (see SM for more details).
For EF the condition that the extreme points of the set
of free states are pure states, ensures that the supremum
in (5) can be replaced with a maximum since in this case
|R| can be shown to be bounded by |A|. If the extreme
points of the set of free states are not pure states but
|R| is polynomially bounded in |AB|, then also in this
case EF is asymptotically continuous. This happens for
example in the QRT of thermodynamics.
Asymptotic Equipartition Property (AEP)– The log-
arithmic robustness of a dynamical resource N ∈
CPTP(A→ B) is defined as [16]
LRF(NA→B) := min
M∈F(A→B)
Dmax(NA→B‖MA→B)
:= log2min
{
t : tM > N ; M ∈ F(A→ B)} , (13)
where the ordering tM > N means that tM − N is
completely positive (CP). We also define here
LRF(NA→B) := (14)
min
M∈F(A→B)
sup
ϕ∈F(RA)
Dmax
(NA→B(ϕRA)‖MA→B(ϕRA)) .
LikeDF and EF, the functions LRF and LRF are resource
monotones (see SM). Note that by Theorem 2 the order
sup-min can be exchanged, and furthermore,
LRF 6 LRF , (15)
with equality if F(RA) contains a pure state of full
Schmidt rank. For example, in entanglement theory,
system A is replaced with AB and R with RARB so
that F(RARBAB) contains the state φ
+
(RARB)(AB)
=
φ+RAA ⊗ φ+RBB, where φ+ stands for the maximally en-
tangled state between the respective spaces. Hence,
φ+(RARB)(AB) has full Schmidt rank between RARB and
AB (even though it is a product state between Alice
(RAA) and Bob (RBB)). Therefore, in entanglement
theory LRF = LRF.
4The smoothed version of the logarithmic robustness
can be defined as [16]
L˜R
ǫ
F(N ) := min
N ′∈Bǫ(N )
LRF(N ′) , (16)
where
Bǫ(N ) :=
{
N ′ ∈ CPTP(A→ B) : ‖N ′ −N‖⋄ 6 ǫ
}
.
(17)
The above diamond-smoothed log-robustness is a
straightforward generalization from states to channels,
and has an operational interpretation in the setting of
resource erasure [16], generalizing the single-shot part
of [9]. However, our goal here is to define a method for
smoothing that is the least restrictive possible. This will
be necessary for a proof of an AEP for the logarithmic
robustness of channels.
For this reason, we consider another (more “liberal”)
way to define smoothing for channels for which there is
no analog in the state domain. For any state ϕ ∈ D(RA)
and a channel N ∈ CPTP(A → B) define Bϕǫ (N ) to be
the set of all CP maps (not necessarily trace preserving)
N ′ ∈ CP(A→ B) satisfying
‖N ′A→B(ϕRA)−NA→B(ϕRA)‖1 6 ǫ . (18)
Clearly, Bǫ(N ) ⊂
⋂
ϕ∈D(RA)B
ϕ
ǫ (N ). We define the
smoothing of LRF as
LRǫF(N ) := max
ϕ∈D(RA)
min
N ′∈Bϕǫ (N )
LRF(N ′) . (19)
Similarly, we denote by LRǫF the above smoothing of
LRF. Note that the above types of smoothing respect
the condition that for ǫ = 0 the smoothed quantities re-
duce to the non-smoothed ones. Furthermore, from its
definition it follows that (see SM for more details)
LRǫF(N ) 6 L˜R
ǫ
F(N ) , (20)
justifying the name “liberal smoothin”.
In the SM we show that LRǫF(N ) is a resource mono-
tone, and the regularized versions
LR∞F (N ) := lim
n→∞
LRǫF(N⊗n)
n
; D∞F (N ) := lim
n→∞
DǫF(N⊗n)
n
,
satisfy D∞F (N ) 6 LR∞F (N ). We believe that in general
this inequality can be strict. However, as we show now,
if we revise also the type of regularization, then it is
possible to get an equality.
The type of regularization that we consider here is as
follows. For each n ∈ N, and a channel N ∈ CPTP(A→
B), we define the quantities
D
(n)
F
(N ) := 1
n
max
ϕ∈D(RA)
min
M∈F(An→Bn)
D
(N⊗nA→B(ϕ⊗nRA)∥∥MAn→Bn(ϕ⊗nRA)) , (21)
and E
(n)
F
is defined exactly as above with F(RA) replac-
ing D(RA).
In the SM we show that the limit n→∞ of D(n)
F
and
E
(n)
F exists. We therefore define the “regularized” version
of DF and EF to be
D
(∞)
F
(N ) = lim
n→∞
D
(n)
F
(N ) ; E(∞)
F
(N ) = lim
n→∞
E
(n)
F
(N ) .
We can use this regularization method also for the lib-
eral smoothed logarithmic robustness quantities LRǫF and
LRǫF. We define
LRǫ,n
F
(N ) := 1
n
max
ϕ∈D(RA)
min
N ′∈Bϕ
⊗n
ǫ (N⊗n)
LRF(N ′) (22)
and LR
(∞)
F
:= lim
ǫ→0
lim
n→∞
LRǫ,n
F
(N ) . (23)
The quantities LRǫ,n
F
and LR
(∞)
F
are defined analogously
with F(RA) replacing D(RA).
Theorem 5. For all N ∈ CPTP(A→ B)
D
(∞)
F
(N ) = lim
ǫ→0
lim
n→∞
1
n
LRǫ,n
F
(N⊗n) = LR(∞)
F
(N ) .
Moreover, if for any system A the extreme points of F(A)
are pure states then
E
(∞)
F
(N ) = lim
ǫ→0
lim
n→∞
1
n
LRǫ,n
F
(N⊗n) = LR(∞)
F
(N ) .
Quantum Channel Stein’s Lemma– (See related
work [18–22].) Consider the task of discriminating be-
tween n copies of a fixed channel N ∈ CPTP(A → B)
and one of the free channels in F(An → Bn). There are
two types of errors in such a task:
1. The observer guesses that the channel belongs to
F(An → Bn) while the channel is N⊗nA→B . This
occurs with probability
α(n)(N , Pn, ϕRA) := Tr
[N⊗nA→B (ϕ⊗nRA) (I − Pn)] .
Here we consider the “parallel” case, in which the
observer only provides n copies of a free state ϕ ∈
F(RA), and 0 6 Pn 6 IAnBn .
2. The observer guesses that the channel is N⊗nA→B
while the channel is some Mn ∈ F(An → Bn).
This occurs with probability
β(n)(Pn,Mn, ϕRA) := Tr
[Mn (ϕ⊗nRA)Pn] ,
and the worst case for a given ϕ ∈ F(RA) is
β
(n)
F
(Pn, ϕRA) := max
Mn∈F(An→Bn)
Tr
[Mn (ϕ⊗nRA)Pn] .
5We further define
β
(n)
F,ǫ (N , ϕRA) := minβ(n)F (Pn, ϕRA) , (24)
where the minimum is over all Pn satisfying
α(n)(N , Pn, ϕRA) 6 ǫ and 0 6 Pn 6 IRnBn .
Theorem 6. Let F be a convex resource theory satisfy-
ing all the conditions discussed in the introduction, and
suppose further that the set of free states contains a full
rank state. Then, for all ǫ ∈ (0, 1),
E˜
(∞)
F
(N ) = max
ϕ∈F(RA)
lim
n→∞
− log β
(n)
F,ǫ (N , ϕRA)
n
, (25)
where
E˜
(∞)
F
(N ) :=
max
ϕ∈F(RA)
lim
n→∞
min
M∈F(An→Bn)
D
(N⊗n(ϕ⊗nRA)∥∥M(ϕ⊗nRA))
n
.
Note that the only difference between E˜
(∞)
F
(N ) and
E
(∞)
F
(N ) is the order between the limit and the maxi-
mum. Therefore, we must have E˜
(∞)
F
(N ) 6 E(∞)
F
(N ),
and it is left open to determine if this inequality can be
strict. If the latter holds that would mean that E˜
(∞)
F (N )
is yet another (distinct) generalization of the relative en-
tropy of a resource.
Conclusions–We have seen thatDF andEF are asymp-
totically continuous, satisfy the AEP, and are related to
a channel-version of the quantum Stein’s Lemma. To es-
tablish these results, we had to adopt two unconventional
strategies, liberal smoothing and product-state channel
regularization. In this way, lots of the properties in the
state domain carry over to the channel domain. In the
SM we also introduce additional four generalizations of
the relative entropy of a resource. This variety of gener-
alizations indicates that in the channel domain things are
much more complicated. We believe that the results and
techniques presented here will provide an initial step to-
wards the development of QRT with dynamical resources.
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6Supplemental Material
How to quantify a dynamical resource?
A ZOO OF RELATIVE ENTROPIES FOR A DYNAMICAL RESOURCE
We introduce here six functions that generalize the relative entropy measure of static resources (i.e., states) to
channels. We start with DF and EF, and prove Theorem 1. For any ρ ∈ D(A), denote the relative entropy of
resourceness by
DF(ρ) := min
σ∈F(A)
D(ρ‖σ) . (26)
We first show that both DF(N ) and EF(N ) reduces to this function when NA→B is the replacement channel that
always output a fixed state ωB.
Indeed, in one direction we have
EF(N ) = min
M∈F(A→B)
sup
ρRA∈F(RA)
D (ρR ⊗ ωB)‖MA→B(ρRA))
6 min
M=γ∈F(B)
sup
ρRA∈F(RA)
D (ρR ⊗ ωB)‖ρR ⊗ γB))
= min
γ∈F(B)
D (ωB‖γB) = DF(ωB),
(27)
where the inequality follows from the restriction of the minimization over F(A→ B) to minimization over replacement
channels in F(A→ B).
For the other direction,
EF(N ) = min
M∈F(A→B)
sup
ρRA∈F(RA)
D (ρR ⊗ ωB)‖MA→B(ρRA))
> min
M∈F(A→B)
max
ρA∈F(A)
D (ωB‖MA→B(ρA))
= min
γ∈F(B)
D (ωB‖γB) = DF(ωB),
(28)
where the inequality follows from the monotonicity of the divergence under partial trace. This proves that EF(N ) =
DF(ωB). The proof thatDF(N ) 6 DF(ωB) follows the exact same lines as above, and the proof thatDF(N ) > DF(ωB)
follows from the fact that DF(N ) > EF(N ). Hence, we also have DF(N ) = DF(ωB).
The function EF satisfies (2) for any Θ of the form (1) with Epost ∈ CPTP(BE → B′) and Epre ∈ CPTP(A′ → AE)
both being completely RNG. To see it, note that
EF (Θ[N ]) = min
Ω∈F(A′→B′)
sup
ρ∈F(RA′)
D
(
Θ[NA→B](ρRA′)
∥∥ΩA′→B′(ρRA′ ))
6 min
M∈F(A→B)
sup
ρ∈F(RA′)
D
(
Θ[NA→B](ρRA′)
∥∥Θ[MA→B](ρRA′))
= min
M∈F(A→B)
sup
ρ∈F(RA′)
D
(EpostBE→B′ ◦ NA→B ◦ EpreA′→AE(ρRA′ )∥∥EpostBE→B′ ◦MA→B ◦ EpreA′→AE(ρRA′))
6 min
M∈F(A→B)
sup
ρ∈F(RA′)
D
(NA→B ◦ EpreA′→AE(ρRA′)∥∥MA→B ◦ EpreA′→AE(ρRA′))
6 min
M∈F(A→B)
sup
ρ∈F(RAE)
D
(NA→B(ρRAE)∥∥MA→B(ρRAE))
= EF(NA→B).
(29)
The first inequality follows from the assumption that Θ is RNG so that Θ[M] ∈ F(A′ → B′), the second inequality
from data processing of D, and the third inequality from the assumption that EpreA′→AE is completely RNG.
The faithfulness of DF follows directly from the definition. To prove the faithfulness of EF note that if EF(N ) = 0
for some N ∈ CPTP(A → B) then from the Klein’s inequality (applied to the relative entropy) for all ρ ∈ F(RA)
there exists M∈ F(A→ B) such that
NA→B(ρRA) =MA→B(ρRA) ∈ F(RB) . (30)
7Therefore, N must be completely RNG. Moreover, taking |R| = |A|, we conclude that if F(RA) contains a pure
state with full Schmidt rank then the equation above (with ρRA being that pure state) implies that N = M; i.e.
N ∈ F(A→ B).
Other relative entropies of a dynamical resource
In addition to DF and EF, there are other functionals that extend the relative entropy of a resource from states to
channels. Here we discuss four additional generalizations.
Two state-based measures
There are two resource monotones that involve no optimization over channels in F(A→ B), but only optimization
over states. They were introduced very recently in [15, 16]. Let N ∈ CPTP(A→ B) and define
RF(NA→B) := sup
σ∈D(RA)
(
DF(NA→B(σRA))−DF(σRA)
)
, (31)
R˜F(NA→B) := sup
σ∈F(RA)
DF(NA→B(σRA)). (32)
Note that R˜F can be obtained from the expression above for RF, by restricting the supremum over σ ∈ D(RA) to
σ ∈ F(RA). Hence, we always have R˜F(N ) 6 RF(N ). We now show that both RF and R˜F behave monotonically
under completely RNG superchannels.
Lemma 7. Let Θ : CPTP(A→ B)→ CPTP(A′ → B′) be a superchannel defined by
Θ[NA→B] := EpostBE→B′ ◦ NA→B ◦ EpreA′→AE , (33)
with Epre ∈ CPTP(A′ → AE) and Epost ∈ CPTP(BE → B′) being completely RNG. Then,
RF(Θ[N ]) 6 RF(N ) ; R˜F(Θ[N ]) 6 R˜F(N ) . (34)
Proof. From the definitions we have:
RF(Θ[NA→B]) = sup
σ∈D(R′A′)
(
DF
(EpostBE→B′ ◦ NA→B ◦ EpreA′→AE(σR′A′))−DF(σR′A′))
6 sup
σ∈D(R′A′)
(
DF (NA→B ◦ EpreA′→AE(σR′A′))−DF(σR′A′)
)
6 sup
σ∈D(R′A′)
(
DF (NA→B ◦ EpreA′→AE(σR′A′))−DF (EpreA′→AE(σR′A′))
)
6 sup
ρ∈D(R′AE)
(
DF (NA→B(ρR′AE))−DF (ρR′AE))
)
= sup
ρ∈D(RA)
(
DF (NA→B(ρRA))−DF (ρRA))
)
= RF(NA→B) .
(35)
In the first inequality we used the fact that DF is monotonic under the RNG map idR ⊗ EpostBE→B′ (recall that we
assume that Epost is completely RNG). Similarly, for the second inequality we used the monotonicity of DF under
idR ⊗ EpreA′→AE . Finally, we substituted an arbitrary state ρR′AE instead of EpreA′→AE(σR′A′) and set R ≡ R′E. The
proof of the monotonicity of R˜ follows the exact same lines by replacing everywhere the set D(RA) with F(RA).
The next lemma shows that RF and R˜F are indeed generalizations of the relative entropy of a resource.
Lemma 8. In the case that NA→B = ωB is a replacement channel, it holds
RF(NA→B) = R˜F(NA→B) = DF(ωB) . (36)
8Proof. We have
RF(NA→B) = sup
ρ∈D(RA)
sup
σ∈F(RA)
(
DF(ρR ⊗ ωB)−D(ρRA‖σRA)
)
= sup
ηR∈D(R)
sup
σ∈F(RA)
(
DF(ρR ⊗ ωB)− inf
{ρ∈D(RA) : ρR=ηR}
D(ρRA‖σRA)
)
= sup
ηR∈D(R)
(
DF(ρR ⊗ ωB)− inf
σ∈F(RA)
inf
{ρ∈D(RA) : ρR=ηR}
D(ρRA‖σRA)
)
.
(37)
Now, observe that from the data processing inequality
inf
σ∈F(RA)
inf
{ρ∈D(RA) : ρR=ηR}
D(ρRA‖σRA) > inf
σ∈F(R)
D(ηR‖σR) = DF(ηR), (38)
where the inequality above is in fact an equality as can be seen by taking ρRA = ηR ⊗ σA and σRA = σR ⊗ σA.
Similarly, by using the subadditivity of DF, we get that
DF(ηR ⊗ ωB) 6 DF(ηR) +DF(ωB) , (39)
so that together with (38) (with the inequality replaced with equality) we conclude
RF(NA→B) 6 DF(ωB). (40)
To get the other direction, note that restricting ηR to F(R) gives
RF(NA→B) > sup
ηR∈F(R)
(
DF(ηR ⊗ ωB)− inf
σ∈F(RA)
inf
{ρ∈D(RA) : ρR=ηR}
D(ρRA‖σRA)
)
= sup
ηR∈F(R)
DF(ηR ⊗ ωB)
> sup
ηR∈F(R)
DF(ωB)
= DF(ωB).
(41)
This completes the proof that RF(NA→B) = DF(ωB). The proof that R˜F(NA→B) = DF(ωB) follows along similar
lines.
Two measures that are based on the amortized divergence
There is another way to extend a divergence D to channels. It was introduced in [23] under the name amortized
divergence. It is defined as
DA(N‖M) := sup
ρ,σ∈D(RA)
D (NA→B(ρRA)‖MA→B(σRA))−D(ρRA‖σRA). (42)
Like D(N‖M), also DA(N‖M) satisfies the generalized data processing inequality [23]. That is, for any superchannel
Θ : CPTP(A→ B)→ CPTP(A′ → B′),
DA(Θ[N ]‖Θ[M]) 6 DA(N‖M). (43)
Define two functionals
DAF (N ) := min
M∈F(A→B)
DA(N‖M), (44)
EAF (N ) := min
M∈F(A→B)
sup
ρ,σ∈F(RA)
D (NA→B(ρRA)‖MA→B(σRA))−D(ρRA‖σRA). (45)
Note that for any N ∈ CPTP(A→ B), we have by definition
DF(N ) 6 DAF (N ) ; EF(N ) 6 EAF (N ) . (46)
Therefore, the faithfulness of these functions follows from that of DF and EF. The next lemma shows that they
behave monotonically under completely RNG superchannels.
9Lemma 9. Let Θ : CPTP(A→ B)→ CPTP(A′ → B′) be a superchannel defined by
Θ[NA→B] := EpostBE→B′ ◦ NA→B ◦ EpreA′→AE , (47)
with Epre ∈ CPTP(A′ → AE) and Epost ∈ CPTP(BE → B′) being completely RNG. Then,
DAF (Θ[N ]) 6 DAF (N ) and EAF (Θ[N ]) 6 EAF (N ) . (48)
Proof. The monotonicity of DAF follows from the data processing inequality of the amortized divergence. Indeed,
DAF (Θ[N ]) = min
Ω∈F(A′→B′)
DA(Θ[NA→B]‖ΩA′→B′)
6 min
M∈F(A→B)
DA(Θ[NA→B]‖Θ[MA→B])
6 min
M∈F(A→B)
DA(NA→B‖MA→B) = DAF (N ).
(49)
The monotonicity of EAF is proved as follows:
EAF (Θ[N ]) = min
Ω∈F(A′→B′)
sup
ρ,σ∈F(RA′)
D
(
Θ[NA→B](ρRA′)
∥∥ΩA′→B′(σRA′))−D(ρRA′‖σRA′)
6 min
M∈F(A→B)
sup
ρ,σ∈F(RA′)
(
Θ[NA→B](ρRA′)
∥∥Θ[MA→B](σRA′ ))−D(ρRA′‖σRA′)
6 min
M∈F(A→B)
sup
ρ,σ∈F(RA′)
D
(NA→B ◦ EpreA′→AE(ρRA′)∥∥MA→B ◦ EpreA′→AE(σRA′))−D(ρRA′‖σRA′)
6 min
M∈F(A→B)
sup
ρ,σ∈F(RA′)
D
(NA→B ◦ EpreA′→AE(ρRA′)∥∥MA→B ◦ EpreA′→AE(σRA′))−D(EpreA′→AE(ρRA′)∥∥EpreA′→AE(σRA′ ))
6 min
M∈F(A→B)
sup
ρ,σ∈F(RAE)
D
(NA→B(ρRAE)∥∥MA→B(σRAE))−D(ρRAE‖σRAE)
= EAF (NA→B).
The first inequality follows from the assumption that Θ is RNG, the second and third inequalities follow from data
processing inequality of D, and the fourth inequality follows from the assumption that Epre is completely RNG.
Finally, we show that for a replacement channel NA→B that outputs a fixed state ωB,
DAF (N ) = EAF (N ) = DF(ω) . (50)
Indeed,
DAF (N ) = min
M∈F(A→B)
sup
ρ,σ∈F(RA)
D (ρR ⊗ ωB)‖MA→B(σRA))−D(ρRA‖σRA)
6 min
M=γ∈F(B)
sup
ρ,σ∈F(RA)
D (ρR ⊗ ωB‖σR ⊗ γB)−D(ρRA‖σRA)
6 min
M=γ∈F(B)
sup
ρ,σ∈F(RA)
D (ρR ⊗ ωB‖σR ⊗ γB)−D(ρR‖σR)
= min
γ∈F(B)
D (ωB‖γB)
= DF(ωB),
(51)
where the first inequality follows from the restriction of the minimization over F(A → B) to minimization over
replacement channels in F(A → B). The second inequality follows from data processing of the relative entropy D,
and the following equality follows from the additivity of the relative entropy. To prove the other direction, note that
DAF (N ) > DF(N ) > DF(ωB). Hence, DAF (N ) = DF(ωB).
For the proof the EAF (N ) = DF(ωB), note that EAF (N ) 6 DAF (N ) = DF(ωB), and for the other direction, EAF (N ) >
EF(N ) = DF(ωB). This proves that also EAF (N ) = DF(ωB).
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The form of the monotones in the resource theory of thermodynamics
Since in the QRT of athermality F(A) consists of only one free state, namely the Gibbs state at fixed temperature,
some of the relative entropies discussed above take simple forms. Here we discuss a few of them. Let the set of free
states consists of a single Gibbs state F(A) = {γA} and F(B) = {γB}. Then,
EF(N ) = sup
|R|∈N
inf
M∈F(A→B)
D (NA→B(γR ⊗ γA)‖MA→B(γR ⊗ γA))
= inf
M∈F(A→B)
D (NA→B(γA)‖MA→B(γA))
= D (NA→B(γA)‖γB)) ,
(52)
which is the Gibbs free energy of the state NA→B(γA). Note that this is also the value of R˜F so that in the QRT of
athermality we have the collapse
EF(N ) = R˜F(N ) = F (NA→B(γA)) , (53)
where F stands for the free energy.
Finally, we show that RF reduces to the thermodynamic capacity in the QRT of athermality.
Lemma 10. In the thermodynamic case, in which the set of free states consists of a single Gibbs state F(A) = {γA}
and F(B) = {γB}, we have:
RF(NA→B) = sup
σ∈D(A)
(
D(NA→B(σA)
∥∥γB)−D(σA∥∥γA)) ≡ T (NA→B), (54)
where T (NA→B) is the thermodynamic capacity of the channel as defined in [24] (see also [25], where ot bis shown
that the same quantity is the work cost of implementing (NA→B using Gibbs-preserving operations).
Proof. In this case,
RF(NA→B) := sup
σ∈D(RA)
(
D(NA→B(σRA)
∥∥γR ⊗ γB)−D(σRA∥∥γR ⊗ γA)) (55)
Now, note that
D
(
NA→B(σRA)
∥∥γR ⊗ γB)−D(σRA∥∥γR ⊗ γA) (56)
= −H (NA→B(σRA))− Tr [NA→B(σRA) log(γR ⊗ γB)] +H(σRA) + Tr [σRA log(γR ⊗ γB)] (57)
= D
(NA→B(σA)∥∥γB)−D(σA∥∥γA) +H(R|A)σ −H(R|B)NA→B(σRA). (58)
Furthermore, from the data processing inequality we have
H(R|A)σRA 6 H(R|B)NA→B(σRA), (59)
with equality if σRA = σR ⊗ σA. This completes the proof.
MINIMAX THEOREM FOR THE RELATIVE ENTROPY
Consider a distance parameter d : D(A) × D(A) → R+ on states that is non-negative and contractive (monotone)
under CPTP maps. Let S(RA) be a convex set of density matrices. We will take here S(RA) = D(RA) or S(RA) =
F(RA). For a channel N ∈ CPTP(A→ B), and a QRT F, define
dF,S(N ) := sup
ρ∈S(RA)
inf
M∈F(A→B)
d
(NA→B(ρRA),MA→B(ρRA)), (60)
dF,S(N ) := inf
M∈F(A→B)
sup
ρ∈S(RA)
d
(NA→B(ρRA),MA→B(ρRA)). (61)
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By general principles (max-min inequality), dF,S(N ) 6 dF,S(N ), and we will show equality under mild assumptions
on d and the free channels. Concretely, assume that d is jointly concave under orthogonally flagged mixtures: This
means that for any two families {ρx} and {σx} of states, and any probability distribution {px},
d
(∑
x
pxρx ⊗ |x〉〈x|,
∑
x
pxσx ⊗ |x〉〈x|
)
>
∑
x
pxd(ρx, σx), (62)
where {|x〉} is an orthonormal basis of an auxiliary system. This for example holds with equality for the trace distance,
relative entropy, and all the Re´nyi divergences.
For the case that, S = F, we will assume (in addition to convexity) that there exists a finite dimensional system R
such that F(R) contains at least two orthonormal pure states. Since F also admits the tensor product structure, this
means that there exists a system R′ containing any finite number of orthonormal pure states. Hence, combining it
with the convexity property, if {ρi} ⊂ F(A) and {pi} is a probability distribution, then there exists a system R and
orthonormal set of pure states {|i〉〈i|} ⊂ F(R) such that ∑i pi|i〉〈i|R ⊗ ρiA ∈ F(RA).
Proof of Theorem 2
Theorem. For a distance measure satisfying Eq. (62), and assuming that F(A → B) is convex (and satisfies the
property above), and that d is convex in the second argument, it holds dF,S(N ) = dF,S(N ).
Proof. We have automatically “6”, so we will focus on proving “>”. Fix R for the moment to be a finite-dimensional
system. Since F(A→ B) is a convex closed set, any channelM∈ F(A→ B) can be expressed as a convex combination
M = ∑j qjMj , where each Mj is an extreme channel of F(A → B). Similarly, since S(A) is convex, every density
matrix ρRA can be expressed as a convex combination ρ =
∑
i piρ
i, where each ρi is an extreme state of S(A). This
means that the optimization over all channels and states in F(A→ B) and S(A) can be replaced with optimizations
over the probability distributions {qj} and {pi}. With this in mind we have
sup
ρ∈S(RA)
inf
M∈F(A→B)
d
(NA→B(ρRA),MA→B(ρRA)) = sup
ρ∈S(RA)
inf
{qj}
∑
j
qjd
(NA→B(ρRA),MjA→B(ρRA))
6 inf
{qj}
sup
ρ∈S(RA)
∑
j
qjd
(NA→B(ρRA),MjA→B(ρRA))
= inf
{qj}
sup
{pi}
∑
ij
piqjd
(NA→B(ρiRA),MjA→B(ρiRA))
= sup
{pi}
inf
{qj}
∑
ij
piqjd
(NA→B(ρiRA),MjA→B(ρiRA))
6 sup
{pi}
inf
{qj}
∑
j
qjd
(NA→B(ρR′RA),MjA→B(ρR′RA))
6 sup
ρ∈S(RR′A)
inf
{qj}
∑
j
qjd
(NA→B(ρR′RA),MjA→B(ρR′RA))
= sup
ρ∈S(RR′A)
inf
M∈F(A→B)
d
(NA→B(ρR′RA),MA→B(ρR′RA)).
The first line is because the optimal ensemble {qj,Mj} of free channels will be a point mass on a single optimal
channel; the second is due to the general minimax inequality; the third is by the same principle as the first; the fourth
line is due to von Neumann’s minimax theorem, noting that the domains of optimization are both convex, and the
objective function is linear in either variable; in the fifth, we use the joint concavity with ρ =
∑
i pi|i〉〈i|R
′ ⊗ ρRAi ; in
the sixth line, we enlarge the maximization to arbitrary states on S(RR′A); and in the seventh we use once more the
convex combination principle from lines 1 and 3.
Now, taking the supremum over auxiliary systems R, both the l.h.s. and the r.h.s. yield dF,S(N ), and all inequalities
above turn into equalities. In particular, dF,S(N ) equals the term in the second line, which evaluates to
dF,S(N ) = inf
{qj}
sup
ρ∈S(RA)
∑
j
qjd
(NA→B(ρRA),MjA→B(ρRA))
= inf
M∈F(A→B)
sup
ρ∈S(RA)
d
(NA→B(ρRA),MA→B(ρRA)) = dF,S(N ),
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because the convexity of F and d.
Without the convexity of F and of d in the second argument, there is still something we can do: simply define
d˜F,S(N ) := inf
{qj}
sup
ρ∈S(RA)
∑
j
qjd
(NA→B(ρRA),MjA→B(ρRA)),
then the above proof shows
Lemma 11. For a distance measure satisfying Eq. (62), it holds dF,S(N ) = d˜F,S(N ).
ASYMPTOTIC CONTINUITY
In this section we prove that the functions DF and EF are asymptotically continuous. For this purpose, we first
need to check if they are bounded from above. Since EF 6 DF it is sufficient to bound DF. Now, recall that we only
consider here QRTs that admits the tensor product structure, so that the replacement channels Mσ ∈ F(A→ B) for
any σ ∈ F(B). Hence,
DF(N ) 6 min
σ∈F(B)
max
ϕ∈D(RA)
D (NA→B(ϕRA)‖ϕR ⊗ σB))
= min
σ∈F(B)
max
ϕ∈D(RA)
{
D (NA→B(ϕRA)‖ϕR ⊗NA→B(ϕA)) +D (NA→B(ϕA)‖σB)
}
= min
σ∈F(B)
max
ϕ∈D(RA)
{
H(R : B)NA→B(ϕRA) +D (NA→B(ϕA)‖σB)
}
6 log(|AB|) + min
σ∈F(B)
max
ϕA
D (NA→B(ϕA)‖σB)
6 log(|AB|) + min
σ∈F(B)
max
ϕA
−Tr [NA→B(ϕA) log σB ]
6 log(|AB|) + min
σ∈F(B)
log ‖σ−1B ‖∞,
(63)
where we assumed w.l.o.g. R ∼= A, and the second line follows from the following triangle equality property of the
relative entropy
D(ρAB‖ρA ⊗ τB) = D(ρAB‖ρA ⊗ ρB) +D(ρB‖τB) . (64)
We will therefore assume that F(B) contain a full rank state to get that DF(N ) is bounded. For example, if F(B)
contains the maximally mixed (uniform) state IB/|B| then
DF(NA→B) 6 log
(|B|2|A|). (65)
Proof of Theorem 4
Weaker Version
This version only applies to DF.
Theorem. Let F be a convex QRT such that
κ := max
N∈CPTP(A→B)
DF(N ) 6 c log |AB| (66)
for some constant c ∈ R+ independent of dimensions. Then, DF is asymptotically continuous. In particular, for two
channels N ,M ∈ CPTP(A→ B) and with ǫ := 12‖NA→B −MA→B‖⋄, we have∣∣DF(NA→B)−DF(MA→B)∣∣ 6 (1 + ǫ)h( ǫ
1 + ǫ
)
+ ǫκ, (67)
where h(x) := −x log x− (1 − x) log(1 − x).
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Proof. We will be using the notation JNAB =
∑
x,y |x〉〈y|A⊗NA→B(|x〉〈y|A) for the Choi matrix of a quantum channel
N ∈ CPTP(A→ B). The diamond norm has been shown to be an SDP [26], and in particular can be written as
‖N −M‖⋄ = max
ϕ
‖NA˜→B(ϕAA˜)−MA˜→B(ϕAA˜)‖1 = 2 min
ωAB>0 ; ωAB>J
N−M
AB
‖ωA‖∞. (68)
Note that there is always an optimal ωAB such that ωA = ǫIA. Therefore, the diamond norm can also be expressed
as
1
2
‖N −M‖⋄ = min
ωAB>0 ; ωAB>J
N−M
AB
‖ωA‖∞ (69)
= min
{
λ : λJEAB > J
N−M
AB ; E ∈ CPTP(A→ B)
}
(70)
= min
{
λ : λE > N −M ; E ∈ CPTP(A→ B)
}
(71)
= min
E∈CPTP(A→B)
2Dmax(N−M‖E) ≡ 2LRCPTP(N−M). (72)
That is, the diamond norm can be viewed as the 2Dmax distance of N − M to the set of all quantum channels
CPTP(A→ B).
Define the CPTP maps ∆± in terms of the optimal matrix ωAB as (recall that ωA = ǫIA)
J∆
+
AB := ǫ
−1ωAB and J
∆−
AB := J
∆+
AB − ǫ−1JN−MAB . (73)
Note that
JN−MAB = ǫJ
∆+−∆−
AB . (74)
Dividing both sides by 1 + ǫ gives
ΩA→B :=
1
1 + ǫ
N + ǫ
1 + ǫ
∆− =
1
1 + ǫ
M + ǫ
1 + ǫ
∆+ . (75)
Define also
EA→B := 1
1 + ǫ
E1A→B +
ǫ
1 + ǫ
E2A→B ,
where E1A→B, E2A→B ∈ F(A→ B) are free quantum channels. With this at hand, for any channels as above we have
D
(
ΩA→B(ϕRA)
∥∥EA→B(ϕRA)) 6 1
1 + ǫ
D
(NA→B(ϕRA)∥∥E1A→B(ϕRA))+ ǫ1 + ǫD (∆−A→B(ϕRA)∥∥E2A→B(ϕRA)) . (76)
On the other hand,
D
(
ΩA→B(ϕRA)
∥∥EA→B(ϕRA)) = −H (ΩA→B(ϕRA))− Tr (ΩA→B(ϕRA)∥∥EA→B(ϕRA))
> −h
(
ǫ
1 + ǫ
)
− 1
1 + ǫ
H (MA→B(ϕRA))− ǫ
1 + ǫ
H
(
∆+A→B(ϕRA)
)
− 1
1 + ǫ
Tr (MA→B(ϕRA) log EA→B(ϕRA))− ǫ
1 + ǫ
Tr
(
∆+A→B(ϕRA) log EA→B(ϕRA)
)
= −h
(
ǫ
1 + ǫ
)
+
1
1 + ǫ
D
(MA→B(ϕRA)∥∥EA→B(ϕRA))+ ǫ
1 + ǫ
D
(
∆+A→B(ϕRA)
∥∥EA→B(ϕRA)) . (77)
Combining both (76) and (77) gives
1
1 + ǫ
(
D
(MA→B(ϕRA)∥∥EA→B(ϕRA))−D (NA→B(ϕRA)∥∥E1A→B(ϕRA)) )
6 h
(
ǫ
1 + ǫ
)
+
ǫ
1 + ǫ
(
D
(
∆−A→B(ϕRA)
∥∥E2A→B(ϕRA))−D (∆+A→B(ϕRA)∥∥EA→B(ϕRA)) ). (78)
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In particular,
D
(MA→B(ϕRA)∥∥EA→B(ϕRA))−D (NA→B∥∥E1A→B) 6 (1 + ǫ)h( ǫ1 + ǫ
)
+ ǫD
(
∆−A→B
∥∥E2A→B) . (79)
Finally, choosing ϕRA, E1, and E2, such that
D
(NA→B∥∥E1A→B) = DF (NA→B)
D
(
∆−A→B
∥∥E2A→B) = DF (∆−A→B)
D
(MA→B(ϕRA)∥∥EA→B(ϕRA)) = D (MA→B∥∥EA→B) > DF(MA→B), (80)
we conclude that
DF (MA→B)−DF (NA→B) 6 (1 + ǫ)h
(
ǫ
1 + ǫ
)
+ ǫDF
(
∆−A→B
)
6 (1 + ǫ)h
(
ǫ
1 + ǫ
)
+ ǫκ. (81)
This completes the proof.
The proof above can be adjusted in order to prove the asymptotic continuity of EF. However, it will be very useful
to prove a slightly stronger version of the asymptotic continuity that incorporate both DF and EF as special cases.
We will use this version in the subsequent sections.
Stronger version
Let S(RA) be a set of density matrices in D(RA). For any N ∈ CPTP(A→ B) denote
EF,S(N ) := min
M∈F(A→B)
max
ρ∈S(RA)
D (NA→B(ρRA)‖MA→B(ρRA)) . (82)
We will assume here that the extreme points of S(RA) are pure states, so that w.l.o.g. |R| = |A| and there is no need
to take supremum over |R|.
Lemma 12. Let F be a convex resource theory admitting the tensor product structure. Suppose also that for any
system B, F(B) contains a full rank state. For a fixed dimension |R|, let S(RA) be a set of density matrices in
D(RA), whose extreme points are pure states. Further, let N ∈ CPTP(A → B), and let {Mϕ}ϕ∈S(RA) be a set of
CP maps (not necessarily channels) with the property
‖NA→B(ϕRA)−MϕA→B(ϕRA)‖1 6 ǫ ∀ ϕ ∈ S(RA). (83)
Then,
EF,S(NA→B)− max
ϕ∈S(RA)
min
E∈F(A→B)
D (MϕA→B(ϕRA)‖EA→B(ϕRA))
6 f(ǫ) log |AB|+Tr [(γR − TrB[MγA→B(γRA)]) log γ−1R ] , (84)
where f(ǫ) is independent on the dimensions and satisfies limǫ→0 f(ǫ) = 0, and γRA ∈ S(RA) is a pure state defined
below in (102).
Remark. For the case that for all ϕ ∈ S(RA), Mϕ = M ∈ CPTP(A → B) is CPTP and S(RA) = D(RA) with
|R| = |A|, Eq. (83) reduces to ‖M−N‖⋄ 6 ǫ, and since M is trace preserving, Eq. (84) reduces to
DF(NA→B)−DF(MA→B) 6 f(ǫ) log |AB| . (85)
That is, we reproduce that DF(NA→B) is asymptotically continuous.
Remark. For the case that for all ϕ ∈ S(RA), Mϕ =M ∈ CPTP(A→ B) is CPTP and S(RA) = F(RA), the lemma
above gives
EF(NA→B)− EF(MA→B) 6 f(ǫ) log |AB| . (86)
That is, EF is also asymptotically continuous.
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Remark. Since the trace norm is contractive under partial trace, from (83) it follows that∥∥γR − TrB[MA→B(γRA)]∥∥1 6 ǫ . (87)
Therefore, we have the bound
Tr
[(
γR − TrB
[MA→B(γRA)]) log γ−1R ] 6 ǫ log ‖γ−1R ‖∞ . (88)
Proof. Denote by JNRB := NA→B(φ+RA) the Choi matrix of a quantum channel N ∈ CPTP(A→ B), and by
κ := min
ω∈F(B)
log ‖ω−1B ‖∞ . (89)
Furthermore, for any ϕ ∈ S(RA) denote by
τ±,ϕRB =
(MϕA→B (ϕRA)−NA→B (ϕRA) )± (90)
and observe that Tr
[
τ+,ϕRB + τ
−,ϕ
RB
]
6 ǫ. By definition, MϕA→B (ϕRA)−NA→B (ϕRA) = τ+,ϕRB − τ−,ϕRB so that
ωRB :=
1
1 + ǫ
MϕA→B (ϕRA) +
ǫ
1 + ǫ
(
1
ǫ
τ−,ϕRB
)
=
1
1 + ǫ
NA→B(ϕRA) + ǫ
1 + ǫ
(
1
ǫ
τ+,ϕRB
)
. (91)
Also, define
EA→B := 1
1 + ǫ
E1A→B +
ǫ
1 + ǫ
E2A→B ,
where E1A→B , E2A→B ∈ F(A → B) are free quantum channels. With these definitions, for any channels as above we
have from the joint convexity of the relative entropy
D
(
ωRB
∥∥EA→B(ϕRA)) 6 1
1 + ǫ
D
(MϕA→B (ϕRA)∥∥E1A→B(ϕRA))+ ǫ1 + ǫD
(
1
ǫ
τ−,ϕRB
∥∥E2A→B(ϕRA))
=
1
1 + ǫ
D
(MϕA→B (ϕRA)∥∥E1A→B(ϕRA))− 11 + ǫTr [τ−,ϕRB log E2A→B(ϕRA)]− ǫ1 + ǫH
(
1
ǫ
τ−,ϕRB
)
.
(92)
On the other hand,
D
(
ωRB
∥∥EA→B(ϕRA)) = −H (ωRB)− Tr (ωRB∥∥EA→B(ϕRA))
> −h
(
ǫ
1 + ǫ
)
− 1
1 + ǫ
H (NA→B(ϕRA))− ǫ
1 + ǫ
H
(
1
ǫ
τ+,ϕRB
)
− 1
1 + ǫ
Tr (NA→B(ϕRA) log EA→B(ϕRA))− 1
1 + ǫ
Tr
(
τ+,ϕRB log EA→B(ϕRA)
)
=
1
1 + ǫ
D
(NA→B(ϕRA)∥∥EA→B(ϕRA))− 1
1 + ǫ
Tr
(
τ+,ϕRB log EA→B(ϕRA)
)− ǫ
1 + ǫ
H
(
1
ǫ
τ+,ϕRB
)
− h
(
ǫ
1 + ǫ
)
. (93)
Combining both (92) and (93) gives
D
(NA→B(ϕRA)∥∥EA→B(ϕRA)) (94)
6 D
(MϕA→B (ϕRA) ∥∥E1A→B(ϕRA))+Tr [τ+,ϕRB log EA→B(ϕRA)]− Tr (τ−,ϕRB log E2A→B(ϕRA)) (95)
+ (1 + ǫ)h
(
ǫ
1 + ǫ
)
+ ǫ
(
H
(
1
ǫ
τ+,ϕRB
)
−H
(
1
ǫ
τ−,ϕRB
))
. (96)
We now make a few observations. First, note that the last term in the equation above is bounded by
ǫ
(
H
(
1
ǫ
τ+,ϕRB
)
−H
(
1
ǫ
τ−,ϕRB
))
6 ǫ log |RB| . (97)
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Second, denote by t ≡ 2Dmax(E1‖E2) the smallest number satisfying tE2 > E1, and observe that
Tr
[
τ+,ϕRB log EA→B(ϕRA)
]
= Tr
[
τ+,ϕRB log
(
1
1 + ǫ
E1A→B(ϕRA) +
ǫ
1 + ǫ
E2A→B(ϕRA)
)]
6 Tr
[
τ+,ϕRB log
(
t+ ǫ
1 + ǫ
E2A→B(ϕRA)
)]
= Tr[τ+,ϕRB ] log
(
t+ ǫ
1 + ǫ
)
+ Tr
[
τ+,ϕRB log E2A→B(ϕRA)
]
6 ǫ log t+ ǫ log(1 + ǫ) + Tr
[
τ+,ϕRB log E2A→B(ϕRA)
]
,
(98)
where the first inequality follows from the operator monotonicity of the log function. Therefore,
D
(NA→B(ϕRA)∥∥EA→B(ϕRA)) 6 D (MϕA→B (ϕRA)∥∥E1A→B(ϕRA))+ (1 + ǫ)h( ǫ1 + ǫ
)
+ ǫ log (1 + ǫ)
+ ǫ log |AB|+ ǫDmax(E1‖E2) + Tr
[
(τ+,ϕRB − τ−,ϕRB ) log E2A→B(ϕRA)
]
.
(99)
Now, take E2A→B(X) := Tr[X ]ωB to be a constant channel with the full rank state ωB ∈ F(B) optimizing (89). Then,
Dmax(E1‖E2) = logmin
{
t > 0 : tIA ⊗ ωB > JE1AB
}
= log ‖ω−1/2B JE
1
ABω
−1/2
B ‖∞ 6 log ‖ω−1B ‖∞‖JE
1
AB‖∞ 6 log |A|+ κ.
(100)
Hence, after minimizing both sides of (99) over E1 ∈ F(A→ B) we get
min
E∈F(A→B)
D
(NA→B(ϕRA)∥∥EA→B(ϕRA)) 6 min
E∈F(A→B)
D
(MϕA→B (ϕRA)∥∥EA→B(ϕRA))+ (1 + ǫ)h( ǫ1 + ǫ
)
+ ǫ log (1 + ǫ) + ǫ log |A|2|B|+ ǫκ+Tr [(τ+,ϕRB − τ−,ϕRB ) log(ϕR ⊗ ωB)] .
(101)
Furthermore, let γRA ∈ S(RA) be such that
.EF,S (NA→B) = min
E∈F(A→B)
D
(NA→B(γRA)∥∥EA→B(γRA)) . (102)
W.l.o.g. we can assume that γRA is pure since the extreme points of S(RA) are pure states. With this choice we have
EF,S (NA→B) 6 max
ϕ∈S(RA)
min
E∈F(A→B)
D
(MϕA→B (ϕRA)∥∥EA→B(ϕRA))+ (1 + ǫ)h( ǫ1 + ǫ
)
+ ǫ log (1 + ǫ) + ǫ log |A|2|B|+ ǫκ+Tr [(τ+,γRB − τ−,γRB ) log(γR ⊗ ωB)] (103)
What is therefore left is to bound the last term in the RHS of (103). For pure γRA (with |R| = |A|) set |γRA〉 =
γ
1/2
R ⊗ IR˜|φ+RA〉, so that
Tr
[
(τ+,γRB − τ−,γRB ) log(γR ⊗ ωB)
]
= Tr [(MγA→B(γRA)−NA→B (γRA)) log(γR ⊗ ωB)]
= Tr
[(MγA→B (γA)−NA→B (γA) ) log(ωB)]+Tr [ηR log(γR)] , (104)
where
ηR := TrB [MγA→B(γRA)−NA→B (γRA)]
= TrB [MγA→B(γRA)]− γR
= γ
1/2
R
(
JM
γ
R − IR
)
γ
1/2
R ,
(105)
where JM
γ
R is the marginal of the Choi matrix of Mγ . Further, using the fact that for any Hermitian operator X we
have X 6 |X | := X+ +X− and Tr|X | = ‖X‖1,
Tr
[(MγA→B (γA)−NA→B (γA) ) log(ωB)] = Tr [(NA→B (γA)−MγA→B (γA) ) log(ω−1B )] (106)
6 Tr
[∣∣NA→B (γA)−MγA→B (γA) ∣∣ log(ω−1B )] (107)
6 ‖NA→B (γA)−MγA→B (γA)‖1 log ‖ω−1B ‖∞ (108)
6 ǫκ. (109)
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Combining everything we get
EF,S (NA→B) 6 max
ϕ∈S(RA)
min
E∈F(A→B)
D
(MϕA→B (ϕRA)∥∥EA→B(ϕRA))+Tr [γ1/2R (IR − JMγR ) γ1/2R log γ−1R ]+ g(ǫ),
(110)
where
g(ǫ) := ǫ
(
log |A|2|B|+ 2κ)+ (1 + ǫ)h( ǫ
1 + ǫ
)
+ ǫ log (1 + ǫ) . (111)
This completes the proof.
THE ASYMPTOTIC EQUIPARTITION PROPERTY (AEP)
As defined in the main text the logarithmic robustness of a dynamical resource N ∈ CPTP(A→ B) is defined as
LRF(NA→B) := min
E∈F(A→B)
Dmax(N‖E)
= log2min
{
t : tEA→B > NA→B ; E ∈ F(A→ B)
}
,
(112)
where the notation tEA→B > NA→B means that tEA→B −NA→B is a CP map. We also define
LRF(NA→B) := min
E∈F(A→B)
sup
ϕ∈F(RA)
Dmax
(NA→B(ϕRA)‖EA→B(ϕRA)). (113)
We will assume here that the extreme point of F(RA) are pure states so that the optimization above over F(RA) can
be taken to be over pure states with |R| = |A|.
Standard Smoothing
The smoothed version of the logarithmic robustness can be defined as
L˜R
ǫ
F(N ) := min
N ′∈Bǫ(N )
LRF(N ′), (114)
with the diamond-norm ball
Bǫ(N ) :=
{
N ′ ∈ CPTP(A→ B) : ‖N ′ −N‖⋄ 6 ǫ
}
. (115)
The above smoothing of LRF is a straightforward generalization from states to channels. While we will adopt a
different type of smoothing later on, we start by showing that the regularization of L˜R
ǫ
F provides an upper bound on
the regularization of DF.
Lemma 13. Let F be a convex QRT, and define
D∞F (N ) := lim infn→∞
1
n
DF(N⊗n) ; L˜R
∞
F (N ) := lim
ǫ→0
lim inf
n→∞
1
n
L˜R
ǫ
F(N⊗n). (116)
Then,
D∞F (N ) 6 L˜R
∞
F (N ) . (117)
Proof. Let N ǫn ∈ CPTP(An → Bn) and En ∈ F(An → Bn) be optimal channels such that ‖N ǫn − N⊗n‖⋄ 6 ǫ and
LRǫF(N⊗n) = Dmax(N ǫn‖En). Using the fact that Dmax is always greater that the relative entropy D, we conclude
that
1
n
DF(N ǫn) 6
1
n
D(N ǫn‖En) 6
1
n
Dmax(N ǫn‖En) =
1
n
L˜R
ǫ
F(N⊗n). (118)
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Now, since DF is asymptotically continuous there exists a function f : R→ R with the property limǫ→0 f(ǫ) = 0 such
that
1
n
DF(N⊗n) 6 1
n
DF(N ǫn) + f(ǫ). (119)
Therefore, taking the limit n→∞ followed by ǫ→ 0 on both sides gives
lim inf
n→∞
1
n
DF(N⊗n) 6 lim
ǫ→0
lim inf
n→∞
1
n
L˜R
ǫ
F(N⊗n) . (120)
This completes the proof.
Liberal Smoothing
Let
Bϕǫ (N ) :=
{
N ′ ∈ CP(A→ B) : ‖N ′A→B(ϕRA)−NA→B(ϕRA)‖1 6 ǫ
}
, (121)
and consider the following types of smoothing:
LRǫF(N ) := max
ϕ∈D(RA)
min
N ′∈Bϕǫ (N )
min
E∈F(A→B)
Dmax
(N ′A→B‖EA→B), (122)
LRǫF(N ) := sup
ϕ∈F(RA)
min
N ′∈Bϕǫ (N )
min
E∈F(A→B)
Dmax
(N ′A→B(ϕRA)‖EA→B(ϕRA)). (123)
Note that both of the above smoothings respect the condition that for ǫ = 0,
LRǫ=0F (N ) = LRF(N ),
LRǫ=0F (N ) = LRF(NA→B).
(124)
For each ϕ ∈ D(RA), it holds Bǫ(N ) ⊂ Bϕǫ (N ), hence we have
L˜R
ǫ
F(N ) > min
N ′∈Bϕǫ (N )
LRF(N ′) (125)
Furthermore, since the above equation holds for all ϕ ∈ D(RA) we must have
L˜R
ǫ
F(N ) > LRǫF(N ) . (126)
The above equation holds also even if we define Bϕǫ with respect to CPCP maps. That is, define
B′
ϕ
ǫ (N ) :=
{
N ′ ∈ CPTP(A→ B) : ‖N ′A→B(ϕRA)−NA→B(ϕRA)‖1 6 ǫ
}
(127)
and
LR′
ǫ
F(N ) := max
ϕ∈D(RA)
min
N ′∈B′ϕǫ (N )
min
E∈F(A→B)
Dmax
(N ′A→B‖EA→B) . (128)
Then, we also have
L˜R
ǫ
F(N ) > LR′ǫF(N ) . (129)
We now show that if the inequality above is strict, then also the inequality in (117) is strict, and consequently the
AEP cannot hold with standard smoothing.
Lemma 14. Let F be a convex QRT, and define LR′
∞
F (N ) := limǫ→0 lim infn→∞ 1nLR′ǫF(N⊗n). Then,
D∞F (N ) 6 LR′∞F (N ) . (130)
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Proof. For any ǫ > 0, n ∈ N, and ϕ ∈ D(RnAn), let Mϕn ∈ CPTP(An → Bn) and Eϕn ∈ F(An → Bn) be optimal
channels such that ‖Mϕn(ϕRnAn)−N⊗n(ϕRnAn)‖1 6 ǫ and
min
N ′∈B′ϕǫ (N⊗n)
min
E∈F(An→Bn)
Dmax
(N ′‖E) = Dmax(Mϕn‖Eϕn ) .
Using the fact that Dmax is always greater that the relative entropy D, we conclude that
1
n
min
E∈F(An→Bn)
D
(Mϕn(ϕRnAn)∣∣E(ϕRnAn)) 6 1nD(Mϕn‖Eϕn ) 6 1nDmax(Mϕn‖Eϕn ) = 1n minN ′∈B′ϕǫ (N⊗n) minE∈F(An→Bn)Dmax(N ′‖E)
Combining this with Lemma 12 we have
1
n
DF(N⊗n) 6 1
n
max
ϕ∈D(RA)
min
E∈F(An→Bn)
D
(Mϕn(ϕRnAn)∣∣E(ϕRnAn))+ f(ǫ) 6 1nLR′ǫF(N⊗n) + f(ǫ) . (131)
Therefore, taking the limit n→∞ followed by ǫ→ 0 on both sides gives
lim inf
n→∞
1
n
DF(N⊗n) 6 lim
ǫ→0
lim inf
n→∞
1
n
LR′
ǫ
F(N⊗n) . (132)
This completes the proof.
The above lemma demonstrates that if the standard smoothing leads to different quantities than the liberal smooth-
ing then AEP cannot hold when the quantities are defined with respect to the standard smoothing. This is the reason
why we adopt here this new type of smoothing.
The liberal smoothing is strongly connected to the underlying QRT. In particular, the functions LRǫF(N ) and
LRǫF(N ) remain resource monotones (see the lemma below). Note also that by definition
LRǫF(NA→B) 6 LRǫF(NA→B) . (133)
Lemma 15. Let Θ : CPTP(A→ B)→ CPTP(A′ → B′) be a superchannel defined by
Θ[NA→B] := EpostBE→B′ ◦ NA→B ◦ EpreA′→AE , (134)
with Epre ∈ CPTP(A′ → AE) and Epost ∈ CPTP(BE → B′) being completely RNG. Then,
LRǫF (Θ[NA→B]) 6 LRǫF (NA→B) ; LRǫF (Θ[NA→B]) 6 LRǫF (NA→B) . (135)
Proof. For any channel N ∈ CPTP(A→ B), we have
LRǫF (Θ[NA→B]) = sup
ϕ∈F(R′A′)
min
N ′∈Bϕǫ (Θ[N ])
min
Φ∈F(A′→B′)
Dmax
(N ′A′→B′(ϕR′A′)‖ΦA′→B′(ϕR′A′))
6 sup
ϕ∈F(R′A′)
min
M∈CP(A→B)
‖Θ[M−N ](ϕR′A′)‖16ǫ
min
Φ∈F(A′→B′)
Dmax
(
Θ[M](ϕR′A′)‖ΦA′→B′(ϕR′A′)
)
6 sup
ϕ∈F(R′A′)
min
M∈CP(A→B)
‖Θ[M−N ](ϕR′A′)‖16ǫ
min
Ω∈F(A→B)
Dmax
(
Θ[M](ϕR′A′)‖Θ[Ω](ϕR′A′)
)
6 sup
ϕ∈F(R′A′)
min
M∈CP(A→B)
‖Θ[M−N ](ϕR′A′)‖16ǫ
min
Ω∈F(A→B)
Dmax
(MA→B ◦ EpreA′→AE(ϕR′A′)‖ΩA→B ◦ EpreA′→AE(ϕR′A′))
6 sup
σ∈F(R′AE)
min
M∈CP(A→B)
‖Epost
BE→B′
◦(M−N )(σR′AE)‖16ǫ
min
Ω∈F(A→B)
Dmax
(MA→B(σR′AE)‖ΩA→B(σR′AE))
6 sup
σ∈F(R′AE)
min
M∈CP(A→B)
‖(M−N )(σR′AE)‖16ǫ
min
Ω∈F(A→B)
Dmax
(MA→B(σR′AE)‖ΩA→B(σR′AE))
= sup
σ∈F(R′AE)
min
M∈Bσǫ (N )
min
Ω∈F(A→B)
Dmax
(MA→B(σR′AE)‖ΩA→B(σR′AE))
= LRǫF (NA→B) .
(136)
The second line follows by restricting N ′ to have the form Θ[M]. The third line by restricting Φ to have the form
Θ[Ω]. The fourth line from data processing inequality of Dmax. The fifth line by substituting σR′AE = EpreA′→AE(ϕR′A′)
and then optimizing over all σ ∈ F(R′AE). The sixth line from the contractivity of the trace norm, and finally, the
seventh and eighth by definition. The monotonicity of LRǫF follows similar lines.
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Product-State Regularization
One can define the regularized version of DF and LR
ǫ
F as in (116). Note, however, that unlike the analogous
quantity in the state domain, for channels the limit n→∞ of 1nDF(N⊗n) may not exist in general, so we had to take
in (116) the lim inf instead. Moreover, it could even be that for some N
D∞F (N ) > DF(N ) and even D∞F (N⊗2) > 2D∞F (N ) ! (137)
Therefore, this type of regularization does not seem to be very promising, and we will adopt a different type of
regularization that avoid these complications.
The type of regularization that we consider here is as follows. For each n ∈ N, and a channel N ∈ CPTP(A→ B),
we define the quantities
D
(n)
F
(N ) := 1
n
max
ϕ∈D(RA)
min
E∈F(An→Bn)
D
(N⊗nA→B(ϕ⊗nRA)‖EAn→Bn(ϕ⊗nRA)) ,
E
(n)
F
(N ) := 1
n
max
ϕ∈F(RA)
min
E∈F(An→Bn)
D
(N⊗nA→B(ϕ⊗nRA)‖EAn→Bn(ϕ⊗nRA)) . (138)
To motivate these definition, we first discuss some of their properties.
First, note that if N ∈ CPTP(A→ B) is the constant channel NA→B(XA) = Tr[XA]ωB then
D
(n)
F
(N ) = E(n)
F
(N ) = 1
n
DF(ω
⊗n
B ) :=
1
n
min
σ∈F(Bn)
D(ω⊗nB ‖σBn) . (139)
since both DF(N ) and EF(N ) reduces to DF(ωB) for replacement channels. Therefore, this type of regularization,
reduces to the standard one when N is a replacement channel. Next, we prove the following lemma.
Lemma 16. For any N ∈ CPTP(A→ B) we have
D
(n+m)
F
(NA→B) 6 n
n+m
D
(n)
F
(NA→B) + m
n+m
D
(m)
F
(NA→B). (140)
The same relation also holds for E
(n)
F
.
Proof. We have
(n+m)E
(n+m)
F
(NA→B) = sup
ϕ∈F(RA)
min
E∈F(An+m→Bn+m)
D
(
N⊗(n+m)A→B
(
ϕ
⊗(n+m)
RA
) ∥∥E (ϕ⊗(n+m)RA ))
6 sup
ϕ∈F(RA)
min
E1∈F(An→Bn)
E2∈F(Am→Bm)
D
((NA→B(ϕRA))⊗(n+m)∥∥E1 (ϕ⊗nRA)⊗ E2 (ϕ⊗mRA ))
= nE
(n)
F
(NA→B) +mE(m)F (NA→B) .
(141)
The same lines of reasoning holds for DF as well.
This lemma implies that the limits of D(n)
F
and E
(n)
F
, as n→∞, exist. We therefore define the regularized version
of DF and EF to be
D
(∞)
F
(N ) = lim
n→∞
E
(n)
F
(N ) and E(∞)
F
(N ) = lim
n→∞
E
(n)
F
(N ) . (142)
From the lemmas above, the regularized quantities above satisfy
D
(∞)
F (N ) 6 D(n)F (N ) and E(∞)F (N ) 6 E(n)F (N ) ∀ n ∈ N , ∀ N ∈ CPTP(A→ B) (143)
and they are also resource monotones. Furthermore, note that the product-state regularization, D
(∞)
F
(N ), is no
greater than the standard regularization D∞F (N ) as defined in (116).
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We can use this regularization method also for the smoothed logarithmic robustness quantities LRǫF and LR
ǫ
F.
Define
LRǫ,n
F
(N ) := 1
n
sup
ϕ∈D(RA)
min
N ′∈Bϕ
⊗n
ǫ (N⊗n)
min
E∈F(An→Bn)
Dmax
(N ′An→Bn‖EAn→Bn), (144)
LRǫ,n
F
(N ) := 1
n
sup
ϕ⊗n∈Fn(RA)
min
N ′∈Bϕ
⊗n
ǫ (N⊗n)
min
E∈F(An→Bn)
Dmax
(N ′An→Bn(ϕ⊗n)‖EAn→Bn(ϕ⊗n)), (145)
LR
(∞)
F
(N ) := lim
ǫ→0
lim inf
n→∞
LRǫ,n
F
(N ), (146)
LR
(∞)
F
(N ) := lim
ǫ→0
lim inf
n→∞
LRǫ,n
F
(N ). (147)
Proof of Theorem 5
Theorem. For all N ∈ CPTP(A→ B),
D
(∞)
F
(N ) = lim
ǫ→0
lim sup
n→∞
1
n
LRǫ,n
F
(N ) = lim
ǫ→0
lim inf
n→∞
1
n
LRǫ,n
F
(N ) ≡ LR(∞)
F
(N ),
E
(∞)
F
(N ) = lim
ǫ→0
lim sup
n→∞
1
n
LRǫ,n
F
(N ) = lim
ǫ→0
lim inf
n→∞
1
n
LRǫ,n
F
(N ) ≡ LR(∞)
F
(N ).
(148)
Proof. We prove the theorem in two steps. First we prove the inequality
E
(∞)
F
(N ) 6 LR(∞)
F
(N ) ∀N ∈ CPTP(A→ B) . (149)
Let ǫ > 0 and ϕ ∈ F(RA). Let Mϕn ∈ CP(An → Bn) be the optimal CP map such that
‖Mϕn(ϕ⊗n)−N⊗n(ϕ⊗n)‖1 6 ǫ (150)
and
min
N ′∈Bϕ
⊗n
ǫ (N
⊗n)
E∈F(An→Bn)
Dmax
(N ′(ϕ⊗n)‖E(ϕ⊗n)) = min
E∈F(An→Bn)
Dmax
(Mϕn(ϕ⊗n)‖E(ϕ⊗n)) . (151)
Since Dmax(ρ‖σ) > D(ρ‖σ) for all ρ and σ it follows from the above equation that
1
n
min
E∈F(An→Bn)
D(Mϕn(ϕ⊗n)‖E(ϕ⊗n)) 6
1
n
min
N ′∈Bϕ
⊗n
ǫ (N
⊗n)
E∈F(An→Bn)
Dmax
(N ′(ϕ⊗n)‖E(ϕ⊗n)). (152)
Therefore, taking the maximum over ϕ ∈ F(RA) on both sides gives
1
n
max
ϕ∈F(RA)
min
En∈F(An→Bn)
D(Mϕn(ϕ⊗n)‖En(ϕ⊗n)) 6
1
n
LRǫ,n
F
(N⊗n). (153)
Combining this with the asymptotic continuity (see Lemma 12 with S being the set whose extreme points are the
states of the form ϕ⊗n with ϕ ∈ F(A→ B)) gives
1
n
E
(n)
F (N ) 6
1
n
LRǫ,nF (N ) + f(ǫ) log |AB|+
1
n
Tr
[(
γ⊗nR − TrB
[Mγn (γ⊗nRA) ]) log (γ−1R )⊗n] , (154)
where γRA is defined such that
E
(n)
F
(N ) = max
ϕ∈F(RA)
min
En∈F(An→Bn)
D
(N⊗n(ϕ⊗n)∥∥En(ϕ⊗n))
= min
En∈F(An→Bn)
D
(N⊗n(γ⊗nRA)∥∥En(γ⊗nRA)) . (155)
All that is left to show is that the last term in (154) goes to zero. Note that γRA can depend on n. Therefore, we will
use the notation ωn ≡ γR ∈ F(R) to emphasize this dependence.
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Let {k} be a subsequence such that
lim
k→∞
1
k
LRǫ,k
F
(N⊗k) = lim inf
n→∞
1
n
LRǫ,n
F
(N⊗n). (156)
To simplify the notations, we used the notation k instead of something like nk. Now recall that
‖Mγn
(
γ⊗nRA
)−N⊗n (γ⊗nRA) ‖1 6 ǫ ,
and in particular, from the contractivity of the trace norm,
‖TrBn
[Mγn (γ⊗nRA)]− γ⊗nR ‖1 6 ǫ ∀ n ∈ N. (157)
Therefore, if ‖(ω−1k )⊗k‖∞ is bounded, then
1
k
Tr
[(
ω⊗kk − TrB
[Mγk (γ⊗kRA) ]) log (ω−1k )⊗k] 6 ǫ log ‖ω−1k ‖∞ (158)
is bounded and goes to zero as ǫ → 0. We therefore assume now that ‖ω−1k ‖∞ is not bounded. Then, there exists a
subsequence {j} ⊂ {k} such that λmin(ωj) → 0 as j → ∞. Next, we continue to check if there exists a subsequence
of {ωj} for which the second smallest eigenvalue of ωj also goes to zero. If there isn’t then we stop. Otherwise, we
continue in this way until we find a subsequence of n, lets call it again for simplicity {k}, such that the first m largest
eigenvalues of ωk are bounded from below, and the remaining |R| −m eigenvalues are all going to zero in the limit
k →∞.
We now bound the term
1
k
Tr
[(
ω⊗kk − TrB
[Mγk (γ⊗kRA) ]) log (ω−1k )⊗k] , (159)
which can be expressed equivalently as
1
k
Tr
[
(ω
1/2
k )
⊗k
(
IRk − JM
γ
k
Rk
)(
ω
1/2
k
)⊗k
log(ω−1k )
⊗k
]
, (160)
where J
Mγ
k
Rk
is the marginal of the Choi matrix of Mγk. Next, observe that
log(ω−1k )
⊗k =
(
logω−1k ⊗ IR ⊗ · · · ⊗ IR
)
+ · · ·+ (IR ⊗ · · · ⊗ IR ⊗ logω−1k ) (161)
It is therefore enough to bound each of the terms
Tr
[
(ω
1/2
k )
⊗k
(
IRk − JM
γ
k
◦Eγ
k
Rk
)(
ω
1/2
k
)⊗k (
logω−1k ⊗ IR ⊗ · · · ⊗ IR
)]
= Tr
[
ω
1/2
k ξRω
1/2
k logω
−1
k
]
, (162)
where
ξR ≡ Tr 6=1
[(
IR ⊗
(
ω
1/2
k
)⊗(k−1))(
IRk − JM
γ
k
◦Eγ
k
Rk
)(
IR ⊗
(
ω
1/2
k
)⊗(k−1))]
, (163)
with Tr 6=1 denoting a trace over all the k R-systems except for the first one. Note that from (157) we have
Tr[(ω
1/2
k ξRω
1/2
k )+] 6 ǫ. Now, decompose ωk = αk + βk, where αk = ωkPk, and Pk is the projection to the eigenspace
of the m largest eigenvalues of ωk, and βk = ωk(IR − Pk). Since αkβk = βkαk = 0 we have
Tr
[
ω
1/2
k ξRω
1/2
k logω
−1
k
]
= Tr
[
α
1/2
k ξRα
1/2
k logα
−1
k
]
+Tr
[
β
1/2
k ξRβ
1/2
k log β
−1
k
]
, (164)
where the inverses of αk and βk understood as the generalized inverses. Now, observe that
Tr
[
α
1/2
k ξRα
1/2
k logα
−1
k
]
= Tr
[
ω
1/2
k ξRω
1/2
k Pk logα
−1
k
]
6 Tr[(ω
1/2
k ξRω
1/2
k )+] log ‖α−1k ‖∞ 6 ǫ log ‖α−1k ‖∞, (165)
where ‖α−1k ‖∞ is bounded. For the other term, note that by definition, since Mγk is a CP map, its Choi matrix is
positive semidefinite so that ξR 6 IR. Hence,
Tr
[
β
1/2
k ξRβ
1/2
k log β
−1
k
]
= Tr
[
ξRβ
1/2
k (log β
−1
k )β
1/2
k
]
6 Tr
[
β
1/2
k (log β
−1
k )β
1/2
k
]
→ 0 (166)
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as k →∞ (since βk → 0 as k →∞). To summarize, there exists some constant c > 0 such that for sufficiently large k
Tr
[
ω
1/2
k ηRω
1/2
k logω
−1
k
]
6 ǫc . (167)
Since this bound holds for each of the k terms, we conclude that
1
k
Tr
[(
ω
1/2
k
)⊗k (
IRk − JM
γ
k
Rk
)(
ω
1/2
k
)⊗k
log
(
ω−1k
)⊗k]
. 6 ǫc (168)
Therefore, by taking on both sides of (154) the limit n→∞ followed by ǫ→ 0 gives
E
(∞)
F
(N ) 6 lim
ǫ→0
lim inf
n→∞
1
n
LRǫ,n
F
(N⊗n) ≡ LR(∞)
F
(N ) . (169)
We next prove the inequality
E
(∞)
F
(N ) > lim
ǫ→0
lim sup
n→∞
1
n
LRǫ,n
F
(N⊗n) ∀N ∈ CPTP(A→ B) . (170)
This inequality follows by a reasoning very similar to that given in [11] for the sate domain. Let ǫ > 0 and define
rm := E
(m)
F
(N ) + ǫ = max
ϕ∈F(RA)
min
E∈F(Am→Bm)
D
(
(NA→B(ϕRA))⊗m ‖EAm→Bm(ϕ⊗mRA )
)
+ ǫ, (171)
We will also denote by Eϕ ∈ F(Am → Bm) the optimal channel in F(Am → Bm) that satisfies
min
E∈F(Am→Bm)
D
(
(NA→B(ϕRA))⊗m ‖E(ϕ⊗mRA )
)
= D
(
(NA→B(ϕRA))⊗m ‖Eϕ(ϕ⊗mRA )
)
. (172)
For every n ∈ N and ϕRA ∈ F(RA), we have
(N (ϕRA))⊗mn 6 2nrm
(Eϕ(ϕ⊗mRA ))⊗n + ((N (ϕRA))⊗mn − 2nrm (Eϕ(ϕ⊗mRA ))⊗n)
+
. (173)
Denote by
δmn := Tr
(
(N (ϕRA))⊗mn − 2nrm
(Eϕ(ϕ⊗mRA ))⊗n)
+
(174)
From [27] we have
δmn 6 2
−n(rmt−f(t)), (175)
where t ∈ [0, 1] and
f(t) = logTr
[(N⊗m(ϕ⊗mRA ))1+t (Eϕ(ϕ⊗mRA ))−t] . (176)
Note that f(0) = 0 and
f ′(0) = D(N⊗m(ϕ⊗mRA )‖Eϕ(ϕ⊗mRA )) 6 E(m)F (N ) = rm − ǫ. (177)
Hence, for small enough t > 0 we get that rmt− f(t) > 0 which together with (175) proves that limn→∞ δmn = 0 for
all m ∈ N and all ϕ ∈ F(RA). Now, recall the following lemma.
Lemma ([11, 28]). Let ρ and σ be two density matrices, and P > 0 be some positive semidefinite operator satisfying
ρ 6 P + ǫσ for some ǫ > 0. Then, there exists a density matrix ρ˜ satisfying
ρ˜ 6
1
1− ǫP and ‖ρ− ρ˜‖1 6 4
√
ǫ . (178)
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From this lemma and (173) it follows that there exists a sequence of density matrices ηRnmBnm such that
‖ (N (ϕRA))⊗mn − ηRmnBmn‖1 6 4
√
δmn and ηRmnBmn 6
1
1− δmn 2
nrm
(Eϕ(ϕ⊗mRA ))⊗n . (179)
Now, define the the CP map Mϕmn ∈ CP(Amn → Bmn) that satisfy
ηRmnBmn =Mϕmn
(
ϕ⊗mnRA
)
. (180)
Such a CP map always exists as long as the bipartite state ϕRA is pure. This also implies that
Mϕmn 6
1
1− δmn 2
nrm (Eϕ)⊗n and
∥∥∥(NA→B(ϕRA))⊗mn −Mϕmn (ϕ⊗mnRA )∥∥∥
1
6 4
√
δmn . (181)
Let n be large enough such that 4
√
δnm 6 ǫ. Hence,
LRǫ,mn
F
(N ) = max
ϕ∈F(RA)
min
N ′∈Bϕ
⊗nm
ǫ (N⊗nm)
min
E′∈F(Anm→Bnm)
Dmax
(N ′ (ϕ⊗mnRA ) ‖E ′ (ϕ⊗mnRA ) ) (182)
6 max
ϕ∈F(RA)
min
N ′∈Bϕ
⊗nm
ǫ (N⊗nm)
Dmax
(N ′ (ϕ⊗mnRA ) ‖(Eϕ)⊗n (ϕ⊗mnRA ) ) (183)
6 max
ϕ∈F(RA)
Dmax
(Mϕnm (ϕ⊗mnRA ) ‖(Eϕ)⊗n (ϕ⊗mnRA ) ) (184)
6 nrm − log(1− δmn) (185)
= nE
(m)
F
(N ) + nǫ− log(1− δmn). (186)
Hence,
1
nm
LRǫ,mn
F
(N ) 6 1
m
E
(m)
F
(N ) + ǫ
m
− 1
nm
log(1 − δmn). (187)
Now, similar to the arguments given in [11] in the state domain, also here we have for any m ∈ N
lim sup
n→∞
1
nm
LRǫ,mnF (N ) = lim sup
n→∞
1
n
LRǫ,nF (N⊗n). (188)
Hence, taking on both sides of (187) the limit n→∞ followed by the limit ǫ→ 0 gives
lim
ǫ→0
lim sup
n→∞
1
n
LRǫ,n
F
(N⊗n) 6 1
m
E
(m)
F
(N ) . (189)
Since the above equation holds for all m ∈ N, this completes the proof. The proof of the equality for D(∞)
F
= LR
(∞)
F
follows the exact same lines with D(RA) replacing F(RA) everywhere.
PROOF OF THEOREM 6.
Recall the two types of errors:
1. The observer guesses that the channel belongs to F(An → Bn), while the channel really is N⊗nA→B. This occurs
with probability
α(n)(N , Pn, ϕRA) := Tr
[N⊗nA→B (ϕ⊗nRA) (I − Pn)] . (190)
2. The observer guesses that the channel is N⊗nA→B, while the channel really is some Mn ∈ F(An → Bn). This
occurs with probability
β(n)(Pn,Mn, ϕRA) := Tr
[Mn (ϕ⊗nRA)Pn] , (191)
and the worst case for a given ϕRA ∈ F(RA) is
β
(n)
F
(Pn, ϕRA) := max
Mn∈F(An→Bn)
Tr
[Mn (ϕ⊗nRA)Pn] . (192)
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We further define
β
(n)
F,ǫ (N , ϕRA) := min
{
β
(n)
F
(Pn, ϕRA) : α
(n)(N , Pn, ϕRA) 6 ǫ ; 0 6 Pn 6 IRnBn
}
. (193)
Theorem. Let F be a closed convex resource theory admitting the tensor product structure, with the set of free states
containing a full rank state. Then, for all ǫ ∈ (0, 1) and all ϕ ∈ F(RA)
lim
n→∞
− logβ
(n)
F,ǫ (N , ϕRA)
n
= lim
n→∞
min
M∈F(An→Bn)
D
(N⊗nA→B(ϕ⊗nRA)∥∥MAn→Bn(ϕ⊗nRA))
n
.
Proof. Fix ϕ ∈ F(RA) and define
Mn(ϕ) :=
{MAn→Bn (ϕ⊗nRA) : M ∈ F(An → Bn)} . (194)
We show that the set Mn(ϕ) satisfies the 5 properties of [11]:
1. Mn(ϕ) ⊂ D(RnBn) is closed and convex. This holds trivially since F(An → Bn) is closed and convex.
2. Mn(ϕ) contains a state σ⊗nRB with σ ∈ D(RA) being full rank. Indeed, note that by taking Mn = Ω⊗nA→B with
Ω ∈ F(A→ B) we get that (ΩA→B(ϕRA))⊗n ∈ Mn(ϕ). Further, taking ΩA→B to be the constant channel
outputting the fixed full rank state ωB ∈ F(B) we get that ΩA→B(ϕRA) = ϕR ⊗ ωB is a full rank state.
3. For every γ ∈ Mn+1(ϕ) then Trk(γ) ∈ Mn(ϕ) for any k = 1, ..., n+ 1. Indeed, suppose γ ∈ Mn+1(ϕ). Then,
γRn+1Bn+1 =MAn+1→Bn+1
(
ϕ⊗nRA ⊗ ϕRA
)
. (195)
Now, by tracing out the last subsystem RB we get that
ωRnBn := TrRB [γRn+1Bn+1 ] = TrB ◦MAn+1→Bn+1
(
ϕ⊗nRA ⊗ ϕA
)
. (196)
Define Ω ∈ CPTP(An → Bn) as
ΩAn→Bn(XAn) := TrB ◦MAn+1→Bn+1 (XAn ⊗ ϕA) ∀ XAn ∈ B(HAn) . (197)
Now, since F is a QRT admitting the tensor product structure, and since ϕA is free, it follows that Ω ∈ F(An →
Bn) (i.e. Ω is free). Hence,
ωRnBn = ΩAn→Bn(ϕ
⊗n
RA) ∈Mn(ϕ) . (198)
The same conclusion holds if we traced out from γRn+1Bn+1 any of the n+ 1 RB systems.
4. If γ ∈ Mn(ϕ) and η ∈ Mm(ϕ) then γ ⊗ η ∈ Mn+m(ϕ). Indeed, write γRnBn = MAn→Bn
(
ϕ⊗nRA
)
and
ηRmBm = ΩAm→Bm
(
ϕ⊗mRA
)
. Then, denote by ∆An+m→Bn+m :=MAn→Bn ⊗ΩAm→Bm ∈ F(An+m → Bn+m) and
note that
γRnBn ⊗ ηRmBm = ∆An+m→Bn+m
(
ϕ⊗nmRA
) ∈Mn+m(ϕ) . (199)
5. If γ ∈ Mn(ϕ) then P πγP π−1 ∈ Mn(ϕ) for every permutation π ∈ Sn. Recall that we assume that F has the
property that if Mn ∈ F(An → Bn) then also
Ππ
−1
Bn→Bn ◦Mn ◦ΠπAn→An ∈ F(An → Bn), (200)
where
ΠπAn→An(XAn) = P
πXAnP
π−1 , (201)
with {P πAn} a representation of the permutation group in H⊗nA . Then, for any permutation π ∈ Sn
P πRnBn
(
MAn→Bn
(
ϕ⊗nRA
) )
P π
−1
RnBn = Π
π
RnBn ◦ (idRn ⊗MAn→Bn)
(
ϕ⊗nRA
)
= ΠπRnBn ◦ (idRn ⊗MAn→Bn) ◦Ππ
−1
RnAn
(
ϕ⊗nRA
)
=
(
idRn ⊗ΠπBn ◦MAn→Bn ◦Ππ
−1
An
) (
ϕ⊗nRA
) ∈Mn(ϕ).
(202)
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Since the set Mn(ϕ) satisfies all the 5 properties of [11], the main result of [11], which includes both the direct part
and strong converse, can be applied to Mn(ϕ). In particular, it follows that for any ǫ ∈ (0, 1)
lim
n→∞
− log β
(n)
F,ǫ (N , ϕRA)
n
= lim
m→∞
1
m
min
M∈F(Am→Bm)
D
(N⊗mA→B(ϕ⊗mRA )∥∥M(ϕ⊗mRA )) . (203)
This concludes the proof.
LOWER BOUND ON THE CHERNOFF BOUND
Suppose Alice is given with t0 probability the channel N⊗nA→B and with t1 probability one of the channels in
F(An → Bn). Alice’s goal is to determine if she is holding in her lab N⊗nA→B or one of the channels in F(An → Bn).
The probability of error is therefore given by
P (n)error(ϕ) = max
Mn∈F(An→Bn)
1
2
(
1− ∥∥t0N⊗nA→B(ϕRnAn)− t1Mn(ϕRnAn)∥∥1) . (204)
We had to maximize the error over all possible channels in F to get the worst case scenario. She will therefore choose
ϕ to minimize the above quantity. That is,
P (n)error ≡ min
ϕ∈F(RnAn)
Pe(ϕ) =
1
2
(
1− max
ϕ∈F(RnAn)
min
Mn∈F(An→Bn)
∥∥t0N⊗nA→B(ϕRnAn)− t1Mn(ϕRnAn)∥∥1) . (205)
In [29] it was shown that for any two positive operators A and B and α ∈ (0, 1) we have
Tr[AαB1−α] >
1
2
Tr[A+B − |A−B|] . (206)
Hence, for any 0 6 α 6 1,
1
2
∥∥t0N⊗nA→B(ϕRnAn)− t1Mn(ϕRnAn)∥∥1 > 12 − tα0 t1−α1 Tr [(N⊗nA→B(ϕRnAn))α (Mn(ϕRnAn))1−α] , (207)
so that
P (n)error 6 t
α
0 t
1−α
1 max
ϕ∈F(RnAn)
min
Mn∈F(An→Bn)
Tr
[(N⊗nA→B(ϕRnAn))α (Mn(ϕRnAn))1−α] . (208)
We therefore conclude that
lim inf
n→∞
− 1
n
logP (n)error > max
α∈[0,1]
(1− α)G∞F,α(N ), (209)
where
G∞F,α(N ) := lim infn→∞
1
n
min
ϕ∈F(RnAn)
max
Mn∈F(An→Bn)
Dα
(N⊗nA→B(ϕRnAn)∥∥Mn(ϕRnAn)) , (210)
where Dα is the Petz quantum Renyi divergence.
