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01. INTRODUCTION 
LET f(u, a), f(0, 0) = 0, BE a complex analytic function of two complex variables defined near 0. 
There are two kinds of invariants that interest us. The first is the smallest integer r such that inar 
the Taylor’s expansion of f, all terms of degree Z r +‘l can be omitted without changing the 
local topological picture of f. The second are the linking coefficients between the torus knots of 
the branches of f. These knots are the intersection of the curve f(u, a) = 0 in C* = R4 with a 
3-sphere S3 of sufficiently small radius centered at 0. The intersection consists of l-dimensional 
circuits, or a system of knots (torus knots) linked together in S3 ([6], 82; [8], p. 13). 
One of our main purposes in this paper is, roughly speaking, to express the first invariant in 
terms of the second kind, this is our Theorem B below. 
Generalizing a theorem for the real case ([3], Theorem 0), it was proved in[2] (Theorem 2, p. 
878), that if 
JGrad f] L up=, for (u, u) near 0, (1.1) 
where 
p=~(]U]*+]v~*), E>O, a>o, 
then the complex jet i”‘(f), r = (a), is CO-sufficient. (Here (a) denotes the smallest integer >a.) 
That is, if g(u, U) is any analytic function whose Taylor’s expansion near 0 agrees with that of f 
up to degree S r, then there exists a local homeomorphism h: (C’, 0) +(C’, 0) such that f 0 h = g. 
In this paper, we shall first determine the smallest value of a satisfying (1.1) from the 
Puiseux expansion of f (Theorem A in 02 and Theorem C in 64). This value is the so-called 
Kojasiewicz exponent of IGradfl, [4]. No use of the Puiseux expansions of fy,fu will be made, 
except in the roofs. This is already a considerable improvement of the results in [3], where, for 
real jets, a is computed via the expansions of fX and f,. In fact, Theorem A is the most difficult 
one in this paper. Next, in Theorem B, the smallest value of a is interpreted geometrically as 
the way how certain branches (or places) of f are linked up. 
by 
The authors would like to thank J. E. Reeve for valuable suggestions. 
Without loss of generality, we can assume that the u-axis is not a tangent off = 0 at 0. Then, 
Puiseux’s Theorem [7, p. 981, f can be factored into a product of fractional power series 
ftk u) = fj (U - Bi(u)) (2.1) 
O(&) Z 1, where O(&) is the order of pi, thus m = Ocf). We shall assume, throughout this 
paper, that no two pi’s are identical. 
For each root pi in (2.1), let ci = h$~ O(@i - &). NOW let gci(&) denote fii with its terms of 
degree ci replaced by 5~5, 5 a generic number (or an indeterminant), and all higher-order terms 
omitted. That is, we treat 6 either as an indeterminant, or as any complex number not belonging 
to a finite set Z c C, where Z is to be determined in the context. 
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We call g,-,(fii) the generic perturbation of pi at degree Ci* 
Example (2.1). f(u, II) = u3+ 3uvk, kZ3. We have /3, =O, &,&= *~(3)iuw2; O(f)=3; 
ci = k/2, g&U = Zvw2, i = 1, 2, 3; O(f(g,(Pi), v)) = O((t3+ 35)~~~‘~) = 3k/2. Note that the last 
equality holds only for genetic values of 6; for 5 = 0, +q(3)i, the orders are 00. 
THEOREM A. Let /i = Ocf(gci(fii)y v)), 1 I i S m, and a = Max {Ii - 1). Then a is the smallest 
number which satisfies inequality (1.1) for some E > 0. In particular, j”‘(f), r = (a), is Co-sufficient. 
Thus, in Example (2.1), a = (3k/2) - 1. 
Theorem A can be slightly improved. Let us call a root pi minimal if the following holds. 
Let & be any root with 
Q(fii -PC) = Max O(& - /3i), 15 j i m, 
j#i 
then there is no root /3,, satisfying 
O(& - Be) > O@i - Be). (2.2) 
Geometrically, the torus knot of the branch containing a minimal root pi does not contain (in 
the sense of [6, 92.31) the torus knot of any other branch of f. 
THEOREM A’. The number a in Theorem A is also given by 
a = Max {Ii - 1) 
where i runs through uli indices for which pi is minimal. 
For a root, fi, in (2.1), (omitting the subscript i for simplicity) we rewrite it so as to display 
its characteristic pairs, as in [8, p. 71, 
*2 
ul,ivi + b,,,q,jp, + ~a2,i~(qlfi)‘pl + b2y42’p~P~+ . - * + b,v $ 4 P,---P~ +C civ%.+i)‘p~ .*, (2.3) 
i=l i=l i=l 
where the symbols have the following significance: pi > 1, kj = [(Q - qi-lpj)/pj] (40 = 0). bj# 0, 
qj, nj are relatively prime. 
The branch, or place, P, containing /3, consists of the following p = p1 . . . pg roots [7, p. 107, 
Theorem 4.11, 
u = c u,.,ehPu’ + b,c (hPq,/P,+f?,lP, +. . . + b8E(hpq$P,...Ps)Uq$P,...P=+ . . . ., 
with OlhSp-1, (2.4) 
where e is a pth primitive root of unity. Call p the order of P: O(P) = p. Note that ehp = 1 so 
that a1.i = u&P for 1 S i S k,; and that when h = 0, (2.4) gives (2.3). 
Let {P,,. . , P,} be the branches of f. Consider a 3-dimensional sphere, S3, in C* = R4, 
centered at 0, with sufficiently small radius. The intersections S3 n Pi, where Pi also denotes 
the zero set of Pi, are knots, JVi, 1 S i 5 t,. which are linked together in S3. For each Ji, we are 
interested in three kinds of geometrical invariants, the numbers Ii in Theorem A’ will then be 
expressed in terms of them. The first is the order O(Pi); recall that this is also the intersection 
multiplicity of Pi with the u-axis. The second is the linking coefficients, JZ(Xi, Xj), for j# i. As 
was proved in [6, 94, p. 1701, B(Ni, Jj) equals the intersection multiplicity of Pi and Pj. That is, 
let Pi = {@I, . . ., &I, Pj = @,+I, . . ., B,+d, then 
5f(JVi, Nj) = C O(@i - &+J, 15 i 5 r, 1 S j S S. 
i,j 
The last invariant for Pi is what we shall call the self-linking of Xi. For a branch, 
roots are expressed as in (2.4), let 2 denote the torus knot of the P consisting of all 
power series 
UC.. .+(~,+~)v%%~~~%+. . . 
(2.5) 
P, whose 
fractional 
(2.6) 
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obtained by adding a small number 6# 0 to the coefficient b, in (2.4). Note that F is not 
necessarily a branch of f. The self-linking of P, or of the torus knot Jv: is defined to be 
U = Z(Jv: J?-). 
Geometrically, N is the torus knot I’ zl*‘l’.. .‘q~*Pn which is a tubular knot of indices qg, ps with 
axis rQgPlt...i48-**Pa-I, as explained in [8, p. 131; then 2 is .N rotated around its axis 
P~~~‘-~-fq~-**p~-, by a small angle. 
Let ai denote the self-linking of Xi. 
For each i, let pi = Max {6p(JT,, V;-)}, where j runs through all indices for which JV, is 
j#i 
isotopic to Ni, [l, p. 81. In case there is no such j, we put pi = 0. 
THEOREM B. For each minimal roof pi, the number Ii in Theorem A is given by the form&z: 
(2.7) 
where k# i, 15 k S t, t is the total number of branches {PI,. . ., P,} off. 
Let US call a knot Ji uncoupled if it is not isotopic to another Jri; in this case, pi = 0, 
Max {ai, pi} = oi. We then have 
COROLLARY. If the knot associated to a minimal root pi is uncoupled, then 
O(Pi)li = gi %Ji, Nk) + Vi. (2.8) 
In 84, the tree-model, Mcf), of f is introduced; Theorem C asserts that iiy and hence o, can 
be computed directly from Mcf>. 
The main ideas in this paper grow out of the observation that M(f,) can be constructed 
from M(f), as explained in B4. 
i3. NEWTON POLYGON 
The notion of Newton Polygon is recalled briefly in this section. Some important lemmas, 
based on Walker’s constructive proof of Puiseaux’s Theorem[7, p. 981, are established; they 
will be used repeatedly in later sections. 
Given f(x, y) = &(y) + &(y)x + . . . + &(y)x”, where x, y are indeterminants, m any positive 
integer and Ei are fractional power series in y. In a coordinate plane plot points Pi at (i, ai), 
15 i d m, where ai = 0($(y)). Call this the Newton Diagram of f. Then join PO to P,,, by a 
convex polygonal arc as in [7, p. 991. This is the Newton Polygon of f. 
Let R, P,, k < 2, be an edge, then there are exactly 1 -k roots x =&(y) of f(x, y) = 0, 
15 i s I - k, with O(ei) = (e - a,)/(l - k). Moreover, the first (non-zero) coefficients of the 5’s are 
the non-zero roots of the associated equation 
44x) = 2 ahXh = 0 (3.1) 
where ah is the leading coefficient of a,,, and the summation is over all h for which Ph lies on 
P&. 
The details can be found in [7]. It should be noticed, however, that we are solving x in terms 
of y, while in [7], y is solved in terms of x. 
Let x = pi(y), 1 $ i S m denote the roots of f = 0, and x = ye, 1~5 k S m - 1, those of 
fx =o. 
LEMMA (3.2). (i) PI is a vertex of the Newton PoZygon of f if, and ody if Mm{O(Bi)I> 
kiiSm 
Max {O(yk>}. In this case, My {O(&)} = a0 
idlrdm-I 
- aI, Max {O(y& = (al - a,)/(~ - l), where E, k 
s h 2, is the vertex following PI. 
(ii) P, lies on the first edge POP,, s Z 2, if, and only if Max{O(Bi)] = Max{O(yk)]. In this 
case, Max {O(pi)} = (a0 - a.)/~. 
c k 
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(iii) PC lies above the first edge POPS, s B 2, if, and only if 
this case Max {O(&)} = (cyo- a,)/~. 
Max {O@i)} < Max {O(‘%)}. Irz 
k 
(iv) O(f,(O, ~1) = al. 
In fact, a term c,$yJ, c# 0, of f(x, y) yields a non-zero term icx’-‘y’ of fx if if 0. Hence each 
pi = (i, ai) gives rise to a point Qi_, = (i - 1, ai) of the Newton Diagram of fX = 0, for if 0. 
Hence the Lemma follows. 
LEMMA (3.3). For pi, Bj, if j, there is a yk such that 
@pi - yk) = o(fij - 3/k) = o(pi - /%I. (3.4) 
Conversely, given pi and 3/k, there is also a & for which (3.4) holds. Moreover, for given pi and 
d > 0, the number of flj’s with O(fii - &) = d is the same as the number of yk's with O(pi - 3/k) = 
d. 
By this lemma, one can obtain the tree-model (to be defined in §4) of fx = 0 directly out of 
that of f = 0. See 04. 
For a proof of Lemma 3.3, let Bij denote & with its terms of degree O(@i - /3i) replaced by 
ZY o(Bi-Bjf, ( a generic number, and all terms of higher degrees omitted. That is, Bij is the generic 
perturbation of pi at degree O(fli - pi). Under the change of variables 
x’=X-fiij(y), y’=y, (3.5) 
f(x, y) becomes f(Z, j) = f(Z + &(y’), y’), and 
where 
Bi = pity’) - /Xj(Y)* 
(3.6) 
(3.7) 
Since fX = fi, we have fX = mti’ (x’ - ?k) where fk = yk(j? - bii(j9. 
Now, 5 being gene& dtb, = O(/&) L O(jl) for all 1. Hence a, 6j are given rise by the first 
edge pJj* of the Newton Polygon of l and we have (60 - &)/s = O(B,). Moreover, all the s 
roots of the associated equation (see (3.1)) 
Q(X) = 2 ahxh, Ph E FJjs, 
are non-zero and they are the leading coefficients of the Bk with o(fik) = (60 - &j/s. 
dQ_ On the other hand, we can choose the generic number 4 so that all roots of 5 - 0 are also 
dQ non-zero. Note that z = 0 is the associated equation of the first edge &&l, 8 = (i, ai+l), of 
the Newton Polygon of L = 0; There are as many roots of Q = 0 which are different from the 
leading coefficient of pi, say bi, as there are roots of dQ z = 0 which are different from bi ; each 
rOOt of the later gives rise to a root fk Of L = 0 with o(+k -a) = O(&). 
Now, let pi, ‘yk be given. Consider the change of variables 
x’=x--&k(y), y’= y (3.8) 
where CL* is the generic perturbation of pi at degree O(& - yk). A similar argument shows that 
there is a @j satisfying (3.4). 
COROLLARY (3.5). For any given i, 15 is m, 
m-1 
c o(pi - fij) = c o(fii - ‘yk). 
j#i k=l 
(3.9) 
LEMMA (3.6). Suppose o(yk) > O(Bi) = Max {WMI. Then for bt small, 
i 
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o(f,(cy"'s,',y))= c-k- I. 
Moreouer, ]fy(cyo(Bi), y)] h •]y]~~-‘, E > 0. 
Let POP, be the first edge of the Newton polygon of f, and 
Q(x) = T &xh, ph E POP,, 
the associated equation. 
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(3.10) 
(3.11) 
Observe that all roots of Q are non-zero, O(@i) = ( a0 - a,)/~, and the leading coefficient of pi 
is a root of Q = 0. 
Now consider the form 
Q*(x, y>=c uhXhy=h, ah = aO- h[O(/S)l, (3.12) 
which consists of precisely those (non-zero) terms of f lying on POP,. Observe that Q*(fowi), y) 
is a homogeneous form of degree ao, and hence, by Euler’s Theorem, 
O@i)XCp,* + yCp,* = aOq* (3.13) 
(In [5], Q* is called a weighted homogeneous form.) 
Since O(yk) > O(Bi), x is a factor of dQ - -d-x 0, which is the associated equation of an edge of 
the Newton Polygon of fX. But x is not a factor of Q = 0. Hence, by (3.13) x is not a factor of 
QY 7 *. in particular, for ICI small, x - CY~(‘~) does not divide Q;, and so 
]Q*(cy”@‘), y)] 2 E(YIY (3.14) 
Now, the Newton Diagram off, has points at (i, ai - 1); its first edge consists of precisely those terms 
of Q:. Thus the lemma follows. 
$4. TEE TREE-MODEL 
We have assumed O(@ - pi) < 00, if j. Call O(& - &) the order of contact of Bi, pi. 
The tree-model, Mcf), of f(x, y) = i (x -&), is constructed as follows. First, draw a 
i=l 
vertical line segment, called the main trunk, marking the number m = O(f) by its side. Then 
draw a bar, B,, on top of the main trunk, marking the number b, by B,, where b, is the smallest 
number such that there are at least two roots pi, pi, with O(& - @j) = 6,. Call b, the height of 
B,. Let cl denote the maximal number of roots such that any two have order of contact b,. All 
roots are now divided into c1 groups; in each group, any two members have order of contact 
>b,. Now draw cl vertical line segments on B,, called trunks ; each represents one of the above 
groups and then mark the number of members in each group by the side of the trunk; call them 
the multiplicities of the trunks. Then repeat what we did to the main trunks to each of these trunks 
on B,, getting more bars and then more trunks, . . . , etc. A trunk of multiplicity 1 is called a twig, no 
more bar will be drawn on top of it. Thus our construction ends at the stage where all trunks are 
twigs. 
The multiplicity of a twig will not be marked out. 
Example (4.1). f(x, y) = x2 - y3. M_f): ~3,5$ 
Example (4.2). f(x, y) = (x2 - y3 + y’) = (x - y3” +. . *) (x + y3’2 + - * e). The model is the same 
as in above example. 
Note that terms in any pi of degree >Max {O(& - pj)}, j# i, can be omitted without effecting 
the model. i 
Example(4.3).f(x,y)=x-y2+y3+~~~)(x-y2+2y3+~~~)(x-y2+3y3+~~~)(x-y2+4y3+ 
. . *) (x+y2+** .) (x+2y2+--9 
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Note that the multiplicity of each trunk is the total number of twigs supported by the trunk; 
so it is not really necessary to mark out the multiplicity of any trunk in the model. 
Tracing from the main trunk up to a twig amounts to identifying a root pi. The number li for 
fii in Theorem A can be computed as follows. While tracing up, we have the main trunk, of 
multiplicity 71 = m, then a bar, say of height b,, then a trunk, say of multiplicity Q, then a 
bar,. . ., and finally, a bar, say of height b*, followed by a twig (thus identifying pi). We have, by 
definition, the following 
THEOREM C. The numbers Ii in Theorem A are given by 
fi = btTk + bk_,(Tk-, - nJ + - * * + bd71- 72) 
Of course, twigs on a same bar yield the same number fi. 
In Example (4.3), the four highest twigs yield li = 3.4 + 2(6 - 4) = 15 which is larger than the 
number yielded by the other two lower twigs. Hence a = 15. 
A root fii is minimal if, and only if on the highest bar, which supports the twig representing 
pi there are twigs only (i.e. no trunk of multiplicity 22). 
Contact between M(f) and Mcf,J. Let Mcf) be known. We shall point out in the following 
how to get important information about M(f,), without computing the roots of fI. Although it is 
not possible to construct the whole picture of M(f,) from it4cf) (see Example (4.4)), we can 
determine, from M(j) alone, the orders of contact between the roots of f and that of fX. 
We first construct a new tree, denoted by M*(f,), from M(j). Let B be a bar in M(f), and 
let there be k trunks on B, having multiplicities Wi Z I, 1 I i I k, (trunks of multiplicity wi = 1 
are twigs.) To construct M*Cf,): replace each trunk of multiplicity Wi on B by a trunk of 
multiplicity Wi - I; note that, in particular, all twigs on B are removed; and then add (k - 1) new 
twigs on B. These will be trunks and twigs of M*(f,). The height of B, as a bar of M*(f,), is the 
same as that of M(f). Special attention should be paid to a bar which supports only two twigs 
(and no trunk), such a bar disappears in M*(f,). 
It is worthwhile to draw M(j), M*cfx) together, with all twigs of M*cfX) indicated by dotted 
segment, not coinciding with any twig or trunk of A4cf). 
Here are some illustrative examples: 
M(f) 
w (2) 
M’(F,) Together 
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Note that the order of contact between a twig of M(f) and one of M*Cf,) can be read out 
directly from the model. 
An important observation is this: By Lemma (3.3), the model M(f,) is obtained by collecting 
certain twigs of M*(f,), which lie on a same bar, to form a trunk, andthen draw more bars and trunks 
etc. From M(j) we are unable to tell which twigs of M(j) should be collected together to form a trunk 
of Mu,). But as far as the order of contact between a twig of M(j) and one of MCfx) is concerned, this 
does not matter. To sum up, twigs of M*(f,) and McfX) are in one-one correspondence, the order of 
contact between a twig of Mcf) and one of McfX) equals that of the same twig of Mcf) and the 
corresponding one 
Example (4.4). 
Ml) = M(g), M*w = M*(g) MUA M(gJ 
85. COMPLEX HORN-NEIGHBORROOD 
Let t(U) = E UiUn’Jn be a fractional power series. Since fractional powers of a complex 
variable II is not well-defined, an inequality like ]U -Z ai&‘] 5 wID]~, which is used in defining 
horn-neighborhood in the real case [3], is meaningless. 
We put it right as follows. Let r: C* +C2 be the covering map defined by u = U, v = t”, 
where (u, t) and (u, v) denote the coordinate systems in the domain and range respectively. Let 
r-’ denote the analytic curve u = I: ail”’ in the (u, t)-space, and for d > 0, w > 0, consider the 
complex neighborhood of 5-l 
, 
which is well-defined. 
Note that when d is an integer, (u, t) E & if, and only if 
U - 2 Uifn' = OJtd, 
where -w EC, 1014 w. 
Now, in the (u, u)-space, define the horn-neighborhood of 5 of degree d, width w, as 
Hd(‘f; w) = r(Hnd(t-‘; w)) (5.1) 
There is a minor difference between complex and real horn-neighborhoods. Let E denote an 
nth primitive root of unity, and k(v) = E Q,&~v”~“. The 6-l = 2;’ and hence &(t; w) = 
H&c; w). Therefore, the roots of f(u, V) = 0 belonging to a same place have identical horn- 
neighborhood. Thus, for example, u2 - o3 = 0 has two roots (but only one place) u = ?zJ~‘~; their 
horn-neighborhoods are identical. 
The relation between roots and places is referred to in [7, p. 107, Theorem (4.1)]. 
46. PROOF OF THEOREM A 
The roots of f = 0 are pi. Let yk, 1~5 k 4 m - 1, denote the roots of f. = 0. Let n denote the 
1.c.m. of the denominators of the fractional powers appearing in all @i and yk- 
For each yk, choose i so that O(Bi - yk) = max {O(& - yk)} and then choose j So that (3.4) 
holds. lbszim 
tit dk = O(pi - yk), and consider,the COIIIpkX horn-neighborhood &,(yk; w), where w > 0 
is a fixed sufficiently small constant throughout this paper. 
Choose a parametric representation of ‘yk, 
u = 2 l&P, u = t” 
where nSn,<n,<..*, (they may have a common factor). And we shall examine 
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GracL.,J(u, 0 in Hti,(y~-‘; w). In the (u, t)-space, consider the coordinate transformation 
u’ = u - C bitni, i= t (6.1) 
which is analytic, and under which the curve yk-’ becomes the t-axis, while Hdk(yk-‘; w) 
becomes Hdl, = {(u, t): ju’l z$ wld’k}. Let the vertices of the Newton Diagram of f(u’, f) be 
denoted by Pi = (i, bii). 
Since fii = 0 along u’ = 0, P, = (1,~) and P, does not appear in the diagram. Let I’,, s 2 2, be 
the second vertex of the first edge p,. Then, by Lemma (3.2) 
(&I - &)/s = ,r$$O(B,)) = ndfc (6..2) 
where j$ is the image of bj(t”) under (6.1). Now, the first vertex of f; has coordinates 
(0, &,- 1); and, by Lemma (3.6), 
f;(ti, ;) h #-‘, (u’, f) E &,. (6.3) 
It remains to compute &. Considering u”” as an indeterminant, and U* = u -Z biv”‘“., f 
becomes a function in U* and VI’“, whose Newton Diagram has points P* = (i, (UT), where 
a,? = (l/h)& Moreover, O(j(g,(fii), v)) = a: = (l/n)&. Hence li = a: 5 LY + 1, and by (6.3), 
If”1 = (l/n)(l/ltl”-‘)lfilz (dn)lt’iM = (&r)lul”, 
and (1.1) follows. m--l 
To complete the proof of Theorem A, it remains to establish (1.1) outside of U Hdk(yk ; w). 
k=l 
Morally, using the Curve Selection Lemma, (which is not available in the complex case,) it 
suffices to establish (1.1) along any arc A: u = I: ait’, u = t”. In case O(h - 7,) L 
Max {O(A -&)} f or some k, r(h) lies in U Hdk(yk ; w), and then we have (1.1). In case 
O(h - pi) z Max {O(A - y,J} for some i, we perform a change of variables, u’ = u - pi, fi = n, and 
then apply Lekmma (3.2) to establish (1.1) along the u-axis. 
The rigourous proof procedes as follows. As we do not have the Curve Selection Lemma at 
our disposal, we shall consider a finite family of horn-neighborhoods of pi, {Hq(Bi; w)}, where 
1 s i,j S m, eij = O(& - pj). Let 
m-l 
fieii = He, - u H ( k=l dt 3/k;w)- Ur,,&t&; w) 
where r,s run through all indices such that HL, is a proper subset of &, 
It then suffices to establish (1.1) in each &. Given fieij and any yk, either O(& - yk) S eij or 
O(@i - ‘yk) > eij. In the former case, Kij tl &@i-n)(yk ; w) = (0) since w is sufficiently small. 
Then, for (u, V) E H,,, 
Iu - y,(u)1 2 w(tr(“(Bi-Tk’, (6.4 
that is, 
lu - yk(t”)l 2 w(tjno(Bi-yk’. (6.5) 
In the latter case, choose It’ i such that 
O(& - ‘yk) = ,ystt {o@s - yk % 
By Lemma (3.3), such I exists. 
In case G(& - ‘yk) = O(fii - ‘yk), We have dk = O(BI - ‘yk) and SO 
(u - ,&)I z w(u("(Bi-yk), (u, u)E fiqj. (6.6) 
In case O(j3, - ‘yk) > O(Bi - yk), we have 0(/3; - yk) = O@i - /31) and Hdk(yk; WI = 
HO(Brr~)(Yk; W) C H=,i(B1; ‘). 
Nntg that the last set H,,; is a proper subset of Hc,. Hence, for (u, u) E fieij, we still have 
(6.7) 
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Combining (6.4), (6.6), and (6.7), we find that for (u, U) E I&, Ify(u, U)[S EIvJ~, where 
m-1 
P = C @Pi - yk). 
k=l 
Now, 
p = g O(@i - Bj) = z, O(&(Bi) - Pi) = $, o(&i(Bi) - Bj) - ci 
= li - Ci S li - 1) (6.8) 
where the first equality folloys from Corollary (3.5); the 2nd and 3rd follow by definition. 
Thus (1.1) holds in each H,,, and hence in U I-I,,. 
In the complement of u Hc, u ( u &(;:; W)), we have If& u)l h EP9, where p = 
“’ k v(juI’+ lvj’), q = Min {Ii}. 
The proof of Theorem A is now complete. 
47. PROOF OF THEOREM A 
Let a root pi be not minimal. Choose j%, /3h such that 
(7.1) 
and 
O(Bi - &) = Max {O(Bi - &)I s ci, 
j#i 
O(& - Be) > O(Bi - Be)- 
It suffices to show that I,, > Ii. The roots of f can be divided into two classes. The first 
consists of all /3, satisfying 
such as shown in Fig. 1. 
0(/3, - /3i) = O(& - Bh) = O(& - Be), (7.2) 
Fig. 1. 
The second consists of all & for which 
o@i-&)<O@h-&) (7.3) 
such as shown in Fig. 2. 
B, j3, BS 
pc,W 8, 
I 
--- -I 
I--__ 
+ I 
Fig. 2. 
Now, for & in the first class, 
O(&i(Bi)-fir)= O(&(Bh)-&) 
and for & in the second class, 
O(&(Bi) - Bs) < O(&(Bh) - &)a 
Hence l,, > li, proving Theorem A’. 
(7.4) 
(7.5) 
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#I. PROOF OF THEOREM B 
For a branch P, whose roots are expressed in (2.4) let us consider the sequence 
Y(h): (1,. . ‘, 1: Ehp%‘p,, Ehp%+‘%, . . .) ~hp%+%)‘PI; . . ., 
& , & I 
k, k-L 
Ehpq$P, pp EhP(qB+IvP, P 
R, . . . 1 (8.1) 
The p roots of P are in one-one correspondence with Y(h) for 0 5 h S p - 1. Note that for any 
s, E hpq@-.-ps, 01 h sp - 1, are (p, . . . pS)th roots of unity (with repetitions). Moreover, 
&Pq,IP, = &P+,, . . ., &m,lP, P, = &ps,lp,---p, 
hold simultaneously if, and only if 
h, = &modp,. . .ps (8.2) 
and in this case, we have 
h p(qi+iVP, P. _ E’ ‘__E 2 h p(q,+i)lP, .-pi , for 15jSs, OSiik. 
Therefore Y(h), 0 5 h 5 p - 1, are in one-one correspondence with the sequences 
(e hpq,lp, , •hpqz’p~p,, . . ., EhpqdPI -“E), 0 5 h 4 p - 1, (8.3) 
which will be denoted by the same symbol Y(h). 
The above argument yields in particular the tree-model M(P) of the branch P. It has the 
following simple form: The main trunk has multiplicity p, the bar on top of it has height q,/p,; 
there are then pI trunks on top of this bar, each having multiplicity p”‘, where p = p”‘p,; on 
each of these p, trunks, there is a bar of height qJp1p2; then on each of these p1 bars, there are 
p2 trunks, all of multiplicity p(*), where pI = p(*)p2;. . .; finally, the highest bars are those having 
height qJpl . . . ps, on top of each there are ps twigs. The construction of M(P) is then finished. 
A typical case is shown in Fig. 3 (where g = 2). 
p=e,p,=4,p*=2. 
Fig. 3. 
Let F be another branch consisting of roots &, . . ., fi*, with characteristic pairs 
{@I, G), * * *, @g, &)}. Put C(P, p)~ Max {O(@i, pi)}, where pi E P, jj E p, and then choose 
i.i 
largest Y, satisfying 
C(P, P) > f&/p,. . . IL. 
It follows that pi = pi, i& = a for 1 d j S V, and that the tree-model M(p) of p is the same as 
M(P) up to the bars of heights SqJp, . . . py, except that the trunks of j&f(F) have multiplicities 
p, p(l), p(2), etc. Let us consider the product 
For the same reason, its tree-model M(PF) is the same as M(P) (and M(P)) up to bars of 
heights Sq,./p, . . . py, while its trunks have multiplicities p t p, p(l) + p”‘, p’*’ + $*), etc. On the 
other hand, on each bar of height q,.fp, . . . p,,, there are py + By trunks, among them py have 
multiplicity p(“), and pW have multiplicity $“‘; they represent trunks of P and P respectively. It 
is on these bars where M(P) and M(p) begin to separate. 
Let di = 5 O(& -a), 1 $ i ~5 p. Then, by looking at M(PF) constructed above, we have 
j-1 
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d,=... = d, = (l/O(P)) 2 0(/S - 6) = (l/O(P))6p(N, 2) 
i.; 
where JV, 2 are the torus knots of P, p respectively. 
We are now ready to prove Theorem B. 
Let fii be a minimal root. By permuting the indices if necessary, we may assume & E P,. 
Then 
Ii = Ocf(&i(Bi), u)) = 2 O(gci(/%) - Pi) 
j=l 
= 2 Ot&i@i)-Pa)+ C O(&i(Bi)-)6b) 
a b 
where a (respectively 6) runs through all indices for which & E PI (respectively fib6? P,). Note 
that 
2 o(gci(@i) - @b) = 2 O(Pi - bb) = tl/O(J’t)) 
b b 
To complete the proof, it remains to show that 
O(Pt) 2 Otgcitfii) - Pa) = Max {ui, PiI. 
a 
Choose e so that 
O(fii - Be) = Ci G Max {O(fii - pi)}, 15 j s m. 
jti 
There are two possibilities: 
(8.4) 
(8.5) 
(8.6) 
Let {(PI7 a), . . ., (p,, %)} denote the characteristic pairs of P,. 
First, suppose & E PI. Then 
Ci = O(Bi - pt-) = q,lP 1 . . 1 Pg 
and so 
(8.7) 
c W&W-IL) = t1/O(pi))~e(~~~ JI) E (l/O(Pl))Ui. 
a 
(8.8) 
Let F be any branch of f, whose torus knot, j, is isotopic to X1. Since the characteristic pairs 
are topological invariants[8, p. 131, P, F have same characteristic pairs: 
and in particular 
PI = PI, q1= 41,. . ., J%=Pm~ET=~q8;(~=g), 
O(P,) = O(P) = p = /7, (8.9) 
Now, by the above consideration on the tree-models, we find 
(8.10) 
where the inquality in the middle can be seen from the tree-model M(P$), taking into account 
of (8.9). Hence ui h pi, and (8.5) follows. 
Now suppose & E PI. Then O(@i - &) L q8/p1 . . . pe By (2.2) qJp, . . . ps is also the height 
of the highest bars of M(F) where F is the branch containing & Hence the characteristic pairs 
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of P, and p coincide (in particular O(P) = O(F)), and their torus knots N,, J? are isotopic. 
Next we have 
2 o@i - a) = x o(gci(@i) - sj> = 2 0(&i(b) - flk). 
BleP i BkCP 
Therefore, .3?(J,, 2) 2 Ui, pi 2 ai. NOW, since pi is minimal, 
0(&i(&) - 60) = O(B-2 - Pa) 
for any B. E PI. 
Hence 
(8.11) 
(8.12) 
On the other hand, by the choice of &, we find L&VI, 2’) = pi. Hence (8.5) follows. 
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