A key goal in molecular evolution is to extract mechanistic insights from signatures of selection. A case study is codon usage, where despite many recent advances and hypotheses, two longstanding problems remain: the relative contribution of selection and mutation in determining codon frequencies and the relative contribution of translational speed and accuracy to selection. The relevant targets of selection-the rate of translation and of mistranslation of a codon per unit time in the cell-can only be related to mechanistic properties of the translational apparatus if the number of transcripts per cell is known, requiring use of gene expression measurements. Perhaps surprisingly, different gene-expression data sets yield markedly different estimates of selection. We show that this is largely due to measurement noise, notably due to differences between studies rather than instrument error or biological variability. We develop an analytical framework that explicitly models noise in expression in the context of the population-genetic model. Estimates of mutation and selection strength in budding yeast produced by this method are robust to the expression data set used and are substantially higher than estimates using a noise-blind approach. We introduce per-gene selection estimates that correlate well with previous scoring systems, such as the codon adaptation index, while now carrying an evolutionary interpretation. On average, selection for codon usage in budding yeast is weak, yet our estimates show that genes range from virtually unselected to average per-codon selection coefficients above the inverse population size. Our analytical framework may be generally useful for distinguishing biological signals from measurement noise in other applications that depend upon measurements of gene expression.
Introduction
Codons encoding the same amino acid, although synonymous with respect to the protein sequence, appear in most genes at unequal frequencies. These frequencies differ markedly from those expected from genomic nucleotide composition alone, suggesting the action of selection in addition to mutational biases. The selective force at work has long been linked to protein synthesis-translation-by multiple convergent lines of evidence. Across taxa, genes with higher expression show stronger biases toward a subset of codons (Ikemura 1981 (Ikemura , 1982 . Further, the frequency of codons in a genome correlates with the abundance of their cognate transfer RNAs (tRNAs), and the correlation is higher in highly expressed genes (Ikemura 1981 (Ikemura , 1982 Kanaya et al. 2001) . Similar effects have been found in diverse organisms, from bacteria to mammals (Kanaya et al. 2001; Drummond and Wilke 2008; Plotkin and Kudla 2011) , arise in all codon families, and span the full length of genes.
We aim to estimate the strength of translational selection on codon usage (SCU). Doing so in a meaningful way requires an understanding of the mechanistic basis of this selection. Recently, numerous observations and hypotheses about codon usage have emerged: Rare synonymous codons induce translational pausing to allow proteins to fold (Kimchi-Sarfaty et al. 2007 ); a stretch of codons ordered roughly by genomic frequency populate the 5 0 -end of coding sequences, putatively slowing ribosome transit early in the coding sequence (Tuller et al. 2010 ); in bacteria, codons which mimic the 16S ribosomal RNA-binding ShineDalgarno sequence are used at low frequency to avoid stalling ribosomes (Li et al. 2012) ; and codons at the 5 0 -end of mRNAs avoid forming stable RNA structures with their neighbors to facilitate ribosomal initiation (Kudla et al. 2009; Gu et al. 2010) . Although these phenomena are of major interest, they address only a small subset of sites or codons, such that none of them can explain the core genome-wide signature of translational selection described earlier.
Although there is ongoing debate on the underlying causes of translational selection, the menu of viable mechanistic hypotheses remains short. Synonymous codons have been found to differ in the speed (Sørensen et al. 1989 ) and the accuracy with which they are translated (Dix and Thompson 1989; Kramer and Farabaugh 2007; Kramer et al. 2010) . Both forms of selection play some role (Hershberg and Petrov 2008; Qian et al. 2012) , though their relative contributions remain a matter of debate. Either of these causes is also compatible with the observed correlation between codon preference, gene expression, and cognate tRNA abundance. Because the first step of tRNA binding on the ribosome is thought to be proportional to the tRNA abundance (Zaher and Green 2009) , increasing the level of a codon's cognate tRNA will increase both the codon's speed and accuracy of translation. We argue below that selection on either speed or accuracy leads to SCU that scales with gene expression.
The speed hypothesis attributes selection on synonymous codons to differences in the rate at which ribosomes make complete proteins (Andersson and Kurland 1990; Bulmer 1991) (fig. 1 ). The rate of ribosomal initiation on an mRNA, considered rate limiting for protein synthesis (Mathews et al. 2007) , is proportional to both the number of transcripts and the number of free ribosomes. Coding an mRNA with codons that are translated more rapidly allows ribosomes to complete translation sooner, freeing them to initiate translation of a new message and leading to a global increase in the rate of initiation. The global protein synthesis rate increase resulting from use of a faster codon is roughly proportional to the rate of ribosomal reads at that codon, which is in turn proportional to the mRNA expression level of the gene containing that codon. For organisms whose evolutionary success depends on their growth rate, and thus on the rate of protein synthesis, use of a faster codon leads to a selective advantage proportional to the level of gene expression. The speed hypothesis explains a constellation of correlations between bacterial growth rate, ribosomal RNA copy number, codon usage, tRNA copy number, and gene expression level (VieiraSilva and Rocha 2010).
The accuracy hypothesis attributes selection on synonymous codons to differences in the accuracy with which they are translated ( fig. 1 ). Tests specific for accuracy selection reveal its action in genomes from bacteria to mammals (Akashi 1994; Stoletzki and Eyre-Walker 2007; Drummond and Wilke 2008) . Approximately one in every 10 3 À10 4 ribosomal reads of a codon results in a mistranslation in vivo (Ogle and Ramakrishnan 2005) , such that very roughly, one in five average-length proteins will be translated with at least one error, an unknown but presumably small fraction of which will disrupt folding and function. Misfolded proteins possess intrinsic cytotoxicity (Drummond and Wilke 2009; Geiler-Samerotte et al. 2011) , which reduces fitness in proportion to the number of misfolded proteins produced (Geiler-Samerotte et al. 2011) . Consequently, the per-generation fitness cost or benefit of changing accuracy at a particular codon is the accuracy change at one codon multiplied by the number of codon reads per generation, which is again proportional to the expression level of the gene in question.
The key question is, how to estimate the per-ribosomalread fitness cost of substituting one codon with its synonym from observed codon usage patterns? A recent major advance in quantifying mutation bias and SCU was made by Shah and Gilchrist (2011) , who introduced a model that exploits an exact analogy between the codon frequencies predicted from population genetics (Bulmer 1991; Sella and Hirsh 2005 ) and a standard method in statistics called multinomial logistic regression (Gelman and Hill 2007) . The dependence of selection on gene expression allows this model
A B
FIG. 1. Selection on speed and accuracy. (A) Free ribosomes initiate translation of an mRNA and begin elongation. Initiation is rate limiting for translation, and the availability of free ribosomes is affected by the rate of elongation, as the quicker a ribosome completes elongation and termination, the sooner it may initiate on another mRNA. Some proteins are produced with errors or mistranslation events. Though errors are rare, mistranslated proteins are more likely to misfold. (B) The number of ribosomes occupied, and the number of misfolded proteins produced, per gene, are each proportional to gene expression.
to disentangle the effects of mutation and selection, based on the assumption that selective pressures scale with gene expression, while mutational biases do not. Although the original model attributes selection to speed through the free-ribosome mechanism described above, it is equally compatible with accuracy selection, because it requires only that the selection pressure scale with gene expression level.
Gene expression levels vary in vivo and, similar to all empirical quantities, are measured with error. Following Raser and O'Shea (2005) , we use the term "noise" in gene expression to refer to "the measured level of variation in gene expression among cells, regardless of source, within a supposedly identical population." Such noise in gene expression, if unaccounted for, distorts estimates of selection and mutation. The core problem can be understood by thinking about the inferences of selection and mutation expected if expression measurements were very noisy: Codon frequencies would necessarily correlate poorly with such measurements, leading to an apparently small effect of selection and inflating the effects of mutation. We show that selection and mutation coefficients predicted from different expression measurements differ systematically consistent with differing noise levels in these data. Moreover, we show that noise in gene expression leads to dramatic underestimation of selection and misestimation of mutational bias: If noise is substantial enough, selection is inferred to be absent.
We present an analytical framework that explicitly accounts for noise in measured gene expression, allowing unbiased estimation of the underlying selection and mutation coefficients in the presence of moderate-to-high amounts of noise. At the core of this method is a probabilistic model for observed gene expression that depends on the true but unobservable gene expression, which is encoded by a latent variable, as well as a model for the distribution of this latent gene expression. These models are combined with the population genetics model used in Shah and Gilchrist (2011) for codon usage conditional on latent gene expression. Using a combination of real and simulated data, we assess the extent of the bias expected from noise-blind methods, in a range of transcriptional noise settings. These confirm that noise-blind methods underestimate the strength of selection, whereas our framework gives unbiased estimates of selection and mutation, even with moderate to high noise in expression measurements.
Applying this framework to budding yeast, we infer selection coefficients which, although still compatible with weak selection on synonymous sites, are substantially higher than those inferred using noise-blind approaches. Estimates of selection coefficients derived from different data sets agree much more closely applying our framework than when noise is not modeled, confirming that our approach is more robust to measurement error. As an external check, the inferred mutation biases are highly correlated with direct experimental measurements. Because our model produces codonspecific estimates of translational selection, we then estimate the mean translational selection on a gene, which we term SCU. Our results confirm that genes in yeast range from apparently free of selection to strongly selected. This SCU correlates strongly with the codon adaptation index (CAI) (Sharp and Li 1987) , the most common genewise measurement of synonymous codon usage, with the advantage that, unlike CAI, the numerical values of SCU have evolutionary meaning.
Results

Estimating Selection Coefficients and Mutation Bias from Genomic Data and Gene Expression Measurements
The frequency distribution of a codon in the genome results from mutation, selection, and genetic drift, which we model using population genetics theory (Bulmer 1991) . We model selection on synonymous codons due to speed and accuracy as proportional to gene expression. Consider codon c, encoding amino acid a, in a gene g which has gene expression x g measured in mRNA transcripts per cell. The population genetic parameters are S c , the selection coefficient of translational speed, and accuracy per mRNA per cell, scaled by effective population size, and M c is a mutation bias coefficient:
The quantity e M c ÀM c 0 is the ratio of mutation rates between codons c and c 0 . Then the probability that codon c is found at a site coding for amino acid a is as follows:
where the sum in the denominator is over all codons c 0 , which code for amino acid a. This is the same model as in Shah and Gilchrist (2011) ; the derivation is summarized in supplementary text, Supplementary Material online. Given an organism with a sequenced genome, one may then use the codon counts across the genome, and measurements of gene expression, to estimate the mutation bias and selection coefficients.
Gene Expression Measurements Are Noisy
Once it is clear that gene expression must play a role in the inference of selection, the question becomes, which gene expression measurement should be used? Direct experimental measurements of gene expression by RNA sequencing in haploid budding yeast growing exponentially in rich medium have been made by multiple groups, but they vary widely. Figure 2B compares all replicate mRNA abundance measurements from three such published data sets (Ingolia et al. 2009; Lipson et al. 2009; Yassour et al. 2009 ) (cf. supplementary table S1, Supplementary Material online). Generally, two replicates from the same study have a correlation above 0.9, but using two different studies, the correlation varies between 0.6 and 0.9. The exception is that measurements from the same biological sample, measured with two different platforms, have a correlation below 0.9. It appears that the major source of variation is neither the much-studied phenomena of cell-to-cell variability nor technical variability in instrument runs. Rather, most variability occurs between platforms, and between laboratories, arising presumably from differences in the protocol used or in its implementation, sometimes termed "batch effects" (Leek et al. 2010 ).
These observations suggest that quantifying noise by examining replicate measurements performed by a single group, while placing bounds on noise produced by a clonal culture, sharply underestimates the actual experimental noise. Moreover, the error arising from use of average gene expression under laboratory conditions as a proxy for the true amounts of translation assumed to actually shape codon usage during the evolution of budding yeast-which we term "proxy error"-remains unestimated and is surely nontrivial.
The magnitude of noise in measured expression of a particular gene scales with that gene's expression (Bar-Even et al. 2006) : This is confirmed in figure 2B where the plots of expression data sets on a log-log scale show that, equivalently, two measurements differ by a proportion that is roughly independent of expression level. Lognormally distributed noise, or equivalently normally distributed noise on a logtransformed scale, is the simplest way to model expression noise consistent with these observations. (Ingolia et al. 2009; Lipson et al. 2009; Yassour et al. 2009 ). Main plot, pairwise correlation coefficients of log-transformed expression measurements from these studies. The gray label ma indicates the only replicate to use microarray rather than RNA-Seq measurements. Right, summary plot of all pairwise correlation coefficients, grouped according to whether the comparison is within or between laboratories; blue line represents median, and dots are dispersed horizontally for clarity. Replicates from the same study tend to agree more than replicates from two different studies. Below, selected pairs of expression measurements are compared on a loglog scale. In these expression plots, each point represents a single gene's measured mRNA abundance per cell.
Noise in Gene Expression Degrades the Inference of Selection and Mutation
Mutation and selection coefficients inferred from different measurements of gene expression differ systematically, by as much as 2-fold between data sets. As shown in figure 3A , selection coefficients inferred from one data set are roughly proportional to selection coefficients inferred from another, with a minimum R 2 of 0.91 across all pairs of data sets from figure 2B but with a slope far from unity. To demonstrate that adding noise suffices to produce such slope differences, figure 3B shows the effect of artificially adding lognormal noise to a single gene expression data set from Yassour et al. (2009) ; estimating selection coefficients from these again produces values which are proportional, with reduced slope, to those estimated from the original data set. The close resemblance of figure 3A and B demonstrates that, with respect to this inference, the differences between data sets are well described by simple differences in noise level.
As figure 3C shows, far from changing selection estimates randomly, noise pushes these selection estimates closer to zero. This is an example of attenuation error or regression dilution bias (Carroll et al. 2006) . Intuitively, if the noise in measured expression were so large as to overwhelm the signal, then codon usage would have no dependence on measured expression, and the selection coefficient-the scaling of codon usage with expression-would be close to zero.
Our estimates of relative mutation rates will be biased (supplementary fig. S1 , Supplementary Material online) to compensate for the misestimation of selection. The extent of bias in selection and mutation estimates depends on the expression noise, so it is necessary to estimate this noise to infer the parameters of biological interest.
Every data set has noise and suffers from proxy error. Moreover, expression measurements appear to be systematically noisier in some published studies than in othersfigure 3A suggests that the Yassour et al. (2009) data sets produce the least-attenuated selection estimates. Leastnoisy is not non-noisy, so fitting selection coefficients to any single expression data set in a noise-blind manner is certain to underestimate the magnitude of selection. Noiseinduced attenuation of inferred selection is not uniform across codons, so that although it is easy to predict the approximate degree of underestimation of selection if its true value and the noise level are known, the inverse problem The selection coefficients vary systematically between data sets, with those inferred from one data set resembling a scaled copy of those from another. (B) Codon selection estimates inferred from adding noise to a yeast expression data set. We artificially add lognormal noise to expression estimates from Yassour 1 and estimate the codon selection coefficients. The noise strength is given by its standard deviation on the log scale: Á obs ¼ 1:32Â means that the root mean square difference between the logarithm of noise-free expression and the logarithm of noise-added expression is 1.32-fold. (C) Relative selection strength between data sets, summarized. Each small dot represents a simulated noisy expression data set, generated as in panel B, its x co-ordinate the noise strength, and its y coordinate the selection strength relative to Yassour 1, that is, the slope of the least squares fit (solid line in panel B). Estimated selection coefficients decline systematically as the noise strength increases. Each large shape represents a replicate published data set from one of Ingolia et al. of interest-inferring the true selection coefficient from given unknown noise levels-is hard. These statements hold for any estimate of a biological quantity dependent on gene expression: Failing to account for expression noise leads to an estimate that is biased and biased by an unknown amount.
Modeling Expression Noise Gives More Accurate Inference of Selection and Mutation
We present a method for inferring selection coefficients and mutation bias more accurately by directly modeling noise in gene expression and treating the unobserved underlying gene expression as a latent variable. There are three ingredients: first, the codon distribution conditional on latent gene expression and mutation and selection parameters described above; second, the observed gene expression conditional on the latent gene expression; and third, the distribution of latent gene expression. We model the expression observation with lognormal error as discussed earlier, introducing a parameter for the magnitude of observation noise: obs is the standard deviation of measurement noise on a log scale. We model the distribution of latent gene expression as log-asymmetric Laplace, a long-tailed distribution that describes gene expression measurements better than the more standard lognormal distribution (Purdom and Holmes [2005] and supplementary fig. S2 , Supplementary Material online). This third ingredient is necessary to ensure that the distribution of latent expression is constrained to plausible values. The model is described in Materials and Methods and supplementary text, Supplementary Material online; statistical considerations involved will be addressed in more detail in a future publication (Wallace et al., in preparation).
Briefly, our modeling assumptions imply a likelihood function. We fit the model to the data using an iterative Markov chain Monte Carlo (MCMC) sampling strategy, which provides not only point estimates of selection coefficients and mutation bias but also the full (posterior) distribution of the parameters given the data (Gelman et al. 2003 ). Because we do not have external knowledge of the parameters controlling latent gene expression nor measurement noise, we infer these parameters simultaneously with the selection and mutation coefficients.
A concern arises as to how to normalize the estimates in terms of the absolute mRNA abundance per cell. Gene expression in RNA-Seq is estimated in reads per kilobase, and this may be converted to units of mRNA count per cell by fixing the sum at an estimate of total mRNA abundance per cell derived independently. However, for a right-skewed error model such as the lognormal, fixing the sum of observed gene expression alone produces biased estimates, because the latent expression estimates have on average a lower sum. Accordingly, following the completion of the MCMC sampler, we normalize the estimates of latent gene expression by their sum at each iteration (see Materials and Methods).
Results from fitting to codon counts and mRNA abundance measurements from budding yeast, shown in figure 4, are as anticipated: For every abundance data set, estimates of selection coefficients are larger when noise is modeled than when using the noise-blind approach ( fig. 4A) . Because abundance data from Yassour et al. (2009) were suggested to be the least noisy in figure 3, we used the geometric mean of Yassour replicates as our primary data set (see Materials and Methods) and for comparison took a single replicate from each of Ingolia et al. (2009) and Lipson et al. (2009) . For the Yassour data set, estimates of selection coefficients range from 0.7-fold to 4.7-fold higher than in the noise-blind approach, typically 1.7-fold higher. The rank order of selection coefficients changes slightly once we model expression noise (Yassour, Spearman rank correlation = 0.98). Summary statistics comparing noise-modeled with noise-blind estimates for each data set is shown in supplementary table S2, Supplementary Material online.
Similarly, for the Yassour data set, the rank order of mutation coefficients changes upon modeling noise (Spearman rank correlation = 0.82, see supplementary table S2, Supplementary Material online). Note that, when selection coefficients increase, mutation bias coefficients may increase or decrease, depending on whether the bias favors the selected codon.
Importantly, selection estimates from different abundance data sets agree more closely when noise is modeled ( fig. 4C  and supplementary fig. S4 , Supplementary Material online). The results with noise modeled are very strongly correlated (R 2 > 0:99) for each pair of data sets and are much closer in magnitude than when noise is not modeled; the difference in magnitude may be partially explained by each data set detecting different total numbers of genes. This demonstrates that modeling noise makes inferences of selection more robust, in that the results depend less on the particular gene expression data set used.
When noise is ignored, selection-driven codon usage, which scales strongly with true gene expression, will be observed to scale poorly with measured gene expression and thus will be interpreted as mutational in origin. Because of this noise-induced cross-contamination, we expect that noiseblind estimates of selection and mutation will correlate; accounting for noise should reduce this effect. Indeed, in the Yassour data set, noise-blind estimates of mutation and selection have R 2 ¼ 0:21, whereas when noise is modeled, mutation and selection coefficients are uncorrelated R 2 ¼ 0:001. For the Yassour data set, the estimated noise value is obs ¼ 1:13 ¼ logð3:12Þ, meaning that the average difference between the measured and true abundance value is 3.12-fold. Consistent with the observation that most variability occurs between platforms and between laboratories, the noise estimated between replicate measurements in the Yassour data set is considerably smaller, obs ¼ 0:056 ¼ logð1:06Þ.
We have argued that fitness costs of speed or accuracy at a codon in a particular mRNA scale with its protein synthesis rate, that is, the total rate of ribosomal reads per codon across all transcripts. We used mRNA abundance as a proxy for this protein synthesis rate, building upon considerable evidence that mRNA abundance strongly correlates with protein synthesis rate despite the layers of post-transcriptional regulation Selection estimates are more closely correlated between data sets when noise is modeled than when noise is ignored. (Arava et al. 2003; Mathews et al. 2007) . Ribosome profiling, a recently developed technique that directly measures ribosome occupancy of messenger RNA, gives per-gene estimates of synthesis rate without employing any additional data, under the assumption that the average elongation rate does not vary systematically across codons or genes (Ingolia et al. 2009 ), a convenient notion which remains controversial.
We repeated the above analysis with the ribosome profiling data set of Ingolia et al. (2009) and find substantial agreement (supplementary fig. S6, Supplementary Material online) . The selection coefficients inferred from the Yassour data set and the ribosome profiling data set, measured relative to transcripts per cell or estimated proteins produced per second per cell, respectively, are very strongly correlated (R 2 > 0:99). For the ribosome profiling data set, selection coefficients were underestimated by only 1.3-fold (median) in the noise-blind fit compared with the full model, yet expression observations had an estimated noise value of obs ¼ logð3:70Þ, suggesting that the observation noise relative to underlying selective pressure was greater for this data set. We use estimates from the Yassour data set in subsequent analyses except where noted and provide the selection and mutation estimates from all data sets as a supplementary file, Supplementary Material online.
To test the model's ability to infer true values in the presence of noise, we generated data using known selection/ mutation coefficients, added noise, and attempted to infer the coefficients from the noisy data. We used amino acid counts from the yeast genome, and estimated coefficients from the Yassour data set, to simulate data according to the model. As figure 5 shows, the re-estimated coefficients remain close to the coefficients used to generate the data across a range of measurement noise which contains that inferred for the Yassour data set. The simulation results shown in figure 5 verify that this approach produces approximately unbiased estimates given the model assumptions. In contrast, the noise-blind model systematically underestimates the magnitude of selection parameters and misestimates mutation parameters in a compensatory manner. At the noise level inferred for the Yassour data set, the noise-blind approach underestimates selection strength by roughly a factor of four.
The counts of codons per gene provide one measure of model fit (Shah and Gilchrist 2011) . To what extent does the noise-corrected model fit codon counts better? We estimated the Bayes factor (Gelman et al. 2003) , the difference between the posterior mean likelihood of codon counts of the full model and the noise-blind model. For the Yassour data set, the log of the Bayes factor was 2:343 Â 10 4 , which is statistically significant by any measure. The large size of the Bayes factor is due to the size of the data set and the improvement in fit: This means an average 0.8% increase in likelihood for each of the 2.7 million codon sites or an average a 61-fold increase in likelihood across the codon counts for each of the 5,709 genes.
In summary, the noise-blind approach substantially misestimates the selective and mutational forces acting on codon usage, and this misestimation is corrected, under some circumstances, by explicitly modeling noise.
Estimated Mutation Parameters Are Consistent with Experimental Measurements
The mutation bias coefficients in the model estimate the log difference in relative mutation rates between a codon and its
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FIG. 5. Modeling recovers true coefficients from simulated noisy data. Mutation and selection parameters inferred from simulated data using amino acid counts from 1,000 yeast genes, with parameters taken from model fit to the yeast genome; 12 data sets were simulated for each value of the noise parameter obs . (A) Parameters inferred for codons GAT (Asp) and GAA (Glu). Black boxplots indicate estimates from full model, and gray boxplots (red, online), those that do not model noise in expression; the vertical dashed line is the parameter value used to generate the data. (B) Root mean-squared error of selection and mutation parameters across all degenerate amino acids. To provide a reference, indicates the inferred noise parameter fitted to the Yassour data set.
synonym. These estimates represent strong predictions, because only steady-state sequence composition and mRNA levels are provided to the model. Moreover, they are testable predictions, as several groups have measured single-nucleotide mutation rates in budding yeast from which relative rates can be computed. We used single-nucleotide mutation rates collated from Kunz et al. (1998) , Lang and Murray (2008) , and Ohnishi et al. (2004) , as reported in Lynch et al. (2008) , to estimate the relative difference in mutation rates between synonyms differing by a single nucleotide, generally at the third position. Experimentally measured rates are reported per base pair, and we do not distinguish lead and lagging strands, so for A ! T the log ratio of counts log N ðA:T!T:AÞ =N ðT:A!A:TÞ Â Ã ¼ 0, and similarly for C ! G. These mutation parameters in the model correlate with experimental measurements of mutation bias, as shown in figure 6A (R 2 ¼ 0:77). However, the model estimates smaller ratios than experimental measurements, with the linear regression coefficient of 0.38. This could be due to other unmodeled factors affecting mutation rates, such as sequence context.
In contrast, the inferred selection coefficients are poorly correlated with experimental measurements of mutation bias, with a regression coefficient of 0.05 (R 2 ¼ 0:02) ( fig. 6B) , suggesting that the inference of selection is independent of mutational forces acting on the genome.
The question arises, are the selection and mutation estimates obtained so far compatible with a classical model where mutation is driven only by single-nucleotide changes?
We fitted an alternative model where selection coefficients are fitted as previously, but mutation bias depends only on the nucleotide substitution, and so mutation coefficients are pooled across amino acids. This is analogous to the model of Yang and Nielsen (2008) figure 6A previously suggested that different amino acids show different mutation bias. Likewise, codon mutation coefficients derived from pooled mutation estimates are in slightly weaker agreement with those from unpooled estimates (R 2 ¼ 0:86, supplementary fig. S7D , Supplementary Material online). Selection estimates necessarily change to compensate for these disagreements in mutation estimates. Interestingly, even when noise is ignored, selection estimates are larger when mutation is pooled than when mutation is fitted separately (supplementary fig. S7A , Supplementary Material online), especially for arginine codons containing a CpG dinucleotide. This additionally suggests that pooling mutation partially corrects for attenuation due to noise in gene expression.
Genewise Estimates of Translational Selection
We often wish to summarize selection at the gene level. To provide a measure of average codon selection for a polypeptide-encoding sequence, we introduce the measure SCU, the average per-codon selective advantage of a gene's observed encoding over that of a random gene encoding the same polypeptide. Our model provides a precise and useful meaning of "random" as a gene whose codons are chosen according to the inferred mutational biases alone, which we refer to as an unselected sequence. The codon selection coefficients inferred above are selective differences relative to an arbitrary point and gain evolutionary meaning only in relation to each other: S c À S c 0 is the population-scaled per-transcript fitness advantage of replacing codon c 0 with c. We first define S 0 c as the mean per-transcript selective advantage of codon c over its unselected synonymous alternatives (see Materials and Methods). Then the mean S 0 c for a gene, mSCU, is the average of S 0 c over all codons in that gene, and SCU is mSCU multiplied by the gene's transcript level. SCU is the mean fitness advantage, scaled by effective population size, that the organism gains from the gene's codon composition, relative to an unselected synonymous alternative. Figure 7A shows the distribution of SCU values for all yeast genes compared with values for unselected synonymous alternatives generated from model-estimated mutation biases alone. These distributions partially overlap, suggesting that codon usage in some genes is driven primarily by selection and in others primarily by mutation bias.
Evolution acts efficiently on selective differences above 1=N e and therefore efficiently selects an average codon in a gene if that gene's SCU > 1. Efficient selection means that lower-fitness alternatives are purged by natural selection, and in this context, it means that the most advantageous synonym will be used almost exclusively in the set of genes for which SCU > 1; this is true for 249 of 5,709 genes. Below SCU = 1, drift begins to dominate, allowing accumulation of lower-fitness codons.
The most popular of many codon usage metrics, the CAI (Sharp and Li 1987) , provides a useful comparison for visualizing these effects. CAI assigns a score to each codon proportional to its frequency in a group of high-expression genes, with the highest score for each synonymous family equal to 1; the CAI for a gene is the geometric mean of these scores across its codons. Exclusive use of the highest scoring codons yields CAI = 1. Figure 7B compares SCU values to CAI scores for all genes in budding yeast, showing that they are strongly correlated. Genes with SCU > 1 have CAI values approaching 1.0.
The per-transcript average selective advantage mSCU (distributions in fig. 7C ) provides a more direct comparison with CAI. Both log(CAI) and mSCU represent mean codon scores, and the relationship between mSCU and logðCAIÞ is close to linear (R 2 ¼ 0:85). Additionally, we compare CAI to latent gene expression in supplementary figure S8B , Supplementary Material online.
The key advantage of SCU and mSCU is their interpretability: We have estimated both mutation and selection across the genome in a manner that allows us to tease apart the influences of these forces. Our statistics directly estimate the strength of translational selection on the gene's coding sequence: One might view mSCU as CAI calibrated to reflect the genomic signature of selection and SCU as the total selective strength accounting for transcript level. Because virtually all metrics of codon bias correlate well, it is sensible to prefer one for which the numerical values have biological meaning. We report SCU and mSCU values for all verified and uncharacterized open reading frames (ORFs) in budding yeast in a supplementary file, Supplementary Material online.
Discussion
We estimated the strength of translational SCU in budding yeast. Our per-codon selection coefficients, although still compatible with weak selection on synonymous sites, are substantially higher than those previously inferred, because previous estimates did not account for the effects of noise in measured gene expression. We confirm that a substantial portion of the yeast genome is under translational selection. Reliable estimation of such selection is essential to understanding how natural selection shapes genomes.
The key challenge in codon usage analyses has been to separate the effects of mutation, selection, and drift (Bulmer 1991) . Following Shah and Gilchrist (2011), we directly model mutation and translational selection, separating their effects by exploiting the scaling of translational selection with gene expression. Going further, we account for noise in gene expression, which we show confounds the effects of mutation with selection otherwise.
Previous estimates of selection on synonymous codons include that of Yang and Nielsen (2008) , which models the background codon frequencies in coding genes as given by the genome's nucleotide composition. However, the nucleotide composition is itself affected by SCU: Simply counting nucleotide frequencies confounds the signatures of mutation and selection.
In contrast, Sharp et al. (2005) estimated SCU in bacteria by comparing a basket of highly expressed, highly biased genes, to others, using this internal control to limit the influence of mutation bias. They study a handful of amino acids, chosen for consistent mutation bias across bacteria. Our approach, although similar in spirit, applies to all codons, uses expression measurements for all genes, and takes a more rigorous position with respect to the kinds of selection which can be inferred, namely those which scale proportional to gene expression.
The explicit use of gene expression, we argue, is necessary to extract selective parameters with a mechanistic basis. The average speed of translation of a codon in a cell need not relate at all to the speed with which one ribosome translates one codon of that type: The average speed of translation is the number of translation events of that codon per unit time, and the number of translation events is primarily determined by the number of transcripts containing that codon. In contrast, the average codon translational speed per transcript has mechanistic meaning. By inferring the selection coefficient per transcript, our method converges on evolutionary parameters, which relate to the physical implementation of those parameters. This strategy is essential when evolutionary signals are used to learn about the operation of cells, one major goal of molecular evolutionary studies. In turn, this strategy's dependence on measurements, such as gene expression, makes accounting for measurement noise an essential part of making accurate inferences.
Another side effect of depending on gene-expression measurements is that the inferred selection coefficients depend on knowing transcript levels per cell. For example, a 4-fold higher estimate of transcript levels would mean 4-fold lower selection estimates, while preserving mutation estimates; estimates of genewise selection via SCU, in which selection estimates are multiplied by transcript levels, also remain the same. In budding yeast, total transcript levels are not without controversy: Some studies report the total number as approximately 15,000 mRNAs per cell (Hereford and Rosbash 1977) , a number validated by a recent meta-analysis (von der Haar 2008). Recent data, applying single-molecule fluorescent detection techniques to a handful of low-abundance yeast genes, each showing a 3-to 6-fold higher expression than determined previously (Zenklusen et al. 2008) . Although these differences are argued to demonstrate a higher total of approximately 60,000 mRNAs per cell, in view of the small and biased sample, the higher number cannot be regarded as definitive. This number surely also depends on growth state and environmental factors, making point estimates of limited utility. Whatever the correct absolute numbers, the underestimation of selection coefficients due to measurement noise remains.
Experimental evidence is sorely needed to test the predictions of our and others' models. High-quality studies are beginning to emerge. For example, CGA, the codon (encoding arginine) here found to be most strongly selected against in yeast, was recently found to have the strongest negative effect on gene expression in yeast (Letzring et al. 2010) . Insertion of repeated CGA codons to a gene reduced that gene's expression, whereas insertion of other repeated codons, or of a single CGA codon, had a smaller effect. Although this is suggestive of a difference in translational speed, we cannot conclude that selection against CGA codons acts exclusively on speed or accuracy, as these are mutually correlated with cognate tRNA abundance.
High-resolution ribosome profiling data (Ingolia et al. 2009 ) in principle measure codon-specific elongation speeds. One study combined ribosome profiling data with a host of additional data-tRNA copy numbers, tRNA to ribosome ratios, assumptions about cognate and near-cognate binding, and models of tRNA diffusion-to estimate per-codon elongation rates, which correlated with codon usage patterns (Siwiak and Zielenkiewicz 2010) ; many biophysical assumptions employed in this study await experimental verification. Other studies, in contrast, argue that ribosome profiling data show negligible speed variation between codons (Qian et al. 2012) . Our selection estimates may be useful in providing a missing ingredient, namely, the minimum speed differences between codons that induce a selectable fitness difference.
There are many other causes of selection on coding sequences not modeled here. For example, translational pausing (Kimchi-Sarfaty et al. 2007 ), avoidance of particular motifs (Li et al. 2012) , and mRNA secondary structure (Kudla et al. 2009; Gu et al. 2010) . This is consistent with observed codon counts being more variable than is predicted here by mutation, translational selection, and drift alone. Despite this, averaging over the whole genome reveals the core signature of translational selection that codon usage varies with gene expression: The quantity reported here is the average selection coefficient on speed or accuracy per mRNA, across the genome. Future models might incorporate these other sources of selection either directly or indirectly via overdispersion (Gelman et al. 2003) .
Although translational selection on synonymous codon usage due to either speed or accuracy is proportional to gene expression, substantial evidence demonstrates that codon location within genes affects selection. For example, codon usage is on average different in the 50 sites closest to the start codon (Tuller et al. 2010) . Similarly, codon frequencies vary between sites within a gene according to protein structure (Zhou et al. 2009; Lee et al. 2010 ) and evolutionary conservation of amino acids (Akashi 1994; Stoletzki and EyreWalker 2007; Drummond and Wilke 2008) , providing evidence for selection specifically on accuracy. Although our current model cannot distinguish between the effects of speed and accuracy, extending the model to include sitespecific effects may allow such a distinction.
As in Shah and Gilchrist (2011) , mutations here are modeled with individual rates per synonymous family, a choice which simplifies the model yet may complicate the apparent biology. If mutational changes depended only on the nucleotide being mutated, the underlying mutational model would be considerably simpler, a model adopted in other studies (Yang and Nielsen 2008) , which we additionally implemented. Here, mutation estimates for the two models, although highly correlated, are statistically significantly different, suggesting that codon mutation rates are not determined by nucleotide alone. Similarly, substantial prior evidence exists that mutation biases operate on more than just single nucleotides (Karlin and Mrázek 1996) , with CpG mutation rates providing a canonical example (Bulmer 1986) . Further, mutation rates-and presumably mutation biases-vary within genomes (Baer et al. 2007) , for example, varying along a chromosome in budding yeast (Lang and Murray 2011) . Our model's ability to reproduce experimentally measured mutational biases to a substantial extent, given only genome sequence and expression values as input, argues for its utility. Still, future work should address more mechanistically grounded mutational models.
The present work exemplifies a situation which is quite general. In standard regression models, unbiased estimates can be obtained given noise in the dependent variable but not the independent variable. Here, the independent variable, gene expression, is noisy; any regression-based estimates will be biased if noise is ignored. Indeed, we have shown that the bias in this particular case, measuring selection coefficients, is often several times the values of the parameters themselves. We expect that the strategies introduced here will be useful in contending with the unavoidable uncertainty that accompanies experimental measurements.
Materials and Methods
Data
We downloaded sequence information for verified and uncharacterized ORFs in Saccharomyces cerevisiae from the Saccharomyces Genome Database (http://www.yeast genome.org/, last accessed April 2, 2013) (file: orf_coding.-fasta) in February 2011. We downloaded expression data from Yassour et al. (2009) , measured using RNA sequencing from S. cerevisiae strain BY4141, a derivative of strain S288C, grown to exponential phase in YPD medium. We restricted our analysis to ORFs whose expression was measured under these conditions in their study, a total of 5,709 genes. There were four replicate measurements (YPD0.1, YPD0.2, YPD15.1, and YPD15.2). Because errors were approximately lognormally distributed, we took as an expression summary the geometric mean of the reads per kilobase per million mapped reads (rpkm) from these measurements, equivalent to taking the log-scale mean, adding 1 to avoid taking log of zero. As in Yassour et al., we normalized this summary figure to a conservative total of 15,000 mRNAs per cell (Hereford and Rosbash 1977; von der Haar 2008) , as addressed in the Discussion.
For comparison, we also downloaded mRNA abundance measurements from Lipson et al. (2009) and Ingolia et al. (2009) ; see supplementary table S1, Supplementary Material online, for details of labeling. We also normalized these read counts to a total of 15,000 mRNAs per cell. We downloaded ribosomal occupancy estimates from Ingolia et al. (2009) , normalizing to a total of 13,000 translation events per second per cell (von der Haar 2008).
Model
The model has three components: a component relating codon counts to "latent" (i.e., true but unobserved) gene expression, an error component relating observed gene expression to latent gene expression, and a distribution of latent gene expression ( fig. 8) . The multinomial distribution of codon countsỹ ga for amino acid a in gene g is specified by a vector of probabilities ga (whose elements gac specify the probability that codon c is used conditional on amino acid a in gene g), and the size parameter n ga is given by the number of times amino acid a is observed in gene g. The vector of probabilities ga is then specified by a population-genetic/ multivariate logistic regression model with two coefficients: M a , which captures the effect of mutation, andS a , which captures the effect of selection. The latter is modulated by the amount of "observed" gene expression x g . The formula for the multinomial probability of a specific codon gc is as given in equation (1), which drops the amino acid subscript for clarity. The vectorsỹ ga ,M a , andS a have one component for each codon coding for amino acid a. The error model for the observed gene expression x obs g is lognormal with variance 2 obs . The distribution of latent gene expression is logasymmetric Laplace (ASL) with parameters x , b x , and m x (Kotz et al. [2001] and supplementary text, Supplementary Material online, for details on the parametrization).
In equations, this is as follows:
where mlogit denotes the multinomial logistic function. Further details, including a discussion of the choices of distributions used, are in the supplementary text, Supplementary Material online. We used (improper) uniform priors on the hyperparameters x , 2 x , and 2 obs . We fit this using a Metropolis-Hastings within Gibbs sampler for MCMC inference, running four parallel chains for 10,000 iterations each following a burn-in of 2,000 iterations, thinning the results by keeping only every tenth iteration. The Gelman-Brooks-Rubin convergence diagnostic suggested that the chains had converged to a single distribution (Brooks and Gelman 1998) For the validation runs in figure 5 , we ran each sample for 6,000 iterations following a burn-in of 2,000 iterations.
To calculate the Bayes factor, we drew 1,000 sets of parameter values uniformly at random from the post burn-in posterior draws from our MCMC sampler and took the mean of the likelihood for the codon portion of each of these; similarly for the noise-blind model, we drew 1,000 sets of parameter values at random from the normal approximation about its maximum likelihood and took the mean of these, the difference in log of these means is the log Bayes factor (Gelman et al. 2003) .
All calculations were done in R (Ihaka and Gentleman 1996) , using the VGAM package (Yee 2010) to fit the multinomial logistic regression model and the ggplot2 package (Wickham 2010) to produce the plots. An R package implementing the fits is included in supplementary text, Supplementary Material online.
Reporting Coefficients
For a right-skewed error model such as the lognormal, fixing the sum of observed gene expression alone produces biased estimates, because the (latent) true expression has on average a lower sum than noisy observed expression. Accordingly, following the completion of the MCMC sampler, we normalize the estimates of latent gene expression by their sum at each iteration. In other words, in iteration k, we have posterior draws x g,k for the latent gene expression, and we report
where X is the total gene expression. Similarly, we multiply the parameter estimates for S at iteration k by
X . This strategy is permissible because estimates of absolute total gene expression are derived from experiments independent of the inference being performed; its success in producing unbiased estimates of the parameters is shown in figure 5 .
We reported the median of the normalized MCMC draws as the inferred parameter. Confidence intervals given in supplementary files, Supplementary Material online, are the 95% intervals of the normalized MCMC draws, that is, the 2.5th and 97.5th percentiles.
Multinomial logistic regression predicts probabilities that do not change if a constant is added to all predictors: We chose the constant so that the sum of reported selection (mutation) coefficients across synonyms was zero, so that the reported coefficient represents the difference from the mean across synonyms. This differs from the reporting method in Shah and Gilchrist (2011) , who chose a constant, so that, for each amino acid, the coefficients for a reference codon are zero, thus reporting the difference in selection (mutation) coefficients between a codon and the reference codon. In calculating SCU below, we report an alternative measure, where the expected selection if codon composition is given by mutation bias is zero. In all cases, if there were no selection (mutation bias) between synonyms, then all selection (mutation) coefficients for that amino acid would be zero.
To validate the fit of the model to simulated data, we used amino acid counts for 1,000 yeast genes and drew mutation and selection coefficients, as well as expression parameters, from the reported fit to the yeast genome. For each of a range of observation noise parameters, we generated 12 simulated data sets according to the model, normalizing the observed gene expression to the original total, and then estimated the coefficients from each of these, including the sum normalization described here. The results are reported in figure 5.
Estimating Mutation Bias Directly
Direct measurements of single-nucleotide mutation rates in yeast were taken from Kunz et al. (1998) , Lang and Murray (2008) , and Ohnishi et al. (2004) , reported in Lynch et al. (2008) , as counts for every possible nucleotide substitution. The experimentally measured counts are reported per base pair and we do not distinguish lead and lagging strands, so for A ! T the value log N ðA:T!T:AÞ =N ðT:A!A:TÞ Â Ã ¼ 0, and similarly for C ! G. These were compared with the difference in mutation coefficients in our model between synonyms differing by the same nucleotide substitution.
Precisely, in the derivation of the model, we assume detailed balance, that is, that the mutation rate between synonymous codons c and d is given by
where " has units of mutations per unit time, and M's are the mutation constants fit by the model (see supplementary material, Supplementary Material online, and Sella and Hirsh [2005] ). Thus
For example, the difference in model parameters for two glycine codons is compared with experimentally measured mutation counts as follows: 
Similarly, in fitting the mutation-pooled model in supplementary figure S7, Supplementary Material online, nucleotide-specific mutation rates were assigned to codons by the same equations. However, the mutation rate G!A was treated as independent of G!T , allowing for mutation biases to differ in the transcribed and untranscribed strand.
Calculating Genewise Selection
To provide a measure of average codon selection for a sequence encoding a polypeptide, we estimate the average per-codon selective advantage conferred between the observed encoding compared with the selective advantage of a randomly encoded version of the same polypeptide. In the absence of selection, the frequency of codon c among synonymous sites would be given by 
Recall that the S c selection coefficients represent selective differences relative to an arbitrary point chosen so that the mean S c in a synonymous family is zero and are only evolutionarily meaningful as differences from each other. The average selective advantage of a codon over its synonyms, if those synonyms occur according to mutational biases alone, is 
If a gene's codon composition is produced by mutation bias alone, the expected fitness advantage conferred by its encoding relative to an unselected sequence is zero, and accordingly, the expected value of S 0 c is zero. A genewise statistic is obtained by taking the average across the codons in a gene and multiplying by gene expression in transcripts per cell
where i indexes all sites in the gene coding for degenerate amino acids (equivalently, one can set S c ¼ 0 for all Met and Trp codons), and L g is the length of gene g counting only the degenerate amino acids. Because S c is the selection coefficient per transcript per cell scaled by effective population size, so SCU has units of selection coefficient per site, scaled by effective population size. Note that SCU is independent of the figure used to normalize total gene expression, because it is a product of selection coefficients and estimated expression. For direct comparison with CAI, we define mSCU as the average translational selection per transcript across all degenerate codons in a gene,
This is an arithmetic mean, whose calculation is directly analogous to that of log(CAI), because CAI is a geometric mean across codons in a gene (Sharp and Li 1987) .
Supplementary Material
Supplementary text, file, figures S1-S8, and tables S1 and S2 are available at Molecular Biology and Evolution online (http:// www.mbe.oxfordjournals.org/).
