In this paper, the optimality conditions of semidefinite programming are transformed into an unconstrained optimization problem based on a suitable merit function, which gradient is locally Lipschitz continuous. A modified PRP conjugate gradient method with a new Armijo-type line search is applied to the unconstrained optimization problem. Unlike existing conjugate gradient methods, this method can avoid non-differentiability when disturbance tends to zero. The global convergence of the algorithm is proved without requiring the boundedness of level set or existence of accumulation point of produced sequence on weak conditions.
Introduction
Semidefinite programming (SDP) can be dated from linear programming in 1963 and it has been one of the most exciting and active research areas in optimization during the 1990s. SDP has attracted researchers with very diverse backgrounds, including experts in convex programming, linear algebra, numerical optimization and control theory. This tremendous research actively was spurred by the discovery of important applications in engineering and combinatorial optimization.
SDP, one minimizes a linear function subject to the constraint that an affine combination of symmetric matrices is positive semidefinite. Such a constraint is nonlinear and non-smooth but convex, so semidefinite programming is convex optimization programming. SDP can be regarded as an extension of linear programming where the component wise inequalities between vectors are replaced by matrix inequalities, or, equivalently, the first orthant is replaced by the cone of positive semidefinite matrices.
The standard form of the linear SDP problem is given by It is easy to see that, under proper constrained qualification, the standard and dual SDP are equivalent to the following KKT system: There are a lot of varied methods for solving SDP, which can be mainly divided into three types according to their methodology. constructed interior-point method which is one of the effective algorithms in theory. Due to its comparatively perfect theory and algorithm, it is a very effective method to solve small and middle scale SDP. But the general interior-point method requires every working step to be strictly feasible，especially an initial strictly feasible point is an extremely difficult task. Furthermore, every step must remain in a neighborhood of the center path and need an extra matrix transformation. constructed the bundle method which works on the problem of minimizing the maximum of eigenvalue of a symmetric matrix; bundle method has many advantages such as simpler iterative format, less storage, easier computer and keeping sparse. Monteiro (2000) transforms the complementary problem into its equivalent equations, which use fast, gradient-based techniques to solve a nonlinear reformulation of (1.1) or (1.2). Monteiro (2000) showed a comprehensive survey of all three of these groups of algorithms.
In this paper, we present a new algorithm inspired by Wu et al. (2010) . Here, the first-order nonlinear programming algorithm is applied to (1.3). Firstly, with the help of the properties of Fischer-Burmeister semidefinite complementarity (SDCP) smooth function includes a parameter  , the KKT system is continuously differentiable everywhere. Secondly, we use a merit function whose gradient is locally Lipschitz continuous, which translated the KKT system into an unconstrained optimization problem. Thirdly, we apply a modified PRP conjugate gradient method to this unconstrained optimization problem. In order to obtain the convergence of the PRP method and decrease the function evaluation at each iteration point, we propose a new Amijo-type line search, which is similar to the Amijo-type line search at Wei et al. (2006) for modified PRP method. Finally, the global convergence of the algorithm is proved without requiring the boundedness of level set or existence of accumulation point of produced sequence on weak conditions.
Smoothing idea
The KKT system (1.3) is a nonlinear system and we reformulate its complementarity conditions as nonlinear equations with non-smooth complementarity function. In order to overcome its non-differentiability, we bring the expanded Fischer-Burmeister SDCP smooth function A is the unique positive semidefinite square root of ( ).
We consider the disturbance  as a variable instead of a parameter, and then we obtain the following nonlinear equations: 
The merit function and its properties
The most natural choice of a merit function for the expanded Fischer-Burmeister SDCP smooth function is 
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In this paper, we first assume some suitable conditions as follows:
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So, the conclusion holds. Based on Lemma 3.1 and Lemma 3.2, we obtain the gradient of  as follows: , we have Combining with the above four cases, the conclusion holds.
Algorithm
In this section, we state the modified PRP conjugate gradient method for solving (3.2). For simplicity, we define ( , , , ) Now, we give the algorithm as follows.
Step 0. We choose Step
, the algorithm terminate.
Step 2. Calculate
where k L is an approximation to the Lipschitz constant of
Step 3. Set :1 kk  and go back to step 1.
NOTE
In the above algorithm, we need to evaluate the parameter k L at the linear search of step 2. Based on Shi et al. (2006) , when 1 k  , we obtain the following three calculation formulas:
Certainly, we can choose 0 0 L  at the initial step. 
Proof.
(1) By the mean value theorem and Lipschitz condition, when
, we can obtain that 
