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This paper discusses categorical aspect of the Pawlak rough set theory. It is proved that the
category of allM-indiscernibility spaces andM-equivalence relation-preserving mappings
between them is both a topological construct and a topos. As an application of these results,
the notions of productM-indiscernibility space, sumM-indiscernibility space, quotientM-
indiscernibility space, M-indiscernibility subspace, quotient mapping, and isomorphism
mapping are defined, and structures of these M-indiscernibility spaces and mappings are
also given.
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1. Introduction and preliminaries
Rough set theory, which was first proposed by Zdzislaw Pawlak [16] in 1982, can be seen as a mathematical approach
to vagueness. This theory has attracted attention of many researchers and practitioners. The rough set approach is also of
importance in artificial intelligence and cognitive sciences, especially in research areas such as machine learning, intelligent
systems, inductive reasoning, pattern recognition, mereology, knowledge discovery, decision analysis, and expert systems
[17,18]. Several generalizations of rough set theory have been proposed (see, e.g., [6–9,11,13,15,17–21,23–26] and their
references). Moreover, relationships of rough set theory to other theories have also been considered (see, e.g., [4,6–12,14,
15,17,18,20,24,26] and their references). This is probably crucial in a way to the development of rough set theory because
the prototype of rough set theory is from relatively simple information model after all, in order to suit the variety and
complexity of information, it is much important to allure capable pure mathematicians to participate in the study of rough
set theory too.1 Category theory is not only a tool commonly used by many capable pure mathematicians, but also a tie
which can connect relatively easily fields of mathematics and theoretical computer science (see, e.g., [1,2,4,5,12,22] for
details). In [4], Banerjee and Chakraborty defined the category ROUGH of Pawlak approximation spaces (with an individual
subset as a related concept set) and proved that ROUGH is finitely complete but not a topos. In [12], Li and Yuan defined the
∗ Corresponding author.
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1 Calculus, statistics, and fuzzy set theory are typical examples in this aspect.
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category RSC of I-rough sets and proved that RSC is a weak topos. Many researchers (at least those we are familiar with) are
actually also concerned with or interested in deeper and pure mathematical approaches (including categorical approach)
to some application-driven issues (including fuzzy set theory, rough set theory, and soft set theory). The present paper will
continue to discuss categorical aspect of the Pawlak rough set theory.2 We prove that the category of allM-indiscernibility
spaces and M-equivalence relation-preserving mappings between them is both a topological construct and a topos. Based
on these results, the notions of productM-indiscernibility space, sumM-indiscernibility space, quotientM-indiscernibility
space, M-indiscernibility subspace, quotient mapping, and isomorphism mapping are defined, and structures of these M-
indiscernibility spaces and mappings are also given.
Nextwepresent two fundamental notions (i.e.M-indiscernibility space andM-equivalence relation-preservingmapping)
of this paper.
Definition 1. Let X be a set. If R is an equivalence relation on X , then (X, R) is called a Pawlak approximation space;
if {Rm}m∈M is a family of equivalence relations on X (called an M-equivalence, where M is a nonempty index set), then
(X, {Rm}m∈M) is called anM-indiscernibility space.
Remark 2. (1) An original Pawlak approximation space [16] can be looked as a specialM-indiscernibility space (X, {Rm}m∈M)
in which X is a finite set and M is a singleton. Since the data multiply massively and daily, it is necessary to generalize the
notion of original Pawlak approximation space from the case that X is a finite set to that of X is an arbitrary set for the
development of rough set theory. This is just like in the case of probability and statistics: every thing is finite in classical
probability and statistics, but infinity exists almost everywhere in contemporary probability and statistics theory because
we need to study at least limits and random processes. Analogously to multigraph theory, it is also necessary to generalize
the notion of original Pawlak approximation space from the case of one equivalence relation to that of a family of equivalence
relations. Formotivations and references in this aspect, please see [7,11,15,21] where Pawlak approximation space has been
generalized to multi-agent/multi-source approximation space. M-indiscernibility space in Definition 1 is a generalization
of multi-agent/multi-source approximation space, and it is a specialization of a more general notion, called dynamic
space [14].
(2) As changes exist almost everywhere, it is natural (of course, categorically needed also) to introduce the notion of
appropriate mapping (calledM-equivalence relation-preserving mapping, see Definition 3, which is a generalization of the
notion of relation compatibility among approximation spaces given in [7]) between twoM-indiscernibility spaces.
Definition 3. Let (X1, {R1,m}m∈M) and (X2, {R2,m}m∈M) be M-indiscernibility spaces, f : X1 −→ X2 a mapping. If
(f (a), f (b)) ∈ R2,m (∀m ∈ M,∀(a, b) ∈ R1,m), then we call f an M-equivalence relation-preserving mapping
from (X1, {R1,m}m∈M) to (X2, {R2,m}m∈M). The notions of reflexive relation-preserving mapping and equivalence relation-
preserving mapping can be defined analogously.
For other undefined categorical notions and symbols, please refer to [1] (which is available at http://katmat.math.
uni-bremen.de/acc).
2. Main results
To obtain our main results (Theorems 5 and 6), we need the following known Lemma 4, which tell us how to construct
a smallest equivalence relation on X which contains a given reflexive relation R on X .
Lemma 4. (1) If R is a reflexive relation on X, then Rs = R ∪ {(a, b) ∈ X2 | (b, a) ∈ R} is the smallest symmetric relation on X
which contains R.
(2) If R is a reflexive and symmetric relation on X, then
Rt = {(a, b) ∈ X2 | ∃{x1, x2, . . . , xn} ⊆ X, (a, x1) ∈ R, (x1, x2) ∈ R, . . . , (xn, b) ∈ R}
(where n is a natural number) is the smallest equivalence relation on X which contains R.
(3) If R is a reflexive relation on X, then Rst is the smallest equivalence relation on X which contains R, i.e.
Rst =

{P | P ⊇ R, P is an equivalence relation on X}.
(4) If ϕ : (X, R1) −→ (Y , R2) is a reflexive relation-preserving mapping (where R1 is a reflexive relation on X, R2 is an
equivalence relation on Y), then ϕ : (X, Rst1 ) −→ (Y , R2) is a reflexive relation-preserving mapping.
The following Theorem 5 illustrates that the category M-IndisSp of all M-indiscernibility spaces and M-equivalence
relation-preserving mappings between them (like the category Top of topological spaces) is a topological construct (a very
nice kind of categories), this allows us to do many similar things as in the case of topological spaces (see Section 3).
2 It should be pointed out that categories introduced in this paper are differ from ROUGH since they have different objects and different morphisms.
Moreover, one can introduce various notions in the Pawlak rough set theory in a way similar to those in this paper because the Pawlak rough set theory
can actually be connected categorically with topology, algebra, matroids, etc.
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Theorem 5. The category M-IndisSp of all M-indiscernibility spaces and M-equivalence relation-preserving mappings between
them has the following properties (and thus it is a topological construct):
(1) For any set X, any family {(Xi, {Ri,m}m∈M)}i∈I of M-IndisSp-objects indexed by a class I, and any family {fi : X −→ Xi}i∈I
of mappings, let
R∗m = {(x, y) ∈ X2 | (fi(x), fi(y)) ∈ Ri,m (∀i ∈ I)} (∀m ∈ M).
Then {R∗m}m∈M is the unique M-equivalence relation on X which satisfies the following condition:
(∗) For any M-IndisSp-object (Y , {Sm}m∈M) and any mapping g : Y −→ X, g : (Y , {Sm}m∈M) −→ (X, {R∗m}m∈M) is an
M-IndisSp-morphism if and only if fi ◦ g : (Y , {Sm}m∈M) −→ (Xi, {Ri,m}m∈M) is an M-IndisSp-morphism (∀i ∈ I).
(2) For any set X, any family {(Xi, {Ri,m}m∈M)}i∈I of M-IndisSp-objects indexed by a class I, and any family {fi : Xi −→ X}i∈I
of mappings, let R⋆m = Rstm, where
Rm = ∆X ∪

i∈I
{(fi(a), fi(b)) | (a, b) ∈ Ri,m}

(∀m ∈ M), ∆X = {(x, x) | x ∈ X}.
Then {R⋆m}m∈M is the unique M-equivalence relation on X which satisfies the following condition:
(⋆) For any M-IndisSp-object (Y , {Sm}m∈M) and any mapping g : X −→ Y , g : (X, {R⋆m}m∈M) −→ (Y , {Sm}m∈M) is an
M-IndisSp-morphism if and only if g ◦ fi : (Xi, {Ri,m}m∈M) −→ (Y , {Sm}m∈M) is an M-IndisSp-morphism (∀i ∈ I).
Proof. SinceM-IndisSp is obviously a category, we only need to show (1) and (2).
(1) Obviously, {R∗m}m∈M is anM-equivalence relation on X . By definition of {R∗m}m∈M ,
g : (Y , {Sm}m∈M) −→ (X, {R∗m}m∈M) is anM-IndisSp-morphism
⇐⇒ ∀m ∈ M,∀(a, b) ∈ Sm, (g(a), g(b)) ∈ R∗m
⇐⇒ ∀m ∈ M,∀(a, b) ∈ S,∀i ∈ I, (fi ◦ g(a), fi ◦ g(b)) ∈ Ri,m
⇐⇒ ∀i ∈ I, fi ◦ g : (Y , {Sm}m∈M) −→ (Xi, {R∗i,m}m∈M) is anM-IndisSp-morphism.
Thus {R∗m}m∈M satisfies (∗).
Assume now that {Rm}m∈M is an M-equivalence relation on X which satisfies (∗). Let (Y , {Sm}m∈M) = (X, {Rm}m∈M)
and g = iX (the identity mapping on X). As iX : (X, {Rm}m∈M) −→ (X, {Rm}m∈M) is an M-IndisSp-morphism, Rm ⊆
R∗m (∀m ∈ M) by definition of {R∗m}m∈M . Similarly, let (Y , {Sm}m∈M) = (X, {R∗m}m∈M) and g = iX , then fi ◦ iX :
(X, {R∗m}m∈M) −→ (Xi, {Ri,m}m∈M) is anM-IndisSp-morphism (∀i ∈ I) by definition of {R∗m}m∈M . Since {Rm}m∈M satisfies (∗),
iX : (X, {R∗m}m∈M) −→ (X, {Rm}m∈M) is anM-IndisSp-morphism, i.e. Rm ⊇ R∗m (∀m ∈ M). Therefore, Rm = R∗m (∀m ∈ M).
(2) Obviously, {R⋆m}m∈M is anM-equivalence relation on X . By Lemma 4,
g : (X, {R⋆m}m∈M) −→ (Y , {Sm}m∈M) is anM-IndisSp-morphism
⇐⇒ ∀m ∈ M,∀(p, q) ∈ R⋆m, (g(p), g(q)) ∈ Sm
⇐⇒ ∀i ∈ I,∀m ∈ M,∀(a, b) ∈ Ri,m, (g ◦ fi(a), g ◦ fi(b)) ∈ Sm and ∀m ∈ M,∀x ∈ X, (g(x), g(x)) ∈ Sm
⇐⇒ ∀i ∈ I, g ◦ fi : (Xi, {Ri,m}m∈M) −→ (Y , {Sm}m∈M) is anM-IndisSp-morphism.
Thus {R⋆m}m∈M satisfies (⋆).
Suppose now that {Rm}m∈M is anM-equivalence relation on X which satisfies (⋆). Let (Y , {Sm}m∈M) = (X, {Rm}m∈M) and
g = iX . As iX : (X, {Rm}m∈M) −→ (X, {Rm}m∈M) is an M-IndisSp-morphism, fi : (Xi, {Ri,m}m∈M) −→ (X, {Rm}m∈M) is an
M-IndisSp-morphism (∀i ∈ I), and thus R⋆m ⊆ Rm (∀m ∈ M) by Lemma 4. Similarly, let (Y , {Sm}m∈M)= (X, {R⋆m}m∈M) and
g = iX , then iX ◦ fi : (Xi, {Ri,m}m∈M) −→ (X, {R⋆m}m∈M) is an M-IndisSp-morphism (∀i ∈ I) by definition of {R⋆m}m∈M . Since
{Ri,m}m∈M satisfies (⋆), iX : (X, {Rm}m∈M) −→ (X, {R⋆m}m∈M) is anM-IndisSp-morphism, i.e. Rm ⊆ R⋆m (∀m ∈ M). Therefore,
Rm = R⋆m (∀m ∈ M). 
Toposes (themost Set-like categories)were introducedbyGrothendieck in the early 1960s anddevelopedby Lawvere and
Tierney in 1969–1970. This theory provides a base ground for studying continuum physics, synthetic differential geometry,
algebra geometry, categorical logic, etc. Next, we will show that M-IndisSp is a topos (this has been proved in [4] for M a
singleton).
Theorem 6. M-IndisSp is a topos (and thus a cartesian closed category).
Proof. By Theorem 5, M-IndisSp has pullbacks; clearly M-IndisSp has final objects and has a subobject classifier. Let
(X1, {R1,m}m∈M) and (X2, {R2,m}m∈M) beM-IndisSp-objects, and
A = (X2, {R1,m}m∈M)(X1,{R1,m}m∈M )
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be the set of all M-equivalence relation-preserving mappings from (X1, {R1,m}m∈M) to (X2, {R2,m}m∈M). For each m ∈ M ,
define a relationRm ⊆ A×A as follows:
∀(b, c) ∈ A×A, (b, c) ∈Rm ⇐⇒ (b(x), c(y)) ∈ R2,m (∀(x, y) ∈ R1,m).
We only need to show that (A, {Rm}m∈M) is a power object of (X1, {R1,m}m∈M) and (X2, {R2,m}m∈M) in M-IndisSp. Since
(A, {Rm}m∈M) is obviously anM-IndisSp-object, it suffices to show that the evaluation mapping
ev : (X1 ×A, {Rm}m∈M) −→ (X2, {R2,m}m∈M)
defined by
ev(x, a) = a(x) (∀x ∈ X1,∀a ∈ A)
is anM-IndisSp-morphismwhich has the co-universal property, where (X1×A, {Rm}m∈M) is theM-IndisSp-product object
of (X1, {R1,m}m∈M) and (A, {Rm}m∈M) (∀m ∈ M).
Step 1 ev is anM-IndisSp-morphism. For eachm ∈ M , we have
((x, a), (y, b)) ∈ Rm
⇐⇒ (x, y) ∈ {R1,m}m∈M and (a, b) ∈Rm
⇐⇒ (x, y) ∈ {R1,m}m∈M and (a(u), b(v)) ∈ {R2,m}m∈M (∀(u, v) ∈ {R1,m}m∈M)
by Remark 7(1) and definition ofA. It follows that (ev(x, a), ev(y, b)) = (a(x), b(y)) ∈ R2,m (∀((x, a), (y, b)) ∈ Rm).
Step 2 ev has the co-universal property. Assume that (X3, {R3,m}m∈M) is anM-IndisSp-object, and
f : (X1 × X3, {Rm}m∈M) −→ (X2, {R2,m}m∈M)
is anM-IndisSp–morphism, where (X1 × X3, Rm) is theM-IndisSp-product object of (X1,{R1,m}m∈M) and (X3, {R3,m}m∈M). It
remains to prove there exists a uniqueM-IndisSp-morphism
f : (X3, {R3,m}m∈M) −→ (A,Rm)
such that
ev ◦ (id(X1,{R1,m}m∈M ) × f ) = f .
Firstly, for each z ∈ X3, let f (z) = f (−, z) (a mapping from X1 to X2). As f is anM-IndisSp-morphism,
(f (z)(x), f (z)(y)) = (f (x, z), f (y, z)) ∈ {R2,m}m∈M (∀(x, y) ∈ {R1,m}m∈M ,∀m ∈ M),
which means that f (z) is anM-IndisSp-morphism from (X1, {R1,m}m∈M) to (X2, {R2,m}m∈M). Hence we have a mapping
f : (X3, {R3,m}m∈M) −→ (A,Rm).
Secondly, we show (f (z), f (z∗)) ∈ Rm (∀(z, z∗) ∈ R3,m,∀m ∈ M), which means that f is an M-IndisSp-morphism.
In fact, for each (x, y) ∈ {R1,m}m∈M , by Remark 7(1) and the fact that f is an M-IndisSp-morphism, (f (z)(x), f (z∗)(y))
= (f (x, z), f (y, z∗)) ∈ R2,m. Therefore (f (z), f (z∗)) ∈Rm (∀(z, z∗) ∈ R3,m).
Thirdly, for each (x, z) ∈ X1 × X3, (ev ◦ (id(X1,{R1,m}m∈M ) × f ))(x, z) = ev(x, f (z)) = f (z)(x) = f (x, z), i.e.
ev ◦ (id(X1,{R1,m}m∈M ) × f ) = f .
Finally, suppose that h : (X3, {R3,m}m∈M) −→ (A, {Rm}m∈M) is anM-IndisSp-morphism satisfying
ev ◦ (id(X1,{R1,m}m∈M ) × h) = f .
Then for every z ∈ X3 and every x ∈ X1,
f (x, z) = ev ◦ (id(X1,{R1,m}m∈M ) × f )(x, z) = ev(x, f (z)) = f (z)(x)
and
f (x, z) = ev ◦ (id(X1,R1) × h)(x, z) = ev(x, h(z)) = h(z)(x),
and thus h(z)(x) = f (z)(x). As x is arbitrary, h(z) = f (z); as z is arbitrary, h = f . 
3. Concluding remarks
If we say natural computing (cf. [3]) bridges natural sciences and computer sciences, then we can say computational cat-
egory theory links category theory and functional programming3; in both cases imitations and inter-inspirations are impor-
tant. The categorical goodness, as shown in Section 2, makes a possibility of inter-imitations and inter-inspirations between
3 See [22] and computational category theory project at http://www.cs.le.ac.uk/people/ah83/compcat/ for details.
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rough set theory and its categorical isotopes. The present paper is inspired in some degree by [22] and the related project,
whereweattempt to obtain some corresponding or analogous results inM-IndisSpbasedon categorical similarities between
M-IndisSp and some of the topological constructs. For example,we can domany things inM-IndisSp by imitating its analogs
Top since it is also a topological construct. We will explain this by illustrating some theoretical applications of Theorem 5.
Remark 7. Since every topological construct has products, coproducts, quotients, and subobjects which can be constructed
in many cases [1], Theorem 5 actually gives an idea on which we can define, as in the cases of topological spaces and multi-
graphs, many useful notions or operations (such as productM-indiscernibility space, sumM-indiscernibility space, quotient
M-indiscernibility space,M-indiscernibility subspace, isomorphismmapping, and quotientmapping) constructively that are
categorically reasonable (i.e. reasonable in the view of category) at least.
(1) In Theorem 5(1), let X = ∏i∈I Xi and fi = pi (the i-th projection, i ∈ I). Then ((X, {R∗m}m∈M), {pi}i∈I) is exactly the
product of the family {(Xi, {Ri,m}m∈M)}i∈I ofM-IndisSp-objects.We call (X, {R∗m}m∈M) the productM-indiscernibility space of
the family {(Xi, {Ri,m}m∈M)}i∈I . This is a useful notion because process (cf. [7]) and variety of convergence may be discussed
in product spaces. Furthermore, we can show that
X/R∗m =
∏
i∈I
Ai | Ai ∈ Xi/Ri,m

(∀m ∈ M).
In fact, for a fixedm ∈ M and a fixed x ∈∏i∈I Xi, we have
[x]R∗m =

y ∈
∏
i∈I
Xi | (pi(x), pi(y)) ∈ Ri,m (∀i ∈ I)

by definition of R∗m, where [x]R∗m is the R∗m-equivalence class determined by x (x ∈ X, m ∈ M). For a given i ∈ I and a given
zi ∈ [ pi(x)]Ri,m , take a z = {z(k)}k∈I ∈ X such that z(k) = zi (if k = i) or pk(x) (if k ∈ I − {i}). Then z ∈ [x]R∗m and zi = pi(z).
It follows that
[ pi(x)]Ri,m ⊆ {pi(y) | y ∈ [x]R∗m}.
By definition of R∗m,
[ pi(x)]Ri,m ⊇ {pi(y) | y ∈ [x]R∗m} (i ∈ I).
Therefore, [ pi(x)]Ri,m = {pi(y) | y ∈ [x]R∗m} (∀i ∈ I), which means [x]R∗m ⊆
∏
i∈I [ pi(x)]Ri,m . As
[x]R∗m =

y ∈
∏
i∈I
Xi | (pi(x), pi(y)) ∈ Ri,m (∀i ∈ I)

,
we have [x]R∗m ⊇
∏
i∈I [ pi(x)]Ri,m , and thus
[x]R∗m =
∏
i∈I
[ pi(x)]Ri,m ∈
∏
i∈I
Ai | Ai ∈ Xi/Ri,m

(x ∈ X),
which means X/R∗m ⊆ {
∏
i∈I Ai | Ai ∈ Xi/Ri,m}. Again, as
[x]R∗m =

y ∈
∏
i∈I
Xi | (pi(x), pi(y)) ∈ Ri,m (∀i ∈ I)

,
we have X/R∗m ⊇ {
∏
i∈I Ai | Ai ∈ Xi/Ri,m}. Therefore
X/R∗m =
∏
i∈I
Ai | Ai ∈ Xi/Ri,m

(∀m ∈ M).
(2) In Theorem 5(2), let X = i∈I Xi (the disjoin union of the family {Xi}i∈I ) and fi = qi : Xi −→ X be the inclusion
mapping (i ∈ I). Then ((X, {R⋆m}m∈M), {qi}i∈I) is exactly the coproduct of the family {(Xi, {Ri,m}m∈M)}i∈I ofM-IndisSp-objects.
We call (X, {R⋆m}m∈M) the sumM-indiscernibility space of the family {(Xi, {Ri,m}m∈M)}i∈I . As
Rm =

i∈I
{(a, b) | (a, b) ∈ Ri,m} = Rstm = R⋆m,
we have
X/R⋆m =

i∈I
(Xi/Ri,m) (∀m ∈ M).
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(3) In Theorem 5(2), let I = {1} (where f1 : X1 −→ X is a surjective mapping), then we call (X, {R⋆m}m∈M) the quotient
M-indiscernibility space induced by f , and call f a quotient mapping (it is exactly aM-IndisSp-quotient mapping). It can be
shown that
X/R⋆m =

[ f1([a]R1,m)]∼ | a ∈ X1

(∀m ∈ M),
where∼ is an equivalence relation on the set {f1([a]R1,m) | a ∈ X1} defined by the following way:
(∗∗) f1([a]R1,m) ∼ f1([b]R1,m)⇐⇒ there exists a nonempty finite subset {[c1]R1,m , [c2]R1,m , . . . , [cn]R1,m} ⊆ X1/R1,m such
that f1([a]R1,m) ∩ f1([c1]R1,m) ≠ ∅, f1([c1]R1,m) ∩ f1([c2]R1,m) ≠ ∅, . . . , f1([cn]R1,m) ∩ f1([b]R1,m) ≠ ∅,
and [ f1([a]R1,m)]∼ is the equivalence class determined by f1([a]R1,m).
As R1,m is a reflexive and symmetric relation on X and f1 is surjective,
{(x, y) ∈ X2 | ∃(a, b) ∈ R1,m, f1(a) = x, f1(b) = y} = {(f1(a), f1(b)) | (a, b) ∈ R1,m} = Rm
is a reflexive and symmetric relation on X (see the structure of Rm in Theorem 5(2)), thus R⋆m = Rstm = Rtm (m ∈ M). We will
complete the proof step by step.
Step 1 For eachm ∈ M , f1([a]R1,m) ⊆ [x]R⋆m (x ∈ X, a ∈ f −11 (x)). In fact, for every y ∈ f1([a]R1,m), there exists a b ∈ [a]R1,m
such that y = f1(b) since f1 is a surjective mapping. As (b, a) ∈ R1,m and f1 is an equivalence relation-preserving mapping,
(y, x) = (f1(b), f1(a)) ∈ Rm ⊆ R⋆m, i.e. y ∈ [x]R⋆m .
Step 2 For each m ∈ M and each f1([b]R1,m) ∈ [ f1([a]R1,m)]∼, f1([b]R1,m) ⊆ [x]R⋆m (and thus
[ f1([a]R1,m)]∼ ⊆ [x]R⋆m ),
where x ∈ X and a ∈ f −11 (x). As f1([b]R1,m) ∈ [ f1([a]R1,m)]∼, there exists a nonempty finite subset
{[c1]R1,m , [c2]R1,m , . . . , [cn]R1,m} ⊆ X1/R1,m
such that
f1([a]R1,m) ∩ f1([c1]R1,m) ≠ ∅, f1([c1]R1,m) ∩ f1([c2]R1,m) ≠ ∅, . . . , f1([cn]R1,m) ∩ f1([b]R1,m) ≠ ∅.
Hence there exist
a2 ∈ [a]R1,m , c11 , c21 ∈ [c1]R1,m , c12 , c22 ∈ [c2]R1,m , . . . , c1n , c2n ∈ [cn]R1,m , b1 ∈ [b]R1,m
such that
f1(a2) = f1(c11 ), f1(c21 ) = f1(c12 ), f1(c22 ) = f1(c13 ), . . . , f1(c2n ) = f1(b1).
We declare that (f1(a), f1(b¯)) ∈ R⋆m (∀b¯ ∈ [b]R1,m ). In fact, by (b¯, b1) ∈ R1,m and definition of Rm, (f1(a), f1(c11 )) =
(f1(a), f1(a2)) ∈ Rm ⊆ R⋆m. Analogously,
(f1(c11 ), f1(c
1
2 )) ∈ R⋆m, (f1(c12 ), f1(c13 )) ∈ R⋆m, . . . , (f1(c1n ), f1(b1)) ∈ R⋆m, (f1(b1), f1(b¯)) ∈ R⋆m (∀b¯ ∈ [b]R1,m).
Since R⋆m is a transitive relation on X , (f1(a), f1(b¯)) ∈ R⋆m (∀b¯ ∈ [b]R1,m ). As x = f1(a), (x, f1(b¯)) = (f1(a), f1(b¯)) ∈ R⋆m, i.e.
f1(b¯) ∈ [x]R⋆m (∀b¯ ∈ [b]R1,m ). Therefore f1([b]R1,m) ⊆ [x]R⋆m .
Step 3 For each m ∈ M , [ f1([a]R1,m)]∼ ⊇ [x]R⋆m (and thus [ f1([a]R1,m)]∼ = [x]R⋆m by Step 2), where x ∈ X and
a ∈ f −11 (x). Let y ∈ [x]R⋆m , we only need to show y ∈
[ f1([a]R1,m)]∼ by considering the following two cases.
Case 1 (x, y) ∈ Rm. By definition of Rm, there exist a˜, b˜ ∈ X1 such that x = f1(a˜), y = f1(b˜) and (a˜, b˜) ∈ R1,m (and thus
[a˜]R1,m = [b˜]R1,m ). As x = f1(a) ∈ f1([a]R1,m) and x = f1(a˜) ∈ f1([a˜]R1,m) = f1([b˜]R1,m), x ∈ f1([a]R1,m) ∩ f1([b˜]R1,m). Thus
f1([b˜]R1,m) ∼ f1([a]R1,m) and y = f1(b˜) ∈ f1([b˜]R1,m) ⊆
[ f1([a]R1,m)]∼.
Case 2 (x, y) ∈ R⋆m − Rm = Rtm − Rm. There exists a nonempty finite subset {x1, x2, . . . , xn} of X such that
(x, x1) ∈ Rm, (x1, x2) ∈ Rm, . . . , (xn, y) ∈ Rm. By definition of Rm, there exist a¯, c1, d1, c2, d2, . . . , cn, dn, dn, and b¯
in X1 such that f1(a¯) = x, f1(c1) = f1(d1) = x1, f1(c2) = f1(d2) = x2, . . . , f1(cn) = f1(dn) = xn, f1(b¯) = y,
(a¯, c1) ∈ R1,m, (d1, c2) ∈ R1,m, (d2, c3) ∈ R1,m, . . . , and (dn, b¯) ∈ R1,m. It follows that f1([a]R1,m) ∼ f1([a¯]R1,m) ∼ f1([b¯]R1,m)
and y = f1(b¯) ∈ f1([b¯]R1,m) ⊆
[ f1([a]R1,m)]∼.
Step 4 Letm ∈ M . On the one hand, for each [x]R⋆m ∈ X/R⋆m, we have
[x]R⋆m =

[ f1([e]R1,m)]∼ ∈

[ f1([a]R1,m)]∼ | a ∈ X1

(∀e ∈ f −11 (x))
by Step 3, and thus
X/R⋆m ⊆

[ f1([a]R1,m)]∼ | a ∈ X1

.
On the other hand, for each a ∈ X1, let x = f1(a). Then
[ f1([a]R1,m)]∼ = [x]R⋆m ∈ X/R⋆m
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by Step 3, and thus
[ f1([a]R1,m)]∼ | a ∈ X1

⊆ X/R⋆m.
Therefore
X/R⋆m =

[ f1([a]R1,m)]∼ | a ∈ X1

.
(4) Let (X1, {R1,m}m∈M) and (X2, {R2,m}m∈M) be M-IndisSp-objects, and f : (X1, {R1,m}m∈M) −→ (X2, {R2,m}m∈M) be
an M-IndisSp-morphism. If ((X1, {R1,m}m∈M), f ) is a subobject of (X2, {R2,m}m∈M) (equivalently, f : X1 −→ X2 is a injec-
tive mapping) and f is a inclusion mapping (and thus R1,m ⊆ R2,m for every m ∈ M), then we call (X1, {R1,m}m∈M) an
M-indiscernibility subspace of (X2, {R2,m}m∈M).
(5) We call an M-IndisSp-isomorphism f : (X1, {R1,m}m∈M) −→ (X2, {R2,m}m∈M) an isomorphism mapping. Much like
the case of topological spaces, it can be verified that anM-IndisSp-morphism
f : (X1, {R1,m}m∈M) −→ (X2, {R2,m}m∈M)
is an isomorphism mapping if and only if f is a one-to-one correspondence and f −1 (the inverse mapping of f ) is an
M-IndisSp-morphism from (X2, {R2,m}m∈M) to (X1,{R1,m}m∈M).
Remark 8. The imitation between M-indiscernibility spaces and matroids is probably also interesting, which will be
investigated in our ongoing work.
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