This paper investigates the multi-period and multi-echelon spare parts supply optimization problem. The periodic review order-up-to-S inventory policy is considered to determine the supply timing and the spare parts consumption. The spare parts consumption in lead time of each customer is calculated by the process of spare parts supply. A dynamic optimization mathematical model is developed to find the optimal supply scheme in each period with the objective of minimum total costs. In the dynamic optimization model, the parameters are changed with time. An improved particle swarm optimization algorithm is proposed to solve this dynamic problem. In the proposed algorithm, a change detector and a change response strategy are used to handle the change of optimization environment. We also adopt a selfadaption neighborhood search strategy to improve the ability of exploration and exploitation of the algorithm. Numerical experiment shows that the proposed strategy can improve the performance of algorithm greatly, and the model and solution method in this paper can be applied to optimize the spare parts supply in various scenarios.
I. INTRODUCTION
Adequate and timely spare parts supply is the premise of equipment maintenance. Therefore, more and more attention is paid to the spare parts supply in the field of industry and military. One of the most important issues of spare parts supply is to determine an optimal distribution scheme to achieve the maximum fill rate with the minimum cost. However, most of the current spare parts supply researches assume that the spare parts demand and supply timing are known in advance [1] . Such assumptions simplify the practical problems, but not in line with the reality. In the real world, the spare parts demand and supply timing is closely related to the maintenance activity and the inventory policy. Therefore, the study of spare parts supply optimization problem should not be independent to inventory problems.
Both inventory and supply are the most critical issues in spare parts allocation. The inventory policy decides the demand of spare parts and the timing of supply, while the supply policy determines the lead time and the optimal The associate editor coordinating the review of this manuscript and approving it for publication was Dezhong Peng. distribution scheme. Therefore, the two issues are interrelated and influenced with each other. It is reasonable only when the joint optimization of inventory and supply is considered. There are some differences between the joint optimization and either supply or inventory optimization. On the one hand, in the literatures that only consider supply optimization, they often study the spare parts supply with the single-period, while the multi-period supply should be studied in the joint optimization. On the other hand, in the most of literatures that only consider inventory optimization, they usually focus on single-echelon inventory system, but less multi-echelon inventory system has been studied. There are also some shortcomings in the current joint optimization research works, the customers are often assumed to be identical, that is, both the spare parts consumption and the lead time are the same. In the actual spare parts supply, the demand of each customer is different, and the time for the spare parts to arrive at the customers are different, too. It can be seen that, the joint optimization of inventory and supply is more accordance with the practice but also difficult to be formulated and solved.
The most popular used inventory policies consist (s, S) policy, (T , Q) policy, (T , S) policy, and so on [2] . In the (s, S) policy, spare parts are reordered when the inventory level is lower than s, and the inventory level should be replenished to S after the supply. However, the time at which inventory drops to s are different in multi-consumer system, which makes it difficult to determine an unified reorder timing for all customers under the (s, S) policy. In the (T , Q) policy, the reorder is required per T time interval, and the replenishment quantity is fixed as Q. Under this policy, the timing of supply can be determined, but it is difficult to find such an optimal Q to ensure the inventory level of all the customers are satisfied. In the (T , S)policy, the spare parts are supplied per T interval, and the supply ensures the inventory level recovery to S when spare parts arrive at each customer. Both (s, S) and (T , S) are order-up-to-S policies. The (s, S) policy is more flexible, but is difficult to implement in the spare parts supply. Therefore, this paper considers the spare parts supply under the (T , S) inventory policy.
In the spare parts supply, it takes time to transport spare parts to customers, and there are still many spare parts consumed during this time interval. In this paper, we call the transport time as lead time, and call the consumption of spare parts during lead time as delayed consumption. In the current inventory policy, few researches supplement this delayed consumption when reordering. That is mainly because it is difficult to calculate the lead time without considering the supply process. Some literatures assume the lead time as a fixed value or subject to a certain distribution [3] . Neither of these assumptions accord with the actual instance. In the joint optimization of this paper, the accurate lead time of each customer can be calculated by the supply optimization. Then, under the (T , S) inventory policy, we require the supply to meet the delayed consumption, so as to ensure that the inventory level can be restored to S when spare parts arrive. The two policies are illustrated in Figure 1 . In the figure, the x-axis represents the timeline and the y-axis represents the spare parts inventory level. Orderrepresents the moment of reordering spare parts, arrive represents the arrival moment of spare parts, and the interval between Order and arrive represents the lead time of supply. The red line corresponds to a conventional (T , S) inventory policy. In this policy, the delayed consumption will not be considered at the moment of reordering, and the spare parts inventory level can' t be back to S after the arrival of the spare parts. The black line represents the inventory policy of this paper, and the inventory level of spare parts can be restored when spare parts arrive at customers.
The problem of this paper is a multi-period supply network optimization problem, and the mathematical model is multi-period optimization model. Then, a dynamic optimization algorithm is used to solve the problem. In this paper, a self-adaption neighborhood search dynamic particle swarm optimization algorithm (SNDPSO) is proposed. Based on the framework of standard particle swarm optimization, the improved algorithm can detect and respond to the change of optimization environment. Meanwhile, the improved algorithm also adopts an adaptive neighborhood search strategy to balance the global exploration and local exploitation ability of the algorithm when the environment changes.
The rest of this paper is organized as follows. Section 2 is the overview of spare parts supply, inventory policy and joint optimization. In section 3, a multi-period spare parts supply optimization model applied (T , S) inventory policy is developed. The proposed dynamic particle swarm optimization algorithm is introduced in section 4. In section 5 and section 6, a numerical example is given and the corresponding results analysis and sensitivity analysis are conducted. Conclusions and future work are given in section 7.
II. LITERATURE REVIEW A. SUPPLY NETWORK OPTIMIZATION
At present, there are lots of works research on spare parts supply optimization. In fact, when the supply problem is studied without considering maintenance and inventory, it is similar to a supply network optimization problem. The supply network optimization problems can be classified base on many criteria, and the first one is optimization objective. Different fields of researches focus on different optimization goals. Kutanoglu [6] , and the least carbon dioxide emission is considered in the green supply chain of [7] . At present, multi-objective optimization is more and more popular, and many literatures even took the cost, lead time and other factors as the objectives simultaneously [8] - [11] . Another criterion is the number of supply period, most of literatures focus on single-period supply [12] , [13] , while some latest research works focus on multi-period supply. Yongheng et al. researched spare parts supply network optimization in a finite planning horizon consisting of multiple equivalent time intervals [14] . Alumur et al. designed a multi-period supply network to deal with the adjustments of network structure and changes in the capacities of the facilities [15] . In addition, the spare parts supply can also be classified according to the different supply network structure. The most conventional structure is that of forward supply network [16] . For the sake of emergency supply, there are also some networks with lateral transshipment [17] . At present, there are more research works focus on reverse supply and closed-loop supply networks, such as the works by [18] and [19] . The above characters are all applicable to the spare parts supply optimization, but different from general production, spare parts supply needs to be combined with maintenance policy and inventory policy.
B. INVENTORY POLICY
Many researches have been done to optimize the spare parts inventory. According to the way of reviewing, the inventory policy can be divided into continuous review policy and periodic review policy [20] . In the continuous review policy, such as (s, S) [3] and (s, Q) policy [21] , the inventory levels are checked continuously. In the periodic review policy, such as (T , S) [22] and (T , Q) policy [23] , the inventory levels are checked periodically. In addition, according to the difference of inventory structure, it can be divided into single-echelon and multi-echelon inventory system. In multi-echelon inventory system, they usually consider two echelon system with one warehouse serves multiple identical customers. In fact, the consumption and lead times of different customers are different, so the customers should be distinguished. In many inventory related researches, the definitions of the lead times are also different. In [24] , they defined the lead time as the transportation time, and Al-Rifai et al. considered the lead time as the sum of ordering time and transportation time [25] . In order to simplify the model, many literatures set lead time as 0 [26] , some other literatures set lead time as a fixed value [27] , and there are also some assumed that lead time is a random variable subjected to a specific distribution [28] . But, none of them get the lead time by calculation. In this paper, the accurate lead time is calculated by spare parts supply optimization, and the lead time of each customer is different. To sum up, a multi-echelon (T , S) inventory policy is used in this paper, and the lead times of each customer can be calculated by joint optimization.
C. JOINT OPTIMIZATION
Most of the joint optimization of spare parts focus on the joint of maintenance and inventory policy, but few of them studied on the joint of supply and inventory. In this paper, the critical related literatures are summarized. Hnaien et al. studied a two-level supply chain inventory-transportation management problem [28] . In their network, there is one supplier serves a group of customers, and the demands of customers are known and change period by period. Kang et al. researched a transportation-inventory network design problem involving one supplier and multiple customers to determine which customer should serve as distribution centers and how to allocate the other customers to the distribution centers [29] . They assumed that the safety stock must be maintained to achieve suitable service level S. Their model set that each customer can only be served using a single distribution center, and all lead times are same. Shu et al. studied on integrated inventory and transportation problem of singleechelon service parts logistics system [30] . The inventories of facilities are controlled by a one-for-one replenishment policy (also called (S − 1, S) policy). The replenishment lead time was assumed to be same for each facilitiy. IKonur et al. studied an integrated inventory control and transportation planning problem [31] . To simplify the model, the demand rate for the item is deterministic and constant over time, and the lead time is fixed. Zhao et al. proposed an integrated single-vendor multi-buyer inventory-transportation supply model [32] . They set the demands are constant and deterministic. The lead time was sasummed to be zero in their model. In the integration decisions of inventory and transportation system proposed by [33] , a certain lead time was assumed.
It can be seen that, most of the joint optimization considers the networks with one warehouse serves multiple customers. Few literature has studied many-to-many supply network and none of them distinguished the lead times of different customers.
D. SOLUTION ALGORITHM
With more and more complex situations are considered, most of supply models are non-linear NP-hard optimization problems, which brings great challenges to solve by using traditional algorithms. In this year, the heuristic and meta-heuristic algorithms have been greatly extended. Particle swarm optimization (PSO), as the most used classical intelligent optimization algorithm, is widely used in spare parts supply optimization [34] . Many improved PSO algorithms are also proposed to solve more complex problems such as dynamic optimization, multi-objective optimization [35] , and so on. In order to solve the problem of multi-period optimization like the problem in this paper, many dynamic particle swarm optimization algorithms are proposed. Liu et al. proposed a multi-swarm particle swarm optimization algorithm to deal with dynamic optimization problem [36] . In their algorithm, a similarity detection operator was used to detect the change of the problem, and a memory based dynamic mechanism was adopted to response to the change. They also adopted a multi swarm mechanism to keep the diversity of the population. Wei et al. used a dynamic PSO to solve the optimization problem with dynamic constraint [37] . When a change was detected, some sensitive particles were chose based on uniform design method to be added in the new population. In this way, some information of the population in last environment can be used to guide the convergence of new population.
III. MODELING A. PROBLEM DESCRIPTION AND ASSUMPTIONS
The three-echelon spare parts supply network is composed of warehouses, distribution centers and customers, as shown in Figure 1 . Spare parts are transported from the warehouses to distribution centers. After all the spare parts arrived at the distribution centers, the spare parts are then distributed to customers synchronously. Each customer consists of equipment using unit and inventory unit. The damaged spare parts in equipment using unit are replaced by new ones which are provided by the inventory unit. In each customer, the failure rate of spare parts is always determined and the (T , S) inventory policy is applied.
Due to the intermittency of the replacement, the spare parts demands are usually intermittent, so the supply of the spare parts is accomplished in multiple periods. The aim of this model is to find the optimal distribution scheme in each period. The decision variables are the volume of spare parts allocated in the nodes of the supply network. The objective is the minimum total costs, and the constraints such as support degree should be satisfied.
Firstly, according to the lifetime distribution and maintenance method (replacement) of spare parts, we can get the spare parts consumption in a given time interval. Then the spare parts demands can be calculate under the certain inventory policy. As long as the spare parts demands and the priori information of the nodes (such as distance, capacity, and so on) are determined, the spare parts supply network could be optimized with the objective of minimal costs and the constraint of support degree. The given time interval in this model refer to the time that last from the arrival of spare parts supplied in previous period to the arrival of spare parts in current period, which can be formulate as the supply interval pluses the lead time of this period and then minus the lead time of last period. The lead time is calculated when optimize the spare parts supply. Because the spare parts can not arrive at the same time, the lead time of each customer is different. The detail will be discussed in the following.
The model should be based on assumptions as follows: 1. The warehouse has infinite stock, and the inventory cost of warehouse is not considered.
The distribution centers have no storage capacity. There
is no inventory after the end of spare parts supply in the current period, so the inventory costs of the distribution centers are not taken into account.
3. Only single kind of key spare parts is considered, the lifetime distribution of the spare parts is known. That is, the probability density function, the cumulative density function, and the failure rate are all known. 4. The damaged spare parts are replaced and as good as new after replacement. The replacement time is neglected. 5. Each customer equipped with multiple equipment.
There is only one critical spare part on each equipment. 6. The transportation costs/time between warehouse and distribution centers and the transportation costs/time between distribution centers and the customers are known and fixed. 7. The inventory costs of customers and the downtime loss are known and fixed. 8. All customers have the same degree of importance and the maximum inventory levels are known and fixed. 9. Define the lead time as the transportation time in the supply network. 10. The situation of lateral transshipment between customers is not taken into account. Firstly, the spare parts consumption of the customer is calculated according to the lifetime distribution of the spare parts. In order to repair the fault equipment at the shortest time and to shorten the breakdown time, a quick and simple replacement maintenance policy is adopted. The replacement time can be ignored because it's very short compared to the lead time and supply interval. In this case, if the spare parts are sufficient, the consumption of spare parts in single equipment can be regarded as a cold standby system.
In a finite time horizon h, f (h) represents the failure probability density function of the spare part and F(h) represents the cumulative distribution function. According to the update process, the probability that there are exactly s spare parts being replaced (spare parts consumption is s) within the horizon h is as follows:
where F s (h) represents the s-fold convolution of F(h).
In order to guarantee the maximum support degree P, the amount of required spare parts should meet following formula [38] :
For Eqs. (2), many literatures give the formula for calculating the consumption of spare parts with different lifetime distributions: (1) If the lifetime of spare part is subject to an Exponential distribution whose failure rate is λ, the consumption N is approximately equal to λh + µ P √ λh, whereµ P is the quantile of standard Normal distribution;
(2) If the lifetime of spare part is subject to an Normal distribution with mean µ and standard deviation σ , the consumption N is approximately equal to h/µ + µ P σ 2 h/µ 3 ; (3) If the lifetime of spare part is subject to an Weibull distribution whose shape parameter, scale parameter, and location parameter are β, η, and γ = 0, respectively. Then the consumption N is approximately equal to [39] . The above derivations can be found in the relevant literatures and will not be introduced in this paper. Figure 3 shows the consumption process of spare parts in period τ . The horizontal axis represents time, and the vertical axis represents the inventory level,arrive and order represent arrival moment and order timing, respectively. As can be seen from the figure, the supply begin at t 0 , when the decision maker begins to calculate the spare parts demands of each customer. The consumption between t 0 and Arrive(τ − 1) is met by the spare parts supply in the period τ − 1. The spare parts supply in period τ should meet the consumption between Arrive(τ − 1) and Arrive(τ ), which can be divided in the consumption in supply interval of period τ and the consumption in lead time of period τ .
Base on Eqs.
(2), the consumption in supply interval of period τ is as follows:
where L kt−1 is the lead time of period τ −1, and inf represents infimum.
The consumption in lead time of period τ is as follows:
where L kτ is the lead time of customer k in period τ . So, the spare parts demand in period τ is as follows:
The goal of the model is to minimize the total costs which include ordering cost, transportation cost, inventory cost, and downtime loss of each period. The objective function of this paper is defined as follows:
where the first two terms of the function are transportation cost, the third term is inventory cost, the fourth term is order cost, and the last term is downtime loss. All costs are expressed by the product the number of spare parts and the unit cost. The expression of downtime loss is as follows: If the customer's inventory level drops to 0 before the spare parts arrive, an out-of-stock occurs, which lead to equipment breakdown until the supplied spare parts arrive. The loss caused by equipment downtime is called downtime loss, and the downtime loss of the customer k in period τ is formulated as follows:
where sgn(x) is step function. When x is positive, the function is equal to 1; when x equal to 0, the function is equal to 0; when x is negative, the function is equal to −1. It can be seen that, if there is remaining inventory in the customer, that is, S k − N τ k ≥ 0, then − min(S k − N τ k , 0) = 0 and sgn(− min(S k − N τ k , 0)) = 0, the total downtime loss is 0. Otherwise, when the inventory is empty andS k −N τ k < 0, then there is − min(S k −N τ k , 0) > 0, sgn(− min(S k −N τ k , 0)) = 1, and the total downtime loss is C d k n k . The model should satisfy the following constraints. First of all, the amount of spare parts supply should meet the demands of customers in all periods. The spare parts demand is as follows:
which can also be formulated as d τ
It can be seen that if the inventory level is greater than 0, the spare parts demand is equal to the consumption; if the inventory level reaches 0, the spare parts demand is equal to the maximal inventory level. Secondly, since the distribution centers have no inventory capacity, the output of spare parts should be equal to the input in the distribution center, which is called flow balance constraint:
At the same time, the capacity of each distribution center is limited, the number of spare parts should not exceed its maximum distribution capacity, which is called capacity constraint:
In this model, we set that the spare parts can be distributed to customers only after all the spare parts arrive at the distribution centers. For different customers, the lead times between warehouse and distribution centers are the same, but the lead times between distribution centers and customers are determined by the arrival time of the last batch of spare parts. So the lead times of customers are different with each other. The lead time of customer k in the period τ is as follows:
Finally, the model specifies the variable type:
To sum up, the multi-period joint optimization model of spare parts supply is as follows:
Consumption process of spare parts in period τ .
IV. SOLUTION ALGORITHM
The model proposed in this paper is a nonlinear integer optimization problem, and it is difficult to find the optimal solution by using traditional exact algorithms. Therefore, the meta-heuristic algorithm is adopted to solve the model. Particle swarm optimization algorithm, as one of the most widely used meta-heuristic algorithms, is improved and used to solve the model in this paper.
Because the supply optimization model in this paper is divided into multiple periods, the lead time in each period is different, which lead to the demands change period by period. When parameters and optimization environment change, the optimal solution of the previous period will not be optimal any more. In order to solve thus dynamic optimization problem, an environment change detect operator and an environment change response strategy are adopted into the standard particle swarm optimization algorithm. The optimal solution of the model is solved by the improved dynamic particle swarm algorithm.
A. STANDARD PSO
Particle swarm optimization adopts a random search mechanism to simulate the group behavior of animals in nature. The particles converge to the optimal particle obey a specific moving mechanism. The updating process of particles is the most important part of the algorithm, which is as follows:
where x i (t + 1) and x i (t) are the position of particle i in the tth and t + 1th iteration, v i is velocity of particle i, andN is the size of population; ω represents inertia weight that controls the effect of the previous velocity on the new velocity; c 1 and c 2 are cognitive and social coefficients, which drive particles towards local best positions and global best positions, respectively; P ibest is the best local position (solution) found by particle i, and P gbest is the best solution found in the whole population; rand 1 and rand 2 are two random numbers with uniform distribution U [0, 1]. The basic steps of standard particle swarm optimization are as follows:
However, the standard PSO also has some disadvantages, such as there are too many parameters, and it is difficult to determine the optimal combination of these parameters when solving different optimization problems. Otherwise, for the complex nonconvex optimization, particle swarm optimization may converge prematurely and fall into local optimization. In order to solve these problems, many scholars have proposed some strategies to improve the PSO algorithm, such
Algorithm 1 Particle Swarm Optimization
• Initialize the population P, velocity of particles v i , the best local position P ibest and the best global solution P gbest of the population, and the parameters (c 1 , c 2 , ω)
Update the position of x i based on Eqs. (13) and Eqs. (14) • End • End as multi-swarm strategy [40] , self-adaption strategy [41] , and so on.
B. DYNAMIC OPTIMIZATION MECHANISM
The change of parameters will lead to the optimization environment changes. The dynamic optimization algorithm should be able to detect the change and optimize the new problem quickly [42] . To solve this dynamic optimization problem by using PSO algorithm, an environmental change detection strategy and an environmental change response strategy are proposed. The most common used method to detect the environment change is to use a detect particle to calculate the fitness function before and after environment change. If the value of the fitness function changes, it means that the environment has changed [43] . But there are many flaws in this method, for example, in the case of fitness function is fitness = |c|·x 1 +x 2 . If the parameter c changes from −1 to 1, fitness function will not change, but the environment has changed. Therefore, a new environment change detection strategy is proposed in this paper. This strategy does not judge the change by using particles, but detects the change of model parameters directly.
The proposed detection operator is as follows:
where C t represents the model parameter of iteration t, and C t represents the parameter of iteration t − 1. It can be seen that: (1) As long as there is a parameter changes, the corresponding step function is equal to 1, and the value of Detector t is 1; (2) The value of Detector t is equal to 0 only when there is no parameter changes. Therefore, the detection operator can detect the change of environment at the first time.
After the environment change is detected, the new optimization model should be solved. A memory mechanism is used in this dynamic algorithm. After the environment change, P gbest and P ibest should be reinitialize because they are not suitable to be applied in the new problem. There are some literatures require the population should be reinitialized, too. However, this approach makes against the fast convergence of the algorithm. Because there is no great change in the structure of the model in this paper, and some useful information is usually retained in the population of the last environment. So, the previous population keeps unchanged when environment changes. However, in this way, the memory mechanism will make the algorithm fall into local optimal, which is also the problem faced by most of dynamic optimization algorithms. This paper uses a neighborhood search strategy to reduce this problem by keeping the diversity of the population after environment changes.
C. SELF-ADAPTION NEIGHBORHOOD SEARCH STRATEGY
The adaptive neighborhood search strategy is adopted after the position of particle is updated in each iteration. Every variable of the particle searches around its neighborhood in a certain probability. Set x = [x 1 , x 2 , · · · , x D ] as the position of the updated particle, x i is the ith dimension variable in the particle, then
where s is the search length which is simulated by Mantegna algorithm:
where µ and υ follow Normal distribution of which mean value are all equal to 0 and variances are as follows:
Then x i will change greatly with a very small probability and remain unchanged with a large probability. For example, if x i = [2, 5, 6, 9, 10, 8] , after the neighborhood search, x i will become x i = [2, 5, 12, 9, 10, 8] . It can be seen that only one-dimensional variable has changed.
At the same time, the search probability P t search gradually tuned in an adaptive way. At the early stage of the iteration, we hope that the particles can explore the global space, so the search probability is usually relative larger. As the iteration increases, the search is weakened by decreasing the search probability, and the local exploitation capability of the population is improved. When the optimization environment changes, in order to improve the diversity of the population again, it is also necessary to reinitialize the search probability. Above all, the search probability in the improved algorithm is as follows (19) , shown at the bottom of the next page, where P τ search is the search probability in period τ , P 0 ∈ [0, 1] is the initial search probability, max _iter τ represents the maximal iteration in period τ , iter τ represents the current iterations in period τ , iter represents the current iterations in the whole planning horizon, τ = iter max _iter/period , period is the total number of periods in the planning horizon.
For example, a dynamic optimization problem consists five periods, and each period will be optimized 1000 iterations, P 0 = 1. Then, there is, τ = . The variation trend of search probability is shown in Figure 4 . In this way, the adjustment of the search probability can balance the convergence and diversity of the population.
D. FITNESS FUNCTION
Define fitness functions as the sum of objective function and penalty term:
where f ( x ) is fitness function, C( x ) is objective function, M is penalty coefficient, and P( x ) is constraint violation. Define constraint violation P( x ) as follows:
where
, while h j ( x ) = 0 is equality constraint. εis a very small real number. In order to ensure the global exploration during the early iterations of the optimization, M is defined as: (22) where M 0 is a constant large real number. It can be seen that the penalty for the infeasible solution gradually strengthened with the increase of iteration in each period.
E. PARTICLE ENCODING
In this paper, the integer number coding method is used, and the variables of each dimension on the particle represent the volume of spare parts supplied between nodes in one period. As shown in Figure 5 , if there are only one warehouse, the fist j variables represent the number of spare parts supplied from the warehouse to the distribution centers, x j+1 ∼ x j+k represent the spare parts supplied from the first distribution center to all customers, x j+k+1 ∼ x j+2k represent the spare parts supplied from the second distribution center to all customers, and so on.
F. ALGORITHM FRAMEWORK
As is stated above, the steps of the proposed self-adaption neighborhood search dynamic particle swarm optimization algorithm (SNDPSO) are shown as algorithm 2.
Algorithm 2 SNDPSO
• Initialize the population P, velocity of particles v i , the best local position P ibest , the best global solution P gbest , and the parameters (c 1 , c 2 , ω); initialize the τ , initial penalty factor M 0 , and search probability P τ In our case, a three echelon supply system consisting of one warehouse, three distribution centers and six customers is considered. The damaged electronic component (spare parts) of the equipment should be replaced, and the lifetime distribution of the spare part is known and shown in Table 1 .
iter − (max _iter 1 + · · · + max _iter τ −1 ) max _iter τ The entire supply horizon is divided into five periods, and each period lasts 10000 hours. Table 2 shows the number of equipment n k , maximum inventory level S k , support degree P k , quantiles of standard Normal distribution µ P , and related cost parameters of each customer. The unit transportation time and transportation cost between warehouse and distribution centers and those between distribution centers and customers are shown in Table 3 and Table 4 , respectively. At the same time, the maximum distribution capacities of the three distribution centers are 160, 180, and 180, respectively.
The simulation studies were carried out in a MAT-LAB 2014b platform on an ASUS laptop with 5-6300HQ 2.3GBz CPU, 4GB RAM in Windows 7.0(64-bit) environment. The parameters of the algorithm are set as follow: maxiter = 5000, N = 100, c 1 = 1.6962, c 2 = 1.8962, ω = 0.7298, P 0 = 1, and β = 1.5. The parameters of the model are set as follows: M 0 = 1000000 and ε = 0.00001.
B. RESULTS ANALYSIS
The case is optimized by using our SNDPSO algorithm, and the optimal solution is obtained. Figure 6 shows the convergence curves of the fitness function, objective function, and the constraint violation. Both Figure ( The fitness function and the constraint violations are all decrease progressively, and this trend repeats after the change of environment. It can be seen from Figure (a) that, all the functions have been converged when optimization of each period is completed, which indicates that the optimal solution to minimize the fitness function has been obtained. Moreover, the fitness functions are equal to the objective functions at the end each stage, which shows that the constraint violation of the model is 0 and the optimal solutions of the model are feasible. This conclusion can also be confirmed by Figure (c) , in which all the constraint violation converge to 0 in the end of optimization. Table 5 gives the optimal solution of the model, then the optimal supply scheme can be obtained according to the coding method shown in section 4.5 of this paper. The data in each row corresponds to the optimal results of each supply period. In each row, the data of column 1-3 correspond to the quantity of spare parts supplied from warehouse to distribution centers, the column 4-9 corresponds to the quantity of spare parts distributed from the first distribution center to customers, and so on. Table 6 shows the related results corresponding to the optimal solution in Table 5 , which include the cost in each period, the total cost of supply, the spare parts consumption in each period, the lead time in each period, and the downtime in each period. As the breakdown loss are all equal 0, there is no shortage of spare parts in all periods. On the premise of no breakdown, the following rules are generally satisfied: the more spare parts are consumed, the greater the total cost is, and the larger the lead time is.
C. RESULTS COMPARISION OF THE TWO DIFFERENT INVENTORY MODELS
Two different inventory models are considered. The first one is the (T , S) policy in this paper which takes into account the delayed consumption. The second one is the basic (T , S) policy, which does not consider the delayed consumption. The results of the optimization are given in Table 7 . It can be seen that the traditional (T , S) policy does not consider the delayed consumption, so the spare parts demands in this case are less. However, there will be a spare parts shortage and downtime losses. Therefore, the inventory model in this paper can save more total costs.
D. RESULTS COMPARISION OF DYNAMICC OPTIMIZATION AND STATIC OPTIMIZATION
In order to analyze the effect of dynamic optimization strategy, the model is also solved by a static optimization method. Different with dynamic optimization, the static optimization strategy set the supply scheme of the entire horizon as decision variables, and the total cost of the entire horizon as the objective function. The objective function of the static model is as follows:
The coding method of static optimization is as follows: The static optimization model is solved by self-adaptive search particle swarm optimization without dynamic response strategy. The results of the two optimization strategies are shown in Table 8 . In each cell, if there are multiple rows of data, each row represents the result of corresponding period, and each column represents the result of corresponding customer. It can be seen that, compared with the results of static strategy, the dynamic optimization strategy can save 214375 total cost.
VI. SENSITIVITY ANALYSIS A. ANALYSIS OF THE RESULTS WITH DIFFERENT FAILURE RATES
Different failure rates λ are set, and the optimization results with different failure rates are shown in Table 9 . As the failure rate increasing, the consumption of spare parts will gradually increase, and the corresponding lead time and cost will also increase gradually. There is breakdown loss when the failure rate is up to 4 × 10 −4 . In this case, the customer's spare parts inventory run out and the equipment are all breakdown, and the total cost is much greater than that when there is no breakdown. Therefore, in real world spare parts supply, it should eliminate or minimize downtime as much as possible.
B. ANANLYSIS OF THE RESULTS WITH DIFFERENT INVENTORY LEVELS
In order to study the influence of inventory level on supply, the scenarios under different inventory levels are analyzed. The inventory level of each customer increases gradually from scenario 1 to scenario 5. The result of each scenario is shown in table 10. It can be seen from the results that the change of inventory level has little effect on the consumption of spare parts in the first period, which is due to the fact that the consumption of spare parts of the first period is not affected by the lead time of the previous period. The spare parts consumption in other periods is different slightly with the adjustment of inventory level, but it has little effect on spare parts consumption in a whole. In the first two rows of the table, the downtime loss in supply is not equal to 0, which is due to the consumption of spare parts is greater than inventory level, and the inventory level of spare parts drops to 0 before the arrival of the supplied spare parts.
With the increase of inventory level, the equipment breakdown is avoided, but the excessive inventory does not reduce the cost remarkably, so the appropriate inventory level should be selected in the spare parts supply.
C. ANALYSIS OF THE RESULTS WITH STANDARD PSO AND SNDPSO ALGORITHM
In order to test the effect of the self-adaption neighborhood search strategy proposed in this paper, three PSO algorithms are used to solve the model. The search probabilities P − search in the three algorithms are set as 0, 1, and self-adaption, respectively. When P − search = 0, the particles will not search the neighborhood after update; when P − search = 1, the particles search the neighborhood in the full probability; when the self-adaption strategy is adopted, the particles will search in an adjusted probability. Figure 8 shows the convergence of fitness function with different strategy, the x-axis represents the number of iterations, and the y-axis represents the value of fitness function. It can be seen from the figure that when there is no neighborhood search strategy, the fitness function value is much larger than that in the other two cases. Meanwhile, the algorithm will nearly no longer converge after the environment changes, which is because the diversity of the population is very poor, and the algorithm falls into local optimization. Then, the two algorithms with neighborhood search strategy are analyzed. Obviously, their results are better than that without neighborhood search. In addition, the algorithm with adaptive strategy has the best convergence. This is because if the particle searches the neighborhood ceaselessly, the population cannot converge to the optimal particle. The self-adaption strategy guaranteed the particle no longer search in a large-scale space in the end of iteration. In this way, we can guarantee the global exploration at the early iteration, as well as, the local exploitation at the end of iteration.
VII. CONCLUSION
In this paper, the inventory policy is combined with the multi-period and multi-echelon spare parts supply network optimization. In the joint optimization, the periodic review order-up-to-S inventory policy is used to determine the spare parts demand and the timing of supply, and the supply strategy is used to calculate the lead time and the optimal distribution scheme. A multi-period joint optimization model of spare parts supply and inventory is established. Compared with other models, this model does not simplify the demand and lead time excessively, which is more in line with the actual situation of spare parts supply. Because the model is nonlinear, non-convex and dynamically changes, it is difficult to solve the optimal solution of the model by using traditional methods. An improved PSO algorithm named SNDPSO with an environmental detection operator and two different environmental change response strategies is proposed. In order to balance the diversity and convergence of the population after the change of the environment, an adaptive neighborhood search strategy is adopted. The model and algorithm are verified by a case study. The correctness and superiority of the model and algorithm are verified by result analysis and sensitivity analysis. We hope that the thought and method of this paper can provide reference for the spare parts supply in engineering and military.
In this paper, the parameters in the inventory strategy are given as known, which can be regard as optimized objects in the future research. In addition, it can be continue to study the supply of spare parts under different lifetime distribution and different inventory policies such as (s, S), (T , Q), and so on.
