Abstract. There are some identities between the representations of Hecke operators defined on a subspace of modular forms associated with orders of a Quaternion algebra. In this paper, we find the identities between the zeta functions attached to these representations.
Introduction
An order M of a quaternion algebra A over a local field k is called primitive if it satisfies one of following conditions. If A is a division algebra, M contains the full ring of integers of a quadratic extension field of k. If A is isomorphic to Mat 2×2 (k), then M contains a subring which is isomorphic either to O ⊕ O, where O is the ring of integers in k or to the full ring of integers in a quadratic extension field of k. In [3] and [5] , a certain subspace of modular forms was studied by using the arithmetic theory of orders in quaternion algebras. Since Brandt matrices B(n) and Hecke Operators T (n) generate semi simple commutative rings, if traces of Brandt matrices and Hecke operators are identical, then Brandt matrices give a representation of the Hecke operators on a space generated by theta series. In [8] , Shimizu investigated some arithmetic properties of orders in a quaternion algebra and he found some identities between the zeta functions defined on different orders on quaternion algebras. In order to prove the identities, he investigated the trace formula of Hecke operators which were used to define the zeta functions. Hence, there are some similarities between the work [3] and [8] . In this paper, as an application of [4] , we will find some identities between Brandt matrices and zeta functions defined with these matrices, which are generalizations of [8] .
Orders and Brandt matrices
In this section, we summerize how to construct Brandt matrices with orders. For the computational convenience, we restrict ourselves that A is a rational quaternion algebra ramified precisely at a prime q and ∞. That is, A q = A ⊗ Q q and A ∞ = A ⊗ R are division algebras where Q p is a local field. On the other hand,
Let L(p) be a quadratic extension field of Q p . It is well known that α β βᾱ α, β ∈ L is a quaternion algebra over Q p which is isomor-
α ∈ L is identical with α 0 0ᾱ in A p . Hence, we can define the norm of an element in A as its determinant. Let P L be the prime ideal of O L , the ring of integers in L = L(p). In [5] , we have proved that the possibilities of an order, Λ, of A p containing O L are as follows:
for some nonnegative integer ν, where ξ is as above. Hence the level of order M of A can be defined. Definition 1. Let A be a quaternion algebra ramified precisely at one finite prime q and ∞. For finite odd primes,
From now on, let A be a quaternion algebra ramified precisely at the odd prime q and ∞. Here, we will restrict ourselves with an order O in a quaternion algebra which has level N = (q; L(p), ν(p)) with ν(p) > 1, where L(p) is a quadratic extension field of Q p .
Let O be an order of level N in A. A left O ideal I is a lattice on A such that I p = O p a p (for some a p ∈ A × p ) for all p < ∞. Two left O ideals I and J are said to belong to the same class if I = Ja for some a ∈ A × . Analogously, right O ideals can be defined. The class number of left ideals for any order O of level N is the number of distinct classes of such ideals as usual sense.
The norm of an ideal, denoted by N (I), is the positive rational number which generates the fractional ideal of Q generated by {N (a)|a ∈ I}. The conjugate of an ideal I, denoted byĪ, is given byĪ = {ā|a ∈ I} and the inverse of an ideal, denoted by I −1 , is given by
Proof. See Proposition 2.13 and 2.15 of [6] .
There are several literatures dealt with the definition of Brandt matrices with an order of a quaternion algebra. For a nonnegative integer n, we define the generalized Brandt matrices B(n) = B(n; N ) associated with an order O, in the same manner as Eichler's (See [1] , equation 15 and 15a on the page 105). For the details, see [1] , [3] or [5] .
Let O be an order of A with level N and let I 1 , I 2 , · · · , I H be a representatives of (left) ideal classes of O with H, the class number. Then let e j be the number of unit elements in O j , the right order of I j . The entries of Brandt matrices are defined as b ij (n) = 
3. Hecke operators 3.1. In the previous section, we defined Brandt matrices. We are now explain how they are related with Hecke operators. Fix an order O
where the product is over all l finite and infinite. Via the local global correspondence, J A acts transitively on the left O ideals.
Let
l for all l < ∞}. Sincê aUâ −1 is commensurable with U for allâ ∈ J A , Hecke ring R(U, J A ) can be defined as the free Z-module generated by all double cosets UâU , a ∈ J A with multiplication defined as in [9] .
Let J Q denote the idele group of Q and put
For a positive integer n, we denote by T (n) the element of R(U, J A ) which is the sum of all double cosets UâU such that the left ideal Oâ is integral and of norm n. That is, a l ∈ O l for all l < ∞ and N (â) ∈ nU (Z), whereâ = (a l ).
and it is called a Hecke operator.
3.2.
We are now in position to explain the space of automorphic functions which Hecke operators act on. For this, we modify the idea in section 5 in [3] to our case. Fix an isomorphism A ∞ ⊗ C = (A ∞ ⊗ Q R) ⊗ C Mat 2 (C) which gives a natural embedding of A × ∞ into GL 2 (C). Let ψ denote the projection D N → A × ∞ and this embedding A × ∞ ⊂ GL 2 (C). Denote by ϕ the mapping given by
It is well known that
where h is the class number of O.
3.3.
The double coset representativex λ = (x λl ) can be chosen so that 
for all u ∈ U , x ∈ J A , and α ∈ A × . We define a representation of the Hecke ring R(U, D N ) on M 2 (O) as follows. For a double coset U yU ∈ R(U, D N ), let U yU = ∪ i U y i be its decomposition into disjoint right cosets.
We denote by ρ(U yU ) the operator defined by
It is easy to see that ρ(U yU ) is an endomorphism on all of R(U, D N ) by linearity. 
Proof. Let O be another order in A having the same level as
for f (x) ∈ M 2 (O ) and extending by linearity. It follows by an easy calculation that ψ is in fact an
Remark. In [5] , we have proved that Brandt matrices generate a set of theta series which are modular forms of weight 2. Also, Brandt matrices are the representation matrices of Hecke operators acting on a subspace of these modular forms.
Next, we like to explain the representative theoretic approach to Brandt matrices.
Elements of M 2 (O) are completely determined by their values atx
Using this isomorphism, we consider ρ as giving a representation of D N ) , we can represent R(ξ) as the matrix
where ρ λµ (ξ) is the linear map of F µ to F λ which is the composition of the canonical injection of F µ into F 1 ⊕ · · · ⊕ F h , the inverse of the isomorphism in (3.1), ρ(ξ), the isomorphism in (3.1) and finally the canonical projection of
where e λ = |U λ |. p λ defines a projection of F into F λ . Let i λ denote the canonical injection of F λ into F . For ξ ∈ R(U, D N ), put
Then β λµ (ξ) is an endomorphism of F and
gives an endomorphism of F h = F ⊕ · · · ⊕ F which is a matrix representation of R(ξ). That is, if we choose suitable bases, there exists a non-singular h × h matrix X such that
is just the Brandt matrix B(n; N ) defined in [5] .
Theorem 3.2. For n > 0 the matrix B(T (n)) defined in (3.3) is identical to Brandt matrix defined in the previous section.
where the sum is over all cosets U λx
where α is as in (3.4) and γ is over all γ ∈ U µ . Since ϕ(α)ϕ(γ) = ϕ(γα),
where the sum is over all η ∈ A × ∩x −1 µ U uUx λ . Thus
where the sum ξ is over all ξ = U yU such that y l ∈ O l for all l < ∞ and N (y) = n mod U (Z) and for fixed ξ, the sum η is as in (3.5). We claim
where the sum is over all η ∈ I −1 µ I λ with N (η) = nN (I λ )/N (I µ ). We recall that I λ = Ox λ and N (I λ ) is the unique positive rational number in the coset n(x λ )U (Z).
Assume that η ∈ I −1 µ I λ with N (η) = nN (I λ )/N (I µ ). Then lettinĝ
µ U yUx λ , where y l ∈ O l for all l < ∞ and n(y) = n mod U (Z), we have η ∈
Since the double coset U ηU is uniquely determined by η, we see that the two sums are identical.
Thus B λµ (T (n)) equals the λµth the entry of Brandt matrix which shows that the matrices B(T (n)) and B(n) are identical.
Equalities between zeta functions
By Theorem 3.2, we are able to define a zeta function using Brandt matrices because Brandt matrices are the representatives of Hecke operators. Let O(L i , ν) = O i (qp ν ) be an order of a quaternion algebra A of level N i . Then
This definition of zeta function on a quaternion algebra is similar to that of [7] . By the definition of a Brandt matrix, it is clear that ζ(s) is a matrix valued function. For two matrix valued functions f (s) and g(s), f (s) and g(s) will be identified if there exists a nonsingular matrix M such that M f (s)M −1 = g(s). As in [7] , we will use the trace formula to find some equalities between zeta functions on the orders in certain quaternion algebras. It is well known that there are two ramified nonisomorphic quadratic extension fields of Q p . For the notational convenience, let B(n; O i (qp ν ))= B(O i (qp ν )).
Proposition 4.1. Let A be a quaternion algebra ramified precisely at a finite prime q and ∞ and let O(L i , ν) = O i (qp ν ) be an order of a quaternion algebra A of level N i for i = 1, 2 and 3. We assume that L 1 is the unramified quadratic extension field of Q p and L 2 , L 3 are the two nonisomorphic ramified quadratic extension field of Q p . Then we have
Proof. See [4] .
Let O(q; L i , ν,ψ) = O i (qp ν ,ψ) be a special order of a quaternion algebra of level N i with a characterψ. In [6] , the Brandt matrix with this special order in a quaternion algebra is defined. For the details, see [3] or [6] . Proposition 4.2. Let k be an integer ≥ 2 satisfying ψ(−1) = (−1) k . We assume that L 1 is the unramified quadratic extension field of Q p and L 2 , L 3 are the two nonisomorphic ramified quadratic extension field of Q p . Then
Proof. See Lemma 6.15 in [3] .
In the following theorem, X ⊕ 2Y means the direct sum of X and two copies of Y , which is similar to the direct sum of zeta functions in [8] .
Theorem 4.3. Let A be a quaternion algebra ramified precisely at a finite prime q and ∞ and let O(L i , ν) = O i (qp ν ) be an order of a quaternion algebra A of level N i for i = 1, 2 and 3. We assume that L 1 is the unramified quadratic extension field of Q p and L 2 , L 3 are the two nonisomorphic ramified quadratic extension field of Q p . Then we have
Proof. This is immediate from Proposition 4.1. Proof. This is immediate from Proposition 4.2.
