An ideal of a local polynomial ring can be described by calculating a standard basis with respect to a local monomial ordering. However the usual standard basis algorithms are not numerically stable. A numerically stable approach to describing the ideal is by finding the space of dual functionals that annihilate it, which reduces the problem to one of linear algebra. There are several known algorithms for finding the truncated dual up to any specified degree, which is useful for describing zerodimensional ideals. We present a stopping criterion for positive-dimensional cases based on homogenization that guarantees all generators of the initial monomial ideal are found. This has applications for calculating Hilbert functions.
A Gröbner basis for a polynomial ideal provides a wealth of computational information, for example the dimension of the ideal, its Hilbert function, a way to answer the ideal membership question, and more. Computing a Gröbner basis is a well understood problem at least in the setting of exact computation, for example using the Buchberger algorithm. Roughly the same can be said about ideals in a local polynomial ring. In the exact setting we can compute a standard basis (the local equivalent of a Gröbner basis) using variations of Buchberger's algorithm such as those using Mora's Normal Form algorithm. A treatment of ideals in local rings and standard basis algorithms can be found in [3] and [6] .
However in many practical situations, using only exact computations becomes infeasible and we are forced to rely on approximate numerical data. For example many large systems of polynomials can only be solved in practice with numerical algorithms such as homotopy continuation. We may want to investigate the properties the ideal in the local ring at some solution point, but this point is only known to us approximately. Although we can approximate the point with arbitrarily high precision, the error can never be entirely eliminated. In this context the usual algorithms for computing a standard basis are unsuitable because they are not numerically stable. Even arbitrarily small errors in the initial data can produce results that are combinatorially incorrect, for instance incorrect values of the Hilbert function. Some of the alternative approaches for computing Hilbert functions, such as Janet basis algorithms [1] , must also be ruled out because they lack numerical stability. Other approaches useful in the exact setting can be found in [11] .
In a numerical setting, to compute the information provided by a Gröbner basis we need to tread carefully because many tools are no longer available to us. One avenue developed by Bates, et al. [2] is to find witness points of the various components of the variety in order to compute dimension of the ideal and other information. Another approach that can be used in the case of zero-dimensional ideals is computing a border basis of the ideal, which has better numerical stability than Gröbner basis computations [7] . In this paper we will focus on an approach which uses purely local information: computing the local dual space of the ideal. The dual space is the vector space of all functionals that annihilate every element of the ideal. This idea was first developed in the seminal work of Macaulay [10] . The dual space of an ideal can provide much of the same information as a standard basis, such as the Hilbert function of the ideal, and a test for ideal membership.
There are several algorithms for computing the dual space of an ideal in a local ring, truncated at some degree. One that will be discussed in this paper is the Dayton-Zeng algorithm presented in [4] , and another is the Mourrain algorithm presented in [12] , although both are based on the ideas of Macaulay. The numerical advantage to dual space algorithms is that they reduce the problem to finding the kernel of a matrix. This can be done in a numerically stable way using singular value decomposition (SVD).
These truncated dual space algorithms provide a way to fully characterize the local properties of an ideal when the ideal is zero-dimensional, i.e. the point of interest is an isolated solution. In this case the dual space has finite dimension, so truncating at a high enough dimension we will find a basis for the whole space. However, when the ideal is not zero-dimensional or when the dimension is not known a priori, this strategy will fall short.
Our contribution is a method of finding the truncated dual space up to sufficient degree to ensure that the important features of the local ideal are found. In particular, this means finding an explicit formula for the Hilbert function of the ideal at all values, not just the values up to some finite degree. The method presented can also be used to recover a standard basis for the ideal, which as far as we know is not possible using existing truncated dual space algorithms alone in a numerical setting. Additionally these tools can be used to answer the ideal membership test for polynomials up to some bounded degree. In this way we can describe the local properties of an ideal numerically, using purely local information, for an ideal of any dimension. We have implemented this method in the Macaulay2 computer algebra system [5] . Our code can be found at http://people.math.gatech.edu/~rkrone3/NHcode.html.
A potential application for this result is for developing numerical algorithms for computing the primary decomposition of an ideal. Current algorithms for primary decomposition use elimination theory which relies on Gröbner bases. On the numerical side, there are algorithms for decomposing a variety into irreducible components. As discussed in [8] , this is done by intersecting with random affine spaces of the correct dimension to collect witness points on various components. Then homotopy methods are used to decide which witness points belong to the same components. This is part way to a primary decomposition, since the irreducible components correspond to the minimal associated primes. However the remaining obstacle is numerically detecting embedded components of the ideal. Given a point of interest on the variety that has been found numerically, knowledge of the Hilbert function may help decide whether or not the point sits in an embedded component.
In Section 1 we describe preliminary information, defining a standard basis and the Hilbert function of an ideal in a local ring, as well as algorithms to calculate them. In Section 2 we define the dual space of an ideal, and show how the dual space can be used to recover information about the ideal. We also describe the Dayton-Zeng and Mourrain algorithms here. In Section 3 we show how the homogenization of an ideal I motivates an algorithm for finding the truncated dual up to sufficient degree and Sections 4 and 5 contain our main result: an algorithm for finding the Hilbert function and standard basis for an ideal in a numerically stable way using the dual space.
Preliminaries
Let f 1 , . . . , f s be a system of polynomials in ring R = k[x 1 , . . . , x n ] where k is a field, and let J = f 1 , . . . , f s . In practice we can assume k = C because we are interested primarily in numerical applications. Suppose the point b ∈ A n (k) is known to be in the zero set of these polynomials, but b has been calculated numerically so it may not lie exactly on the variety. We would like to characterize the zero set V(J) in a neighborhood of b.
The proper context for answering these local questions is in the local ring at b. Let R b be the localization of R with respect to the maximal ideal m = x 1 − b 1 , . . . , x n − b n , so
Let I be the extension of J in this local ring I = JR b . Without loss of generality we will take b = (0, . . . , 0). This makes calculations simpler, and for b = 0 we can translate elements of R b to the origin by substituting each x i with x i + b i . Every f ∈ R 0 can be expressed as a power series which converges in some neighborhood of the origin, so
with each c α ∈ k. Here α = (α 1 , . . . , α n ) is a multi-index and x α denotes the monomial x
|α| is the degree of x α . The ring R 0 is equipped with a local order >.
Definition 1.
A local order is a total order on the monomials of a local ring that is compatible with multiplication, and has 1 > x i for all x i (in contrast to a monomial order where 1 < x i ).
Taking the reverse of any monomial order produces a local order and vice versa. We will take the local order to be anti-graded, meaning that it respects the degree of the monomials, similar to a graded monomial order. Let in > f denote the lead term of f ∈ R 0 . Note that even if f is not polynomial, it still has a well defined lead term when considered as a power series. Let in > I denote the initial ideal of I, in > I = in > f |f ∈ I .
In an exact setting questions about I could be answered by finding a standard basis, which is the local equivalent of a Gröbner basis.
Definition 2. Given a local order > on R 0 , a standard basis G of ideal I is a finite set G = {g 1 , . . . , g r } ⊂ I with in > g 1 , . . . , in > g r = in > I.
The simplest algorithm for calculating a standard basis is the Buchberger algorithm (as with a Gröbner basis). For any f, g ∈ R 0 define their S-pair as
Next define the normal form of an element f ∈ R 0 with respect to a finite set of polynomials G = {g 1 , . . . , g r } ∈ R 0 to be a polynomial
for some unit u and polynomials
is not divisible by any in > f i . Such a polynomial always exists and can be calculated explicitly using Mora's tangent cone algorithm [11] (this is the local equivalent of the division algorithm). Buchberger's algorithm proceeds as follows: Starting with the generators of I, G = {f 1 , . . . , f s }, calculate NF G (S(f i , f j )) for each pair i = j. If any are non-zero, add them to the set G and repeat the process, otherwise G is a standard basis for I. A standard basis G for I provides answers to many of the questions one might have about the local properties of J. For instance, f ∈ I if and only if NF G (f ) = 0 so a standard basis provides an algorithmic way to answer the ideal membership question. From a standard basis we can also calculate the Hilbert function of I which determines dimension of the component of J through b, and if b is an isolated solution it determines its multiplicity. Consider in > I in the lattice of monomials. For in > G = {m 1 , . . . , m r }, each monomial m i cuts out the cone C m i of all its monomial multiples, and the monomials in in > I are exactly i C m i . The resulting picture is called a "staircase" (see Figure 1 ) and the Hilbert function counts the monomials outside the staircase at each degree. Using the inclusion-exclusion principle and noting that C m i ∩ C m j = C lcm(m i ,m j ) we get an explicit combinatorial formula for the Hilbert function:
where the binomial coefficients p q are taken to be 0 for p < q. Note that when defined this way, for fixed q the binomial coefficients are polynomial in p for all p > 0, and this polynomial has degree q. As a result, it is clear that the Hilbert function is described by a polynomial for sufficiently large degree. The regularity is bounded by deg lcm(m 1 , . . . , m r ) − n + 1, which is when all the binomial coefficients in the sum become polynomial.
Definition 4. The g-corners of ideal I are the monomials that minimally generate in > I.
The set of g-corners is uniquely determined by I and the local order >. The g-corners of I can easily be found from in > G for any standard basis G, and the g-corners completely determine H I . Unfortunately standard basis algorithms such as Buchberger are not numerically stable. Small error in the calculation of b will cause large errors in the output. An alternate approach is to use the dual space instead, which can recover the same information as a standard basis and can be calculated with numerical stability.
The Dual Space
Considering R 0 as a vector space, for each monomial x α there is a linear functional ∂ α :
Let D 0 denote the vector space spanned by these monomial dual vectors. We will refer to D 0 as the dual space of R 0 even though it is technically a proper subset of R * 0 . By equipping
where ∂ i is the dual element corresponding to x i . We give this ring a global monomial order ≻ which is the reverse of the order on R m , so if
The dual space is sometimes defined in terms of differentials instead [12] . For f ∈ R 0 
Proof. For a proof in the case where I is zero-dimensional, see [9] , Theorem 3.4. For positive dimensional I, fixing any α, let I ′ = I + m |α|+1 where m is the maximal ideal
. Since x α has lower degree than any element of
and m |α|+1 have no terms in common. Therefore
Figure 2: A standard basis (in blue) and dual basis (in black) for I = x 2 − y 2 , y 3 .
. Suppose f / ∈ I, and let G = {g 1 , . . . , g r } be a standard basis of I. Then f can be expressed as
where u is a unit, each a i is a polynomial, and in
Because u is a unit its lead monomial is 1, so the lead monomial of u NF G (f ) is also x α . By Theorem 7 there is p ∈ D 0 [I] with lead monomial ∂ α . Due to the reverse nature of > and ≻, p and u NF G (f ) have only their lead monomial in common. Therefore p(u
As a consequence, knowing a basis for the D If I is known a priori to be zero-dimensional then D 0 [I] has finite dimension, and it is possible to find an explicit basis for it. Finding the truncated dual at each successive degree, there will be some d for which
at which point we know the entire dual space has been found. The ideal membership question can then be answered for any element of R 0 and the entire Hilbert function can be calculated (H I (c) = 0 for all c > d).
If I is not zero-dimensional, or if the dimension is not known, this strategy will not work. In general the dual space of I is not finite dimensional, so it is not possible to explicitly compute a basis for the entire dual space. The best we can do is find a truncated dual basis up to any finite degree d. The difficulty with this approach is that it's difficult to tell what degree d one needs to compute to in order to find all the relevant information about the ideal. Additionally, the truncated dual space can't be used for an ideal membership test. Given a polynomial f , even if p(f ) = 0 for all p ∈ D at what point all the g-corners of I had been found, then we could fully describe the Hilbert function H I , since H I is determined by the g-corners of I. We will present a way to do so. These methods will also provide a way to answer the ideal membership test for polynomials up to some fixed degree.
Dayton-Zeng Algorithm
A simple truncated dual space algorithm is one by Dayton and Zeng [4] , using ideas of Macaulay [10] . Given a finite generating set F , I considered as a vector space can be expressed as the span of the monomial multiples of the generators:
Higher degree multiples of the generators need not be considered when calculating D 
The kernel of this matrix has dimension 4, and a basis for it corresponds to the functionals 1, ∂ y , ∂ 
Mourrain Algorithm
The second algorithm is due to Bernard Mourrain [12] . We define the "derivative" of a dual functional with respect to a given variable
In fact there is a stronger result: 
Homogeneous Ideals
If I is homogeneous, then there is a criterion for deciding when all g-corners of I have been found when searching degree by degree. If f and g be homogeneous polynomials in R 0 , then their S-pair is also homogeneous and
In addition, if F is any set of homogeneous polynomials then NF F (S(f, g)) is also homogeneous with the same degree as S(f, g). Suppose that F ⊂ I is a finite set of homogeneous polynomials with lead terms representing each of the g-corners up to degree d, but F is not a standard basis. By the Buchberger criterion, there is some pair f 1 , f 2 ∈ F with g = NF F (S(f 1 , f 2 )) = 0. Then in > g is not divisible by any of the g-corners in in > F , and deg g ≤ deg f 1 + deg f 2 ≤ 2d, so there must be another g-corner with degree ≤ 2d. LetR 0 be the localization of k[t, x 1 , . . . , x n ] by the maximal ideal t, x 1 , . . . , x n . For f ∈ R 0 let f h ∈R 0 denote the homogenization of f . Theécart of f is the difference in total degree of the highest and lowest degree terms of f , or in other words the tdegree of the lead term of f h . For p ∈ D 0 let p h ∈ k[∂ t , ∂ 1 , . . . , ∂ n ] =D 0 denote the homogenization of p. Let ψ :D 0 → D 0 be the function that dehomogenizes with respect to t. So ψ(q) = q| ∂t=1 , and ψ(p h ) = p. Abusing notation, we will also use ψ to denote the dehomogenization function forR 0 . For I = f 1 , . . . , f s , letĨ = f h 1 , . . . , f h s ⊂R 0 . Note thatĨ is not the same as the homogenization of I and it will depend on the choice of generators of I. We fix a particular set of generators F = {f 1 , . . . , f s } from here forward. It is easy to see that ψ(Ĩ) = I, regardless of the choice of generators.
We take the local order onR 0 to be some extension of the order > on R 0 which is anti-graded and has t > x i for every i. This ensures that for homogeneous g ∈R 0 , in > ψ(g) = ψ(in > g). The monomial order onD 0 is taken to be the reverse of the order onR 0 , so ∂ t ≺ ∂ i for each i. Note that for homogeneous q ∈D 0 this implies that in ≻ ψ(q) = ψ(in ≻ q). Theorem 14. If G = {g 1 , . . . , g r } is a homogeneous standard basis ofĨ, then ψ(G) = {ψ(g) 1 , . . . , ψ(g) r } is a standard basis of I.
Proof. Any homogeneous g ∈Ĩ can be expressed as
h , and c i be the integer such that
h ∈Ĩ is a homogeneous degree d polynomial and has ψ(g) = f and so ψ(in > g) = in > f . Therefore ψ(in >Ĩ ) = in > I. For any m which is a g-corner of I, t a m ∈ in >Ĩ for some a. Taking a to be the minimum such value, t a m is a g-corner ofĨ. Therefore some g ∈ G has t a m as its lead monomial, and m is the lead monomial of ψ(g), so in > ψ(G) = in > I.
Therefore we can find the g-corners ofĨ by calculatingD
for successive d, and using the stopping criterion for homogeneous ideals, and from this we can recover the g-corners of I, which determines the Hilbert function H I .
Example 15. Let I be the ideal
All terms of the generators have degree 4 or less and the Hilbert function H I (d) = 1 for d < 10. Finding the truncated dual of I at several degrees, one might be tempted to conclude that the Hilbert function stabilizes at 1. However, at d = 10 there is a new g-corner, and H I (d) = 1 for all d ≥ 10. A reduced standard basis of I is {x 2 − xy 3 , xy 9 }. We look instead at the ideal
which has reduced standard basis {t 2 x 2 − xy 3 , x 4 , x 3 y 3 , x 2 y 6 , xy 9 }. The g-corners ofĨ occur at closer intervals in degree. Beyond the highest degree of the generators ofĨ, no g-corner has degree more than twice that of the smaller degree g-corners.
Eschewing Homogenization
Although the method described in the previous section works, we would like to discover the g-corners of I without explicitly homogenizing the ideal, since this may introduce unnecessary numerical error to the process. Additionally, introducing an extra variable causes a significant increase in the computation time of the dual space algorithms, which we would like to avoid. To get around homogenization we can take advantage of the particular structure ofĨ.
Definition 16. For f ∈ R 0 , theécart of f is the difference in degree between the highest degree term and the lowest degree term of f . i) It is easy to check that differentiation with respect to any ∂ i commutes with dehomogenization:
The functional d i q has total degree d and every term of q has ∂ t -degree at least as large as the ∂ t -degree of the lead term, which is ≥ e, so the lead term of d i q has ∂ t -degree at least e, or d i q = 0. Therefore
for any values of a and b for which the total degrees of ∂ Corollary 18. Let e be the maximumécart of the generators of I. Every g-corner ofĨ has t-degree ≤ e.
Proof. If t a x α is a g-corner ofĨ then x α ∈ in > I by Theorem 14, and so
Since a is the minimum value for which t a x α ∈ in >Ĩ , it must be that a ≤ e.
At and above t-degree e, the dual space ofĨ looks just like the dual space of I (after dehomogenizing). At and below t-degree e is where g-corners ofĨ may occur and this information will be used to decide what degree to calculate the dual space up to. Let D This relationship provides an alternate way to prove Theorem 17.
(Alternate proof of Theorem 17). Let q ∈D 0 be homogeneous with total degree d and lead term with ∂ t -degree ≥ e. This implies that ψ(q) has all terms of degree d − e or less. Suppose
by the previous theorem. This means ψ(q) annihilates each x α f with all terms of degree d or less and f ∈ F . For x β f with some term of degree > d, the degree of the lead term of x β f must be > d − e because theécart of f is at most e. Therefore ψ(q) also annihilates x β f , since they have no terms in common. ψ(q) annihilates all terms of the form x α f for any x α and any f ∈ F , so g i )) and extending out to all multiples up to degree
is the t-degree of in > (g i ) and it is at most e. The monomials excluded from in > (ψ(D Given the output C of this algorithm, to find the g-corners of I, simply remove all monomials c i ∈ C that are divisible by some other monomial in C.
Remark 24. When dealing with numerically obtained inputs, the algorithm should use singular value decomposition to calculate a basis for the kernel of the Sylvester array. This method is numerically stable, while using Gaussian elimination is not. 
, there is some polynomial f ∈ R 0 satisfying the above conditions with in > f = x α .
Proof. Suppose f ∈ R 0 is a polynomial with no terms exceeding degree d and
so there is some homogeneous g ∈Ĩ with in > g = t b x α . Therefore ψ(g) has lead term x α and is annihilated by S Example 27. We continue Example 15 with F = {x 2 − xy 3 , x 4 } and I = F , and run through the algorithm for finding the g-corners of I and a standard basis, this time using Sylvester arrays instead of homogenizing the generators. For d = 0, 1, 2, 3 the Sylvester arrays are empty because there are no multiples of x 2 − xy 3 or x 4 which have all terms of degree 3 or less. Therefore bases for the first four Sylvester dual spaces are
At degree 4, the Sylvester array S(F, 4) has rows for x 2 − xy 3 and x 4 . The kernel of this matrix S
The monomials ∂ 2 x and ∂ 4 x are both missing from the set of lead monomials of these basis elements. Since there were no previous g-corners found, each of x 2 and x 4 must be the dehomogenization of a g-corner ofĨ. They are recorded as potential g-corners of I along with the degree they were found at, which is 4. To find standard basis elements corresponding to these g-corners, we construct the coefficient matrix of the basis for S (4) 0 [F ] , and try to find elements of the kernel with lead terms x 2 and x 4 . The polynomials x 4 and x 2 − xy 3 may be produced this way. At degree 5, S(F, 5) has rows for
2 and x 4 were g-corners found at degree 4, the multiples up to 1 degree higher will be missing at degree 5. This accounts for all the monomials missing from this basis for S 
We have implemented Algorithm 23 for finding the g-corners of an ideal using the Sylvester dual, and this algorithm for recovering a standard basis of the ideal, in the computer algebra system Macaulay2. This implementation is contained in the package "NumericalHilbert," which can be found at http://people.math.gatech.edu/~rkrone3/NHcode.html. S
[F ] can also be calculated using a variation of the algorithm presented by Mourrain. The Mourrain algorithm works by finding the elements ofD 0 whose derivatives are in the span of the previously found dual basis elements, and which annihilate the generators f h 1 , . . . , f h s . Here we can take advantage of the fact that there exists a homogeneous basis of the truncated dual space. Each of the derivatives of a degree d dual element has degree d − 1, so to find the degree d elements we need only to consider the elements found in the preceding step. The Macaulay2 package also contains an implementation of this version of the algorithm. Using the Mourrain algorithm is more efficient than using the Sylvester array strategy in most cases because the matrices involved grow with the dimension of the dual space rather than with the dimension of the entire ring up to the given degree.
The algorithm produces:
• a basis for the dual space truncated to the degree that the algorithm needed to calculate up to
• the g-corners of the ideal (or optionally a standard basis of the ideal)
• a bound on the regularity of the Hilbert function
• the values of the Hilbert function up to the regularity bound
• the Hilbert polynomial which defines the values above the regularity Note that the exact regularity of the Hilbert function can easily be computed from this data by comparing the returned values of the Hilbert function to the Hilbert polynomial at each degree below the bound.
Example 28.
In this example we demonstrate the functionality of the Macaulay2 package. Let I be the ideal defined by the system Cyclic4, given by the following polynomials in C[x 1 , x 2 , x 3 , x 4 ]: F = {x 1 + x 2 + x 3 + x 4 , x 1 x 2 + x 2 x 3 + x 3 x 4 + x 4 x 1 ,
x 1 x 2 x 3 + x 1 x 2 x 4 + x 1 x 3 x 4 + x 2 x 3 x 4 , x 1 x 2 x 3 x 4 − 1}.
The variety consists of two irreducible curves, along with 8 embedded 0-dimensional components. One of the embedded components is (−1, 1, 1, −1). However suppose we were not aware of this, and only had an approximate numerical value for this point. Below we use an approximation with small error that was obtained using a numerical solver.
i1 : loadPackage "NumericalHilbert"; i2 : R = CC[x_1..x_4, MonomialOrder=>{Weights=>{-1,-1,-1,-1}},Global=>false]; i3 : F = matrix{{x_1 + x_2 + x_3 + x_4, x_1*x_2 + x_2*x_3 + x_3*x_4 + x_4*x_1, x_2*x_3*x_4 + x_1*x_3*x_4 + x_1*x_2*x_4 + x_1*x_2*x_3, 1, 2, 1, 1, 1 ) followed by the Hilbert polynomial, which is 1. We see from the output that the Hilbert function is H I (d) = 1 for all d except H I (1) = 2. The fact that the Hilbert polynomial is a non-zero constant indicates that indeed the point in question sits on a 1-dimensional component of the variety. All of these results agree with the values that are obtained by symbolic computation at the point (−1, 1, 1, −1), but we did not need to know the exact value of this point.
Example 29. We give another example, this time where the point of interest is not rational so it must be approximated. Define I to be the ideal generated by F = {(x 
