Past or/and future information of the excitation force is useful for real-time power maximisation control of Wave Energy Converter (WEC) systems. Current WEC modelling approaches assume that the wave excitation force is accessible and known. However, it is not directly measurable for oscillating bodies.
excitation force via an unknown input observer. These methods are compared with each other to discuss their advantages, drawbacks and application scenarios. To validate and compare the performance of the proposed methods, a 1/50 scale heaving point absorber WEC was tested in a wave tank under variable wave scenarios. The experimental data were in accordance with the excitation force approximations in both the frequency-and time-domains based upon both regular and irregular wave excitation. Although the experimental data were post-processed for model verification, these approaches can be applied for real-time power maximisation control with excitation force prediction.
approaches are inappropriate for generating reference information for real-time 23 control implementations since the excitation force is not directly measurable for 24 oscillating structures.
25
For irregular wave conditions, the excitation force can be approximated using 26 a superposition assumption in terms of the well-known Frequency Response 27 Function (FRF) [13] . Excitation force estimation is useful for assessing both the 28 wave energy resource as well as the WEC dynamics and control performance. 29 What is the drawback? This approach does not easily relate the excitation force 30 estimation to physical measurements, e.g incident wave elevation or pressure 31 acting on the wetted surface of the oscillating structure. Hence, once again it 32 is difficult to obtain time-varying reference signals for real-time WEC control 33 using this strategy.
34
However, several studies focused specifically on excitation force estimation to estimate the excitation force in [20, 21] . This approach relies on the accessi-52 bility of all the system state variables, some of which are difficult to measure.
53
All these approaches relate the excitation force approximations with real-time 54 wave elevation or/and WEC dynamics and hence the approximations can be 55 used for real-time control reference generation. Moreover, to gain future in-56 formation of the excitation force for latching control or MPC, Auto-Regressive
57
(AR) or Auto-Regressive-Moving-Average (ARMA) models can be applied to 58 provide short-term prediction of the excitation force, as detailed in [22, 23] . force can be written in the time-domain as:
where A ∞ and k r (t) are the added mass at infinite frequency and the kernel 127
where H, ω and R(ω) represent the wave height, angular frequency and radiation 128 damping coefficient, respectively. For irregular waves, the excitation force can 129 be approximated based on the superposition principle and its FRF, given in a 130 spectrum form in [13] , as:
where ∆ω is the angular frequency step, ω i and φ i are the wave frequency and 132 random phase with subscript i. S(ω i ) and H e (jω i ) represent the wave spectrum 133 and the excitation force FRF, respectively.
134
The analytical representations in Eqs. (4) since it provides computation results as accurate as WAMIT R [29] . Therefore,
156
NEMOH is adopted in this study.
157
The radiation coefficients in Eq. (3) and the excitation force FRF in Eq.
158
(5) were obtained by solving the boundary value problem in NEMOH [28] . The
159
NEMOH simulation was based on the buoy as shown in Figure 1 . The radiation 160 force kernel function k r (t) is shown in Figure 2 and the excitation force FRF
161
(including the amplitude and phase responses) is shown in Figure 3 . In Figure   162 3 the amplitude response of the excitation force was normalised with respect 163 to the hydrostatic stiffness k hs and the phase response was normalised with 164 respect to π. Since the time-domain representation is preferred for real-time Since the frequency-domain response of the excitation force is given in Figure   181 3, its time-domain kernel function k e (t) can be gained by the inverse Fourier 182 transform. However, the kernel function k e (t) characterises that the W2EF
183
process is non-causal. Therefore, a time-shift technique is applied to causalise 184 the non-causal kernel function k e (t) to its causalised form k e,c (t) (see Figure 4) 185 with causalisation time t c (t c ≥ 0). Thus, the wave elevation prediction with t c 186 in advance is required. The implementation of the W2EF modelling is detailed 187 in this Section.
188
According to the frequency-domain response in Figure 3 , the excitation force 189 can be represented as:
where H e (jω) is the FRF of the W2EF process. A(jω) is the frequency-domain
191
representation of the incoming wave elevation η(t).
192
Alternatively, the excitation force can be expressed in the time-domain as:
where k e (t) is the excitation force IRF related to its FRF H e (jω), given as:
Based on the frequency-domain response in Figure 3 , the kernel function 
207
As shown in Figure 4 , the incident wave propagates through a non-causal sys- 
where
k e,c (t) and η p (t) are the causalised IRF of the excitation force and the predicted 219 wave elevation with t c in advance, respectively. The procedures to identify the 220 k e,c (t) and to predict the η p (t) are detailed as follows. 
System Identification of Causalised Kernel Function

222
The excitation force expressed in Eq. (11) 
231
In this study Eq. (11) is approximated by the following state-space model:
where x e (t) ∈ R n×1 is the state vector for the excitation system. A e ∈ R n×n ,
233
B e ∈ R n×1 and C e ∈ R 1×n are the system matrices. n represents the system 234 order number.
235
To identify the causalised system, the causalisation time t c and the system 236 order number n should be selected carefully. Here a truncation error function 237 E t is defined to evaluate the causalisation time, given as:
For t c ∈ [0, 5], the truncation error is given in Figure 6 . For t c = 0.8 s, the 239 truncation error was about E t = 0.0104 and for t c = 2 s, the truncation error
240
was about E t = 0.0044. Increasing the causalisation time can decrease the 241 truncation error. However, the truncation error was small enough for t c ∈
242
[0.8, 2]. Thus t c = 0.8 : 0.05 : 2 s was selected to determine the system order 243 number n.
244
To further determine the causalisation time t c and the system order n, a 245 fitting-goodness function (defined as F G) of the causalised IRF k e,c (t) is defined
246
with a cost-function of Normalized Mean Square Error (NMSE), as:
where X 2 2 andX are the 2-norm and mean value of vector X, respectively.
248
The fitting-goodness tends to 1 for the best fitting and −∞ for the worst fitting. The fitting-goodness of the causalised excitation IRF relies on the causali- via excitation force prediction or increasing the wave prediction horizon. these techniques are mature, the AR model approach developed in [22] was 274 adopted in this study to provide a short-term wave prediction.
275
For harmonic waves, wave prediction is easy to achieve. For irregular waves, 
284
For wave tank tests, the sampling frequency was 100 Hz and hence the pre- by the goodness-of-fit index defined in [22] and hence the order number was se- the experimental data of 600 s were collected and divided into two parts equally.
291
The first part of data (t = 0 : 0.01 : 300 s) were used to estimate the AR model For an oscillating PAWEC, the excitation force can be reconstructed from its 306 sensing system. As shown in Figure 9 , the total wave force F w (t) acting on the 307 structure can be estimated from the pressure measurement p(t) on the wetted the excitation force can be approximated as:
The convolution term of the radiation force F r (t) in Eq. (3) The convolution operation of the radiation force in Eq. (3) is defined as a 318 radiation subsystem, given as:
The kernel function k r (t) was gained from NEMOH and shown in Figure 2 . The 320 convolution approximation approach is the same as described in Section 3.1.2.
321
To determine an appropriate system order number, the fitting-goodness func-322 tion in Eq. (17) is applied. A third order system was adopted to approximate 323 the radiation subsystem in Eq. (19) with a fitting-goodness of F G = 0.9989, as:
where x r (t) ∈ R 3×1 is the state vector for the radiation system. A r ∈ R 3×3 ,
325
B r ∈ R 3×1 and C r ∈ R 1×3 are the system matrices. Therefore, the excitation 326 force can be estimated from the measurements of the pressure, acceleration and 327 displacement, given as:
3.2.3. Pseudo-Velocity Measurement
329
As shown in Figure 9 , the measurements of the pressure, displacement and (high sampling frequency is required).
338
In this work, a carefully designed Band-Pass Filter (BPF) was applied to 339 obtain the velocity estimate from the displacement measurement. Compared   340 with the differentiation approach, a velocity estimate with less phase lag can be 341 gained via the BPF. The second order BPF is given as: 
where M t = M + A ∞ represents the total mass. x f 2m (t) ∈ R 5×1 is the F2M to include the wave estimation force F e (t) as follows:
where x g (t) ∈ R 6×1 is the state vector of the augmented system.
and C g ∈ R 1×6 are the system matrices.
388
The following UIO is adapted from [36, 37] to estimate the augmented system 389 state, given as:
and Q ∈ R 6×1 are the UIO system matrices.x g (t) represents the estimate of 392 x g (t).
393
Since the excitation force is unknown, its derivativeḞ e (t) in Eq. (31) is inac- of the excitation force, the procedure of H ∞ robust optimisation is used to com-396 pute the observer matrices P , G, L and Q to reject the influence ofḞ e (t), using 397 the MATLAB R LMI toolbox. The computation of the observer gain matrix L 398 follows the method described in [37] and is thus omitted here. 
411
The scaled down PM spectrum (according to the Froude Number) was featured 
436
For the excitation tests, the PAWEC was fixed semi-submerged and under
437
1 The installation depth of PS6 was 0.4 m. Two sensing systems were applied: one integrated with the wave maker and the other designed for the PAWEC. An isolation system was made between the two sensing systems to minimise compatibility conflicts. The PAWEC sensing system triggered the wave maker sensing system. However, there was still a small time shift between these two sensing systems due to different design of the hardware and software.
Thus PS6 and WG1 were installed to measure the same signal to determine the time shift between these two sensing systems. 
Excitation Tests
447
For the excitation tests, the PAWEC was fixed to the wave tank gantry at represented as:
wherep(t) represents the average value of the five pressure sensors (PS1-5). 
Wave-Excited-Motion Tests
For the wave-excited-motion tests, the PAWEC was initially set free at its 467 equilibrium point (zero-initial condition) and then was stimulated to oscillate 468 under the excitation of incident waves. In this situation, the measurements from 469 pressure sensors represent the total wave force rather than the excitation force,
470
given as:
Also, Eq. (40) is valid only when the buoy dimension is relatively small com-
472
pared with the wavelength.
473
Meanwhile, the buoy acceleration and displacement were measured by the 474 accelerometer and LVDT, respectively. Therefore, the excitation force can be in Eqs. (37) and (38) can be applied to estimate the excitation force as well.
480
The numerical and experimental comparison of the excitation force between the 481 W2EF, PAD2EF and UIOEF approaches is discussed in Section 5.2. (14) and (15) are compared in Figure 13 .
499
The estimation via W2EF method showed a high accordance with the exper-500 imental data, which indicates the validity of the W2EF method for excitation 501 tests under regular wave conditions.
502
To check the fidelity further, the excitation force FRF was compared with 
Irregular Wave Conditions
520
Irregular waves characterised by the PM spectrum were adopted in the ex- 
Results of Wave-Excited-Motion Tests
534
For the wave-excited-motion tests, the PAWEC oscillated under the exci-535 tation of incident waves. Therefore, the pressure, displacement and accelera-536 tion measurements, together with the wave elevation, were available. Thus the 537 W2EF, PAD2EF and UIOEF approaches were adopted to approximate the ex-538 citation force acting on the PAWEC hull. In the wave-excited-motion tests, the 539 excitation force was immeasurable since the pressure sensors gave the total wave the estimations given by the PAD2EF and UIOEF approaches were more vari- forces. Also, the UIOEF method can be applied under the excitation of 584 non-linear incident waves.
585
For the control structure in Figure 11 , the estimation error of the excita- 
608
• The UIOEF strategy in Eqs. (37) and (38) 
612
The UIOEF method shows great potential for the real-time power maximisa-613 tion control since the measurement system is so simple and the UIO technology 614 is flexible to apply. For off-shore application, the PAD2EF method may be more 615 practical than the W2EF approach. The PAD2EF sensing system seems more 616 complex than the W2EF sensing system. However, the real-time wave elevation 617 measurement is very difficult to achieve whilst the pressure, displacement and 618 acceleration are easy to measure.
619
In this study, the PTO force is not considered. When the PAWEC motion 620 amplitude is small, the hydrodyanmic-control coupling process is linear and Hull University wave tank.
634
The system matrices of the UIO in Eqs. (37) and (37) 
