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Abstract. We show that under some natural conditions, we are able to lift an n-dimensional spectral
resolution from one monotone σ-complete unital po-group into another one, when the first one is a σ-
homomorphic image of the second one. We note that an n-dimensional spectral resolution is a mapping
from Rn into a quantum structure which is monotone, left-continuous with non-negative increments and
which is going to 0 if one variable goes to −∞ and it goes to 1 if all variables go to +∞. Applying this
result to some important classes of effect algebras including also MV-algebras, we show that there is
a one-to-one correspondence between n-dimensional spectral resolutions and n-dimensional observables
on these effect algebras which are a kind of σ-homomorphisms from the Borel σ-algebra of Rn into
the quantum structure. An important used tool are two forms of the Loomis–Sikorski theorem which
use two kinds of tribes of fuzzy sets. In addition, we show that we can define three different kinds of
n-dimensional joint observables of n one-dimensional observables.
1. Introduction
Whenever we have a surjective homomorphism π : A→ B, whereA and B are mathematical structures,
we can ask whether there is a right inverse of π, that is a homomorphism ψ : B → A such that π ◦ ψ is
the identity on B. The mapping ψ is also said to be a lifting. In general, the answer is negative, but in
some special cases, we can find a positive answer. The first important result in this direction is the von
Neumann-Maharam lifting theorem concerning probability spaces, see [Mah], [Fre, Thm 341K].
Motivated by the notion of a lifting, the aim of the present paper is two-fold:
(1) Let (G, u) and (H, v) be Abelian unital Dedekind σ-complete unital ℓ-groups (or Dedekind mono-
tone σ-complete unital po-groups with interpolation) and let π : (G, u) → (H, v) be a surjective σ-
homomorphism. Given an n-dimensional spectral resolution F : Rn → Γ(H, v), which is a left-continuous,
monotone mapping with non-negative increments that is going to 0 if one coordinate goes to −∞ and
to 1 if all coordinates go to +∞, find an n-dimensional spectral resolution K : Rn → Γ(G, u) such that
π ◦K = F .
(2) Applying (1), show that for some important cases of quantum structures there is a one-to-one
correspondence between n-dimensional spectral resolutions and n-dimensional observables.
1Keywords: Lifting, n-dimensional spectral resolution, n-dimensional observable, unital po-group, interpolation, MV-
algebra, effect algebra, state, tribe, effect-tribe, Loomis–Sikorski theorem, joint observable
AMS classification: 06D35, 06F20, 81P10
The paper has been supported by the grant of the Slovak Research and Development Agency under contract APVV-16-
0073 and the grant VEGA No. 2/0142/20 SAV, AD, and by grant CZ.02.2.69/0.0/0.0/16-027/0008482 SPP 8197200115,
D.L.
1
2 A. DVURECˇENSKIJ, D. LACHMAN
The reason for such a study is rasing up from the study of observables and spectral resolutions on
quantum structures. We recall that quantum structures are nowadays different algebraic structures
(orthomodular lattices, orthomodular posets, orthoalgebras, effect algebras, MV-effect algebras, etc., see
[DvPu]) which model quantum mechanical events. As it is well-known, Kolmogorov probability models
are not adequate structures for describing measurement in quantum mechanics, see [BiNe, Var]. In the
last three decades, effect algebras [FoBe] together with MV-effect algebras became the most important
algebras of quantum structures. Their orthodox example is the system E(H) of Hermitian operators of
a real, complex or quaternionic Hilbert space H that are between the zero and identity operator. It is
the interval in the partially ordered group B(H) of all Hermitian operators. Another quantum structure
connected with a Hilbert space quantum mechanics is the system P(H) of all orthogonal projectors in
H ; we note that P(H) is a complete orthomodular lattice.
Every measurement in classical physics is modeled within frames of a Kolmogorov model (Ω,S, P ),
where P is the probability measure on the σ-algebra S of subsets of a set Ω 6= ∅ of elementary events. Then
we measure by a random variable f : Ω → R which is S-measurable, i.e. the mapping xf : B(R) → S
given by xf (A) = f
−1(A), A ∈ B(R), is a kind of a σ-homomorphism; we call this homomorphism
an observable. If we measure in non-classical physics, then by an observable is meant a kind of a σ-
homomorphism from the Borel σ-algebra B(R) into a quantum structure. For example, observables in
E(H) are so-called positive operator-valued measures, and ones in P(H) are projector-valued measures,
see e.g. [DvPu].
If we measure simultaneously more variables, then the Heisenberg uncertainty principle appearing in
quantum mechanics does not allow in many important cases to use a Kolmogorovmodel. For measurement
of n quantities, we use n-dimensional observables which are also a kind of σ-homomorphisms defined on
the Borel σ-algebra B(Rn) with values in the quantum structure. If x is an n-dimensional observable, then
the mapping F (s1, . . . , sn) := x((−∞, s1)× · · · × (−∞, sn)), s1, . . . , sn ∈ R, is an n-dimensional spectral
resolution which can be characterized as a mapping on Rn with values in the algebra of events which
is monotone, left-continuous with non-negative increments going to 0 if one variable goes to −∞ and
going to 1 if all variables go to +∞. Therefore, there is an important question when does n-dimensional
spectral resolution imply the existence of the corresponding n-dimensional observable?
A positive answer to this question in the case of one-dimensional spectral resolutions was given in
[Cat] for quantum logics and in [DvKu] for the case of σ-complete MV-algebras as well as for monotone
σ-complete effect algebras with the Riesz Decomposition Property (RDP). For two-dimensional spectral
resolutions this problem was solved in [DvLa1]. For more-dimensional ones we have partial results for
special σ-complete MV-algebras in [DvLa2] using measure-theoretical reasoning from [RiNe, Fre]. A
general solution was not possible to present using methods from [DvLa1, DvLa2], and therefore, we
developed methods using lifting of the n-dimensional spectral resolutions.
The paper is organized as follows. The necessary information about quantum structures is gathered in
Section 2 and n-dimensional spectral resolutions and their connections to n-dimensional observables are
explained in Section 3. Basic results, lifting of spectral resolutions when the surjective homomorphism
satisfies the lifting property, are given in Section 4. In Section 5, we establish a one-to-one correspondence
between n-dimensional spectral resolutions and n-dimensional observables on σ-complete MV-effect alge-
bras and monotone σ-complete effect algebras with (RDP). To show that, we use the established lifting.
In addition, we develop also another approach using Loomis–Sikorski theorems for our algebras. Fi-
nally, in Section 6, we apply results of Section 5 to introduce two different kinds of n-dimensional joint
observables.
2. Basic Notions and Results
In the section, we gather the necessary definitions and results which will be used in the text.
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In the nineties, Foulis and Bennett introduced in [FoBe] a new quantum structure, called an effect al-
gebra which is a partial algebra E = (E; +, 0, 1) with a partially defined operation + that is an associative
and commutative operation such that
(i) for any a ∈ E, there exists a unique element a′ ∈ E such that a+ a′ = 1;
(ii) if a+ 1 is defined in E, then a = 0.
If we have a+ c = b, then we put a ≤ b and ≤ is a partial ordering on E such that 0 and 1 are the least
and last elements of E. For the unique element c ∈ E such that a+ c = b, we write c = b− a.
Very important examples of effect algebras are originated in Abelian po-groups. We remind that
an Abelian group (G; +,−, 0) with a fixed partial order ≤ is a partially ordered group (po-group in
abbreviation), if g ≤ h for g, h ∈ G, implies g + k ≤ h + k for each k ∈ G. If the order ≤ is a lattice
one, we say that G is a lattice-ordered group (ℓ-group for short). We note that all po-groups used in the
paper are Abelian, so we will not underline that a po-group is Abelian. A positive cone of a po-group
G is the set G+ = {g ∈ G : g ≥ 0}. An element u ∈ G+ is a strong unit of G, if given g ∈ G, there
is an integer n ≥ 1 such that g ≤ nu. A couple (G, u), where G is a po-group with a fixed strong unit
u ∈ G+, is said to be a unital po-group. A po-group G is with interpolation if g1, g1 ≤ h1, h2 entails an
element k ∈ G such that g1, g2 ≤ k ≤ h1, h2. For more information about po-groups, we recommend the
monograph [Go].
Now, let (G, u) be a unital po-group, and let [0, u] = {g ∈ G : 0 ≤ g ≤ u}. Then Γea(G, u) =
([0, u]; +, 0, u) is an effect algebra, called an interval one. A sufficient condition to be E an interval effect
algebra is the Riesz Decomposition Property ((RDP), in abbreviation): If a1+a2 = b1+ b2, there are four
elements {cij ∈ E : i, j ∈ {1, 2}} such that a1 = c11+ c12, a2 = c21+ c22, b1 = c11+ c21 and b2 = c12+ c22.
The principal representation result, [Rav], says that given an effect algebra E with (RDP), there is a
unique (up to isomorphism of unital po-groups) unital po-group (G, u) such that E ∼= Γea(G, u).
The operation + is associative, so that we can write
∑n
i=1 ai for a1, . . . , an whenever it exists in E. An
infinite system of elements {at}t∈T is said to be summable, if for each finite subset P of T , the element
aP =
∑
t∈P at exists in E, and in addition, if the element a =
∨
{aP : P ⊆ T finite } is defined in E, the
element a is said to be the sum of {at : t ∈ T } and we write a =
∑
t∈T at.
An important subclass of effect algebras consists of MV-effect algebras which are equivalent to MV-
algebras. We say that an MV-algebra is an algebraM = (M ;⊕,′ , 0, 1) of type (2, 1, 0, 0), where (M ;⊕, 0)
is a commutative monoid with the neutral element 0 and for all a, b ∈M , we have:
(i) a′′ = a;
(ii) a⊕ 1 = 1;
(iii) a⊕ (a⊕ b′)′ = b⊕ (b⊕ a′)′.
In any MV-algebra (M ;⊕,′ , 0, 1), we can also define the following term operation:
a⊙ b := (a′ ⊕ b′)′.
Property (iii) implies that a ∨ b = a ⊕ (a ⊕ b′)′ is the join of a and b, and then a ≤ b if there is c ∈ M
such that a⊕ c = a, or equivalently, if a ∨ b = b, is a partial order on M and M is a distributive lattice.
If we take a unital ℓ-group (G, u), and [0, u] = {g ∈ G : 0 ≤ g ≤ u}, then Γ(G, u) = ([0, u];⊕,′ , 0, u),
where a⊕ b = (a+ b)∧u, a′ = u− a, a, b ∈ [0, u], is an MV-algebra. Due to [Mun], for every MV-algebra,
there is a unique unital ℓ-group (G, u) such that M ∼= Γ(G, u). For more info about MV-algebras, we
recommend the book [CDM].
On every MV-algebra, we can define a partial addition + such that a + b is defined iff a⊙ b = 0 and
then a + b := a ⊕ b. Then (M ; +, 0, 1) is an effect algebra (called an MV-effect algebra) with (RDP)
which is a lattice. We note that MV-algebras play a similar role as do Boolean algebras for orthomodular
lattices.
We say that a poset (G;≤) is monotone σ-complete provided that every ascending (descending) se-
quence x1 ≤ x2 ≤ · · · (x1 ≥ x2 ≥ · · · ) in G which is bounded above (below) in G has a supremum
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(infimum) in G. If G is a po-group, then a monotone σ-complete po-group G is said to be also Dedekind
σ-complete.
A state on an effect algebra E is a mapping s : E → [0, 1] such that (i) s(1) = 1 and (ii) s(a + b) =
s(a) + s(b) whenever a + b exists in E. We denote by S(E) the set of all states on E. It can happen
that the state space S(E) is empty, see e.g. [Gre]. However, if E 6= {0} has (RDP), then it possesses at
least one state. A state s is extremal if from s = λs1 + (1 − λ)s2, where s1, s2 ∈ S(E) and λ ∈ (0, 1), we
conclude s = s1 = s2. We denote by ∂S(E) the set of extremal states on E. A state s is σ-additive if
from a =
∑∞
n=1 an, we have s(a) =
∑∞
n=1 s(an).
A state on a unital po-group (G, u) is a group homomorphism s : G → R such that (i) s(g) ≥ 0
whenever g ∈ G+ and (ii) s(u) = 1. The restriction of any state on (G, u) onto E = Γea(G, u) is a state
on E, and conversely, if E has (RDP), then every state on Γea(G, u) can be uniquely extended to a state
on (G, u).
We say that a net of states {sα}α converges weakly to a state s if s(a) = limα sα(a) for each a ∈ E.
The weak topology is a Hausdorff one. If E is an MV-algebra, then S(E) is a compact space, if E is an
effect algebra with (RDP), then the state space is a Choquet simplex, [Go, Thm 10.17], not necessarily
compact. According to a delicate result of Choquet [Alf, p. 49], ∂S(E) is always a Baire space, i.e. the
Baire Category Theorem holds for ∂S(E).
As a basic source of information about effect algebras and for unexplained notions and results, we
recommend to consult with [DvPu].
3. Basic Properties of n-Dimensional Spectral Resolutions and n-Dimensional
Observables
In the section, we define the main notions of the paper – n-dimensional spectral resolutions and n-
dimensional observables defined on monotone σ-complete effect algebras and on σ-complete MV-algebras,
and we present the main properties of n-dimensional spectral resolutions
Let (s1, . . . , sn), (t1, . . . , tn) ∈ Rn be two n-tuples of reals. If we write (s1, . . . , sn) ≤ (t1, . . . , tn), this
means that si ≤ ti for each i = 1, . . . , n. Then (s1, . . . , sn) < (t1, . . . , tn) means that each si ≤ ti and
for some i = 1, . . . , n, si < ti. The strict ordering (s1, . . . , sn) ≪ (t1, . . . , tn) means si < ti for each
i = 1, . . . , n.
Let n ≥ 1 be a fixed integer. For each i = 1, . . . , n and for all are real numbers ai ≤ bi, we de-
fine an operator ∆i(ai, bi) which, for any mapping H : Rn → G, assigns ∆i(ai, bi)H(s1, . . . , sn) =
H(s1, . . . , si−1, bi, si+1, . . . , sn)−H(s1, . . . , si−1, ai, si+1, . . . , sn).
An n-dimensional spectral resolution was defined in [DvLa2] as follows:
Definition 3.1. Let (G, u) be a Dedekind monotone σ-complete po-group and let n ≥ 1 be an integer.
An n-dimensional spectral resolution on E = Γea(G, u) is any mapping F : R
n → Γea(G, u) such that
F (s1, . . . , sn) ≤ F (t1, . . . , tn) if (s1, . . . , sn) ≤ (t1, . . . , tn), (3.1)∨
(s1,...,sn)
F (s1, . . . , sn) = u, (3.2)
∨
(s1,...,sn)≪(t1,...,tn)
F (s1, . . . , sn) = F (t1, . . . , tn), (3.3)
∧
ti
F (s1, . . . , si−1, ti, si+1, . . . , sn) = 0 for i = 1, . . . , n, (3.4)
∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn) ≥ 0 (volume condition). (3.5)
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It is important to note that monotonicity of F and Dedekind σ-completeness of G entails that
all suprema and infimum on the left-hand sides of (3.2)–(3.4) exist in G. Indeed, to see (3.2), let
{(sl1, . . . , s
l
n)}l and {(u
l
1, . . . , u
l
n)}l be two non-decreasing sequences in R
n going to (+∞, . . . ,+∞). The
monotonicity of F entails that the following suprema exist in G and∨
l
F (sl1, . . . , s
l
n) =
∨
(s1,...,sn)
F (s1, . . . , sn) =
∨
l
F (ul1, . . . , u
l
n).
Similarly, if {(sl1, . . . , s
l
n)}l ր (t1, . . . , tn) and {(u
l
1, . . . , u
l
n)}l ր (t1, . . . , tn) are two sequences of reals in
Rn such that (sl1, . . . , s
l
n), (t
l
1, . . . , t
l
n)≪ (t1, . . . , tn) for each l ≥ 1, then the next elements exist in G and∨
l
F (sl1, . . . , s
l
n) =
∨
(s1,...,sn)≪(t1,...,tn)
F (s1, . . . , sn) =
∨
(s1,...,sn)≤(t1,...,tn)
F (s1, . . . , sn) =
∨
l
F (ul1, . . . , u
l
n)
= F (t1, . . . , tn).
In a similar way we can establish that also the infimum in (3.4) exists in G.
We note that n-dimensional spectral resolutions are strongly connected with the so-called n-dimensional
observables. We remind that an n-dimensional observable on a monotone σ-complete effect algebra E
is a mapping x defined on the Borel σ-algebra B(Rn) with values in E such that (i) x(Rn) = 1, (ii)
x(A ∪B) = x(A) + x(B) whenever A ∩B = ∅, and (iii) {Ai}i ր A implies
∨
i x(Ai) = x(A).
If, given an n-dimensional observable x on E = Γea(G, u), we define a function Fx : R
n → Γea(G, u) by
Fx(s1, . . . , sn) = x((−∞, s1)× · · · × (−∞, sn)), (s1, . . . , sn) ∈ R
n,
then Fx is an n-dimensional spectral resolution. We note that the volume condition means that if
A = 〈a1, b1) × · · · × 〈an, bn), ai ≤ bi for each i = 1, . . . , n, denotes an n-dimensional semi-closed block,
then
∆1(a1, b1) · · ·∆n(an, bn)Fx(s1, . . . , sn) = x(A) ≥ 0.
Now we present an example of an n-dimensional observable and consequently of an n-dimensional
spectral resolution: Let {tk}k be a finite or countable set of mutually different elements of Rn and let
{ak}k be a finite or countable family of summable elements of Γea(G, u) such that
∑
k ak = u, where G is
a Dedekind monotone σ-complete po-group. Then
x(A) =
∑
k : tk∈A
ak, A ∈ B(R
n),
is an n-dimensional observable and Fx is an example of an n-dimensional spectral resolution.
Our main task is to show the converse statement, i.e. given an n-dimensional spectral resolution F ,
find a unique n-dimensional observable x such that F (s1, . . . , sn) = x((−∞, s1)× · · · × (−∞, sn)) holds
for each (s1, . . . , sn) ∈ Rn.
Now, we exhibit the basic properties of n-dimensional spectral resolutions which were established in
[DvLa2, Prop 3.3].
Proposition 3.2. Let F be an n-dimensional spectral resolution on Γea(G, u), where (G, u) is a unital
Dedekind monotone σ-complete po-group.
(1) If (i1, . . . , in) is any permutation of (1, . . . , n), then
∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn) = ∆i1(ai1 , bi1) · · ·∆in(ain , bin)F (s1, . . . , sn). (3.6)
(2) If i1, . . . , ik are mutually different integers from {1, . . . , n} for 1 ≤ k < n, then
0 ≤ ∆i1(ai1 , bi1) · · ·∆ik(aik , bik)F (s1, . . . , sn) ≤ u. (3.7)
Given a semi-closed block A = 〈a1, b1)× · · · × 〈an, bn), we define VF (A) to be the left-hand side of the
volume condition (3.5), then VF (A) ∈ Γ
e
a(G, u).
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Proof. First we note that if {ai}i ց a and {bi}i ց b, then
{ai + bi}i ց a+ b. (3.8)
We outline only the proof of (2). Let j1, . . . , jn−k be those indices from {1, . . . , n} which are different
of i1, . . . , ik. Let us expands the volume condition (3.5) and let express it in the form L ≥ R, where on
both sides are now only non-negative terms. First we are going with ail ց −∞ in R, so that
∧
ail
v = 0
by (3.4) for l = 1, . . . , n− k and apply (3.8) for each term v in R containing ail ; we obtain Rˆ and L ≥ Rˆ.
Then we do the same with L and we obtain Lˆ. Hence, Lˆ ≥ Rˆ, so that
∆i1(ai1 , bi1) · · ·∆ik (aik , bik)F (s1, . . . , sn) ≥ 0.
Consequently,
∆ik+1(aik+1 , bik+1)∆i1 (ai1 , bi1) · · ·∆ik(aik , bik)F (s1, . . . , sn) =
∆i1(ai1 , bi1) · · ·∆ik (aik , bik)F (s1, . . . , bik+1 , . . . , sn)−∆ik(aik , bik)F (s1, . . . , aik+1 , . . . , sn) ≥ 0,
that is
∆ik(aik , bik)F (s1, . . . , bik+1 , . . . , sn) ≥ ∆ik (aik , bik)F (s1, . . . , aik+1 , . . . , sn). (3.9)
By induction with respect to k, we establish (2). 
Every operator ∆i(a, b) can be defined also for a = −∞ and b ∈ R as ∆i(a, b)G(s1, . . . , sn) =
G(s1, . . . , si−1, b, si+1, . . . , sn) if G(s1, . . . , sn) ∈ Γ
e
a(G, u) and (3.4) holds for G. If A = C1 × · · · × Cn,
where either Ci = 〈ai, bi) for −∞ < ai ≤ bi < ∞, or Ci = (−∞, bi) for bi ∈ R, we can de-
fine VF (A) = ∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn). Then 0 ≤ VF (A) ≤ u. In particular, if each
Ci = (−∞, bi), then VF (A) = F (b1, . . . , bn).
Every n-dimensional semi-closed block A = 〈a1, b1) × · · · × 〈an, bn) has 2n vertices α = (α1, . . . , αn),
where αi ∈ {ai, bi} for each i = 1, . . . , n. For each vertex α = (α1, . . . , αn), we set |α| as the number of
αi’s coinciding with ai in α = (α1, . . . , αn). Then the volume condition can be expressed also in the form
∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn) =
∑
α
(−1)|α|F (α1, . . . , αn). (3.10)
Equation (3.7) has the following important interpretation. Let A = 〈a1, b1) × · · · × 〈an, bn) be an
n-dimensional semi-closed block. Fix mutually different integers i1, . . . , ik from {1, . . . , n} and choose
ci ∈ {ai, bi} if i ∈ {1, . . . , n} \ {i1, . . . , ik}. For each i ∈ {1, . . . , n}, we set Ci = 〈ai, bi) if i ∈ {i1, . . . , ik}
and Ci = {ci} otherwise. If we define a semi-closed block Ak = C1×· · ·×Cn, then dimAk = k. Hence, if
in (3.7) we put si = ci for i ∈ {1, . . . , n}\{i1, . . . , ik}, then we have a kind of the volume condition for the
subblock Ak whose vertices coincide with some vertices of A; we can call it an (n− k)-th derived volume
condition. If k = n, we have the original volume condition (3.5). On the other hand, if k = 0, then
we obtain only a vertex α = (c1, . . . , cn), and for it we have also a special kind of the volume condition
F (c1, . . . , cn) which lies of course between 0 and u.
On the other hand, if for i1, . . . , ik and fixed sj1 , . . . , sjn−k , where {j1, . . . , jn−k} = {1, . . . , n} \
{i1, . . . , ik}, we define Fsj1 ,...,sjn−k : R
k → Γea(G, u) by Fsj1 ,...,sjn−k (si1 , . . . , sik) := F (s1, . . . , sn), then
every Fsj1 ,...,sjn−k satisfies properties (3.3)–(3.5) of a k-dimensional spectral resolution, and
∆i1(ai1 , bi1) · · ·∆ik(aik , bik)Fsj1 ,...,sjn−k (si1 , . . . , sik) = ∆i1(ai1 , bi1) · · ·∆ik(aik , bik)F (s1, . . . , sn)
is a kind of the volume condition in Rk.
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4. Basic Result - Lifting of n-Dimensional Spectral Resolutions
The present section is one of the main parts of the paper. It gives a solution for lifting of n-dimensional
spectral resolutions. These results will be applied in the next section to show how an n-dimensional
spectral resolution entails the existence of the corresponding n-dimensional observable.
We begin to introduce some notations which allow us to handle with the process of lifting of d-cuboids
and to control the volume conditions in a comfortable way.
Let D ⊆ {1, . . . , n}, d := |D|, and for each i = 1, . . . , n, let ai, bi ∈ R be such that ai < bi whenever
i ∈ D and ai = bi otherwise. Define C = {(∗1, . . . , ∗n) : ∗i ∈ {ai, bi}}. We call C a d-cuboid. We will
refer to the integer d by dim C := d, to the set D by Dim(C) := D and to the ai (bi, respectively) by aCi
(bCi , respectively). It is easy to see that any d-cuboid C has 2
d elements. Next, any F ⊆ C which itself
is an e-cuboid, e ≤ d, is called an e-face of C. If e = 0, F is called a vertex of C. Clearly vertices of C
correspond to elements of C and by a slight abuse of notation we can identify them. It is also clear that
the vertices of C can be partially ordered as they are elements of Rn. We call (b1, . . . , bn) the top one
or the first one, moreover, if a vertex α = (∗1, . . . , ∗n) ∈ C has ai’s for m indices i ∈ Dim(C), we say α
has an order ordC(α) := m + 1 in C (i.e., the top vertex has an order 1 and (a1, . . . , an) has an order
dim C + 1). We say that some cuboid D is inside a cuboid C, if for each i ≤ n, aCi ≤ a
D
i ≤ b
D
i ≤ b
C
i . In
particular, every face of a cuboid C is inside C.
As almost all essential steps in the process of the lifting will be achieved by an induction, the co-
dimension of faces will be very important to us. For each d-cuboid C and i ∈ Dim(C), we define a
(d− 1)-cuboid ∂iC := {(∗1, . . . , ∗n) ∈ C : ∗i = bi} and ∂
′
iC := {(∗1, . . . , ∗n) ∈ C : ∗i = ai}. Clearly ∂iC and
∂′iC, i = 1, . . . , n, are all the (d− 1)-faces of C and they are called facets of C. Moreover, we say a facet is
an upper (lower, respectively) facet of C if it arises by ∂i (∂′i, respectively) for some i ∈ Dim(C). We note
that each facet is either an upper or a lower one. An easy but important observation is that whenever
i, j ∈ Dim(C), i 6= j, we have
∂i ◦ ∂j(C) = ∂i(C) ∩ ∂j(C) = ∂j ◦ ∂i(C), (4.1)
∂i ◦ ∂
′
j(C) = ∂i(C) ∩ ∂
′
j(C) = ∂
′
j ◦ ∂i(C), (4.2)
∂′i ◦ ∂
′
j(C) = ∂
′
i(C) ∩ ∂
′
j(C) = ∂
′
j ◦ ∂
′
i(C). (4.3)
Take a free Abelian group A0 generated by all cuboids in Rn and factorize it by the subgroup generated
by elements
C − ∂i(C) + ∂
′
i(C), i ∈ Dim(C).
The resulting quotient Abelian group is denoted by A. By an abuse of notation we will still refer to
elements of A by cuboids. So in A
C = ∂i(C)− ∂
′
i(C)
holds for each cuboid C and i ∈ Dim(C).
Definition 4.1. Suppose we have cuboids C, C1 and C2 of the same dimension. We say that a couple
C1 and C2 is a splitting of C, if there is i ∈ Dim(C), such that ∂′i(C1) = ∂
′
i(C), ∂i(C1) = C1 ∩ C2 = ∂
′
i(C2)
and ∂i(C2) = ∂i(C). In other words, there is a real c, aCi < c < b
C
i , such that C1 shares with C all its
coordinates unless bC1i = c and C2 shares with C all its coordinates unless a
C2
i = c.
Observe that for the three cuboids from Definition 4.1, we have in the group A
C = ∂i(C2)− ∂
′
i(C1) = (∂i(C2)− ∂
′
i(C2)) + (∂i(C1)− ∂
′
i(C1)) = C1 + C2. (4.4)
Lemma 4.2. Each cuboid C ∈ A could be uniquely (up to order of summands) written in the form
C =
∑
α is a vertex in C
(−1)ordC(α)+1α. (4.5)
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Hence, a vertex α occurs with +1 sign if it is of odd order in C and with −1 sign if it is of even order in
C. Consequently, A is in fact a free Abelian group generated by all the vertices (elements of Rn).
Let L be a partial mapping from Rn to Γea(G, u). Using (4.5), we can extend L to a group homomor-
phism | · |L : AL → G, where AL is the free subgroup of A generated by all vertices in Def(L). Hence
| · |L associates to each cuboid C having vertices in Def(L) its “volume” element |C|L ∈ G.
In this section, we will suppose that we have fixed two Dedekind σ-complete unital po-groups (G, u)
and (H, v) with interpolation and let π : (G, u) → (H, v) be a fixed homomorphism with the lifting
property (LP), i.e. if, for each L,U ⊆ Γea(G, u) finite and h ∈ H such that L ≤ U and π(L) ≤ h ≤ π(U),
there is g ∈ G satisfying π(g) = h and L ≤ g ≤ U . Note that (LP) implies surjectivity. In the same way
we define (LP) for a homomorphism of effect algebras.
Let F : Rn → Γea(H, v) be an n-dimensional spectral resolution and let π : (G, u) → (H, v) be a
homomorphism of unital po-groups which satisfies the lifting property. We say, that a partial mapping
L : Rn → Γ(G, u) is a partial lift of F , if π◦L = F and for each cuboid C ⊆ Def(L) we have |C|L ∈ Γea(G, u).
That occurs if 0 ≤ L(α) ≤ u and |C|L ≥ 0 for all vertices α’s and all cuboids C’s in the definition domain
of L. We call the inequalities of the second type volume conditions. We note that the volume condition
of a cuboid does not imply volume conditions of its proper faces.
Now, let a partial lift L, a point α ∈ Rn, and g ∈ Γea(G, u) be given. By L
′ = L ∪ {(α, g)} we will
understand that we would like to extend the definition domain of L to the one of L′ = L ∪ {(α, g)} in
such a way that L′(α) = g.
Lemma 4.3. Let C be a d-cuboid, α be its vertex, L be a partial lift defined on C \ {α}. For an extension
L′ = L ∪ {(α, g)}, g ∈ Γea(G, u), we have: If α is of odd order in C, then α − C ∈ AL and the volume
condition |C|L′ ≥ 0 holds iff |α − C|L ≤ g. If α is of even order in C, then α + C ∈ AL and the volume
condition |C|L′ ≥ 0 holds iff g ≤ |α+ C|L.
Proof. If α is of odd (even, respectively) order, it occurs in (4.5) with +1 (−1, respectively) sign, hence α is
canceled in α−C (α+C, respectively). Consider the odd case: |C|L′ ≥ 0⇔ |C−α|L′+ |α|L′ ≥ 0⇔ |α|L′ ≥
−|C −α|L′ ⇔ g ≥ |α−C|L′ = |α−C|L. The even case: |C|L′ ≥ 0⇔ |C+α|L′ ≥ |α|L′ ⇔ |C+α|L ≥ g. 
Lemma 4.4. Let C be a d-cuboid, α its top vertex, and L1 a partial lift defined on C \ {α}. Then
|α− C|L1 ≥ 0. (4.6)
If d ≥ 1, let β be some vertex which is in C of the second order and L2 be a partial lift defined on C \ {β}.
Denote i ∈ Dim(C) such that β is the top vertex in ∂′i(C). Then
u ≥ |C + β|L2 ≥ |β − ∂
′
i(C)|L2 ≥ 0. (4.7)
Proof. We first prove (4.6) by an induction on d. The case d = 0 is trivial. Suppose d ≥ 1. We have
|α−C|L1 = |α− ∂i(C) + ∂
′
i(C)|L1 = |α− ∂i(C)|L1 + |∂
′
i(C)|L1 . As ∂
′
i(C) misses α, |∂
′
i(C)|L1 ≥ 0 and by the
induction hypothesis |α− ∂i(C)|L1 ≥ 0 as well.
Let us prove inequalities (4.7): We prove the first one by an induction on d. The case d = 1 is trivial.
Let j 6= i, i.e., β /∈ ∂′j(C) and β is in ∂j(C) of order 2. Then |C + β|L2 = |∂j(C) − ∂
′
j(C) + β|L2 =
|∂j(C) + β|L2 − |∂
′
j(C)|L2 ≤ |∂j(C) + β|L2 , and the last one is ≤ u by the induction hypothesis. The next
inequality follows by: |β + C|L2 ≥ |β − ∂
′
i(C)|L2 ⇔ |β + C|L2 − |β − ∂
′
i(C)|L2 ≥ 0⇔ |C|L2 + |∂
′
i(C)|L2 ≥ 0.
But |C + ∂′i(C)|L2 = |∂i(C)|L2 ≥ 0 as L2 is defined on the cuboid ∂i(C).
Finally, |β − ∂′i(C)|L ≥ 0 follows from the already proved inequality (4.6) (β is the top vertex in
∂′i(C)). 
Lemma 4.5. Let C be a cuboid and F(C) be a collection of its facets such that, for each i ∈ Dim(C), the
facet ∂i(C) or ∂′i(C) does not belong to F(C). Then, for each sub-cuboid D ⊆ C which satisfies D ⊆
⋃
F(C),
there is some F ∈ F(C) such that D ⊆ F . Consequently, if L is a mapping L :
⋃
F → G whose restriction
to any F ∈ F(C) is a partial lift, then L itself is a partial lift.
LIFTING, n-DIMENSIONAL SPECTRAL RESOLUTIONS, AND n-DIMENSIONAL OBSERVABLES 9
Proof. Suppose a cuboid D ⊆
⋃
F(C) which is not a sub-cuboid of any F ∈ F(C). Take any F ∈ F(C)
and denote iF the unique integer such that Dim(F) ∪ {iF} = Dim(C). We have either iF ∈ Dim(D) or
iF /∈ Dim(D) and aDiF = b
D
iF
6= aFiF = b
F
iF
. Since otherwise D ⊆ F . Consequently, in D there is a vertex
α such that aαiF 6= a
F
iF
for each F ∈ F(C). Note that iF1 6= iF2, whenever F1 6= F2. So α is not a vertex
of any of F ∈ F(C), which is a contradiction. 
Lemma 4.6. Let C1, C2 be a splitting of a cuboid C, i, c be as in Definition 4.1 and a cuboid D ⊆ C1 ∪C2,
but D * C. Then D ⊆ C1 or D ⊆ C2. Consequently, if L : C1 ∪ C2 → Γea(G, u) and the restrictions of L
to C1 and to C2 are both partial lifts, then L is a partial lift as well.
Proof. The i-th coordinates of the vertices of D belong to {aCi , c} or {c, bCi}, the first case implies D ⊆ C1,
the other one implies D ⊆ C2. 
Lemma 4.7. Let C be a cuboid in Rn and L be a partial lift in C such that the definition domain of L
equals one of the following
(i) ∅,
(ii) one lower facet, that is ∂′i(C) for some i ∈ Dim(C),
(iii) a union of one upper facet ∂i(C), i ∈ Dim(C), and a collection of lower facets ∂′j(C), j ∈ J , for some
J ⊆ Dim(C) \ {i}.
Then we can extend L on the whole cuboid C.
Note that if C is a rectangle, the case when all vertices up to the top one are lifted is excluded.
Proof. We will use an induction on dim C. The case dim C equals 0 or 1 is trivial. Suppose dim C ≥ 2
and the case (i). Take any upper facet F of C and use the case (i) of the induction hypothesis to define
L on F . We have arrived at the case (iii).
If the case (ii) holds, pick any j ∈ Dim(C) \ {i}. If we extend L on F = ∂j(C), we will arrive at the
case (iii) again. Since ∂′i(C) ∩ F = ∂
′
i(F) is a lower facet of F , we can use the case (ii) of the induction
hypothesis to F . So we obtain a partial lift L′ on F and by Lemma 4.5, L ∪ L′ is a partial lift.
Hence, it remains to prove the case (iii). Take any lower facet F = ∂′k(C). If j /∈ J , we extend L on
F : Since the upper facet ∂i(C) of C intersects F in an upper facet of F and similarly each lower facet
∂′j(C), j ∈ J , intersects F in a lower facet of F , we can by the case (iii) of the induction hypothesis and
Lemma 4.5 extend L on F .
Hence, we can assume J = Dim(C) \ {i}. That is, the only vertex that remains to lift is β :=
(b1, . . . , bi−1, ai, bi+1, . . . , bd). Note that β is of order 2 in C. We have to find an extension L′ = L∪{(β, g)},
g ∈ Γea(G, u), such that
|C|L′ ≥ 0, (4.8)
|∂′i(C)|L′ ≥ 0. (4.9)
We claim, that if these two volume conditions hold, then all the volume conditions hold in C. At the
first, we note that |∂j(C)|L′ ≥ 0 holds for each j ∈ Dim(C) \ {i} (the case j = i holds by assumptions):
|∂j(C)|L′ = |C|L′ + |∂′j(C)|L′ ≥ 0, since |∂
′
j(C)|L′ = |∂
′
j(C)|L ≥ 0 and (4.8). Hence, the volume condition
holds in each facet of C. Next let F be a face of C which contains β and is in C of co-dimension e ≥ 2. It
follows F = Θi1 ◦ · · · ◦Θie(C), where each Θik ∈ {∂ik , ∂
′
ik
}. Since F contains β which is a vertex of order
2 in C, the number of k, so that Θik = ∂
′
ik
is at most 1. In particular, there is k ≤ e such that Θik = ∂ik
and so F is of the form ∂ik(F0) (by commutativity (4.2)). Now we use the formula
|F|L′ = |∂ik(F0)|L′ = |F0|L′ + |∂
′
ik
(F0)|L′ .
Since |∂′ik(F0)|L′ = |∂
′
ik
(F0)|L ≥ 0 (as it misses β) it is enough to prove the volume condition for the face
with less co-dimension in C. In other words, we can use an induction on co-dimension to finish the proof
of the claim.
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As β occurs in C as an element of order 2 and in ∂′i(C) as an element of order 1, by Lemma 4.3 we can
replace inequalities (4.8), (4.9) by equivalent conditions
|C + β|L ≥ g & g ≥ |β − ∂
′
i(C)|L.
We finish by applying (LP) with bounds {u, |C + β|L} ≥ {|β − ∂′i(C)|L, 0} which are consistent by
Lemma 4.4. 
In the following lemma S figures as a section of C orthogonal to the axis i.
Lemma 4.8. Let C1 and C2 be a splitting of a d-cuboid C, i, c be as in Definition 4.1 and denote S the
(d − 1)-cuboid ∂i(C1) = C1 ∩ C2 = ∂
′
i(C2). Next let L be a partial lift defined on all the vertices of C and⋃
F(S), where F(S) is the collection (possibly empty) of facets of S such that for each j ∈ Dim(S), ∂j(S)
or ∂′j(S) does not belong to F(S) and in F(S) is at most one upper facet of S. Then there is a partial
lift which extends L on the whole S.
Proof. We first maximalize the collection F(S). Let j ∈ Dim(S) be such that neither ∂j(S) nor ∂′j(S)
belongs to F . We like to extend L on ∂′j(S). As each upper facet in F(S) intersects ∂
′
j(S) in an upper
facet of ∂j(S) and each lower facet in F(S) intersects ∂j(S) in a lower facet of ∂′j(S), we can use the
induction hypothesis, where we take ∂′j(C) for C and ∂
′
j(F(S)) for F(S). So we obtain a partial lift L
′
defined on ∂′j(C) ∪ ∂
′
j(S).
We have to prove L∪L′ is a partial lift. For this it is enough to realize that, whenever for some cuboid
D, we have D ⊆ (∂′j(C) ∪ ∂
′
j(S)) ∪ (C ∪ (
⋃
F(S))) (definition domain of L′ ∪ L), then D ⊆ ∂′j(C) ∪ ∂
′
j(S)
(definition domain of L′) or D ⊆ C∪(
⋃
F(S)) (definition domain of L). If D ⊆ C, we are done. Otherwise
by Lemma 4.6 we have D ⊆ C1 or D ⊆ C2. We can treat the both cases in similar fashion. We present
proof of the one where D ⊆ C1. If i ∈ Dim(D), then ∂i(D) ⊆ (
⋃
F(S)) ∪ ∂′j(S). By Lemma 4.5 either
holds: ∂i(D) ⊆
⋃
F(S), and then D ⊆ C ∪ (
⋃
F(S)), or ∂i(D) ⊆ ∂′j(S), and then D ⊆ ∂
′
j(C) ∪ ∂
′
j(S). If
i /∈ Dim(C), then in the above deduction replace ∂i(C) with C.
So we can assume for each j ∈ Dim(S) either ∂j(S) ∈ F(S) or ∂
′
j(S) ∈ F(S). Two cases possibly
occur: (i) all facets in F(S) are lower and the top vertex β of S is the only one which remains to lift, or
(ii) there is k, such that ∂k(S) ∈ F(S) and γ the only vertex which remains to lift has order 2 in S.
Assume the case (ii). For some g ∈ Γea(G, u) define L
′ = L ∪ {(γ, g)}. We note that γ has order 2 in
C1 and in S and order 3 in C2. To assure L is a partial lift on C1, the following volume condition has to
hold (by analogy with (4.8)) and (4.9):
|C1|L′ ≥ 0, (4.10)
|∂′k(C1)|L′ ≥ 0. (4.11)
The case of C2 requires these volume conditions:
|C2|L′ ≥ 0, (4.12)
|∂′k(C2)|L′ ≥ 0, (4.13)
|∂′i(C2)|L′ ≥ 0, (4.14)
|∂′k ◦ ∂
′
i(C2)|L′ ≥ 0. (4.15)
We claim inequations (4.12)–(4.15) are sufficient. Let F be any face of C2; it has a form
F = Θi1 ◦ · · · ◦Θie(C2), e ≤ dimS, (4.16)
where each Θik ∈ {∂ik , ∂
′
ik
}. We first prove by an induction on the number of occurrence of ∂ik ’s in (4.16),
that it is enough to treat the cases when each Θik = ∂
′
ik
. Since whenever F has form F = ∂j(F0),
then |F|L′ = |∂
′
j(F0)|L′ + |F0|L′ . If the two summand are ≥ 0, so is the left hand side. However,
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if F = ∂′i1 ◦ · · · ◦ ∂
′
ie
(C2) contains γ, each ik’s belongs to {i, k}, as γ is the top vertex of ∂′k ◦ ∂
′
i(C2).
So (4.12)–(4.15) are all the volume conditions that matter.
Note that (4.14) and (4.15) are volume conditions for sub-cuboids of C1 (since ∂′i(C2) = ∂i(C1)), and
hence they follow from (4.10) and (4.11). To assure L′ is a partial lift, inequalities (4.10)–(4.13) give us,
according to Lemma 4.3, the following bounds:
g ≤ |γ + C1|L, (4.17)
|γ − ∂′k(C1)|L ≤ g, (4.18)
|γ − C2|L ≤ g, (4.19)
g ≤ |γ + ∂′k(C2)|L. (4.20)
We already know by Lemma 4.4 that (4.17) and (4.18) are consistent. So are (4.17) and (4.19), since:
|γ − C2|L ≤ |γ + C1|L ⇔ |C1 + C2|L ≥ 0 ⇔ |C|L ≥ 0. Next |γ − ∂′k(C1)|L ≤ |γ + ∂
′
k(C2)|L ⇔ 0 ≤
|∂′k(C1) + ∂
′
k(C2)|L = |∂
′
k(C)|L. Finally, |γ − C2|L ≤ |γ + ∂
′
k(C2)|L ⇔ 0 ≤ |C2 + ∂
′
k(C2)|L = |∂k(C2)|L.
Hence, we can apply the lifting property to obtain the desired lift in γ. The lift necessary belongs to
Γea(G, u) due to inequalities (4.7) in Lemma 4.4.
Next assume the (easier) case (i). Again define L′ = L ∪ {(β, g)} for some g ∈ G. By the analogous
arguments as in the case (ii), it is enough to assure volume conditions
|C1|L′ ≥ 0, (4.21)
|C2|L′ ≥ 0, (4.22)
|∂′i(C2)|L′ ≥ 0. (4.23)
But ∂′i(C2) = ∂i(C1), hence the inequality (4.21) implies (4.23). By Lemma 4.3,
|β − C1|L ≤ g ≤ |β + C2|L
is equivalent condition to (4.21) and (4.22). These bounds are consistent as |β − C1|L ≤ |β + C2|L ⇔ 0 ≤
|C1+C2| = |C|L. Moreover, Lemma 4.4, inequalities (4.6) and (4.7) guarantee 0 ≤ |β−C1|L ≤ |β+C2|L ≤ u.
Hence, we can finish the proof by application of the lifting property. 
Lemma 4.9. Let F(C) be a collection of facets of a cuboid C such that, for each i ∈ Dim(C), one of
∂i(C), ∂′i(C) does not belong to F(C) and it contains at most one upper facet. Next let J ⊆ Dim(C) (in
these directions we want to find a refinement) and, for each j ∈ J , there is a real cj, aCj < cj < b
C
j .
Denote
X = {(r1, . . . , rn) : ri ∈ {a
C
j , cj , b
C
j } for j ∈ J, ri ∈ {a
C
j , b
C
j } for j /∈ J}
and Y ⊂ X be those vertices in X which are inside some facet in F(C). Then each partial lift L on C ∪Y
could be extended to a partial lift on X.
Proof. We prove the lemma by an induction on |J |. The case J = {j} is the same as previous Lemma 4.8.
Suppose J = {j} ∪ J ′, where |J ′| < |J |, and for simplicity suppose j = 1. Similarly as in Lemma 4.8 we
have the splitting of C (along the j-th (first) coordinate) to C1 and C2 and we set S = C1 ∩ C2.
We first apply the induction hypothesis where we take for J the set {1} and for c1 the c1. We obtain
a lift L1 defined on C ∪S. Before we processed further we have to verify L1∪L is a partial lift. As usual,
we prove that whenever some cuboid D ⊆ (C ∪ S) ∪ (C ∪ Y ), then D ⊆ C ∪ S or D ⊆ C ∪ Y . On the way
of contradiction assume α, β are two vertices in D such that α ∈ S \ (C ∪ Y ) and β ∈ Y \ (C ∪ S). In
coordinates α = (c1, ∗2, . . . , ∗n) and β = (⋆1, . . . , ci, . . . , ⋆n), where ∗k’s belong to {aCk, a
C
k}, ⋆k’s belong to
{aCk, ck, a
C
k} and i 6= 1. As D is a cuboid, it contains also the vertex γ = (c1, ∗2, . . . , ∗i−1, ci, ∗i+1, . . . , ∗n)
(which shares with α all the coordinates until the i-th). Now γ /∈ C ∪ S (because of it’s i-th coordinate)
so γ ∈ Y and, by definition of Y , there is a facet ∂k(C) (∂
′
k(C), resp.) in F(C) such that γ is inside the
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facet. That occurs iff ∗k = bCk (∗k = a
C
k , resp.). But in this case α is inside the facet as well and so it
belongs to Y , which is a contradiction.
We like to apply the induction hypothesis to both cuboids C1 and C2 with J ′ to obtain partial lifts
L2, L3, but we have to be careful in what order. If ∂1(C) ∈ F(C) (i.e., it is the only upper facet in F(C)),
then we first apply the induction hypothesis to C2, where to F(C2) we add ∂1(C2) (= ∂1(C)) and moreover
we add ∂′i(C2) whenever ∂
′
i(C) belongs to F(C). Then we apply the induction hypothesis to C1 with J
′ and
F(C1) defined in analogy with F(C2) (note that C1 ∩ C2 = ∂j(C1) is included). In the case ∂1(C) 6∈ F(C),
we first apply the induction hypothesis to C1, since otherwise, in the case ∂′jC = ∂
′
1(C1) ∈ F(C), ∂
′
1(C1)
and C1 ∩ C2 = ∂1(C1), there would be a pair of opposite facets of C1 which we would have to include to
F(C1).
We have obtained a mapping L4 = L2 ∪ L3, which satisfies the volume condition for each cuboid
having vertices in X and which is inside C1 or C2. Each cuboid D ⊆ X could be in the obvious way split
into D1 and D2, where D1 is inside C1, D2 is inside C2 and in A we have D = D1 + D2. Consequently
|D|L4 = |D1|L4 + |D2|L4 ≥ 0. 
Proposition 4.10. Let (G, u) and (H, v) be unital Dedekind monotone σ-complete po-groups and let
π : (G, u) → (H, v) be a homomorphism with (LP). Let F be an n-dimensional spectral resolution on
(H, v). Then there is a countable and dense subset D ⊂ Rn and a partial lift L of F which is defined on
D.
Proof. Define for each l ∈ N0 the set Ul of all n-cubes with coordinates in 12lZ which have edges of length
1
2l (e.g., all n-cuboids C, for which a
C
j , b
C
j ∈
1
2lZ and b
C
j − a
C
j =
1
2l for each j, 1 ≤ j ≤ n). Our strategy
is as follows: We will inductively construct a sequence of partial lifts L0 ⊂ L1 ⊂ · · · such that each Ll
is defined on Dl :=
⋃
i≤l Ui. The set D :=
⋃
l≥0Dl is countable and dense in R
n and a partial mapping⋃
l≥0 Ll will be the desired partial lift.
Claim There is a list E1, E2, . . . of all the n-cubes in Ul, l ≥ 0, so that the following property (∗) holds:
For each m ∈ N, we have Em∩(
⋃
j<m Ej) is of one of following types: (i) empty, (ii) one lower facet of Em,
(iii) union of one upper facet ∂k(Em) and a collection of lower facets ∂′j(Em), where J ⊆ {1, . . . , n} \ {k}.
Using Claim, it is rather easy to construct the Ll’s: Suppose C1, C2, . . . is the list from Claim of all the
elements in U0. We first apply Lemma 4.7 to C0, then to C1 and so on inductively we define a lift L0. In
next step we like to extend L0 on each point with coordinates in
1
2Z, that is on D1 =
⋃
U1. To achieve
this, we use another induction process. At the first step, we use Lemma 4.9 to the first n-cube C1 ∈ U0:
We leave the set F(C1) from the statement empty and we set J = {1, . . . , n} and cj =
a
Cj+bCj
2 , j ∈ J ,
so the points in X are exactly the ones of D1 we want to lift. In the m-th step we use Lemma 4.9 in a
similar way, the only difference is that we cannot set F(C1) empty, since points inside some facets of Cm
have already been lifted, but the collection of these facets is, by the property (∗), in a convenient form.
In the next step we use an analogous induction process, but with U2 in place of U1. So we find lifts in
all points with coordinates in 122Z. Similarly we find partial lifts L3 ⊂ L4 ⊂ · · · . The desired dense set
and partial lift are D :=
⋃
m∈NDm and L :=
⋃
m∈N Lm. The construction guarantees for each Lm the
volume condition |C|Lm ≥ 0, only for C being a face of some cuboid in Um. However, it is clear that each
cuboid with vertices in Dm has as an element of A a decomposition C = D1 + · · ·+Dk such that all Di’s
are already faces of some cuboids in Um. Finally, each volume condition |C|L ≥ 0 holds, where C ⊂ D,
since C ⊂ Dm for some m, as C has only a finite number of vertices.
Proof of Claim. It is enough to prove, that given any n-cuboid C (arbitrary large) and a list E1, . . . , EmC
of all unit cubes inside C, then whenever we enlarge C in some of the 2n directions by one to get C′, we
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can add at the end of the list all the new unit cuboids inside C′ but not inside C, so that (∗) still holds.
An obvious inductive construction then gives the desired list.
So suppose we are given a cuboid C and the list E1, . . . , EmC and we want to move some lower facet ∂
′
iC.
Denote by D the extra part of C′ (i.e., C and D is a splitting of C′). Observe that each unit cuboid D′
inside D intersects the union
⋃mC
j=1 Ek in exactly one of its upper facet: ∂i(D
′). Hence, we basically need
to find a list D1, . . . ,DmD of all the unit cuboids inside D such that the intersection of any Dk with the
union of the previous ones is a collection of lower facets of Dk. Then the list E1, . . . , EmC ,D1, . . . ,DmD will
satisfy condition (∗). But finding the desired list is easy: Any ordering of the axis gives us a lexicographic
ordering of the unit cuboids, which restricts to desired list D1, . . . ,DmD .
Next suppose we want to move an upper facet ∂i(C). Let D have the same meaning as above and set
m := bDl − a
D
l for some l ∈ {1, . . . , n} \ {i}. In this situation, we need to find a list D1, . . . ,DmD of all
the unit cuboids inside D such that the intersection of any Dk with the union of the previous ones is (i)
empty or (ii) a union of some upper facet ∂o(Dk) and a collection of lower facets ∂′j(Dk), j ∈ J , where
J ⊆ {1, . . . , n} \ {i, o}. We prove this using an induction on the dimension n. The case n = 2 is very easy
to deal with: The cuboids in concern form simply a column of height m, so we list them from the top
one to to bottom one. For n ≥ 3, we can with respect to the l-axis dived the unit cuboids inside D into
m floors. At the first step we like to find such a list for the top floor, but this is a one dimensional less
situation, so we can apply the induction hypothesis. Next we like to add the unit cuboid from the second
highest floor, but each cuboid D′ in concern already shares exactly one its upper facet ∂l(D′) with the
ones from the top floor. So it reduces to the case of the previous paragraph. Then we similarly treat the
third highest floor and so on until we reach the bottom floor. 

Before presenting a concluding result of the section, we introduce the following notion. Let π : (G, u)→
(H, v) be a surjective σ-homomorphism of unital Dedekind monotone σ-complete po-groups. A mapping
K : Rn → Γea(G, u) is said to be an almost n-dimensional spectral resolution if it satisfies (3.3)–(3.5) and
there is an element u0 :=
∨
(t1,...,tn)
K(t1, . . . , tn) ∈ Γea(G, u) such that π(u0) = v.
Now, we present the main result of the section – lifting of spectral resolutions.
Theorem 4.11. [Lifting of Spectral Resolutions] Let π : (G, u) → (H, v) be a σ-homomorphism of
unital Dedekind monotone σ-complete po-groups and let π satisfy (LP). Then each n-dimensional spectral
resolution F : Rn → H can be lifted to an almost n-dimensional spectral resolution K : Rn → G such
that π ◦K = F .
Proof. According to Proposition 4.10, there are a countable subset D ⊂ Rn dense in Rn and a partial
lift L : D → G. Recall that D = Dnpi , where Dpi = {k/2
l : l ≥ 1, k ∈ Z} is a dense subset of R, and L is
monotone on D. Define K0 : Rn → G by prescription
K0(t1, . . . , tn) =
∨
si∈Dpi,si<ti
L(s1, . . . , sn). (4.24)
Note that the supremum exists because if we take two sequences {(sj1, . . . , s
j
n)}j and {(u
j
1, . . . , u
j
n)}j of
elements ofD such that (sj1, . . . , s
j
n), (u
j
1, . . . , u
j
n)≪ (t1, . . . , tn) ∈ R
n for each j ≥ 1 and {(sj1, . . . , s
j
n)}j ր
(t1, . . . , tn) and {(u
j
1, . . . , u
j
n)}j ր (t1, . . . , tn), then monotonicity of L implies that∨
j
L(sj1, . . . , s
j
n) and
∨
j
L(uj1, . . . , u
j
n)
exist in G and ∨
j
L(sj1, . . . , s
j
n) =
∨
j
L(uj1, . . . , u
j
n).
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Hence, K0(t1, . . . , tn) is correctly defined and
K0(t1, . . . , tn) =
∨
j
L(sj1, . . . , s
j
n) =
∨
(t1,...,tn)≫(s1,...,sn)∈D
L(s1, . . . , sn).
Since each vertex of any cuboid is an n-tuple of reals, we will denote it by a Greek letter α =
(α1, . . . , αn), β = (β1, . . . , βn), etc., and we write for simplicity K0(α) := K0(α1, . . . , αn).
Now, K0 is monotone in each component (directly from definition) and all volume conditions hold:
Given any d-cuboid in C, we can write the volume condition in the form
K0(α1) + · · ·+K0(α2d−1) ≤ K0(β1) + · · ·+K0(β2d−1), (4.25)
where αi’s are all the vertices in C (hence n-tuples of reals) with even order and βi’s are all the vertices
in C with odd order. By the construction of D, for each ǫ > 0, there exists a d-cuboid D ⊂ D, which
is sufficiently close to C: For each i = 1, . . . , n, we find aDi , b
D
i ∈ Dpi, such that a
C
i − ǫ < a
D
i < a
C
i and
bCi − ǫ < b
D
i < b
C
i (and hence the vertices of the cuboid D given by a
D
i ’s and a
D
i ’s belong to D). Moreover,
we can assume aDi = b
D
i for each i /∈ Dim(C).
Given any α′1, . . . , α
′
2d−1 ∈ D such that for each i = 1, . . . , n, α
′
i ≪ αi, there is ǫ > 0, for which
α′i ≪ αi − ~ǫ for each αi, where ~ǫ = (ǫ, . . . , ǫ) ∈ R
n. Hence, as we have proved above, there is a d-cuboid
D, such that for each i = 1, . . . , 2d−1 we have α′i < γi < αi, where γi is the corresponding vertex of D.
From the volume condition for D we deduce
K0(α
′
1)+· · ·+K0(α
′
2d−1) ≤ K0(γ1)+· · ·+K0(γ2d−1) ≤ K0(δ1)+· · ·+K0(δ2d−1) ≤ K0(β1)+· · ·+K0(β2d−1),
where δi’s are all the vertices in D with even order. Consequently, inequality (4.25) holds by the definition
of K0 and the fact that + distributes over ∨.
The functionK0 yet does not have to vanish when some coordinate goes to −∞. We have to repair this.
DefineK0(−∞, t2, . . . , tn) :=
∧
tK0(t, t2, . . . , tn) (it exists sinceK0 is monotone) and forK1(t1, . . . , tn) :=
K0(t1, . . . , tn)−K0(−∞, t2, . . . , tn), we have
∧
t1
K1(t1, . . . , tn) = 0. We have to verify that K1 : Rd → G
still satisfies the volume conditions. Let C be a cuboid; two cases could occur (1) 1 ∈ Dim(C) or (2)
1 6∈ Dim(C). In the case (1) we realize that |C|K1 = |C|K0 , since for any edge e with Dim(e) = {1}
clearly |e|K0 = |e|K1 and C could be as element of A written as a linear combination of such edges (since
1 ∈ Dim(C)). Now consider the case (2). For each i ∈ N0 define Cn a cuboid which shares with C all
coordinates except aCn1 = a
C
1 −n (hence it arises by moving the original cuboid C down in the direction of
the first axis by n). See that for each i ∈ N0 we have Ci − Ci+1 equals a cuboid Di (as an element of A)
for which 1 ∈ Dim(Di). So by the case (1), |Ci|K1 = |Ci+1|K1 + |Di|K1 ≥ |Ci+1|K1 , that is {|Ci|K1}i∈N0 is
a decreasing sequence. By monotone σ-completeness, there is c =
∧
i |Ci|K1 , for which we want to prove
c = 0, as this trivially implies |C|K1 = |C0|K1 ≥ 0. Let us list α
j
i (β
j
i , respectively), j = 1, . . . , 2
dim(C)−1
all the vertices in Ci with even (odd, respectively) order. Note that as i → ∞, K1(α
j
i ) ց 0 as well as
K1(β
j
i )ց 0 for each j = 1, . . . , 2
dim(C) (since the first coordinate of αji (β
j
i , resp.) goes to −∞). We have
the following estimations:
−(K1(α
1
i ) + · · ·+K1(α
2(d−1)
i )) ≤ K1(β
1
i ) + · · ·+K1(β
2(d−1)
i )− (K1(α
1
i ) + · · ·+K1(α
2(d−1)
i )) = |Ci|K1 ,
|Ci|K1 = K1(β
1
i ) + · · ·+K1(β
2(d−1)
i )− (K1(α
1
i ) + · · ·+K1(α
2(d−1)
i )) ≤ K1(β
1
i ) + · · ·+K1(β
2(d−1)
i ).
As −(K1(α1i ) + · · ·+K1(α
2(d−1)
i ))ր 0 and K1(β
1
i ) + · · ·+K1(β
2(d−1)
i )ց 0 we have c = 0.
Suppose αi ր α := (t1, . . . , tn), then K1(α) ≥ K1(αi) ≥ K0(αi) − K0(−∞, t2, . . . , tn) ր K0(α) −
K0(−∞, t2, . . . , tn) = K1(α). If K0(t1, . . . , ti−1,−∞, ti, . . . , tn) = 0 for some i, clearly
K1(t1, . . . , ti−1,−∞, ti+1, . . . , tn) = 0
as well. Consequently, K1 satisfies all volume conditions, consequently, K1 is monotone.
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IfK1(t1,−∞, t3, . . . , tn) :=
∧
t2
K1(t1, . . . , tn) > 0, we repeat the above procedure withK2(t1, . . . , tn) =
K1(t1, . . . , tn)−K1(t1,−∞, t2, . . . , tn), (t1, . . . , tn) ∈ Rn. Then
∧
t1
K2(t1, . . . , tn) = 0 =
∧
t2
K2(t1, . . . , tn).
In particular, all the volume conditions hold and (specially) K2 is monotone. By induction, for each
i = 1, . . . , n− 1, we define
Ki(t1, . . . , ti,−∞, ti+2, . . . , tn) =
∧
ti+1
Ki(t1, . . . , tn)
and Ki+1(t1, . . . , tn) = Ki(t1, . . . , tn)−Ki(t1, . . . , ti,−∞, ti+2, . . . , tn). Then
∧
tj
Ki+1(t1, . . . , tn) = 0 for
j = 1, . . . , i+ 1.
Finally, π◦K1 = F , since π(K0(−∞, t2, . . . , tn)) = 0 for each real ti’s, because π is a σ-homomorphism.
If we repeat the process for all coordinates, we obtain a mapping K := Kn : Rn → G which is monotone
and satisfies conditions (3.3)–(3.5). In addition, π ◦K = F . If we define u0 =
∨
(s1,...,sn)
K(s1, . . . , sn) (it
exists due to monotonicity of K), then π(u0) = v, and we see that K is an almost n-dimensional spectral
resolution on G which finishes the proof. 
5. n-dimensional Spectral Resolutions and n-dimensional Observables
The following two results can be proved by applying the Loomis–Sikorski Theorem for σ-complete
MV-algebras as well as using Lifting Theorem 4.11. They are the second main results of the paper.
IfM is a σ-complete MV-algebra or a monotone σ-complete effect algebra with (RDP), then it is always
an interval in a unital σ-complete ℓ-group or in a unital Dedekind monotone σ-complete po-group with
interpolation. So an n-dimensional spectral resolution is a mapping F : Rn → M such that (3.1)–(3.5)
holds, where u = 1 is the top element of M .
For the Loomis–Sikorski Theorem, see [Dvu1, Mun1], we need the notion of a tribe of fuzzy sets: A
tribe on Ω 6= ∅ is a family T of fuzzy sets from [0, 1]Ω such that (i) 1 ∈ T , (ii) if f ∈ T , then 1− f ∈ T ,
and (iii) if {fn}n is a sequence from T , then min{
∑∞
n=1 fn, 1} ∈ T . A tribe is always a σ-complete
MV-algebra where all operations are defined by points.
Theorem 5.1. Let M be a σ-complete MV-algebra. Then there is a one-to-one correspondence between
n-dimensional spectral resolutions and n-dimensional observables on M .
Proof. The first proof. Let Ω = ∂S(M). Then Ω is a basically disconnected Hausdorff compact topological
space under the weak topology of extremal states. Given a ∈ M , let aˆ : ∂S(M) → [0, 1] be a mapping
defined by aˆ(s) := s(a), s ∈ ∂S(M). Then aˆ is a continuous function on ∂S(M), aˆ ∈ Γ(C(Ω), 1Ω)), and
(C(Ω), 1Ω) is a Dedekind σ-complete unital ℓ-group, even a Riesz space.
The mapping φ : a→ aˆ is an injective MV-homomorphism from M into Γ(C(Ω), 1Ω). Let T be a tribe
of fuzzy sets generated by {aˆ : a ∈ M}. For f, g : [0, 1]Ω, we write f ∼ g if {s ∈ ∂S(M) : f(s) 6= g(s)}
is a meager set. According to the proof of the Loomis–Sikorski Theorem, [Dvu1, Thm 4.1], T = {f ∈
[0, 1]Ω : f ∼ aˆ for some a ∈ M}, and the mapping π : T → M , defined by π(f) = a iff f ∼ aˆ, is a
surjective σ-homomorphism of MV-algebras.
Hence, let F : Rn → M be an n-dimensional spectral resolution. We define a mapping K0 : Rn → T
by K0(t1, . . . , tn) = φ(F (t1, . . . , tn)), t1, . . . , tn ∈ R. Then K0 is monotone, satisfies the volume condition,
and π ◦K0 = F . In the following, we will calculate
∨
and
∧
in T .
We define
K0(−∞, t2, . . . , tn) =
∧
t1
K0(t1, . . . , tn),
then K0(−∞, t2, . . . , tn) ∈ T (since K is monotone, it is enough to take t1 ∈ Q, t1 ց −∞), and let
K1(t1, . . . , tn) = K0(t1, . . . , tn) − K0(−∞, t2, . . . , tn), t1, . . . , tn ∈ R. Then
∧
t1
K1(t1, . . . , tn) = 0 and
π(K1(t1, . . . , tn)) = F (t1, . . . , tn).
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Now, we show that K1 is monotone and it satisfies all the volume condition of the form (3.6). Clearly
that K1(s1, t2, . . . , tn) ≤ K1(t1, . . . , tn) where s1 ≤ t1.
Let (s1, s2, t3, . . . , tn) ≤ (t1, t2, . . . , tn). Using (3.7) for K0, we have
K0(t1, t2, t3, . . . , tn) +K0(s1, s2, t3, . . . , tn) ≥ K0(t1, s2, t3, . . . , tn) +K0(s1, t2, t3, . . . , tn).
If s1 ց −∞, we have
K0(t1, t2, t3, . . . , tn) +K0(−∞, s2, t3, . . . , tn) ≥ K0(t1, s2, t3, . . . , tn) +K0(−∞, t2, t3, . . . , tn)
K0(t1, t2, t3, . . . , tn)−K0(−∞, t2, t3, . . . , tn) ≥ K0(t1, s2, t3, . . . , tn)−K0(−∞, s2, t3, . . . , tn)
K1(t1, t2, t3, . . . , tn) ≥ K1(t1, s2, t3, . . . , tn).
The same is true for each i = 3, . . . , n, i.e.
K1(t1, . . . , tn) ≥ K1(s1, t2, . . . , ti−1, si, ti+1, . . . , tn)
whenever si ≤ ti. Hence, if (s1, . . . , sn) ≤ (t1, . . . , tn), then K1(s1, . . . , sn) ≤ K1(t1, s2, . . . , sn) ≤
K1(t1, t2, s3, . . . , sn) ≤ · · · ≤ K1(t1, . . . , ti, si+1, . . . , sn) ≤ · · · ≤ K1(t1, . . . , tn).
Using the left-hand side of (3.5) for K1, we see that it is equal to the left-hand side of (3.6) for K0 ≥ 0,
so that the volume condition (3.5) for K1 also holds.
Set
K1(t1,−∞, t3, . . . , tn) =
∧
t2
K1(t1, . . . , tn)
andK2(t1, . . . , tn) = K1(t1, . . . , tn)−K1(t1,−∞, t3, . . . , tn). Then
∧
t2
K2(t1, . . . , tn) = 0 and π◦K2 = F .
Moreover,
K2(−∞, t2, . . . , tn) =
∧
t1
K2(t1, . . . , tn) =
∧
t1
(K1(t1, . . . , tn)−K2(t1,−∞, t3, . . . , tn))
≤
∧
t1
K1(t1, . . . , tn) = 0.
In an analogous way, we can establish that K2 is monotone and for it every volume condition (3.5) holds.
By induction, for each i = 1, . . . , n− 1, we define
Ki(t1, . . . , ti,−∞, ti+2, . . . , tn) =
∧
ti+1
Ki(t1, . . . , tn)
and Ki+1(t1, . . . , tn) = Ki(t1, . . . , tn) − Ki(t1, . . . , ti,−∞, ti+2, . . . , tn). Then
∧
tj
Ki+1(t1, . . . , tn) = 0
for each j = 1, . . . , i + 1 and π ◦ Ki+1 = F . After finitely many steps, we define also Kn. Then each
K1, . . . ,Kn is monotone and each Ki satisfies all the volume conditions (3.6).
Define a mapping K : Rn → T by
K(t1, . . . , tn) =
∨
(s1,...,sn)≪(t1,...,tn)
Kn(s1, . . . , sn), t1, . . . , tn ∈ R. (5.1)
First we have to note that K is correctly defined, because due to monotonicity of Kn, it is enough
to use s1, . . . , sn ∈ Q. Therefore, π ◦K = F . Clearly, K is monotone. We assert that K is a mapping
satisfying (3.3)–(3.5).
Equality (3.3): Clearly
∨
(s1,...,sn)≪(t1,...,tn)
K(s1, . . . , sn) ≤ K(t1, . . . , tn). To prove the opposite
inequality, let (s′′1 , . . . , s
′′
n) ≪ (t1, . . . , tn). There is an n-tuple (s
′
1, . . . , s
′
n) such that (s
′′
1 , . . . , s
′′
n) ≪
(s′1, . . . , s
′
n)≪ (t1, . . . , tn). Hence,
Kn(s
′′
1 , . . . , s
′′
n) ≤ K(s
′
1, . . . , s
′
n) ≤ K(t1, . . . , tn)
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taking supremum over all (s′′1 , . . . , s
′′
n)≪ (t1, . . . , tn), we get
K(t1, . . . , tn) =
∨
(s′′1 ,...,s
′′
n)≪(t1,...,tn)
Kn(s
′′
1 , . . . , s
′′
n) ≤
∨
(s′1,...,s
′
n)≪(t1,...,tn)
K(s′1, . . . , s
′
n) ≤ K(t1, . . . , tn).
Equality (3.4) follows from:∧
ti
K(t1, . . . , tn) =
∧
ti
∨
(s1,...,sn)≪(t1,...,tn)
Kn(s1, . . . , sn) ≤
∧
ti
Kn(t1, . . . , tn) = 0.
Now, we verify the volume condition (3.5) for K. Let A = 〈a1, b1) × · · · × 〈an, bn) be given. We
note that K0 satisfies the volume condition. Therefore, we express the volume condition in the form
LHSK0(A) ≥ RHSK0(A), where on both sides there are sums of positive terms of K0. Subtracting from
both side the elements K0(−∞, t2, . . . , tn), we obtain the volume condition for K1. Analogously, we can
show that each K2, . . . ,Kn satisfies the volume condition.
For any integer k ≥ 1, let Ak = 〈a1 − 1/k, b1 − 1/k) × · · · × 〈an − 1/k, bn − 1/k). We denote by
LHSKn(Ak), RHSKn(Ak) the left-hand and right-hand side of the volume condition of Ak in Kn and let
LHSK(A), RHSK(A) be analogous expressions for A in the mapping K. Since Kn satisfies the volume
condition, for each k ≥ 1, we have
LHSKn(Ak) ≥ RHSKn(Ak)
LHSK(A) = lim
k
LHSKn(Ak) ≥ lim
k
RHSKn(Ak) = RHSK(A),
so that K satisfies the volume condition. Denote by u0 =
∨
(t1,...,tn)
K(t1, . . . , tn). Then π(u0) = 1.
Therefore, we have a system {K(t1, . . . , tn) : t1, . . . , tn ∈ R} of fuzzy sets on Ω in the tribe T . For each
fixed ω ∈ Ω, the function Kω : Rn → [0, 1] defined by Kω(t1, . . . , tn) := K(t1, . . . , tn)(ω), t1, . . . , tn ∈ R, is
left continuous, going to 0 if ti → −∞ with non-negative increments. According to [Kal, Thm 2.25], there
is a unique σ-additive finite measure Pω on B(Rn) such that Pω((−∞, t1)×· · ·×(−∞, tn)) = Fω(t1, . . . , tn).
Therefore, we have a mapping ξ : B(Rn) → [0, 1]Ω such that ξ(A)(ω) = Pω(A) for all A ∈ B(Rn) and
all ω ∈ Ω. We denote by K = {A ∈ B(Rn) : ξ(A) ∈ T }. Then K contains Rn, all intervals of the form
(−∞, t1) × · · · × (−∞, tn), and is closed under complements and unions of disjoint sequences, i.e. K is
a Dynkin system and by the Sierpin´ski Theorem, [Kal, Thm 1.1], K = B(Rn). Then x(A) := π(ξ(A)),
A ∈ B(Rn), is an n-dimensional observable on M such that x((−∞, t1)× · · · × (−∞, tn)) = F (t1, . . . , tn),
t1, . . . , tn ∈ R.
Uniqueness of x: Let y be another n-dimensional observable such that y((−∞, t1)× · · · × (−∞, tn)) =
F (t1, . . . , tn), t1, . . . , tn ∈ R. Let H = {A ∈ B(Rn) : x(A) = y(A)}. Then H is a Dynkin system
containing all intervals (−∞, t1)× · · · × (−∞, tn) so that by the Sierpin´ski Theorem, H = B(Rn) which
shows x = y. 
Now, we present the second proof using Lifting Theorem 4.11:
Proof. According to the Loomis–Sikorski theorem for σ-complete MV-algebras, see [Dvu1, Mun1], there
is a tribe T of fuzzy sets in Ω 6= ∅ and a surjective σ-homomorphism π : T →M .
We assert that π has the lifting property. Let L,U ⊆ T be finite and w ∈ M such that L ≤ U and
π(L) ≤ w ≤ π(U). Put u =
∨
U and v =
∧
V . Then u ≤ v and for w ∈ M there is f1 ∈ T such that
π(f1) = w. If we set f = u ∨ (v ∧ f1), then L ≤ f ≤ U and π(L) ≤ π(f) = w ≤ π(U).
The σ-complete MV-algebra M is an interval in a Dedekind σ-complete unital ℓ-group (H, v), i.e. we
can assume M = Γ(H, v) and similarly, the tribe T is an interval in the Dedekind σ-complete ℓ-group G
of bounded functions on Ω with the pointwise ordering, so that T = Γ(G, 1Ω). In addition, the surjective
σ-homomorphism π can be extended to a unique surjective σ-homomorphism from G onto H .
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Applying Lifting Theorem 4.11, there is an almost n-dimensional spectral resolution K : Rn → T such
that π ◦K = F . Therefore, we have a system {K(t1, . . . , tn) : t1, . . . , tn ∈ R} of fuzzy sets from the tribe
T . To finish the proof, we use literally the rest of the first proof of the present theorem. 
In the next result, we extend the ideas of the proof of the latter theorem for monotone σ-complete
effect algebras with (RDP). Instead of tribe, we need the following notion: An effect-tribe is any system
T of fuzzy sets on Ω 6= ∅ such that (i) 1 ∈ T , (ii) if f ∈ T , then 1 − f ∈ T , (iii) if f, g ∈ T , f ≤ 1 − g,
then f + g ∈ T , and (iv) for any sequence {fn}n of elements of T such that {fn}n ր f (pointwisely),
then f ∈ T . Then every effect-tribe is a monotone σ-complete effect algebra where all operations are
defined by points.
Let f be a real-valued function on S(E), where E is not stateless. We define
N(f) := {s ∈ ∂S(E) : f(s) 6= 0}.
Theorem 5.2. Let E be a monotone σ-complete effect algebra satisfying the Riesz Decomposition Prop-
erty. Then there is a one-to-one correspondence between n-dimensional spectral resolutions and n-
dimensional observables on E.
Proof. Given a ∈ E, let aˆ : S(E) → [0, 1] be a function defined by aˆ(s) = s(a), s ∈ S(E). Then aˆ is an
affine continuous function on S(E). The mapping ϕ : E → E = {aˆ : a ∈ E}, defined by ϕ(a) = aˆ, a ∈ E,
is an isomorphism of effect algebras E and Ê. If we define T as the effect-tribe generated by Ê, then due
to the proof of the Loomis–Sikorski Theorem, see [BCD], T is the set of all fuzzy sets f on Ω = S(E)
such that there is a ∈ E with N(f − aˆ) being a meager set. Then T is an effect-tribe with (RDP) and
the mapping π : T → E, given by π(f) = a iff N(f − aˆ) is a meager set, is a σ-epimorphism of effect
algebras.
Let F be an n-dimensional spectral resolution on E. Analogously as in the proof of Theorem 5.1,
we define a mapping K0 : B(Rn) → T by K0(t1, . . . , tn) = ϕ(F (t1, . . . , tn)), t1, . . . , tn ∈ R. Then K0 is
monotone, it satisfies the volume condition, and π ◦K0 = F .
We define
K0(−∞, t2, . . . , tn) =
∧
t1
K0(t1, . . . , tn).
Using monotonicity of K0, we can see that the element K0(−∞, t2, . . . , tn) exists in T . If we set
K1(t1, . . . , tn) = K0(t1, . . . , tn)−K0(−∞, t2, . . . , tn), t1, . . . , tn ∈ R,
then
∧
t1
K1(t1, . . . , tn) = 0.
Having Ki for i = 1, . . . , n− 1, we construct Ki+1 by induction as follows: Let
Ki(t1, . . . , ti,−∞, ti+2, . . . , tn) =
∧
ti+1
Ki(t1, . . . , tn)
and Ki+1(t1, . . . , tn) = Ki(t1, . . . , tn) − Ki(t1, . . . , ti,−∞, ti+2, . . . , tn). Then
∧
tj
Ki+1(t1, . . . , tn) = 0
for each j = 1, . . . , i + 1 and π ◦Ki+1 = F . Moreover, due to the same argumentation as in the proof
of Theorem 5.1, each K1, . . . ,Kn is monotone and each Ki satisfies every volume condition of the form
(3.5).
Finally, we define a mapping K : Rn → T by
K(t1, . . . , tn) =
∨
(s1,...,sn)≪(t1,...,tn)
Kn(s1, . . . , sn), t1, . . . , tn ∈ R.
We stress that each K(t1, . . . , tn) is defined in T .
Repeating the proof of Theorem 5.1, we can show that K satisfies the volume condition as well as
(3.3)–(3.4).
If we define u0 =
∨
(t1,...,tn)
K(t1, . . . , tn), then u0 ∈ T and π(u0) = 1.
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To finish the proof, we follow literally the rest of the proof of Theorem 5.1, and it gives a unique n-
dimensional observable x on E such that x((−∞, t1)× · · · × (−∞, tn)) = F (t1, . . . , tn) for all t1, . . . , tn ∈
R. 
We present also another proof using Lifting Theorem 4.11.
Proof. Take the effect-tribe T of fuzzy sets on Ω = S(E) from the first proof. Due to the Loomis–Sikorski
Theorem, [BCD], T satisfies (RDP) and the mapping π : T → E is a surjective homomorphism preserving
monotone sequences from T .
Since E satisfies (RDP), there is a unital monotone σ-complete po-group (H, v) with interpolation
such that E = Γea(H, v) and similarly, there is a unital monotone σ-complete po-group with interpolation
(G, 1Ω) of bounded functions on Ω the pointwise ordering such that T = Γea(G, 1Ω). In addition, π can
be extended to a unique surjective homomorphism from G onto H preserving all bounded monotone
sequences from G.
Now, we show that π has (LP). Due to Claim from the proof of [DvLa1, Thm 4.2], we have: If f ∼ a,
g ∼ b for f, g ∈ T , a, b ∈ E, and if a ∧ b (a ∨ b) exists in E, then min{f, g} ∈ T (max{f, g} ∈ T ) and
min{f, g} ∼ a ∧ b (max{f, g} ∼ a ∨ b).
This property implies that π has (LP).
Now, we can apply Lifting Theorem 4.11, so that there is an almost n-dimensional spectral resolution
K : Rn → T such that π ◦K = F . Therefore, we have a system {K(t1, . . . , tn) : t1, . . . , tn ∈ R} of fuzzy
sets from the effect-tribe T . The rest of the proof follows the same ideas as those at the end of the proof
of Theorem 5.1. 
Now, let us assume that E is a σ-complete effect algebra. We note that such an example is not
necessarily an interval effect algebra. Therefore, in the notion of the volume condition, we have take a
small change to have a sense in (3.5).
Thus, we assume that we have a mapping F : Rn → E such that equalities (3.1)–(3.4) hold and instead
of (3.2) we have on the right-hand side the element 1 instead of u, i.e.
∨
(s1,...,sn)
F (s1, . . . , sn) = 1.
Whence, let for each semi-closed block A = 〈a1, b1) × · · · × 〈an, bn), for each permutation (i1, . . . , in) of
(1, . . . , n), and for all t1, . . . , tn ∈ R we have
∆i1(ai1 , bi1)F (t1, . . . , tn) ≥ 0
∆i2(ai2 , bi2)∆i1 (ai1 , bi1)F (t1, . . . , tn) = ∆i1(ai1 , bi1)∆i2(ai2 , bi2)F (t1, . . . , tn) ≥ 0
...
∆ij (aij , bij ) · · ·∆i1(ai1 , bi1)F (t1, . . . , tn) = ∆lj (alj , blj ) · · ·∆l1(al1 , bl1)F (t1, . . . , tn) ≥ 0,
1 ≤ j ≤ n, l1, . . . , lj ∈ {i1, . . . , ij}
...
∆in(ain , bin) · · ·∆i2(ai2 , bi2)∆i1(ai1 , bi1)F (t1, . . . , tn) = ∆1(a1, b1) · · ·∆n(an, bn)F (t1, . . . , tn) ≥ 0,
then F is said to be an n-dimensional spectral resolution with values in a σ-complete effect algebra. We
note that if F is an n-dimensional spectral resolution in the case of an interval effect algebra Γea(G, u),
see Definition 3.1, then due to Proposition 3.2, it is an n-dimensional spectral resolution also in a new
sense.
Given a semi-closed block A = 〈a1, b1)× · · · × 〈an, bn) and an n-dimensional spectral resolution F on
a σ-complete effect algebra E, we put
VF (A) = ∆1(a1, b1) · · ·∆n(an, bn)F (t1, . . . , tn).
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In the same way as in Section 2, we can define, for each i = 1, . . . , n, the operator ∆i(a, b)G(s1, . . . , sn) =
G(s1, . . . , si−1, b, si+1, . . . , sn), where a = −∞ and b ∈ R and G : Rn → E. If A = C1 × · · · × Cn, where
each Ci is either Ci = (−∞, bi) or Ci = 〈ai, bi) with reals ai ≤ bi, we define
VF (A) = ∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn).
Due to (3.4), VF (A) ≥ 0.
Lemma 5.3. Let F be an n-dimensional spectral resolution on a σ-complete effect algebra E. Let
A = C1 × · · · × Cn, where each Ci is either Ci = (−∞, bi) or Ci = 〈ai, bi), where ai ≤ bi are real
numbers. Let for a unique i = 1, . . . , n, Ci = C
′
i ∪C
′′
i , where C
′
i is either C
′
i = (−∞, ci) and C
′′
i = 〈ci, bi)
or C′i = 〈ai, ci) and C
′′
i = 〈ci, bi), where ai ≤ ci ≤ bi. Define A1 = C1 × · · · × C
′
i × · · · × Cn and
A2 = C1 × · · · × C′′i × · · · × Cn. Then A = A1 ∪A2, A1 ∩ A2 = ∅, and VF (A) = VF (A1) + VF (A2).
Proof. For simplicity, we assume that i = 1. Define G(t1) = ∆2(a2, b2) · · ·∆n(an, bn)F (t1, . . . , tn). Then
VF (A) = ∆1(a1, b1)G(t1). Due to properties of F and effect algebras, we see that VF (A) = G(b1) −
G(a1) ≥ 0 so that VF (A) = G(b1)−G(a1) = (G(b1)−G(c1)) + (G(c1)−G(a1)) = VF (A1) + VF (A2). 
Now we introduce the notion of compatibility of two elements a and b of an effect algebra. We say
that two elements a, b ∈ E are compatible, and we write a ↔ b, if there are three elements a1, b1, c such
that a = a1 + c, b = b1 + c and a1 + b1 + c is defined in E. For example, every two elements of an
MV-algebra are compatible; indeed, if we put c = a ∧ b, a1 = a − c, and b1 = b − c, then a1 + b1 + c
exists and a⊕ b = a1 + b1 + c. A block is any maximal system of mutually compatible elements of E. If
a ≤ b, then a↔ b : a = 0 + a and b = (b− a) + a. We note that if x is an n-dimensional observable and
A,B ∈ B(Rn), then x(A)↔ x(B). Indeed, x(A∪B) = x(A \B)+ x(A∩B) + x(B \A) which establishes
the compatibility of x(A) and x(B).
Theorem 5.4. Let F be an n-dimensional spectral resolution on a σ-complete effect algebra E. There is
a unique n-dimensional observable x on E such that x((−∞, s1, ) × · · · × (−∞, sn)) = F (s1, . . . , sn) for
all s1, . . . , sn ∈ R.
Proof. Let a = F (s1, . . . , sn) and b = F (t1, . . . , tn). By induction on n we prove that, for every mapping
F : Rn → E satisfying (3.4)–(3.5), we have a ↔ b. If n = 1 it is trivially satisfied, if n = 2, this was
established in [DvLa1, Thm 4.4]. Assume that it holds for each F : Ri → E, satisfying (3.4)–(3.5),
where i = 1, . . . , n − 1. If (s1, . . . , sn) and (t1, . . . , tn) are comparable, then clearly a ↔ b. Assume
that (s1, . . . , sn) and (t1, . . . , tn) are not comparable. If there is i = 1, . . . , n such that si = ti, then for
each wi ∈ R, Fwi(w1, . . . , wi−1, wi+1, . . . , wn) := F (w1, . . . , wn), w1, . . . , wi−1, wi+1, . . . , wn ∈ R, is an
n − 1-dimensional mapping satisfying (3.4)–(3.5), so by induction, a and b are compatible. If for each
i = 1, . . . , n, we have si 6= ti, we put ui = min{si, ti} and vi = max{si, ti} for each i = 1, . . . , n. Given
a1 = F (s1, . . . , sn) − F (u1, . . . , un), b1 = F (t1, . . . , tn) − F (u1, . . . , un), and c = F (u1, . . . , un), we have
to show that a1 + b = a1 + b1 + c exists in E.
We have A := (−∞, v1)×· · ·×(−∞, vn) = ((−∞, u1)∪〈u1, v1))×· · ·×((−∞, un)∪〈un, vn)). Applying
Lemma 5.3, we see that for each element C = C1 × · · · × Cn, where Ci ∈ {(−∞, ui), 〈ui, vi)}, we have
VF (C) ∈ E. This is true also for union of each finite system of mutually disjoint C’s, which yields
a1 + b1 + c is defined in E, consequently F (s1, . . . , sn) and F (t1, . . . , tn) are compatible.
Applying [Rie, Thm 3.2] or [DvPu, Thm 1.10.20], we see that the system {F (s1, . . . , sn) : s1, . . . , sn ∈
R} belongs to a block and this block is a σ-complete MV-sub-effect algebra of E, see [Rie, Cor 4.4].
Consequently, {F (s1, . . . , sn) : s1, . . . , sn ∈ R} is in a σ-complete MV-algebra, applying Theorem 5.1, we
can find an n-dimensional observable x in question. 
Every effect-tribe T is in fact an interval in a Dedekind σ-complete po-group (not necessarily with
interpolation) of bounded functions on Ω 6= ∅, so that an n-dimensional spectral resolution can be defined
as a mapping F : Rn → T such that (3.2)–(3.5) hold. If we take n-dimensional spectral resolutions on
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an effect-tribe, this is not covered by the above theorems, however, the one-to-one relationship between
them and n-dimensional observables is relatively straightforward:
Theorem 5.5. Let T be an effect-tribe of fuzzy sets on Ω 6= ∅. Then for each n-dimensional spectral
resolution F : Rn → T , there is a unique n-dimensional observable x on T such that F (s1, . . . , sn) =
x((−∞, s1)× · · · × (−∞, sn)), s1, . . . , sn ∈ R.
Proof. If F is an n-dimensional spectral resolution on the effect-tribe T , then F (s1, . . . , sn) is a fuzzy set
belonging to T . Given ω ∈ Ω, the mapping Fω : Rn → [0, 1] given by Fω(s1, . . . , sn) = F (s1, . . . , sn)(ω),
s1, . . . , sn ∈ R, is an n-dimensional distribution function on Rn and in view of [Kal, Thm 2.25], there is
a unique probability measure Pω on B(Rn) such that Pω(s1, . . . , sn) = Pω((−∞, s1) × · · · × (−∞, sn)),
s1, . . . , sn ∈ R. If we define a mapping x : B(Rn)→ T by x(A)(ω) = Pω(A), A ∈ B(Rn), then it is possible
to show that x is an n-dimensional observable such that F (s1, . . . , sn) = x((−∞, s1) × · · · × (−∞, sn)),
s1, . . . , sn ∈ R. The uniqueness of x follows from applications of the Sierpin´ski Theorem, see [Kal, Thm
1.1]. 
The latter theorem can be applied for the case of effect algebra E(H) and P(H) which are important
for the mathematical foundations of quantum mechanics. We note that E(H) is a monotone σ-complete
effect algebra which is an interval in B(H), i.e. E(H) = Γea(B(H), I), where B(H) is the system of all
Hermitian operators on H (it is a Dedekind σ-complete po-group without interpolation). The lattice
properties of B(H), E(H) and P(H) are different because B(H) is due to Kadison’s result, [LuZa, Thm
58.4], an antilattice, E(H) is Dedekind monotone σ-complete, and P(H) is a complete lattice. We remind
and an n-dimensional spectral resolution on E(H) (P(H)) is a mapping F : Rn → E(H) (F : Rn → P(H))
such that (3.1)–(3.5) hold.
Theorem 5.6. Let F be an n-dimensional spectral resolution on E(H) and on P(H), respectively, where
H is a real, complex or quaternionic Hilbert space of any dimension. Then there is a unique n-dimensional
observable x on E(H) and on P(H), respectively, such that F (s1, . . . , sn) = x((−∞, s1)×· · ·× (−∞, sn)),
s1, . . . , sn ∈ R.
Proof. Let Ω(H) be the unit sphere in H , i.e. Ω(H) = {ω ∈ H : ‖ω‖ = 1}. If, given A ∈ R(H), we
define µA(ω) = (Aω, ω), ω ∈ Ω(H), then µA is a fuzzy set on Ω(H), and T (H) = {µA : A ∈ E(H)} is
an effect-tribe that is isomorphic to E(H) under the isomorphism A 7→ µA. If we apply Theorem 5.5, we
can establish the one-to-one correspondence in question.
If E = P(H), we establish the result in the same way as for E(H). 
Finally, we say that a monotone σ-complete effect algebra satisfies the Loomis–Sikorski Property if
there are an effect-tribe T of fuzzy sets on Ω 6= ∅ and a surjective σ-homomorphism π from T onto
E satisfying the lifting property. For example, every σ-complete MV-algebra and monotone σ-complete
effect algebra with (RDP) have the Loomis–Sikorski Property (see the second proofs of Theorems 5.1–5.2),
as well as every effect-tribe.
Theorem 5.7. Let E be a monotone σ-complete effect algebra with the Loomis–Sikorski Property. Then
there is a one-to-one correspondence between n-dimensional spectral resolutions and n-dimensional ob-
servables on E.
Proof. Let F be an n-dimensional spectral resolution on E, T be an effect-tribe and let π : T → E be
a surjective σ-homomorphism with the lifting property. For the effect-tribe T , we have T = Γea(G, 1Ω),
where (G, 1Ω) is a unital Dedekind σ-complete po-group of all bounded functions on Ω with the pointwise
ordering. According to Theorem 4.11 (which holds also for this case), there is an almost n-dimensional
spectral resolution K on T such that π ◦K = F . The final conclusion follows easily from Theorem 5.5
when we apply it to K. 
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Finally, we note that it would be interesting to extend the one-to-one relationship between n-dimensional
spectral resolutions and n-dimensional observables also for other classes of MV-algebras and effect alge-
bras.
6. Joint n-Dimensional Observables
In the section, we apply the one-to-one relationship between n-dimensional spectral resolutions and
n-dimensional observables to define three different kinds of joint n-dimensional observables of n one-
dimensional observables defined on σ-complete MV-algebras.
Now, we show that given n one-dimensional observables x1, . . . , xn on a σ-complete MV-algebra M ,
there is a joint n-dimensional observable x on M such that
x((−∞, s1)× · · · × (−∞, sn)) =
n∧
i=1
xi((−∞, si)), s1, . . . , sn ∈ R. (6.1)
We remind the following known result.
Lemma 6.1. Let {xi : i ∈ I} be a system of elements of an MV-algebra M .
(1) Let
∨
i∈I xi exist in M , and let x be any element of M . Then
∨
i∈I(x ∧ xi) exists in M and∨
i∈I
(x ∧ xi) = x ∧
∨
i∈I
xi. (6.2)
(2) If
∧
i∈I xi exists in M , then for each x ∈M , the element
∧
i∈I(x ∨ xi) exists in M and∧
i∈I
(x ∨ xi) = x ∨
∧
i∈I
xi. (6.3)
Theorem 6.2. Let x1, . . . , xn be one-dimensional spectral resolutions on a σ-complete MV-algebra M .
Then there is a unique n-dimensional observable x on M such that (6.1) holds.
Proof. Let Fi(s) = xi((−∞, s)), s ∈ R, be a one-dimensional spectral resolution corresponding to xi.
The mapping F : Rn → M defined by F (s1, . . . , sn) =
∧n
i=1 Fi(si), s1, . . . , sn ∈ R, satisfies conditions
(3.2)–(3.4), see e.g. Lemma 6.1. We assert that F is an n-dimensional spectral resolution. To show that,
we have to prove that F satisfies the volume condition (3.5).
The volume condition will be established if it will hold for every linearly ordered MV-algebra. Hence,
we present the following claim:
Claim. Let F1, . . . , Fn, n ≥ 2, be functions from R into a linearly ordered MV-algebra M such that each
Fi satisfies the volume condition. Then F (s1, . . . , sn) =
∧n
i=1 Fi(si), s1, . . . , sn ∈ R, satisfies the volume
condition. If, given A = 〈a1, b1) × · · · × 〈an, bn), we can assume that F1(a1) ≤ F2(a2) ≤ · · · ≤ Fn(an),
then
∆1(a1, b1) · · ·∆n(an, bn)F (s1, . . . , sn) =
n−1∧
i=1
(Fi(bi) ∧ Fn(bn))−
n−1∧
i=1
(Fi(bi) ∧ Fn(an)). (6.4)
Proof. Let A = 〈a1, b1)× · · · × 〈an, bn) be a semi-closed n-dimensional cube in Rn, where ai ≤ bi are real
numbers for each i = 1, . . . , n. For simplicity, we define xi0 = Fi(ai) and x
i
1 = Fi(bi) for i = 1, . . . , n.
We note that a mapping f : R→M satisfies the volume condition iff f is non-decreasing. Therefore,
the mapping F̂i : R → M defined by F̂i(x) = x11 ∧ Fi(x), x ∈ R, is non-decreasing, so that it satisfies
the volume condition for each i = 1, . . . , n. We set by F̂ (s1, . . . , sn) =
∧n
i=1 F̂i(si), s1, . . . , sn ∈ R. We
denote by A1 = 〈a2, b2)× · · · × 〈an, bn).
LIFTING, n-DIMENSIONAL SPECTRAL RESOLUTIONS, AND n-DIMENSIONAL OBSERVABLES 23
If VF (A) is the expression on the left-hand side of (6.4), then
VF (A) =
∑
φ∈{0,1}{1,...,n}
sgn(φ) ·
n∧
i=1
xiφ(i), (6.5)
where sgn(φ) equals +1 iff |φ−1(0)| is even and equals −1 otherwise (we use that M is an interval in some
linearly ordered group G with 0 · a := 0 and −1 · a := −a for each a ∈M).
To prove the volume condition, we use an induction on n. In the case n = 1, the formula (6.5) has a
form x11 − x
1
0 ≥ 0, which clearly holds. Now suppose the case n > 1. As we have said, without loss of
generality, we can assume x10 ≤ x
2
0 ≤ · · · ≤ x
n
0 . The expression for (6.5) equals
VF (A) =
∑
φ∈{0,1}{2,...,n}
−sgn(φ) ·
(
x10 ∧
n∧
i=2
xiφ(i)
)
+
∑
φ∈{0,1}{2,...,n}
sgn(φ) ·
(
x11 ∧
n∧
i=2
xiφ(i)
)
=
∑
φ∈{0,1}{2,...,n}
sgn(φ) ·
(
x11 ∧
n∧
i=2
xiφ(i)
)
=
∑
φ∈{0,1}{2,...,n}
sgn(φ) ·
n∧
i=2
(x11 ∧ x
i
φ(i))
= V
F̂
(A1) ≥ 0.
The first summand vanishes as it equals −
∑
φ sgn(φ) · x
1
0, where φ goes through all the functions in
{0, 1}{2,...,n}, we see that exactly half of the functions has the negative sign. The second summand
satisfies (6.4)–(6.5) by the induction hypothesis, so also (6.4) is satisfied, so that Claim is established. 
As a final conclusion, F satisfies the volume condition on M , and therefore, F is an n-dimensional
spectral resolution on M for each σ-complete MV-algebra M . Applying Theorem 5.1, there is a unique
n-dimensional observable x on M satisfying (6.1). 
The n-dimensional observable x from the latter theorem is said to be an n-dimensional meet joint
observable of x1, . . . , xn. We note that using the Sierpin´ski Theorem, we can show
x(π−1i (A)) = xi(A), A ∈ B(R), i = 1, . . . , n, (6.6)
where πi : Rn → R is the i-th projection.
In addition, from (6.6), we can prove
x(A1 × · · · ×An) ≤
n∧
i=1
xi(Ai), A1, . . . , An ∈ B(R), (6.7)
and in general, it can happen that in (6.7) we have strict inequality.
Now, we define a second type of joint n-dimensional observables on MV-algebras with product.
We say that an MV-algebra M admits a product, see [DiDv], if there is a commutative and associative
binary operation · on M satisfying for all a, b, c ∈M
(i) if a+ b is defined in M , then (a · c) + (b · c) and (c · a) + (c · b) exist and
(a+ b) · c = (a · c) + (b · c),
c · (a+ b) = (c · a) + (c · b),
(ii) a · 1 = a,
and we say thatM is a product MV-algebra. For example, the MV-algebra of the real intervalM = Γ(R, 1)
admits a product which is the standard product of reals. Basic properties of product MV-algebras are
(a) a · 0 = 0 = 0 · a, (b) if a ≤ b, then for any c ∈ M , a · c ≤ b · c and c · a ≤ c · b. We note that if M
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is σ-complete, then it is easy to show that {ai}i ր a imply {b · ai}i ր b · a for each b ∈ M , see [DvLa1,
Thm 5.8].
Theorem 6.3. Let x1, . . . , xn be one-dimensional observables, n ≥ 1, on a σ-complete MV-algebra M
with a product, and let F1, . . . , Fn be the corresponding one-dimensional spectral resolutions. If we define
F (s1, . . . , sn) =
n∏
i=1
Fi(si), s1, . . . , sn ∈ R,
then F is an n-dimensional observable on M and there is a unique n-dimensional observable x, such that
x(A1 × · · · ×An) =
n∏
i=1
xi(Ai), A1, . . . , An ∈ B(R). (6.8)
Proof. The mapping F satisfies (3.1)–(3.4). To show the volume condition, let a semi-closed rectangle
〈a1, b1) × · · · × 〈an, bn) be given. If we denote by V
(b1,...,bn)
(a1,...,an)
(F ) the left-hand side of volume condition
(3.5), then we have
V
(b1,...,bn)
(a1,...,an)
(F ) =
n∏
i=1
(Fi(bi)− Fi(ai)) ≥ 0.
Applying Theorem 5.1, we see that there is a unique n-dimensional observable of x1, . . . , xn determined
by the n-dimensional spectral resolution F .
Using mathematical induction and applying the Sierpin´ski Theorem, it is possible to establish (6.8). 
The n-dimensional observable x from Theorem 6.3 is said to be an n-dimensional product joint ob-
servable of x1, . . . , xn. Clearly, we have
n∏
i=1
Fi(ti) ≤
n∧
i=1
Fi(ti), t1, . . . , tn ∈ R,
however, it can happen that the n-dimensional meet joint observable is different of the n-dimensional
product joint observable of one-dimensional observables x1, . . . , xn.
Now, we formulate three open questions concerning also a possible third kind of an n-dimensional joint
observable.
6.1. n-dimensional Spectral ⊙-joint Observable. Let x1, . . . , xn be one-dimensional observables,
n ≥ 1, on a σ-complete MV-algebraM , and let F1, . . . , Fn be the corresponding one-dimensional spectral
resolutions. We define
F⊙(s1, . . . , sn) = F1(s1)⊙ · · · ⊙ Fn(sn), s1, . . . , sn ∈ R. (6.9)
It is clear that F⊙ satisfies (3.1)–(3.4). If n = 2, in [DvLa2], there was shown that F⊙ is a two-dimensional
spectral resolution.
Show that this is true for each n ≥ 3.
In the positive answer, F⊙ can be extended to a unique n-dimensional observable x⊙ such that
F⊙(s1, . . . , sn) = x
⊙((−∞, s1, )× · · · × (−∞, sn)), s1, . . . , sn ∈ R.
The observable x⊙ is said to be an n-dimensional ⊙-joint observable of x1, . . . , xn.
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6.2. Group Joint Observables. Let x1, . . . , xk be n1−, . . . , nk−dimensional observables on a σ-complete
MV-algebra M such that n = n1 + · · · + nk. Let Fi be the ni-dimensional spectral resolutions corre-
sponding to xi, i = 1, . . . , k. Define for all s1, . . . , sn ∈ R the mappings
F (s1, . . . , sn) = F1(s1, . . . , sn1) ∧ F2(sn1+1, . . . sn1+n2) ∧ · · · ∧ Fk(sn1+···+nk−1+1, . . . , sn) (6.10)
and
F⊙(s1, . . . , sn) = F1(s1, . . . , sn1)⊙ F2(sn1+1, . . . sn1+n2)⊙ · · · ⊙ Fk(sn1+···+nk−1+1, . . . , sn). (6.11)
Exhibit whether F and F⊙ are n-dimensional spectral resolutions.
We note that it can happen that F does not satisfy the volume condition. Indeed, let (G, u) =
(R, 1) and define a one-dimensional observable x({0}) = 0.05, x({1}) = 0.3, x({2}) = 0.65 and a two-
dimensional observable y({0, 0}) = 0.1, y({0, 1}) = 0.1, y({1, 0}) = 0.2, y({2, 2}) = 0.6. Then for A =
〈0.1, 1.1)×〈0.1, 1.1)×〈0.1, 1.1) we have f0 = 0.05, f1 = 0.35 and g00 = 0.1, g01 = 0.2, g10 = 0.3, g11 = 1.0.
Then (f1∧g11)+(f1∧g00)+(f0∧g10)+(f0∧g01) = 0.55 < 0.6 = (f1∧g10)+(f1∧g01)+(f0∧g11)+(f0∧g00).
On the other hand, if in (6.10), every Fi is of the form (6.1), then F is an n-dimensional spectral
resolution.
6.3. n-dimensional Observables and Joint Distribution. If s is a σ-additive state on a σ-complete
MV-algebra M and x is an n-dimensional observable, then the mapping sx : B(Rn)→ [0, 1] defined by
sx(A) = s(x(A)), A ∈ B(R
n),
is a probability measure on B(Rn). Therefore, if x1, . . . , xn are one-dimensional observables and if x is
their n-dimensional meet joint observables, then we have
sx(E1 × · · · × En) = s(
n∧
i=1
xi(Ei)), E1, . . . , En ∈ B(R),
and sx is a joint distribution of x1, . . . , xn in the state s. Therefore, this can be useful for a multivariate
analysis. For example, if x is a one-dimensional observable and f : R→ R is a Borel measurable function,
then f(x) : B(R)→M defined by f(x)(E) = x(f−1(E)), E ∈ R, is also an observable onM . For example
if f(t) = tk, we write f(x) = xk. Then the k-th moment of x in the state s is
Exp(xk) =
∫
R
tk dsx(t)
if the integral exists and is finite.
If x is a two-dimensional meet joint observable of x1 and x2, we can define for example
µ11 =
∫
R
∫
R
uv dsx(u, v)
if the double integral exists and is finite, etc.
Analogous ideas can be done also for an n-dimensional product joint observable of x1, . . . , xn.
7. Conclusion
Any measurement of n observables in quantum structures is modeled by an n-dimensional observable
which is a kind of a σ-homomorphism from the Borel σ-algebra B(Rn) into the quantum structure which
is a monotone σ-complete effect algebra or a σ-complete MV-algebra. Every observable x restricted to
infinite intervals of the form (−∞, t1)× · · · × (−∞, tn), t1, . . . , tn ∈ R, defines an n-dimensional spectral
resolution which is characterized as a mapping from Rn into the quantum structure that is monotone,
with non-negative increments, and is going to 0 if one variable goes to −∞ and going to 1 if all variables
go to +∞.
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Our main task is to find conditions when given an n-dimensional spectral resolution can be extended
to a (unique) n-dimensional observable. To show that, we studied a possibility of lifting an n-dimensional
spectral resolution from one effect algebra to the second one. In the paper we have exhibit the follow-
ing situation: Let a monotone σ-complete effect algebra E = Γea(H, v) be a σ-homomorphic image of
another monotone σ-complete effect algebra Γea(G, u) under homomorphism π. We show that given an
n-dimensional spectral resolution F on E can be lifted to an almost n-dimensional spectral resolution K
on Γea(G, u) such that π ◦K = F , see Theorem 4.11.
Having this lifting, we are able to show that every n-dimensional spectral resolution on a σ-complete
MV-algebra, Theorem 5.1, or on a monotone σ-complete effect algebra with (RDP), Theorem 5.2, can
be extended to a unique n-dimensional observable. In addition, we present two kinds of proofs of these
extensions, one using the Loomis–Sikorski representation theorem, the second one is using the mentioned
lifting. Moreover, we extended the one-to-one correspondence between n-dimensional spectral resolutions
and n-dimensional observables also for σ-complete effect algebras, Theorem 5.4, effect-tribes, Theorem
5.5, and monotone σ-complete effect algebras with the Loomis–Sikorski Property, Theorem 5.7.
Finally, we apply the extension of n-spectral resolution to define three different kinds of joint n-
dimensional observable of n one-dimensional observables on σ-complete MV-algebras, see Theorem 6.2
and Section 6.
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