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Recent experiments have suggested that the electron-phonon coupling may play an important
role in the γ → α volume collapse transition in Cerium. A minimal model for the description
of such transition is the periodic Anderson model. In order to better understand the effect of
the electron-phonon interaction on the volume collapse transition, we study the periodic Anderson
model with coupling between Holstein phonons and electrons in the conduction band. We find that
the electron-phonon coupling enhances the volume collapse, which is consistent with experiments
in Cerium. While we start with the Kondo Volume Collapse scenario in mind, our results capture
some interesting features of the Mott scenario, such as a gap in the conduction electron spectra
which grows with the effective electron-phonon coupling.
I. INTRODUCTION
The isostructural volume collapse of Cerium is a long-
standing puzzle [1]. When a crystal of Cerium is under
a pressure of 15,000 atmospheres, it undergoes a volume
collapse of approximately 17% while preserving the face-
centered cubic crystal structure. This transformation,
called the γ → α transition, has baffled physicists since
its discovery, and several leading theories have been pro-
posed for its explanation, the most prominent of which
are the Mott transition scenario [2] and the Kondo vol-
ume collapse (KVC) scenario [3]. The Mott and KVC
scenarios are competing paradigms, although perhaps
not as different and distinct as previously thought [4, 5].
In the KVC scenario, the 4f electrons of Cerium are
assumed to be localized in both phases. In the small
volume α phase, the spd electrons strongly screen the
local moments of the f electrons, thus rendering the α
phase a Pauli paramagnet. While in the large volume
γ phase, the local moments of the f electrons persist to
much lower temperatures than in the α phase, indicating
that the Kondo scale TK in the γ phase is much smaller
than that of the α phase, which is consistent with the
experimental observations [6–9].
In the Mott transition scenario, for which the Hubbard
model is a good description, the density of states (DOS)
of the f electrons changes from being metallic (no gap
at the Fermi level) in the α phase to insulating (with a
gap at the Fermi level) in the γ phase [5, 10–12]. This
localization-delocalization of the 4f electrons, which is a
metal-insulator Mott transition, is driven by the increase
of the intersite hopping amplitudes of the f electrons
when the unit cell volume of Cerium decreases.
While there are extensive studies on the cerium volume
collapse, there is no consensus on the mechanism of this
transition. An overview on the cerium volume collapse
can be found in Ref. [13]. Most of the previous models
proposed consider exclusively the interplay among the
spd electrons and the f electrons, whereas the possible
effects from the phonons are completely ignored. A se-
ries of recent experimental results have indicated that the
electron-phonon interaction may also play an important
role in the γ → α transition [14–17]. Jeong et al. [17]
estimated that about half of the entropy change during
the transition is due to lattice vibrations. Later, Krisch et
al. [15] showed that the significant changes in the phonon
dispersion across the γ → α transition provide strong ev-
idences for the importance of the lattice degrees of free-
dom. Although the precise value of the lattice vibrational
entropy varies between experiments, they do agree that
a significant fraction of the total entropy change during
the transition is due to lattice vibrations. This calls for
a revision of the previous models to incorporate the con-
tribution from the electron-phonon coupling.
Even if we focus exclusively on the electronic contri-
bution, the full model should be more complicated than
the simple single band Periodic Anderson or Hubbard
models. Recent studies using density functional theory
have confirmed that the f − spd hybridization is impor-
tant [18–22], while the smaller spin-orbit coupling and
hybridization among the f orbitals are two other contri-
butions which should be taken into account for a quan-
titative description [23, 24].
Parameters extracted from ab-initio band structure
calculations have also been used as inputs for many-
body methods which reveal strong coupling effects which
are presumably absent from the DFT, such as Kondo
screening and Mott transition. These methods include
dynamical mean field theory (DMFT) [5, 22, 24–27], vari-
ational Monte Carlo [28], and Gutzwiller projection ap-
proaches [27, 29]. Constrained Random Phase Approxi-
mation have also been applied to estimate the coupling
terms [24, 30].
Unfortunately, there is no well developed method to
incorporate the electron-phonon interaction into these
frameworks. Moreover there is no appropriate formal-
ism to include dynamical phonons with non-trivial dis-
persions within the DMFT, as it involves effective non-
local electron-electron interaction. A quantitative study
of electron-phonon coupling with the accuracy on par
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2with that of a computation with only electron-electron
interactions is the ultimate goal but not practically feasi-
ble at present. In light of the difficulties on the modeling
of electron-phonon coupling, we sought a model which is
simple enough to handle computationally but neverthe-
less capture the first order transition. Electron-phonon
coupling is then incorporated into the model and its ef-
fects are studied in some detail.
To attain the above goal we consider phonons within
the Kondo volume collapse scenario. This is in line with
the original approach by Allen and Martin [3], who stud-
ied the electronic and the bulk modules contributions to
the free energy. In their study, the electronic part is mod-
eled by a single impurity model. In this work, we use the
periodic Anderson model with Holstein phonons coupled
to the conduction band as our starting point [31]. We
solve this model using the DMFT approximation with
the continuous time quantum Monte Carlo as our impu-
rity solver. We then use the maximum entropy method
to extract the density of states (DOS) of the conduction
electrons, and study the evolution of the DOS with vary-
ing parameters.
Our main finding is that the electron-phonon interac-
tion can significantly enhance the volume collapse, and
associated with this collapse, a metal-insulator transition
emerges. Although we start our model with the Kondo
scenario in mind, yet a Mott metal insulator transition
that manifests itself by the formation of a gap is observed.
Thus, our work may pave the way for the unification of
the competing Kondo and Mott scenarios, a unification
that is already lurking in some previous works [4, 5].
The structure of the paper is as follows. In section
II, we briefly describe our model Hamiltonian and the
methods we use to solve it. In section III, we present
our results for the pressure-volume curves, the behavior
of the DOS across the phase transition, and discuss the
relationship between the volume collapse and the Mott
transition. We presnt our conclusion in section IV.
II. MODEL AND METHOD
In order to study the influence of the phonons on the
Cerium volume collapse, we have here employed the pe-
riodic Anderson model with electron-phonon interaction,
which is
Hˆ = Hˆ0 + HˆI (1)
Hˆ0 = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) + f
∑
i,σ
f†i,σfi,σ
+V
∑
i,σ
(c†i,σfi,σ + f
†
i,σci,σ) +
∑
i
( P 2i
2m
+
1
2
kX2i
)
HˆI = U
∑
i
nfi,↑n
f
i,↓ + g
∑
i,σ
nci,σXi .
where c†i,σ, ci,σ(f
†
i,σ, fi,σ) creates and destroys a c(f) elec-
tron of spin σ at lattice site i, respectively. Pi and
Xi are the phonon momentum and displacement opera-
tors. Here, we have used dispersionless Einstein phonons
with frequency Ω0 =
√
k/m. The parameter g mea-
sures the electron-phonon interaction strength, U is the
Hubbard repulsion between localized f -electrons, and
V characterizes the hybridization between conduction-
and f -electrons. With the parameters g and k, we con-
struct the effective electron-phonon interaction strength,
Ueff =
g2
2k . Throughout this paper and to be consistent
with the experimental results, we have set Ω0 = 0.01 [31]
unless otherwise specified. To preserve the large temper-
ature metallic phase, we fix the total electronic density
at n = 1.8 by tuning the chemical potential at each iter-
ation of the DMFT cycle. We also choose an appropriate
value for f so that nf = 1 when T = 0.1 to ensure that
a local moment is present at high temperature. We set
U = 4, however, the precise value of U is not crucial as we
have found qualitatively similar results for other values
of U . Since the strength of U ( = 4) which measures the
Hubbard repulsion strength between f electrons is signif-
icantly larger than the values of f (≈ −0.1) we use, most
of the time, f electron filling number is quite insensitive
to the variations of f . For most of the parameters that
we have scanned, we simply set f = −0.15 and assure
ourselves that the f filling will almost always be nearly
1.0 when β = 10. We use a hypercubic lattice with Gaus-
sian bare DOS, and consider its bandwidth as our unit
of energy.We set this unit to be the Fermi energy F of
Cerium, which is estimated to be 0.52eV [32, 33].
We propose this simplified model as our first attempt
to incorporate the electron-phonon interaction into the
study of the Cerium volume collapse. We neglect the
Hubbard repulsion in the c-band because it is much
smaller than the Hubbard repulsion in the 4f band.
Since Amadon and Gerossier [24] found that the value
of the inter-site hopping between 4f electrons is less
than a third of the value of the hybridization between
4f and conduction electrons, we also neglect the 4f -
electron inter-site hopping in our model Hamiltonian.
Our goal is to construct a minimal model which displays
Kondo physics and investigate the effect of introducing
the electron-phonon coupling in the model.
While this model may not provide a quantitative de-
scription of Cerium, it is interesting by itself as it repre-
sents an important class of many-body problems which
include localized levels coupled to correlated conduction
bands [34–37]. This kind of models has not been exten-
sively studied in the literature largely due to its com-
plexity and its associated computational challenges. Our
model is particularly challenging due to the fact that
the correlations in the conduction band due to electron-
phonon coupling are retarded [31]. The competition and
cooperation among the Kondo effect, the Ruderman-
Kittel-Kasuya-Yosida interaction, and the correlation ef-
fect in the conduction band produces a very rich phase
diagram [35–37].
With the goal of understanding the volume collapse
transition, in this work we focus exclusively on the Kondo
3regime and investigate the effect of the electron-phonon
coupling in the conduction band. In particular we cal-
culate the total free energy to construct the phase dia-
gram and demonstrate the first order phase transition.
We find that even though our electronic model agrees
with the Kondo volume collapse scenario in the absence
of phonon coupling, the introduction of phonons induces
several interesting phenomena reminiscent of the Mott
transition scenario.
We solve this model using the dynamical mean field
theory [38], with the continuous time quantum Monte
Carlo (CT-QMC) [39] as our impurity solver. Since we
are using a hypercubic lattice in our DMFT approxima-
tion, the bare electron DOS is Gaussian. Due to the fact
that cerium does not display a sharp feature in the DOS
near the Fermi surface, such as a flat band or a van Hove
singularity, it is unlikely that the choice of DOS will affect
our goal of investigating the qualitative effect of electron-
phonon coupling. Finally, we use the maximum entropy
method [40] to extract the spectral functions from Monte
Carlo simulation data.
III. RESULTS
In this section we first draw the pressure-volume (p−V)
phase diagram by calculating the total free energy includ-
ing the contribution from the bulk modulus. We find
that the first order phase transition emerges when the
electron-phonon interaction is large. For the same set
of model parameters, we do not find a first order transi-
tion, even at much lower temperatures, in the absence of
electron-phonon coupling.
After constructing the phase diagram, we investigate
the phase transition in more detail by calculating the
evolution of the spectral function of the conduction band
across the transition. Although we employ the periodic
Anderson model, the paradigm for the KVC scenario,
our results display features of a Mott transition in the
conduction band due to the electron-phonon coupling. In
the parameter regime where V is small, as Ueff increases,
the DOS of the c-electrons gradually develops a gap at
the Fermi level with a width proportional to Ueff . The
gap-opening in the DOS, and its proportionality to Ueff
mimics that of the Mott transition in the Hubbard model.
The gap does not occur when V dominates over Ueff ,
which compels us to argue that there is a competition
between V and Ueff in our model [41].
A. Pressure-Volume Diagram and the Bulk
Modulus
Since the γ → α transition is first order, the pressure
versus volume curve develops a kink as the temperature
drops below the transition point. To properly account
for the static lattice contribution, we introduce a volume
and temperature dependent bulk modulus term into the
p− V relation [3]. Therefore, the total pressure contains
two parts, the pressure due to the electrons which we
denote as pe, and the pressure due to the bulk modulus
term which we denote as pB .
We calculate pe from the electronic free energy by the
relation pe = −∂F∂V , and pB by integrating the bulk
modulus B = −V ∂pB∂V , where V is the volume. We
calculate the electronic free energy using the formula
Fe(T = T0,V = V0, N) =
∫ N
0
µdN + F (T0,V0, N = 0).
Here, we choose not to use the entropy formula employed
in Ref. [42] because the statistical error in our results be-
come large at high temperatures. When we plot the free
energy versus hybridization V , we notice that the curve
continuously evolves from a nearly flat plateau at small
V to a nearly straight line with a negative slope at large
V , as shown in Fig. 1. For the parameter regime that
we have scanned for this model, we did not find a point
where the curvature of the electronic free energy versus
volume curve changes sign, which is an indicator for the
emergence of first order phase transition. It is this find-
ing that motivated us to introduce the free energy due
to bulk modulus to fully describe the γ → α transition
using our model, which will be discussed in detail later.
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FIG. 1. Left panel: Electronic free energy Fe versus hybridiza-
tion parameter V at different temperatures for Ueff = 1.
Right panel: Fe versus V at different temperatures for Ueff =
0. In both panels, discrete points represent the original data
from numerical calculation, and the continuous curves repre-
sent our fitted results. As can be seen, most of the discrete
points fall on the fitted curve, thus validating our choice of
Eq. (2).
With the observation of the curve shapes in Fig. 1,
we conjecture that that the derivative of the free energy
with respect to V can be approximately fitted to the
function −k(1+tanh a(V −c)), with k, a, c being positive
parameters. Integration of the derivative gives a function
4to which we can fit our free energy data:
Fe(V ) = −k
(
V − c+ 1
a
log 2 cosh a(V − c)
)
+ d. (2)
By fitting our numerical data to Eq. (2), we obtain the
values of the parameters k, a, c, d. Since the free energy
depends on the temperature, these parameters also de-
pend on it. Now, we can obtain the volume dependence
of the free energy using the empirical relationship be-
tween hybridization V and volume V, V = bV2 [43]. We
calculate the electronic pressure as
pe = −2kbV3
(
1 + tanh a
( b
V2 − c
))
. (3)
The experimental value of b can be estimated from the
relation V = bV2 , and J ∝ V
2
U [44], where J is the Kondo
exchange. The experimental values of J range between
0.2 − 0.3eV in the α phase and 0.05 − 0.06eV in the γ
phase [6–8, 32]. From the values of J and the relation
between J and the volume, we can estimate the value of
b to be between 0.89 and 1.55 in our unit system.
The second contribution to the total pressure comes
from the bulk modulus. From the experimental results
of Ref. [45, 46], we assume that the bulk modulus depends
upon the volume as
B = B0(T )e
α(1−V/V0), (4)
and upon the temperature through the relation [47]
B0(T ) = B0(1 + e
−T0T ), (5)
where, B0, T0,V0 and α are material-dependent parame-
ters.
Integration of the bulk modulus gives us the pressure
pB as
pB(V, T ) = p0(T )−B0(T )
∫ V/V0
1
dx
eα(1−x)
x
, (6)
where p0(T ) is an arbitrary constant that may depend
on the temperature. Throughout the paper, we have set
p0 = 0.
Adding the bulk modulus and the electronic pressures
yields a p − V graph which exhibits a kink structure.
Fig. 2 shows the pressure versus volume diagrams for
different values of Ueff . When Ueff = 1, as we lower
the temperature, a kink structure begins to develop. We
identify β = 6 as the critical temperature where the kink
structure begins to emerge. Experimentally, the ratio be-
tween the γ → α transition critical temperature Tc and
the temperature T ′ where the volume collapse of 17%
occurs is Tc/T
′ = 460/334 [48]. Using the same ratio,
we can identify the T ′ in our model to be approximately
1/8. From the iso-thermal p− V diagrams, we find that
the volume collapse in our model at β = 8 is about 30%,
a result that is in reasonable agreement with the experi-
ments, considering that we are using a highly simplified
model. From the Maxwell construction, we can read off
from the β = 8 iso-thermal line the volumes for the γ and
α phases, with Vα = 0.78, and Vγ = 1.13. We further
estimate the corresponding hybridization value for these
two phases to be Vα = 1.93, and Vγ = 0.92.
0.6 0.8 1 1.2 1.4
Volume
-4
-3
-2
-1
0
1
2
3
Pr
es
su
re
 
β = 4
β = 6
β = 8
β= 9
β = 10
0.6 0.8 1 1.2 1.4
Volume
-4
-2
0
2
4
6
8
Pr
es
su
re
β = 4
β = 5
β = 7
β = 10
β = 20U
eff=1
U
eff=0
FIG. 2. Main panel: The p(pressure) − V(volume) diagram
for Ueff = 1,Ω0 = 0.01. As the temperature decreases (crit-
ical temperature Tc = 1/6), a kink structure develops in the
p − V graph, indicating the emergence of a first order phase
transition. Inset: p − V diagram for Ueff = 0. Here, with
the same bulk modulus pressure, the kink structure does not
show up.
On the other hand, when Ueff = 0 (inset on Fig. 2),
even though we have used the same set of parameters, the
kink structure that is the indicator for the emergence of a
first order phase transition is absent. Note that the small
upturn in the p−V diagram at large volume can also be
eliminated once we consider the volume dependence for
the hopping term t in the conduction band.
Similar results can be obtained with many different
combinations of parameters. In the data displayed in
Fig. 2 we set b = 1.18, p0 = 0, T0 = 0.1, B0 = 12.47,
and α = 4.225. The value of b is within our estimated
range. A value of T0 = 0.1 is approximately 600 K within
our units, a value comparable to the critical point tem-
perature of the transition. Following Ref. [3], we use
B0 = 28GPa,V0 = 36A˚3 as the bulk modulus and unit
cell volume for Cerium in the γ phase. Once we use the
Fermi scale as our unit of energy and set V0 as our unit of
volume, the unit of pressure becomes F /V0 = 2.3GPa.
This justifies our usage of the value B0 = 12.47 as our
bare bulk modulus. And, finally, the experimental values
of α range between 2 and 5 for most bulk pure metals [45].
In summary, for a large range of parameters, if the
electron-phonon coupling (Ueff = 1) is finite, there is a
clear first order transition in the p − V diagram with a
critical temperature around 1/6. However, for the same
set of parameters, when the electron-phonon interaction
is absent (Ueff = 0), the transition is not seen for tem-
peratures down to 1/20. The different behavior of the
p − V diagram for Ueff = 0 and Ueff = 1 implies that
5the electron-phonon interaction enhances the γ → α vol-
ume collapse transition.
B. Spectral Functions of the Mott Metal-Insulator
Transition
The phonon-enhanced first order phase transition can
be interpreted as a Mott metal-insulator transition. We
can understand this by studying the evolution of the
spectral functions with respect to the variation of the
relative strengths of V and Ueff . When the hybridiza-
tion is small, the electron-phonon interaction can signif-
icantly modify the density of states (DOS) of the con-
duction electrons. For V = 0.1, as Ueff increases from
0 to 1.1, the DOS changes from a nearly Gaussian to a
DOS gapped at the Fermi energy, as shown in Fig. 3.
The gap in the conduction electron spectral function is
not an artifact of the maximum entropy method since we
can also see the effect of Ueff on the gap at the Fermi
energy by observing the behavior of the local c-electron
Green’s function Gc(τ) (inset of Fig. 3), which is directly
measured in the Monte Carlo simulation. When there
is no gap, the value of Gc(τ = β/2) is finite. However,
when there is a gap at ω = 0, the value of Gc(τ = β/2)
decays to zero exponentially. Moreover, the wider the
gap, the more rapid the decay. When we plot the Gc(τ)
for different values of Ueff , we see clearly that with in-
creasing Ueff , Gc(τ) decreases increasingly rapidly when
τ approaches β/2.
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FIG. 3. Main panel: The conduction electron spectral func-
tions for V = 0.1, β = 10,Ω0 = 0.01. As Ueff increases from
0.0 to 1.1, the gap in the DOS becomes increasingly wider.
Inset: The evolution of the local conduction electron Green’s
function Gc(τ) with Ueff . The increasingly rapid decay of
Gc(τ = β/2) also indicates the existence of an energy gap at
ω = 0 as Ueff grows.
The magnitude of the phonon frequency Ω0 and the
c-electron filling have profound influences on the nature
of the Mott transition due to Ueff . When Ω0 is small,
which is the case we are studying, the transition seems
to be continuous or at most weakly discontinuous [49].
The reason is that when Ω0 = 0, we can integrate out
the Holstein phonons in the conduction band to obtain
a generalized Falicov-Kimball model (A Falicov-Kimball
model with c− f hybridization) in which the conduction
electrons always exhibit a non-Fermi liquid behavior for
any non-trivial filling number [50, 51]. The Mott tran-
sition from a non-Fermi liquid metal to an insulator is
continuous due to the absence of the quasi-particle peak
at the Fermi energy in the conduction electron DOS [52].
Notice here we are considering only the transition in the
electron-phonon system with model Hamiltonian given
by Eq. 1. By including the static lattice contribution this
transition becomes first order as we discussed earlier.
A small phonon frequency is chosen in this study be-
cause of the low Debye temperature observed in experi-
ments [14–17]. The low phonon frequency greatly re-
duces the pairing instability. With this phonon fre-
quency and a small enough hybridization between the
conduction and the localized 4f electrons, we find that
the charge density wave (CDW) instability always domi-
nates, which is consistent with previous results using the
Holstein model and DMFT [53].
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FIG. 4. Main panel: The conduction electrons DOS for
Ueff = 0 and Ueff = 1 when V = 1.8, β = 10, Ω0 = 0.01.
Here, the introduction of the electron-phonon interaction has
no significant influence on the DOS, which at the Fermi energy
is always finite whether there is electron-phonon interaction
or not. Inset: The local Gc(τ) for small and large electron-
phonon interaction strength.
The opening of the Mott gap at the Fermi level is
present only when the hybridization between conduction
band and localized electrons is weak compared with the
electron-phonon coupling. Fig. 4 shows that when the
hybridization is strong, the opening of the Mott gap is
prohibited. In this parameter regime, the introduction
of the electron-phonon interaction has little effect on the
behavior of the conduction electron DOS. Since the fill-
ing number of the c-electrons is set to 0.8, the hybridiza-
6tion cannot induce a gap at the Fermi energy [54], and
thus the DOS is always finite irrespective whether there
is electron-phonon interaction or not. Consequently, the
c-electrons are always metallic in the large V regime.
The absence of the Mott gap in the large V regime
signals that the electron-phonon interaction effect is sup-
pressed by the hybridization. Since the electron charge
susceptibility is positively correlated with Ueff , the sup-
pression of the electron-phonon coupling effect is also re-
flected in the decrease of the charge susceptibility as V
increases for fixed β (not shown). As V increases from 0.1
to 1.8, the localized f electron moments that are present
at small V get screened by the conduction electrons when
V is large [31]. The screening of the localized f elec-
tron moments in the large V regime is a signature of the
Kondo effect, which we can also observe by studying the
f electron spectral functions. Fig. 5 shows the f elec-
tron spectral functions for small V (γ phase) and large
V (α phase) at β = 10. As we can see in the figure,
when V is small, Kondo temperature TK is much smaller
than β = 10, and the Kondo resonance is nowhere to be
found in the f electron spectral curves. However, as V
increases, Kondo temperature TK also gets larger, which
we can see from the Kondo resonances that emerge for
large V . The absence of the Kondo resonance for small V
and its emergence at large V is consistent with the exper-
imental observation that TK at γ phase is much smaller
than TK at α phase. We also notice that the f elec-
tron spectral curve gets kinky at ω = 0 when V = 1.8.
The strength of this kink is proportional to the effective
electron-phonon interaction strength Ueff , and thus we
conjecture that the competition between c−f hybridiza-
tion V and Ueff could lead to some exotic behavior in
the f electron spectral functions. The nature of this kink
is still under study.
At the same time, when we scan V from V = 0.1 to
V = 1.8, the conduction electrons make a transition from
insulator to metal. The c-electron spectral functions for
β = 10 and Ueff = 1 with varying values of V are
shown in Fig. 6, where a gap at the Fermi energy is
clearly visible for V < 0.6. When V > 0.6, the Mott gap
evolves into a depression which disappears completely for
V > 1.2. Therefore the Mott metal-insulator transition
is present only when the electron-phonon interaction is
strong enough.
IV. CONCLUSION
In brief, using the periodic Anderson model with
phonon coupled to the conduction band, and by intro-
ducing a volume and temperature dependent bulk mod-
ulus contribution to the total pressure, we find a first
order phase transition where the Cerium volume col-
lapses. This transition is enhanced by the presence of
the electron-phonon interaction; with other parameters
being fixed, we do not find the first order transition in
the absence of the electron-phonon interaction. Our find-
-8 -6 -4 -2 0 2 4 6 8
ω
0
0.5
1
1.5
A
f(ω
)
V = 0.1
V = 0.6
V = 0.9
V = 1.2
V = 1.8
FIG. 5. The f -electron spectral functions for β = 10,Ω0 =
0.01, Ueff = 1, for various hybridization values ranging from
V = 0.1 (γ phase) to V = 1.8 (α phase). When V is small,
the electron-phonon interaction dominates over the Kondo
effect, and the f electron spectral function shows no signature
of Kondo resonance. When V gets increasingly larger, the
Kondo effect kicks in, which can be seen from the Kondo
resonance that is already developing at β = 10.
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FIG. 6. The c-electron spectral functions for β = 10,Ω0 =
0.01, Ueff = 1, at different values of V . When V is small (be-
low 0.6), the electron-phonon interaction dominates over the
Kondo screening, and the conduction electrons form a Mott
insulator. When V gets large, the Kondo effect dominates
over the electron-phonon interaction effect, and the conduc-
tion electrons become metallic.
ings support recent experimental results showing that
phonons play an important role in the volume collapse
transition in Cerium.
Moreover, we find that our model, although originally
conceived with the Kondo volume collapse scenario in
mind, exhibits interesting features of the metal to insu-
lator transition, e.g., a gap proportional to the effective
7electron-phonon interaction, Ueff , opens at the Fermi
energy at low temperature.
An obvious improvement over the present work is to
include other contributions to the model. The spin orbit
coupling and the hybridization in the f-band can be con-
sidered in the DMFT calculation, however a more realis-
tic electron-phonon coupling is currently beyond the for-
malism of DMFT since this requires a numerical method
which can handle long range coupling properly.
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