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Abstract
Spaceborne interferometry promises to greatly expand our knowledge of astronomy
and astrophysics, and open the doors to many new discoveries. The purpose of this
study is to investigate optimal resource management techniques for separated space-
craft interferometers to successfully synthesize images. Assuming optimal imaging
configurations that satisfy astronomical requirements have been selected, a two-step
approach is taken to satisfy these requirements: (1) develop a framework to man-
age control effort among different satellites during observation and retargeting of the
spacecraft formations, to thereby maximize the number of observations that can be
taken with a given amount of consumables, and (2) determine computationally ef-
ficient control techniques to minimize control effort while meeting image synthesis
metrics. First, issues relating to planning optimal trajectories that trade imaging
metrics for spacecraft design metrics such as mission length and spacecraft mass
are addressed. The determination of optimal spacecraft locations or trajectories for
image acquisition is studied to satisfy astronomical constraints. These positioning
requirements lead to the computation of trajectories for the retargeting of formation
flying interferometers to capture images of a new astronomical target. Second, the
trajectories planned under this appraoch are used in the formulation of a tracking
control problem for spaceborne interferometric apertures. The assumptions made
in the control problem are used as a basis for the development of different control
techniques that trade image quality for fuel expenditure, and evaluated according to
scenarios involving different properties relevant to synthetic imaging. The result from
these two steps are then applied to the SPHERES testbed, a six-degree-of-freedom
facility designed for the incremental maturation of formation flight technologies in a
risk-tolerant microgravity environment. Results from simulations and experiments on
board the space station are presented and compared to their theoretical outcomes.
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Chapter 1
Introduction
Astronomy has the distinction of being the only science solely based on observation.
No experiment can validate a hypothesis on stellar structure, planetary formation
or galactic interactions. Astrophysical theories rely on extrapolations from purely
observational data, which can be frustratingly scarce for the more complex and in-
teresting phenomena happening lightyears away in the universe. The availability of
observational data is limited by the small number of astronomical phenomena visible
to us, itself a consequence of the technical limitations of telescopes.
Spaceborne telescopes have made invaluable new sources of information available.
By freeing themselves of atmospheric perturbations, they have an undistorted view
of light emanating from distant objects, and access to wavelengths otherwise filtered
by atmospheric gasses. A telescope with the same diameter as the Hubble Space
Telescope would have an angular resolution of 0.7 arcseconds (or one solar diameter at
a distance of 0.03 pc) in the visible range due to the effects of atmospheric turbulence,
whereas at launch, Hubble had a resolution of 0.05 arcseconds (or one solar diameter
at a distance of 0.4 pc) in the visible spectrum.
But the performance of spaceborne telescopes is also limited, among other things,
by launch considerations. The largest available fairing size (5.4m for an Ariane 5, 5m
for a Delta IV and 10m for the planned Ares V) constrains the maximum diameter
of space telescope apertures. This can be overcome by launching mirrors in sections
and assembling them in orbit, or alternatively through interferometry. By launching
several apertures and guiding the light they collect to a combiner, an image can be
synthesized that has the same angular resolution as a monolithic telescope with a
diameter equal to the greatest distance between the apertures. The largest inter-
ferometer on Earth, the Very Long Baseline Array system of radio telescopes, has
a resolution of 0.013 milliarcseconds at its shortest wavelength. But in the visible
spectrum or at higher frequencies, Earth-based interferometry suffers from the same
difficulties emanating from atmospheric turbulence as single-aperture telescopes do.
Spaceborne interferometry would allow tremendous advances in Optical- and UV-
astronomy, by dispersing sub-apertures over very large distances. The first designs
for spaceborne interferometers date back to 1979 ([37]), and many missions have been
proposed and planned for since.
This thesis addresses some of the difficulties relating to precise control of forma-
tion flying interferometers. To achieve the high angular resolutions made possible by
separated apertures, the path length of the electromagnetic radiation being interfered
must be controlled to fractions of the wavelength. Control laws must trade image qual-
ity for fuel use, mission duration and imaging time, parameters that must be factored
into the mission design itself. The objectives of this study are twofold: analyzing ma-
neuvering control effort management techniques for separated interferometers while
they are not in imaging modes, and evaluating control techniques during imaging.
1.1 The need for spaceborne interferometers
Much of the dynamical modeling of stars is based on our observations of the Sun.
Stellar classification and spectra has lead to models of the long-term evolution of
stars, and our understanding of stellar lifetimes. But great advances in astronomy and
astrophysics over the past 50 years were due to improvements in our understanding
of nuclear reactions, and the observations of dynamic phenomena. Interacting binary
stars, cataclysmic variables and gamma-ray bursts are all short-period dynamical
events which have been observed and explained in the past century thanks to better
astronomical observations. But smaller scale dynamic events, such as stellar magnetic
Table 1.1: Table of astronomical phenomena and the desired angular resolution asso-
ciated with their detection and observation
Spectrum Resolution (arcsec)
Stellar magnetic Field Pattern mapping UV - X-ray 8 x 10-4
Stellar seismology by observation Visible-UV 5 x 10-3
of differential rotation
Stellar chromospheric imaging close-UV 1.1 x 10-3
Imaging of accretion disks Visible 2.5 x 10- 3
Imaging of planet-formation regions IR-Visible 5 x 10-4
Binary accretion jets detection IR-UV 2.5 x 10- 5
Coronal structure mapping X-Ray 7.5 x 10- 4
Atmospheric processes in cool stars Visible - X-Ray 3 x 10-5
Pulsation in giant stars Visible - UV 7.5 x 10-5
activity, planetary formation, stellar winds, planetary orbits or stellar seismology are
still generally unknown, and extrapolated from data obtained in the solar system and
a few other observations. Table 1.1 presents a summary of phenomena observable
in the visible and UV spectrum, and the angular resolution desired to image them,
compiled from information in [1], [39] and [23].
Ground-based observation in spectra with wavelengths shorter than 100nm suf-
fer greatly from atmospheric effects, for instance, atmospheric turbulence effectively
reduces the possible angular resolution of uncorrected images to 0.5 arcseconds at
600nm. Adaptive optics can improve this limit to a certain extent, but are currently
mostly effective at wavelengths longer than IR ([22]). Ground based interferometry
combined with adaptive optics in the visible spectrum has brought this limit down
to approximately 0.025 arcseconds both at the Keck observatory and the Very Large
Telescope. On the other hand, UV-observations are severely hindered by atmospheric
absorption. Images require very long observation times with telescopes placed at high
altitudes, hindering image resolution greatly.
In addition, ground-based telescopes have a much more limited range of motion.
They can be placed in any desired pattern, but have to stay in that configuration,
or are constrained to move on tracks, typically to maintain the overall pattern of
apertures but to increase their relative distance. Though these configurations are
designed to scan baselines projected in a plane perpendicular to the line of sight to
the target, by taking advantage of the Earth's rotation, in effect this constrained
motion reduces the absolute number of possible relative configurations and imaging
baselines.
Space-based observation does not suffer from atmospheric perturbations,Telescopes
in space can make use of propulsion systems to maneuver and cover a larger number
of baselines, thereby improving image resolution as well. But there are still numerous
technological challenges associated with space missions that have been only partially
solved, or not at all.
Over the past 30 years, many missions have been studied, designed and budgeted
that employ space-based interferometry. The following list is a summary of the more
prominent ones:
* SAMSI (Spacecraft Array for Michelson Spatial Interferometry): a mission
proposed in 1985 ([33]) composed of two apertures and a combiner in Earth
orbit, for visible-range interferometry with a target angular resolution of 10 5
arcseconds for stars with magnitude up to 20.
* MAXIM (Micro-Arcsecond X-Ray Imaging Mission): A mission also known as
the Black-Hole imager, designed to observe X-Ray emissions from black holes
with a cluster of up to 33 formation flying apertures. A design for grazing
incidence optics and normal incidence optics have both been proposed. The
targeted angular resolution is 40 parcseconds ([14]).
* SIM (Space Interferometry Mission): An Earth-like planet finding mission com-
posed of a single spacecraft flying three to four Michelson interferometers with
50cm apertures separated by 6m operating as an in the visible spectrum, orbit-
ing in an Earth-trailing heliocentric orbit. The targeted angular resolution is
5/tarcseconds at a magnitude of 20 ([36]).
* Darwin: Another Infrared extrasolar planet detection mission, consisting of
three formation flying apertures of 3m in diameter orbiting at the Earth-Sun
L2 point ([6]).
* TPF-I (Terrestrial Planet Finder - Interferometer): An infrared interferome-
ter composed of up to four apertures of a diameter up to 4m, either rigidly
connected or flying in formation ([39]).
* SI: A 30-satellite formation flying UV and visible interferometer, deployed for
stellar surface imaging ([1]) in a Lissajous orbit around the Earth-Sun L2 point.
The target angular resolution is between 50 and 200parcseconds.
* LISA (Laser Interferometer Space Antenna): A formation of three spacecraft
arranged an equilateral triangle of 5 x 106m sides, acting as a Michelson laser in-
terferometer to detect gravitational waves by measuring changes in the baseline
in between the apertures ([2]).
1.2 Objectives and Outline
The purpose of this study is to investigate optimal resource management techniques
for separated spacecraft interferometers to successfully synthesize images. Assum-
ing optimal imaging configurations that satisfy astronomical requirements have been
selected, the following two issues will be considered:
* Developing a framework to manage control effort among different satellites dur-
ing retargeting of the spacecraft formations, to thereby maximize the number
of observations that can be taken
* Determining computationally efficient control techniques to minimize control
effort while meeting image synthesis metrics
This thesis is divided into four main chapters, an introduction and a conclusion
chapter. Chapter Two presents an overview of interferometry and the technological
aspects of its application to spaceborne formation flying interferometers. The goal
of this chapter is to present the imaging metrics that must be met or optimized in
designing and controlling the apertures to follow the desired formation trajectories.
Using these metrics, Chapter Three illustrates how to plan optimal trajectories
that trade imaging metrics for spacecraft design metrics such as mission length and
spacecraft mass. The first part presents an overview of the literature concerned with
determining optimal spacecraft locations or trajectories for image acquisition, and is
followed by a second part devoted to determining trajectories for the retargeting of
formation flying interferometers to capture images of a new astronomical target.
The trajectories planned in Chapter Three are used in the formulation of a tracking
control problem in Chapter Four. The assumptions made in the control problem are
used as a basis for the development of different control techniques. Three scenarios
involving trajectories with different properties are used to evaluate these controllers.
The last main Chapter illustrates the path planning techniques and control laws
presented in Chapters Three and Four by applying them to the SPHERES testbed.
Results from simulations and experiments are presented and compared to their the-
oretical outcomes.
Finally, the key results obtained in the four chapters are summarized in Chapter
6. Issues that arise from this study and further avenues of research are also presented
in this chapter.
Chapter 2
Elements of Spaceborne
Interferometry
The stated goal of this study is to investigate resource management techniques for
formation flying interferometers. This needs to tie together evaluations of the quality
of astronomical images taken by an interferometer with performance metrics asso-
ciated with the design and use of the satellites in space. This chapter presents the
fundamentals of interferometry and derives the different metrics associated with syn-
thesized image quality. Different kinds or interferometers are briefly described, and
the chapter concludes with an overview of the technological challenges associated with
in-space image synthesis.
2.1 Interferometry
Interferometers are instruments measuring electromagnetic waves by studying the
interference pattern caused by the superposition of multiple spatially separated waves.
This is achieved by guiding the light from a target through multiple apertures and
combining it in one location. The main benefit of this approach to astronomy is its
potential for very small angular resolutions: the resolution of the instrument is mainly
driven by the projection of the distance between the apertures onto the line-of-sight,
so that small apertures placed at a great distance from each other can potentially
achieve equivalent angular resolutions to much larger apertures.
2.1.1 Interferometers
Since interferometry shows so much potential in astronomy, many configurations of-
fering optimal sampling of the incoming photons have been developed ([15], [9], [16]),
with Earth-bound applications in mind, where the sub-apertures of the interferome-
ters are stationary. There are many sub-types of electromagnetic-interference based
instruments, but two in particular are applicable to spaceborne interferometry.
Fizeau-type
A Fizeau interferometer distributes smaller apertures at locations that make up a
virtual primary mirror, so as to have the same angular resolution as a filled aperture.
Light is reflected off the sub-apertures and brought to a combiner via a collector, to
ensure that the path length, magnification, wavefront tilt and pointing alignment from
different sub-apertures are the same, thereby combining the same wavefront from the
target. Figure 2-1 provides a schematic illustration of a Fizeau interferometer. Fizeau
interferometers provide larger fields of view and are useful for dynamically changing
targets. The synthesized image is a direct image of the target.
Michelson-type
A Michelson interferometer consists of several sub-apertures separated by a distance
much larger than their main dimension. The resulting u-v coverage is dominated
by the separation of the sub-apertures rather than from interference from points on
the sub-apertures themselves. In the IR-Visible-UV spectra, signals collected from
different sub-apertures and combined at a single location, by focusing the light on
a photodetector measuring the intensity of the received signal. If the sub-apertures
are located at variable distances, the system will include optical delay lines to ensure
that the same wavefront originating at the target is interfered. Figure 2-2 provides
a schematic illustration of a Michelson interferometer. Michelson interferometers are
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Figure 2-1: Schematic illustration of a Fizeau interferometer (from [24])
particularly suited for astronomical targets that are stationary for long periods of
time. The output is measured in the Fourier transform of the spatial domain of the
image and must be inverse-transformed to generate an image.
=kas utfI
Cdhc3 1~'"~"~--~ ~ ~ ~-b
aDie (Apti0)
Figure 2-2:
[19])
Schematic illustration of a two-collector Michelson interferometer (from
2.1.2 Performance Metrics
Any image acquisition system's performance can be evaluated according to three
parameters ([17]):
-V---
* Angular resolution: a measure of the ability of the system to distinguish two
distinct point on the image source from one another. The smaller the angular
resolution, the greater the number of features an imaging system can detect.
* Sensitivity: a measure of the ability of the system to distinguish the signal
coming from the image source from noise due to the imaging process. The
greater the signal-to-noise ratio, the more sensitive an imaging system is.
* Ambiguity: a measure of the directivity of an imaging system. Smaller ambi-
guity indicates an imaging system with a high power of observation in a single
direction.
Determining the performance of an interferometer can be done by looking at its
unresolved monochromatic point source response. The closer this is to the point
source response of a filled aperture, the better the synthesized image will be: the
response should have a single intensity peak at the projected location of the point
source, and no response elsewhere. In practice, diffraction in a filled aperture causes
the central peak to spread out into lower intensity rings. A one-dimensional aperture
aperture produces a point spread function similar to the bold line that in Figure 2-3.
In three dimensions, this is computed using Huyghens' superposition integral ([34]):
PSF(Ox,O8, A) = D 2  J, (7D (2.1)
with 0 = (Ox, 0,) angular coordinates of the line of sight, D the aperture's diame-
ter, A the wavelength of interest and J the Bessel function of the first kind.
For an interferometer composed of identical sub-apertures located in a plane or-
thogonal to the line of sight, we will first define an orthogonal coordinate system
to determine the combined response to an unresolved monochromatic point source,
describing baseline separations between sub-apertures. The pair of (u, v) coordinates
associated with the baseline formed by the sub-aperture i and j located at the coor-
dinate point (xi, yi) and (xj, yj) in the observation plane is given by:
Intensity plot of a two-aperture interferometer vs one aperture
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Figure 2-3: Point Spread Function for a single one-dimensional aperture and two-
aperture diffraction pattern (from [11])
u = x - xj (2.2)
v= ± Yi- Yj (2.3)
A
The Point Spread Function associated with the combined image from n sub-
apertures is given by:
n + 2 /n-1 a cos (Z1 V7 k.4
PSFn(OX, 0,, A) = PSFI(OX, O, A) 2 Vkl) (2.4)
where the sums are taken only on non-redundant baselines, and vkl = (uk-ul, Vk-Vl)
represents a baseline vector in the (u, v) plane. Figure 2-3 shows a one dimensional
two-aperture point spread function overlaid on the single-aperture point spread func-
tion. The intensity of the highest peak is quadruple that of the single aperture case,
while the fringe pattern is a function of the baseline distance, and always occurs in the
direction of minimal spacing between two successive maxima, which is the direction
of a baseline pair (vkl). Equation 2.4 is a consequence of the far-field limit of the van
Cittert-Zernike theorem, which states that the intensity map of the response of the
sub-apertures is the inverse Fourier transform of the auto-correlation function of the
sub-apertures spatial distribution [35].
The resolution of system is given by the Rayleigh criterion: two points on the
image source are considered to be distinguishable if their angular distance is such
that the diffraction peak of one coincides with the first minimum of the diffraction
pattern of the other. If the points are at a greater distance, they would be resolved,
but if their distance is smaller, their intensity maxima interfere constructively. Stated
quantitatively, the angular resolution 0 , of the system can be computed by:
sin(Oa) = 1.22A (2.5)
where A is the wavelength of interest and D the aperture diameter. The factor 1.22
comes from the location of the first zero in the intensity map in equation 2.1. This
zero is located at the first zero of a Bessel function of the first kind J (x), which
occurs when x _ 0.61.
The ambiguity of the interferometer is obtained by convolving the directivity of a
single sub-aperture with impulse functions corresponding to the aperture positions in
the physical domain. Expressed in the imaging domain, by taking the inverse Fourier
transform of the system, the directivity of the interferometer is given by a quantity
known as the array factor ([19]):
AF(O1 , 0) = ne-A (ozzm+4ym) (2.6)
m=1
where (x,, my,) are the coordinates of the sub-aperture m.
The signal-to-noise ratio of the interferometer is directly dependant on the image
source and imaging environment. It is a function of the photon flux into the system,
which itself is a function of the total imaging area:
n;TD 2
A = (2.7)4
A measure of the quality of the synthesized image is then the closeness of the
combined point spread function PSF, to that of the nominal intensity map PSF
that would be generated by a circular aperture of equivalent resolution. A metric
expressing this quantity is given by the Mean-Squared-Error in between the two
intensity map:
(PSFn - PSFI)2MSE = (2.8)
p2r20
where n is the number of sub-apertures, o the number of observations taken with these
sub-apertures (i.e. the number of reconfigurations of the array) and p the number of
pixels in the image.
Equation 2.8 is computationally expensive to compute, and has to be evaluated
repeatedly when trying to optimize sub-aperture locations for image acquisition. A
significantly simpler quantity h is proposed in [20]1, and is shown to behave like MSE:
MSE increases when h increases:
1 1
h= (2.9)
2O [(Ur - Us)2  (UVr - Vs) 2 (
where the summation is taken over all distinct pairs of (u, v) points defined by the
spatial distribution of the sub-apertures.
One additional metric relevant to sparse-aperture imaging is the fill factor, a
measure of the total photon collection area over the area of a filled aperture that
provides the same (u, v)-plane coverage:
F = D2 (2.10)
where Deff is the diameter of the equivalent filled aperture providing the same angular
resolution, and is found from:
A2
Deff = 402 (2.11)
1the original expression of h in the reference does not include a modulating factor 1 and can
not be used to compare interferometers with different number of sub-apertures
2.2 Technological solutions
There are many challenges associated with spaceborne interferometry. Although they
have essentially all been addressed through research and experimentation, very few of
the issues have been proven in space. The following is a list of the major technological
issues to be addressed:
* Formation Flight: Precision control of formation flying apertures requires
algorithms to handle deployment and positioning of the satellites, estimation
and control to micro-arcsecond pointing accuracies and nanometer positioning,
and real-time correction of the vehicle's states during imaging. Achieving such
accuracies requires staged control systems, with a first stage bringing down the
positioning errors down to, e.g. centimeter-scales, followed by a second stage to
bring the errors further down to nanometer scales
* Space optics: Imaging from distributed mirrors will require wavefront sensing
and autonomous real-time correction of the optics, potentially leading to active
or adaptive mirrors. Mirrors in space handle very different thermal and struc-
tural loads from Earth-based telescopes, and face different design metrics, such
as mass and size.
* Metrology: Pathlength control of the incident beams has to be brought down
nanometer precision, from multi-kilometer baselines. The actuators for this
control problem should also be able to cover large dynamic ranges to address
multiple modes of observation.
* Spacecraft Design: Spaceborne interferometers present other unique prop-
erties, such as the need to mass-produce identical sub-apertures, long mission
lifetimes, lightweighting of optics, actuator-optics interactions such as vibrations
and plume impingement etc...
This study is mainly concerned with the first stage control of Formation Flight,
bringing the positioning error down to a level that will then be taken over by the
next control stage. Throughout this thesis, it is assumed that the interferometers are
directed to synthesize an image coming from an astronomical object, satisfying the
following assumptions:
* The target is far enough that the separation between any two apertures is
negligible compared to the distance to the object.
* The target is fixed in inertial space. To synthesize an image, apertures have
to be oriented towards the target, and maintain that orientation during the
observation time.
* The light being interfered covers a band within the IR-to-UV light spectrum.
As a result, the same wavefronts from the target have to be interfered, requiring
that the light coming from each interferometer travel an equal path length.
32
Chapter 3
Trajectory Design for Retargeting
Formation Flying Interferometers
Interferometry in the U-V and the visible wavelength range requires real-time inter-
fering of light from the astronomical target being observed. Metrics defining image
quality are intricate and sufficiently computationally cumbersome that it is not fea-
sible to design a controller that could estimate positions of a formation, compute
desired locations for the sub-apertures and then control them to these locations on-
line. As a result, any implementation of a spaceborne interferometer makes use of the
traditional paradigm of path-planning a trajectory, then controlling the formation to
this desired trajectory. The paths can be planned off-line or online, and either imple-
mented completely, or regularly recomputed during the maneuver (receding horizon
control). Although this approach is not optimal, it has been often tested and applied,
and and shows adequate performance. This chapter deals with the path-planning as-
pect of controlling formation flying interferometers, while the next is concerned with
the tracking control of the sub-apertures to the desired trajectory.
Trajectories need to be planned for formation-flying interferometers in two dif-
ferent situations: while observing a target, to make the best possible use of fuel to
achieve a desired image quality, and while retargeting the whole array to point at a
new target. The vast majority of the literature on formation flying interferometers
is devoted to determining optimal spatial distributions of sub-apertures to maximize
the image quality. A brief overview of different approaches is given at the beginning
of this chapter. The next section looks at formation retargeting techniques and the
final section of this chapter presents a fuel balanced trajectory generation method.
3.1 Imaging
In the IR to UV wavelength range, light rays coming from different sub-apertures
have to be interfered in real time: the Shannon limit imposes a bound on the noise
in the digitization of the signal coming from the apertures, and no detector has a
sampling rate that can accommodate frequencies in the IR-visible-UV range.
Two imaging modes exist in the literature: stop-and-stare and on-the-fly imaging.
The first selects target locations for the array, controls the sub-apertures to the target
locations, allows the dynamics to settle and starts synthesizing an image. Determining
the spacecrafts' trajectories involves selecting optimal sequences of target locations
from which to synthesize and image, then solving a boundary-condition problem to
reach them in an optimal fashion. The second mode synthesizes the images while the
apertures are moving. The technological requirements for this mode are significantly
more complex, requiring optical precision control while maneuvering (see [32] for the
design of staged control systems), and the trajectory determination is now a full
variational problem.
3.1.1 Stop-and-Stare
Golay configurations
Golay configurations were described by Golay in 1971 ([15]), and are optimized for
compactness of the u-v plane coverage. The arrays are constrained to be arranged
in a 3-fold symmetry, and offer non-redundant baselines. Figure 3-1 shows several
Golay configurations and their u-v plane coverage. The configurations are selected
to maximize compactness of the distribution. This has the advantage of requiring
the smallest size sub-aperture to obtain a full u-v coverage when imaging in snapshot
mode. To quantify this compactness metric, a 'core factor' is defined:
Nc
Cf - n(n - 1) (3.1)
where n is the number of apertures in the array and Nc is a quantity defined as the
number of u-v points that lie within a circle completely filled with auto-correlation
points, passing through the unoccupied points of the field closest to the center. This
last is computed assuming point apertures, and moves closer to unity when the imag-
ing configuration is made to be more compact. Including the Nc factor in the met-
ric favors compact arrays, which are advantageous as they can contain apertures of
smaller size for the same u-v coverage as a less compact configuration with larger
apertures.
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Figure 3-1: Golay configurations, with core factor defining circles. From [15]
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Cornwell configurations
Cornwell configurations are constrained to lie on a circle centered around the origin.
They are generated by minimizing the objective function:
(3.2)J = E log( ui - tkl )
i,jk,l
where uij the separation vector between points i and j in the physical domain, and
the summation excludes self-terms (avoiding taking the logarithm of 0). Taking the
logarithm of the differences in between separation vectors weighs greater distances
less heavily, so that these distributions favor evenly-distributed u-v plane coverage
and penalize configurations with apertures farther apart. Figure 3-2 shows several
configurations.
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Figure 3-2: Cornwell configurations. From [9]
Golomb configurations
Golomb configurations ([16]) are optimal locations in n x n grids for m subapertures.
The configurations have no redundant baselines and are selected such that any ro-
tation or translation of the configuration has at most one aperture overlapping the
previous configuration. This results in evenly-distributed coverage of the u-v plane.
Figure 3-3 shows several configurations for a 6 x 6 grid with 6 subapertures.
Reconfiguration
Each of the configurations above optimizes a particular aspect of the u-v plane cov-
erage problem. Maximizing image sensitivity means selecting a sequence of config-
urations that optimize one of the metrics described in Chapter 2, such as MSE. If
the total time available for imaging is known in advance, Reference [19] suggests an
algorithm to select a sequence of configurations that will optimize the synthesized
image quality. If the total imaging time is not known in advance, an algorithm max-
imizing the improvement of the imaging metrics at each reconfiguration is developed
Reference [11].
The trajectory from one configuration to another constitutes a two-point boundary
value problem, and can be seen as a special case of the array retargeting problem,
developed in Section 3.2 where the line-of-sight does not change.
3.1.2 On-the-Fly imaging
Configurations for synthesizing an image while the sub-apertures are maneuvering
are significantly more demanding on the lower control stages along the light path.
To ensure that the same wavefront is being sent to the combiner at all times (i.e.
that the light rays from the targets to the subapertures all have equal pathlength), a
typical geometric constraint imposed on trajectories for on on-the-fly imaging is that
the spacecraft must always be equidistant from the center of mass of the formation.
Figure 3-3: Golomb configurations for a 6 x 6 grid with 6 subapertures. From [16]
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Spiral Maneuvers
Reference [7] reduces the u-v plane coverage problem to a pantographic problem,
suggesting Archimedean spiral motion of the sub-apertures in the array, to force
them to cover a wide range of baselines lengths and orientations. The image is then
sampled along the trajectory and at a rate significantly faster than the time constants
of the dynamical environment in which the interferometer operates. Several strategies
for achieving spiral motion within a gravitational well are proposed in [8].
Drift-Through Imaging
References [31] and [12] suggest that a fuel-saving strategy for interferometers involves
them 'drifting through' (x,y)-plane locations corresponding to desirable u-v points.
The effective u-v coverage is then blurred along the trajectory since the apertures
and u-v points have changed during the measurement, but by convoluting the signal
with that obtained at a later passage in the same (x-y) area, the u-v coverage can be
progressively sharpened.
3.1.3 Summary
There have been extensive studies of the optimal locations of sub-apertures for forma-
tion flying interferometers, and the associated trajectories required to reconfigure the
array during imaging. Trajectories that capture an image during the reconfiguration
(Spiral, Drift-Through) require tight precision control throughout the mission whereas
configurations that select sequences of points in the plane perpendicular to the line
of sight to the target (Stop-and-Stare: Golomb, Cornwell, Golay) must optimize the
sequence in which the points are observed.
3.2 Array Retargeting
The trajectories that the previous section dealt with assume that the interferometer
is pointing towards the target, and navigate to generate an image in the plane per-
pendicular to the line of sight to the target. Acquiring the initial configuration of
the sub-apertures, or slewing the formation to point at a new target is a two-point
boundary value problem: the initial conditions are known, and the final required
relative positions of the sub-apertures are known, and it is desired that the solution
should maximize the science output of the mission. In practice this means trading
the amount of time required to retarget the formation with the amount of fuel used
for this maneuver.
3.2.1 Rigidly connected trajectory
If the sub-apertures of the interferometer were rigidly connected, the motion of the
formation would correspond to that of points on the surface of a monolithic space-
craft making an attitude correction. Although these trajectories are not time or fuel
optimal, they have been studied to determine fuel-balancing target locations, for in-
stance in [3], since when the apertures are at the same distance from the center of
mass of the system, every spacecraft will consume as much propellant to describe
the trajectory. The trajectories are spherical helixes, and defining a coordinate frame
centered on the center of mass of the system, with z in the same direction as the
total angular momentum vector h of the formation, a sub-aperture starting in the
x-y plane at (XO, yo), and slewing by an angle ac about the x axis, over a period of
time T, the resulting trajectory will be:
x (t) = o cos(w,t) - yo sin(w,t)
y(t) = o cos(wpt) sin(wt) + Yo cos(wt) cos(wpt) (3.3)
z(t) = o sin(wpt) sin(w,t) + yo sin(w,t) cos(wpt)
where ,. = is the rotation rate of the helix and wp =- 1h is the precession rate
of the helix.
3.2.2 Static initial and final positions
When slewing an interferometer operating in the stop-and-stare mode, the initial
velocities and final desired velocities are zero, so that the array can be at rest during
observations. Formulating the problem as a variational equation, we have:
the dynamical system:
x(t) = A(t)x(t) + B(t)u(t) (3.4)
the boundary conditions:
x(to) = xo
x(tf) = (3
5o = 0
Xf = 0
the control constraints:
-Umax < u < Umax (3.6)
and the objective function:
JTF = (1 + f 1u(t)l )dt (3.7)
Equation 3.7 penalizes final time (the first term in the integral) and total fuel use
(the second term in the integral). The ratio of penalties 3 is a design parameter that
depends on how valuable the fuel is versus how important it is to quickly retarget
for the next image, or how valuable the cost of operating the interferometer is versus
how important it is to save propellant.
The solution to this time-fuel problem depends on A and B, but is always a
bang-off-bang type control law.
In the particular case of double integrator dynamics (which applies to most stellar
interferometry missions) and force-feedback control:
S0 0 0 1 00 x 0 0 0
0 00010 y 000
S 000001 z 000S0 + 0.f (3.8)
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0 00000 010
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the dynamics are entirely decoupled, and the optimal control law is:
Umaxsign(Cf - Co) for 0 < t < ti
u((t) = 0 fort, < t < t - ti  (3.9)
-umaxsign(( f- Co) for tf - ti < t tf
where E {x, y, z}, tl = and tf =2 (0nx + ( - 2
The associated trajectory is composed of two parabolic arcs connected by a line,
during which the aperture coasts.
Since the sub-apertures all arrive at their desired final positions with zero veloci-
ties, each sub-aperture could follow its own bang-off-bang profile minimizing the cost
function 3.7 by satisfying 3.9, and wait at the final location until all the apertures
are configured pointing at the new target. This solution is obviously not optimal as
it would be possible to save fuel by minimizing:
tf
JF = /3 u(t) dt (3.10)
subject to an extra constraint: tf = maxi{tf,}, which expresses that the duration of
the maneuver is the same for every sub-aperture, and equal to the duration of the
maneuver of the sub-aperture taking the longest to minimize 3.7.
Another optimization must be performed to determine the global minimum for the
retargeting problem: the goal is to maneuver the sub-apertures into an orientation
pointing towards the astronomical target. Since the distance to the target is signif-
icantly greater than the distance between apertures, only the relative positions of
the apertures matter, not their absolute positions. In the double-integrator dynamics
case, it is obvious that the minimum time-fuel solution will maintain the center of
mass of the array in place. As a result, there is only one set of possible final conditions
on which the apertures must map. To find the global time-fuel minimum that maps
the array's initial conditions onto the final conditions, the procedure involves:
* Finding the bang-off-bang time-fuel optimal profiles for every mapping of the n
initial conditions onto the n final conditions (i.e. solving 3 x n! boundary value
problems)
* Determining the duration of the longest trajectory in each mapping (n! x n
comparisons)
* Selecting the shortest of these durations (which will necessarily have the smallest
total fuel use as well - another n! comparisons)
* Recomputing (n - 1) fuel-optimal profiles for the (n - 1) remaining spacecraft,
with constrained final time
If the initial configuration and final configuration are of the same dimensions (iso-
metric), the problem can be greatly reduced. By elementary geometry, the mapping
minimizing the total distance traveled by each sub-aperture will map each initial
condition onto its isometric counterpart. So there will be only as many acceptable
mappings as there are central symmetries in the configuration.
Interferometers following Golay, Cornwell or Golomb configurations will typically
have isometrical configurations, before and after retargeting the array. Cornwell and
Golomb configurations have no central symmetries, and Golay configurations allow
six symmetries. As a result, the actual optimization procedure reduces to:
* Finding the bang-off-bang time-fuel optimal profiles for every mapping of the
n initial conditions onto the n final conditions (at most six boundary value
problems)
* Determining the duration of the longest trajectory in each mapping (at most
6 x n comparisons)
* Selecting the shortest of these durations (another six comparisons)
* Recomputing (n - 1) fuel-optimal profiles for the (n - 1) remaining spacecraft,
with constrained final time
Summary
Determining the trajectory for a slewinging maneuver of an interferometer in stop-
and-stare mode can be formulated as a time-fuel optimal problem, for which the
solution is a trajectory of bang-off-bang type. To further save on fuel, a bang-off-
bang trajectory can be determined for each vehicle in the array, connecting each
initial position to a final position, then selecting the combination of initial position to
final position pairings such that every initial position is paired with a final position,
and the pairing of longest duration is shorter than the pairing of longest duration
in any other combination. Trajectories should then be recomputed for all pairings
in the combination, with the additional constraint that the trajectory require the
same amount of time. This results in a set of trajectories for the whole array that
minimize a weighted combination of time and fuel, and take each aperture from its
initial position to its final target position in the same amount of time.
3.2.3 Non-zero initial and final velocities
If the interferometer is retargeted after imaging through a spiral maneuver, or a Drift-
Through maneuver, the time-fuel optimal problem is the same as that in Subsection
3.2.2, with different boundary conditions:
x(to) = xo
x(t) = (3.11)(3.11)
xo = xo
xf = Xf
The resulting optimal control law will still be a bang-off-bang profile, though with
more switching events.
In the case of force-feedback double-integrator dynamics, the solutions are given
by:
Umaxsign((f - (o) for 0 < t < tl
U(t) = 0 fortl < t < t2  (3.12)
-umaxsign(f - (o) for t2 < t < tf
with parameters:
SE {X, y, z}
t - (2,i(to)+ u,,axAt) v/(2_i(to)+ uaxAt) 2 +4i 3 Umax
Urlnax
t2 tf - tl - 71
tf -+/Y6 ± Y7- 4 Y7-Y8
/~ = 277
1 max
72 = 2(o + Umaxtf (3.13)
13 0 - f - Umax1 - 0 1 +tf
74 = 3Coumax
15 = 40 + 4max((0 - (f)
Y6 = (4Uax (1 + Umax) 2 ) 4
17 = (1 + umax)2 max m 4U ax
s = 42+ (1 +Umax)21 5
Figure 3-4 shows a trajectory slewing a 3-sub-aperture equilateral configuration
by !, starting in the z = 0 plane and finishing in the y = 0 plane. The velocities are
all perpendicular to the vector to the origin, as though the observational trajectories
were circular. As a qualitative reference, Table 3.1 illustrates the relative time and fuel
savings of such a trajectory, compared to a rigidly-connected trajectory, in normalized
units. The first line in the table compares time and fuel use of the rigidly-connected
trajectory from with array rotation rate equal to array slew rate, to a time-fuel optimal
trajectory where 0 was selected so that both maneuvers take an equal amount of
time. This results in a 28% savings in fuel. The second line compares a rigidly-
connected trajectory to a time-fuel optimal trajectory where 0 was selected so that
both maneuvers consume an equal amount of fuel. This results in a 68% shorter
trajectory.
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Figure 3-4: Time-Fuel optimal retargeting with non-zero initial and final velocities
Table 3.1: Qualitative comparison between rigidly-connected trajectory and time-fuel
optimal trajectory
Rigidly-Connected Trajectory Time-Fuel Optimal Trajectory
Time Fuel Time Fuel
Same time 1 1 1 0.72
Same fuel use 1 1 0.32 1
3.3 Fuel Management
The analysis from the previous section can easily be generalized to generate trajecto-
ries optimal over a full mission. If the set of observational targets is known in advance,
it's straightforward to set up an optimization that will determine in which order the
targets should be observed so as to minimize a time-fuel objective function. This
amounts, in effect, to ordering the targets in such a way that the sum of the angles
between their respective lines-of-sight is as small as possible. This solution suffers
from one potential disadvantage: if the order of the targets is unfavorable, one par-
ticular sub-aperture in the formation could be called upon to perform larger control
efforts over the course of the mission, depleting its fuel before any of the others and
becoming inoperable, thereby potentially jeopardizing the mission before its planned
end. A trajectory that attempts to balance fuel use among the apertures could lead
to a greater total number of targets observed, despite the fact that more fuel is used
overall.
In general, the set of observational targets isn't known. Although a spaceborne
telescope is launched with a specific set of astronomical phenomena to investigate,
new discoveries or astronomical events can cause the observational schedule to be
perturbed. Schedules are also set for only a portion of the mission, with observational
time allotted according to scientific merit of proposals submitted over the course of the
mission. So it is also desirable to maintain approximately the same control authority
in all satellites, throughout the mission, so that a reconfiguration of the interferometer
to an arbitrary configuration is always possible.
Another possible scenario, calling for balancing the control effort across the array,
occurs when secondary batteries in a subset of sub-apertures are more depleted than
in the rest of the array, and an observation or a retargeting of the interferometer is
desired before the batteries can be recharged. This is an important consideration for
spacecraft equipped with electric propulsion systems, which place more demands on
power than on fuel. In such a case the interferometer should follow a trajectory that
balances energy use among the different sub-apertures , until the secondary batteries
can be re-charged.
To create a trajectory that balances fuel use or energy use over the course of the
maneuver, a simple expansion of the cost function is sufficient:
JF (I + (t) + u(t) T RB u(t)) dt (3.14)
JBE = (1 + u(t)T R u(t) + u(t)T RB u(t)) dt (3.15)
where JBF is the cost function for the fuel balancing case, JBE is the cost function
for the energy balancing case, R is an energy penalizing matrix and RB is a matrix
penalizing the difference in fuel use in the different apertures:
(n - 1) -1 -1 ... -1
-1 (n - 1) -1 -1
RB = 3B -1 -1 (n- 1) .. -1 (3.16)
-1 -1 -1 . (n-1)
where n is the number of sub-apertures PB is a weighting factor determining the
relative weight of the time penalty, fuel/energy penalty and balancing penalty.
This approach mathematically equivalent to that taken in [28] to balance energy
in two-aperture and three-aperture interferometers, and derive closed form solutions
for the trajectories in double-integrator and Clohessy-Wiltshire dynamics. As might
be expected, when the final time is constrained, final speed is zero, the initial and
final interferometer distribution is symmetric and only the fuel/energy use term is
neglected (0 = 0 or R = 0), the resulting trajectory in double-integrator dynamics
has the apertures all applying equal control at each moment in time, and the vector
sum of the control efforts is always zero so that the center of mass of the system does
not move.
If this cost function is applied from the beginning of the mission to design fuel-
balanced trajectories, the interferometer will balance fuel use among all the satellites,
but this fuel use will not be optimal in any sense. A more realistic situation involves
attempting to rebalance fuel among the sub-apertures every so often for a single
maneuver. To generate rebalance fuel in this context, the cost function formulation
must be slightly altered. The amount of propellant available in each sub-aperture
becomes an input to the dynamical system and the state space has to be expanded.
For a single spacecraft, the dynamics formulation1 :
,i(t) = A(t)xi(t) + B(t)ui(t) (3.17)
(3.18)
where pi is the amount of propellant in the satellite, and f(pi, u, t) determines the
change in propellant level as a function of control command. The rocket equation
implies that thrust is a linear function of mass loss, so
(3.19)
Defining the new state vector y
dynamics of the whole system can be
y =
S[XT x T T Xn x Pl P2 P 3 "" Pn]T, the
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which can now be subjected to control constraints and an objective function:
JB = J 1 + / u(t)ll + y(t)T QB y(t) dt (3.21)
with
1The dynamics matrix A(t) dependance on p(t) is not explicitly expressed in this formulation
pI (t) = fu(Pi, u, t)
AM(t) = -Fu(t)
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QB = (- (3.22)
-1 (n- ) -1 -1
-1 -1 (n-l) ... -i
-1 -1 -1 ... (n-)
which is the propellant-level balancing matrix, and only penalizes the difference in
propellant levels among the sub-apertures.
With constrained control, solutions to this system are still bang-off-bang trajec-
tories, typically with more switches, though closed form solutions can be computed
for double-integrator dynamics with small numbers of spacecraft.
Figure 3-5 illustrates the trajectory of a three-aperture equilateral array perform-
ing a 1 retargeting maneuver in double integrator dynamics, starting in the z = 0
plane and finishing in the y = 0 plane, and the fuel level in each spacecraft, in normal-
ized time, fuel and distance units. Starting positions are marked with a '1', retargeted
positions are marked with a '2'. The effect of the penalizing term is to cause the array
to rotate away from its center of mass. In effect this moves the whole array through
space, and the amount of fuel used for this motion is the difference between the opti-
mal time-fuel solution (from equation 3.7) and the time-fuel-balanced solution (from
equation 3.21). The bottom figure in 3-5 shows the fuel levels in each satellite over
time. As the trajectory finishes, the satellites have balanced fuel among each other.
The same procedure can be applied to generate continuous observation trajectories
that balance fuel among the satellites. This cannot be done by simply augmenting JB
with a term penalizing deviations from a reference track: since the weightings on the
different terms in the cost function are finite, the resulting trajectory would in general
deviate from the reference track, as the optimizer trades the different components in
the cost function. This would result in different path-lengths for the light passing to
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the interferometers. Finding the solution requires adding additional state constraints
on the relative position of the sub-apertures ensuring that their relative positions
guarantee equal path length for light rays to the combiner.
Figure 3-6 illustrates this on a three-aperture array performing a spiral maneuver
(i.e. the relative states of the satellites trace an Archimedean spiral), expressed in
normalized time, fuel and distance units. The solution causes the whole array to
shift in space, moving the center of mass of the array. During the early stages of the
maneuver, the difference of the level of fuel in between the satellites is greatest, and
the center of rotation of the array is close to the satellite with least fuel. As the fuel
levels balance, the center of rotation of the array shifts towards the geometric center
of the array. The left figure in 3-6 shows the fuel level in each satellite over time.
0.4
21,02
-0.2-
0.97
Figure 3-6: Fuel Balancing Spiral Trajectory (left) and fuel ues over time (right)
Figure 3-7 illustrates the effect of varying the the weighting factor Ob in the
propellant-balancing term in the cost function. The fuel-to-time weighting factor
p was set to 1, and the states were constrained to follow same relative spiral trajec-
tory from Figure 3-6. The figure shows the greatest ratio in between propellant levels
in the satellites at the end of the trajectory. The greatest ratio at the start of the
maneuver is 1.051, and as fS is increased, the optimal trajectory drives the closer to
1. It should be noted that for small values of 3, the final ratio is actually greater than
the initial ratio. This is because the optimal trajectory minimizes fuel use as well,
and the global optimum expends a similar amount of fuel from each satellite. As a
result, the difference in propellant levels does't change in absolute terms, but both
quantities being reduced by approximately the same quantity, their relative ratio is
greater.
Final greatest fuel ratio between satellites as a function of 1B
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Figure 3-7: Final fuel ratio between satellites after fuel balancing with various values
of PB
3.4 Chapter Summary
This chapter presented trajectory planning techniques, to manage resources while
attaining the astronomical objectives defined in Chapter 2. The first section reviews
methods to determine the spatial distribution of apertures that optimize imaging
metrics for formation flying interferometers, imaging on-the-fly or in stop-and-stare
mode. The next section detailed the formulation of the optimization problem that
manages resources while an interferometric formation is slewed to point to a new as-
tronomical target. Closed form solutions for optimal trajectories in double-integrator
dynamics for stop-and-stare and on-the-fly imaging modes were derived. The final
section of this chapter is concerned with the management of fuel over the whole ar-
ray. To ensure that no single aperture's fuel is depleted before the end of the mission,
the state space was expanded to include propellant levels in the satellite, and the
formulation was applied to examples of fuel-balancing optimal solutions.
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Chapter 4
Control of Formation Flying
Interferometric Apertures
There are two approaches to tracking control of nonlinear trajectories, each with very
different properties. One option takes into account the current state information for
the system and replans a trajectory at each timestep, using modern control methods
such as geometric transforms ([4]), indirect optimization for control ([29]) or maneu-
ver sequencing ([38]). The alternative option is to plan the trajectory in advance (as
is done in Chapter 3), and control the vehicle to some reference state computed based
on kinematic or geometric properties of the planned trajectory. In the case of track-
ing control of formation flying interferometers, the latter approach invariably leads
to a simple linear controller since there are no obvious nonlinear dynamical effects to
take advantage of, and the advantageous geometric properties of the trajectories are
not consistently available in different operational scenarios. As a result, most of the
literature relies on modern control schemes that make use of some adaptation proper-
ties, actuator layouts or distributed vehicle architectures to generate controllers that
perform better, according to various trajectory-centered metrics, than the standard
linear controllers with which all simulations are benchmarked.
The disadvantage of these techniques is that they typically tend to rely on heavy
computation to achieve good control. Computing the optimal trajectories from chap-
ter 3 is not always a trivial endeavor, and recomputing at each timestep a trajectory
that takes into account state errors and new initial conditions is often not feasi-
ble. So approximations are made: the cost functions are simplified or approximated,
the trajectory is discretized, locally linearized or expanded in basis functions, the
time-horizon is shortened and the resulting controller tracks these reduced order tra-
jectories with very high performance, but the real system suffers from the induced
modeling errors. In this chapter, we focus on the alternative approach: tracking a
pre-planned trajectory, but challenge the assumptions made in designing linear con-
trollers to generate control laws that have low tracking errors, for little computation
expense.
4.1 LQR and tracking control for interferometers
A finite-time tracking control problem, the purpose of which is to determine a control
law that will maintain the system as close as possible to a desired reference state is
canonically formulated as follows ([18]):
Find the control law u(t) that, in a given time interval [to, tf], minimizes the
performance metric J defined by:
J i [(x(t) - r(t))T Q(t)(x(t) - r(t)) + u(t)TR(t)u] (4.1)
with x(t) the system's states; r(t) the reference state; Q(t) a real symmetric n x n
matrix, positive definite for all times t E [to, tf]; and R(t) a real symmetric m x m
matrix, positive definite for all times t E [to, tf].
The first term inside the metric's integral weighs the relative importance of de-
viations from the reference track of different components of the state vector. The
second term is needed to prevent the solution from being impulses or derivatives of
impulses, when control is bounded (as in virtually all cases). It also weighs control
effort relative to the tracking errors.
In the case of stop-and-stare maneuvers, or of array retargeting, it is highly de-
sirable for the final states to be as close as possible to the reference track. The
performance metric can be augmented to reflect this:
J = (x(tf)-r(tf))H(x(tf)-r(tf)) + [(x(t) - r(t))T Q(t)(x(t) - r(t)) + u(t)R(t)u(t)j
(4.2)
where Hf is a symmetric n x n positive semi-definite matrix which weighs deviations
from the desired final states, relative to control effort and tracking errors.
The focus of this chapter is on linear dynamics, of the type:
5, = A(t)x(t) + B(t)u(t) (4.3)
and a canonical solution1 of u*(t) for this set of dynamics subjected to the per-
formance metric (4.2) is given by:
u*(t) = -R-l(t)BT(t)K(t)x(t) - R-l(t)BT(t)s(t) (4.4)
The first term in (4.4) is the feedback term, and the gain matrix K(t) is the
solution of the following Riccati equation and boundary condition:
K(t) = -K(t)A(t) - A T (t)K(t) - Q(t) + K(t)B(t)R- 1 (t)B T (t)K(t)
K(tf) = Hf
The second term in (4.4) is the command signal. This term contains all the
information from the future of the signal, thereby optimizing the commanded control
for the given metric. It is computed by solving:
{ (t) = - (AT(t) - K(t)B(t)R-1(t)BT(t)) s(t) + Q(t)r(t) (4.6)
s(tf) = -Hfr(tf)
The statement of the problem, the derivation of the solution, and its application
to formation flight make several assumptions on the system, summarized in Table 4.1
that we address in the next sections of this chapter.
Imaking generally applicable assumptions on the continuousness and differentiability of the dy-
namics and reference input
Table 4.1: Standard Control Design Assumptions
Linear Control Design Assumptions Chapter Section
F Full-state
Feedback OR Section 4.1
. Output
Actuation ContinuousActuation OR Section 4.2
Single impulses per control cycle
Track Continuous Section 4.3
Reference is a single desired state
Estimation Separation Principle Applies Section 6.3
* Estimates independent of state
4.1.1 LQ Servo and PID
The solution to the tracking problem (equation 4.4) amounts in practice to PD control
with a feedforward component and time varying gains. When designing a tracking
controller using classical control methods, it is more common to use PID control:
the integrator component reduces steady-state error. When the gains are tuned for
optimal LQ performance, a PID controller will be more robust to modeling errors than
its PD counterpart. The same effect can be obtained in state-space, by augmenting
the state to include an integrator:
_ (t) = r(t) - x(t) (4.7)
so that the augmented dynamics are:
] A O x B(t) 0
S0 ] + B(t) u(t) + F r(t) (4.8)
XI -I 0 X I  0 I
When subjected to the same cost function 4.2, this is known as the LQ-Servo
problem, and the solution is obtained in the same way as the LQR problem. The
resulting gains can be separated:
x
u(t) = -[K KI] (4.9)
XI
Table 4.2: Mapping between classical control an modern control properties of 1/s 2
controllers
Classical Control Modern Control
P Gain 
- V1
I Gain -/Q 3 - D Gain
D Gain -1- 2
with K the same gains as in the LQR problem.
Classical control performance parameters typically relate to time, since the de-
sign is in frequency space. Modern control methods impose constraints or penalties
on state-related performance parameters. In the particular case of 1/s2, one of the
dynamical regimes in which interferometers might operate, PID gains can be mapped
to the LQR gains quite simply. Since all matrices are time-invariant, the steady-
state solution of 4.2 can be computed analytically and expressed as a function of the
weighting matrices in the cost function. In general, the cost function weighting ma-
trices themselves are diagonal, since there is no added value to penalize cross-coupled
state errors, or fuel consumption, in an imaging scenario. Table 4.2 summarizes the
mapping of classical control to modern control, in the two dynamical environments
relevant to interferometry, assuming without loss of generality:
010
A = 00 1 (4.10)
000
0
B = 0 (4.11)
1
Qi 0 0
Q = 0 Q2 0 (4.12)
0 0 Q3
R = 1 (4.13)
4.1.2 Benchmark
To illustrate the relative performance of the controllers mentioned in this chapter,
three simple scenarios will be subjected to each control law. The results derived
from the scenarios are provided for qualitative analysis only, to illustrate the relative
advantages and disadvantages of each approach. For a given mission, a more thorough
analysis would require a more detailed model of the dynamics and control authority of
the plants, which depend on parameters outside the scope of this work. Each scenario,
illustrated in figure 4-1 has a 100kg spacecraft equipped with thrusters saturating at
1N tracing a trajectory over the course of 1000 seconds.
* Scenario 1: tracks an Archimedean spiral of diameter 100m and parameter 25
at a fixed angular velocity in deep-space dynamics, for a total trajectory time
of 1000s. The trajectory has constantly varying acceleration and curvature but
simple feedforward dynamics. The vehicle is made to start with a 10m error
inwards of the spiral.
* Scenario 2: tracks a set of 2 u-v points (computed for a 3-spacecraft array),
with bang-off-bang intermediate trajectories, and stopped motion at each point.
The total trajectory time is 1000s, with 500s devoted to observation at the u-v
points. Dynamics are also 1/s 2.
* Scenario 3: tracks the same Archimedean spiral as Scenario 1, but in Clohessy-
Wiltshire dynamics of mean motion w = 3s - 1, corresponding to an altitude of
approximately 500km.
A benchmark performance for each scenario is illustrated in Figures 4-2 through
4-5 and summarized in table 4.3. The plots on the left of the Figures show the
desired track as a dotted line in the plane of motion, and the actual trajectory as
the continuous line, for gains detailed below. The gains for the trajectory in Figure
4-2 were selected to reflect an average performance of a steady-state LQR controller
with no feedforward term, rather than extreme cases heavily weighing the state error
Spral Trjecfory for Scenario 1 and 3
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Figure 4-1: Trajectories for the scenarios selected to evaluate controllers. The starting
position is marked by a cross.
Table 4.3: Benchmark performance of linear controllers
Mean-Squared State Error (m) Av (m/s)
Scenario: 1 2 3
Steady-State LQR 0.49 18.42 4.21 22.54
Steady-State LQ-Servo 0.49 15.47 3.88 16.21
Time-Varying LQR 0.49 12.81 3.28 14.2
Time-Varying LQ-Servo 0.49 11.08 2.93 11.93
penalty term or the control penalty term in the cost fucntion. The gains for each
controller in Figure 4-3, Figure 4-4 and Figure 4-5 were selected to meet the same
mean-squared error performance as in Figure 4-2. The performance of these four
controllers is summarized in table 4.3.
The actual performance of the controller depends on the specific gains used. To
illustrate the possible spread of performances, the plots on the right of the Figures
shows the possible performance values attainable with the controller: the horizon-
tal axis corresponds to Av, the vertical axis to mean-squared error and coordinate
points are plotted for different gain settings. These are the plots that give a sense
of the potential value of any controller. Any single mission can be viewed from two
perspectives: astronomers suggest a desired imaging quality, which translates into a
mean-squared-error requirement, and the controller should try to meet the require-
ment with as little fuel as possible. Alternatively, the array is in space and has a
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limited supply of fuel. Given a. set of possible imaging targets, the controller should
try to minimize mean-squared-error of each image according to how much Av is allo-
cated to each image. Finding which controller to use corresponds to seeking on such
a figure the desired mean-squared error or Av and finding the smallest associated
value of the other metric.
Figure 4-2 shows the performance of a steady-state LQR controller. Since there is
no particular reason to weigh any state more heavily than any other in the scenarios,
or to cross-weigh any two states or control commands, the matrices in 4.2 were selected
to be diagonal:
Hf = 0
1000
0100
0 0 1 0 (4.14)
0001
wR [1 0
0 1
with wx = 1 and w = 104. The right plot in the figure was obtained by varying the
ratio X.
Figure 4-3 shows the performance of a steady-state LQ-Servo controller. In this
case, the dynamics are extended as in equation 4.8, and the cost function matrices
are again diagonal:
Hf = 0
WXQ = Isxs (4.15)
w R = I2x2
with wx = 1 and w, = 3678 to match the mean-squared error from figure 4-2. The
right plot in the figure was again obtained by varying the ratio 1-
Figure 4-4 shows the performance of a time-varying LQR controller, where the
gains are obtained by solving equations 4.5 and 4.6. In this case, the final state error
must be penalized as well, and the matrices were:
Hf = wxQ = 144 (4.16)(4.16)
wu R = 12x2
with w. = 1.45 and w, = 1244 to match the mean-squared error from figure 4-2. The
right plot in the figure was again obtained by varying the values of wx and w".
Finally, Figure 4-5 shows the performance of a time-varying LQ-Servo controller,
with cost function matrices:
Hf = wxQ = Isxs (4.17)
wuR = I2x2
with w, = 1.62 and w, = 982 to match the mean-squared error from figure 4-2. The
right plot in the figure was again obtained by varying the values of w, and w".
The drop in fuel use for any given mean-squared error when comparing the steady-
state cases to the time-varying cases shows the value in using time-varying gains.
These capture both the required feedforward component (calculated from equation
4.6) as well as the non-uniform nature of a linear-quadratic optimization problem
expressed with a quadratic cost function. As the trajectory nears its end, the feedback
term in the controllers will drive the error down. Similarly, the effect of augmenting
the dynamics from the LQR formulation to the LQ-Servo formulation reduces teh
mean-squared error by imposing further constraints on the state error over the course
of the trajectory.
4.2 Discretization
It is in general not possible to instantaneously and continuously control dynamical
systems. Time delays stemming from data transfer and computation result in various
lags in the system, so that the system is better modeled as a discrete mathemati-
cal process. Since the underlying dynamics of formation flying interferometers are
continuous, the most common approach to control design is emulation: designing a
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continuous compensator, for instance PID or LQ-Servo, digitizing the dynamics and
tweaking the results to improve performance, based on a, simulation or hardware data.
The more computationally costly approach is to simply solve discrete variational
problem, expressing a, cost function, control and dynamics in discrete terms and
implementing the resulting optimal control law.
For this section, a slight modification done to scenarios: the geometric trajectory
characteristics are maintained, but a digitization period of 1 is enforced so that the
trajectory becomes a sequence of step inputs. In the context of the imaging scenarios,
only the aperture's locations matter, but it can be shown ([13]) that the optimal
reference velocity at each discretized point is the same as the velocity (and further
time derivatives) the craft would have if it were to follow the continuous trajectory.
4.2.1 Discrete LQ-Servo
Figure 4-6 shows the performance of a digitized time-varying LQ-Servo controller with
a continuous cost function defined by the weighting matrices in equation 4.17. The
values of wx = 1.62 and w, = 1128 were selected to match the mean-squared error
from Figure 4-2. The right plots in Figure 4-6 show the spread of possible metric
values as w, and w, are varied. The digitization imposes a small discretization error
which reduces the performance of the controller compared to its continuous version
in 4-5.
4.2.2 Timestepped Bang-Off-Bang actuation
Invariably, digitization makes an assumption on control: that at any discrete control
period, only one command is given to the actuators. Since all relevant dynamics
are linear, the discretized command is also assumed to be linear. But this does
not necessarily have to be the case, particularly since there are no linear continuous
actuators for spacecraft positioning. Although it may not be computationally feasible
to compute an actual optimal path at each step, another simple fuel-saving technique
is possible. At each timestep, initial conditions (at time to) are known, and a final
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desired state (at time tl) is given by the discretization of the path. The duration of
the digitization period At is also a known parameter, so that the control command
for that cycle can be determined from the following boundary value problem:
x(to) = xo
x(to) = ±o
x(t) = r(tl)
S (tx) = i'(tl) (4.18)
tl - to = At
x = A(t)x(t) + B(t)u(t)
lu(t)| max
The problem is fully constrained and has at most one real solution:
Umax sign(xi(tl) - Xi(to)) for to < t < to + At 1
u = 0 for to + At, < t < t1 - At 2  (4.19)
-- Uax sign(xi(tl) - xi(to)) for t1 - At 2 < t < t 1
withi E {x, y, z} and:
At -_ (2i 1 (to)+um axAt)± V(2. (to)+UmaxAt)
2
+4-Y 3 uIn.ax
Umax
At 2  - At1 71
< - :i(to)-ic(tl) (4.20)
Umnax
72 = 2 0(t0) + UmaxAt
73 = X(to) - Xi(tl) - Umax7l- .i 0(tO)(Y1 + At)
in the - regime.
Difficulties arise when the solution is imaginary. This is a consequence of the
control authority Umax being too small to allow the vehicle to reach the reference
location in a single maneuver. This is where the controller must decide between
expending much fuel to reach the desired position, the desired velocity, or neither
and try to achieve this at a subsequent control cycle. This choice is captured by the
parameters a and /3 in the control law:
umax sign(xi(tl) - xi(to)) for to < t < to + t(
Ui 0 for to + a< t < tl (4.21)
-Umax sign(xi(ti) - xi(to)) for tl - 3 < t < tl
withi E {x, y, z} and:
(2i (to)+umax,,aAt) /(2xi (to)+umax at) 2+4 3Umax
t, Umax
At 2 = 1 t - 1
S i(to)-i(t) (4.22)1 - umax
~72 = 2±i(tO) + UmaxAt
'3 = i(t) - xi(tl) - UmaxY1 - Xi(to)(71 + aAt)
When 3 = 1, the ratio of the firing periods to At are the same as the ratios of
firing periods that would attain the reference location to aAt. Figure 4-7 shows the
performance of such a controller for each scenario, with a = 4.7 and 3 = 0.28. The
trajectories on the left match the mean-squared error from Figure 4-6, and require
less fuel: once the trajectory reaches one reference point, the discretization step is
small enough that every subsequent reference state is exactly reachable. The "extra"
fuel is only consumed to reach that first reference point. The figures on the left show
different performances for varying values of a and P. As a and P are small, less
fuel is consumed, but the mean-squared error becomes larger as it takes longer to
reach a reference point. For very small values, the mean-squared error exceeds that
of Figure 4-5. A product a/3 < 1 indicates a greater weight on the feedback effect
of the difference between the current and desired state, reducing mean-squared error.
A ratio of ap > 1 places greater weight on the feedforward effect and reduces future
fuel expenditure.
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Figure 4-7: Timestepped Bang-Off-Bang controller performance for each scenario
4.3 Anticipatory Tracking Control
Optimal trajectories, as defined and generated in chapter 3 are optimal in the sense
that they minimize a performance metric over the course of a trajectory. Solving
a minimization problem leads to a control output sequence that could be seen as
sequence of open-loop commands which only depend on time (u*(t)), which would
generate optimal tracking if no disturbances perturb the system. However in solving
the minimization problem, the control is typically expressed as a function of the
system's measured state or state error, and applying Pontryagin's minimum principle,
substituted in a system of Lagrange-Hamilton equations to find the the trajectory that
minimizes the performance metric (x*(t)). This optimal trajectory is then replaced in
the expression of the optimal control, to determine what the required control output
should be (u*(x*(t), t)). This is precisely what is done in section 4.1 to solve the
LQR tracking problem. In the vast majority of cases treated in the literature, the
optimal control is only implicitly dependent on time through the optimal trajectory
(u*(x*(t))). A common paradigm is to then use this control law to track the desired
trajectory, but having the optimal trajectory as a reference input, and determining
the control based on the actual state (x(t)). But the resulting control sequence
(u(x(t), t)) is not necessarily optimal anymore: as perturbations push the system off
the desired track, the ideal controller would re-solve the optimization problem online
and re-determine an optimal trajectory. This has two drawbacks: it is often very
difficult to prove that the system will converge over repeated optimizations, and it is
generally not computationally possible to solve the minimization problem repeatedly.
The convenience of substituting the actual state into the control logic results
in controllers that aren't optimal in the minimization sense, but that have tuning
parameters that can be adjusted to try to achieve best performance. And these very
often don't perform well in nonlinear dynamical cases, where the state error can
actually expand when following such a control logic, leading to nonlinear controllers
that appear to perform significantly better than the classical paradigm.
In the tracking problem for Interferometric Arrays, one crucial piece of information
is lost when following this paradigm, and often when implementing a more advanced
nonlinear tracking controller: the future track is known, and not just limited to a
single state-space location at a single point in time. When the minimization problem
is solved with variational methods, the solution is optimal because it "anticipates"
the future states of the system and determines the optimal control command now,
to take these future states into account (in most cases, this is achieved by backwards
integration). But when substituting the current state or state error in the control law,
the control gains don't multiply the state in a way that anticipates future accelera-
tions, velocities and state errors, leading to avoidable overshooting or lags. There are
three ways to take this extra information into account, which will be explored here:
the reference input can be selected to be a, state-space location at a point a (possibly
variable) amount of time in the future, where this time interval functions as a gain;
the reference input can take into account all the time-derivatives of the trajectory at
the reference time; and the reference input can be chosen to be a set of integrals of
the trajectory over a moving window of time in the future.
4.3.1 The Park Controller
In [26], Park et al. propose a very simple nonlinear guidance logic for UAVs that
outperforms PD and PID controllers for curved trajectories, particularly circles. Ref-
erences [27] and [10] further elaborate on the stability and performance of the logic.
The logic is as follows 2 : at each timestep, a reference point is selected on the track,
at a fixed distance L from the system (if L is small enough compared to trajectory,
there will in general be two such points, and the forward point is selected as the
reference point). The acceleration commanded by the system is then chosen to be
the instantaneous centripetal acceleration necessary to follow a circular are from the
current state to the reference point, of radius (see figure 4-8).
2The logic was developed for 2-dimensional trajectories and motion, but is readily generalizable
to three dimensions: the two-dimensional results are applicable to the plane defined by the velocity
vector and the reference point
.2
1ull = 2- sin 7L
X
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Figure 4-8: Park control law illustration
This logic performs particularly well for curved trajectories for the following rea-
sons:
* The acceleration is always directed perpendicular to the velocity (as would be
the case for circular motion)
* The acceleration drives the position towards the center of curvature of the tra-
jectory, and drives the position perpendicular to the vector connecting the ve-
hicle to the center of curvature of the trajectory. In the case of a circular
trajectory, when the vehicle is on the trajectory, the acceleration commanded
is exactly the centripetal force imposed on the vehicle by the trajectory
* The acceleration drives the phase of the vehicles trajectory to lead the phase of
the reference input
The main advantage of this control law is that it anticipates the vehicle's future
motion. When linearized close to a trajectory, the controller reduces to a simple
(4.23)
PD-law [26], but when the curvature is greater, the acceleration brings the vehicle
in alignment with the optimal path. This is illustrated in Figure 4-9: three starting
accelerations are overlaid on the initial position scenario 1:
1. the first acceleration imparted by the Park control law
2. the first acceleration of a digitized time-varying LQ-Servo controller assuming
a starting point on the spiral trajectory (theoretical starting point)
3. the first acceleration of a digitized time-varying LQ-Servo controller assuming
the actual starting point of the aperture (actual starting point)
in each case the gains were selected to drive the mean-squared error to be identical
over the whole trajectory. It must be noted that the control law does not change the
magnitude of the velocity since each control input is an acceleration perpendicular
to the velocity. The scenarios were started with the reference velocity (for scenarios
1 and 3) and the average trajectory velocity for scenario 2. The Park acceleration
aligns with the third of these accelerations, that which correspons to the actual path,
rather than with the second one.
Spiral Trajectory for Scenario 1 and 3
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Figure 4-9: Illustration of one of the main advantages of the Park control law
Figure 4-10 shows the results of the Park control law applied to each scenario.
Scenario 1 and 3 show a trajectory matching the mean-squared error of Figure 4-6, but
the value could not be met for Scenario 2: the trajectory has discontinuous derivatives,
which contain information that the control law does not take into account since the
acceleration is exclusively dependant on position information, and the optimal path
is of the bang-off-bang type, with velocity varying in time, which the Park control
law can not emulate.
Velocity changes
The main drawback of the Park control law is that it does not allow for velocity
changes. This can be remedied by generalizing the geometric space in which the
acceleration is commanded. Instead of commanding an acceleration perpendicular
to the velocity in position-space, we command an acceleration perpendicular to the
velocity in configuration-space (Figure 4-11), of magnitude:
-2
Su I -- 2-x sin (4.24)
L
where 77 is the generalized angle and x is the generalized velocity in configuration-
space. This acceleration has a component in velocity-space, added parallel to the
velocity and a component in position-space, added perpendicular to the velocity.
When the current velocity of the vehicle corresponds to the velocity required to join
the current position to the target position along circular arc of radius L, with mag-
nitude equal to that at the target velocity, the law reduces to the Park law from [26],
as might be expected.
Figure 4-12 illustrates the performance of this law for each scenario. The perfor-
mance of the scenario 2 case is greatly improved by the ability to vary the velocity,
but suffers still from the discontinuities in the derivatives of the reference trajectory.
4.3.2 Anticipation
The Park control law is successful in reducing tracking errors and fuel use by select-
ing a reference point in the future of the trajectory and using that information to
anticipate future accelerations the vehicle will be subjected to. The parameter L acts
as a gain by selecting a reference point at a variable distance in the future of the
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Figure 4-11: Illustration of the configuration space and generalized Park control law
with velocity changes
trajectory, and the commanded acceleration contains both a feedback effect from the
distance to the reference point and a feedforward effect from the centripetal accel-
eration emulated by the controller. This suggests an investigation of the following
control law:
u(t) = G [x(t) - r(ti + T)] + GAt [fc(t) - i(ti + T)]
+ G At 2 [ti) - i(ti+ T)] ..
with ti the current timestep, u(ti) the commanded control at time ti, G1 and T acting
as feedback and feedforward gains respectively, and At the digitization timestep. G1
is a gain selected by tuning, while T is determined from another control parameter,
L, which acts just like in then generalized Park controller (Figure 4-11): a reference
location is selected on the trajectory, in configuration space, at a generalized distance
L from the current location of the vehicle at tnow. That location is associated with
tref, the time at which the vehicle should be located at the reference point, and T is
defined as:
T = tref - tnow (4.26)
Figure 4-13 illustrates this law as applied to the imaging scenarios, with L = 0.3
and G1 = 44.13 and summing six the series in 4.25 to meet the mean-squared error
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from Figure 4-6. Although the fuel use is still better than the results obtained from
the generalized Park control law for Scenarios 1 and 3, the overshoot in Scenario 2
when switching from moving along a straight line to stopping at a u-v point, which
is particularly visible at the second u-v point, causes a significant deterioration in
performance, due to discontinuities in the higher derivatives of the reference track.
This can be remedied by applying the following modification to the control law:
u(ti) = G [x(ti) - ft +2 T i(ti + T)dt] + GAt [*x(ti) - fti+2 T i(t i + T)dt]
+ G At 2 [x( )- fti+2T d3r(t + T)dt +
(4.27)
where the trajectory is appropriately prolonged when T past 1000 seconds if needed
for the integrals near the end of the trajectory. The resulting controller is identical to
equation 4.25 for Scenarios 1 and 3, and illustrated in figure 4-14 for Scenario 2, with
the same gains as in 4-13 and six terms summed in equation 4.27. Integrating over the
derivatives of the reference tracks smoothes out the discontinuities in feedforwarding
components of the control law, leading to smaller fuel use.
The difference between anticipation and feed-forward control
The main difference between an anticipatory control law and feed-forward control
is that in the latter case, the accelerations that are fed forward are the theoretical
accelerations experienced by a vehicle following the true path. It is implicitly as-
sumed that the vehicle is close to the reference track and that a linearization about
the distance causes errors that are of comparable magnitude to process noise and
sensor noise in the system. As the vehicle moves further away from the trajectory,
this feedforward term becomes less effective (as can be seen in Figure 4-11), eventu-
ally becoming no more than an additional noise source. Anticipation feeds forward
an acceleration which maps directly to the acceleration that the vehicle is actually
subjected to, though a full optimization would have to be run to determine the real
local acceleration at each timestep.
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Figure 4-14: J-Anticipatory control law performance for each scenario
The difference between anticipation and model-predictive control
Model-predictive control uses a receding horizon approach to sequentially optimize
the problem. This means a set of gains is computed for a specific time-period, then
used to track the trajectory while a new set of gains is computed. This amounts
to recomputing the feedfoward terms regularly along the trajectory, and the vehicle
will therefore follow typically follow locally optimal trajectories in sequence. This is
different from anticipatory control as well: in the latter case, the vehicle anticipates
future accelerations by looking at a point on the future path, which does not guarantee
local optimality.
4.4 Chapter Summary
This chapter started by formulating the canonical trajectory tracking problem in an
LQR-framework. It is shown that using time-varying gains and augmenting the state
to include the state error leads to better tracking performance, since the feedforward
term is now the actual acceleration that the vehicle is subjected to at each moment
in time, and the mean-squared error can be driven down by weighing it in the cost
function. When addressing digitization, it was shown that addressing the possibility of
nonlinear motion within each discretization step can lead to improvements in tracking
performance. A control law was proposed following bang-off-bang trajectories at
Scario2 with -ntcpry cont Scnario 2 with the Antcipatory Cooml
each timestep when feasible, and non-optimal weighted bang-off-bang trajectory when
the optimum is infeasible. To make use of another source of information not taken
advantage of by the standard LQR-framework, we introduced a nonlinear control
technique that makes use of information from the future of the track to determine
actuation commands. This technique was generalized to be usable in measurement-
based any design space, and used as an inspiration for anticipatory control methods.
These methods feed forward several derivatives of the reference trajectory at a point
at a variable time in the future of the trajectory to the controller, thereby anticipating
future accelerations stemming from curvature in the reference path. The technique
was further improved to handle discontinuities in the derivatives which caused a
deterioration in performance at corner-like conditions in the track.
Table 4.4 summarizes results from the scenarios over which all controllers were
evaluated. The gains in each controller were selected to meet the same mean-squared
error level. The best canonical technique from literature, Time-Varying LQ-Servo
control, does not perform as well as Bang-Off-Bang or Anticipatory control in the
context of these scenarios. The fact that the vehicle starts off the reference track,
a different location from that for which TV LQ-Servo gains were computed cause
the feedforward terms at the beginning of the trajectory to act as noise sources on
the trajectory. The table also includes the actual optimal fuel consumption for each
scenario.
Figures 4-15, 4-16 and 4-17 illustrate the performance of the controllers in each
scenario. The figures show different possible performance levels of each controller
when the gains are varied. As a reference, the optimal performance, determined by
generating a TV LQ-Servo trajectory that starts off the reference track, is indicated
by the circles. The digitized Bang-Off-Bang control performance is closest to the
optimum when fuel use is heavily weighed. This is because the a and 0 parameters
can be tweaked so that the vehicle uses very little fuel until it reaches a point on the
reference trajectory, after which time the fuel use will be optimal. The anticipatory
approaches perform better than the Bang-Off-Bang control law for certain sets of
fuel use and mean-squared error values. Changing the L and G 1 parameter causes
Table 4.4: Benchmark performance of linear controllers
Mean-Squared State Error (m) Av (m/s)
Scenario: 1 2 3
Digitized Time-Varying LQ-Servo 0.49 12.03 3.01 13.18
Digitized Bang-Off-Bang 0.49 11.98 2.84 13.06
Park Control Law 0.49 13.81 3.28 14.57
Generalized Park Control Law 0.49 12.71 3.08 14.51
Anticipatory Control Law 0.49 11.08 X 11.93
f-Anticipatory Control Law 0.49 11.08 2.93 11.93
Optimal path 0.49 10.08 2.67 11.04
the controller to approach it's best possible performance, but after a certain point,
changing the gains increase fuel use but do not significantly improve mean-squared
error. This has not been fully investigated but could be related to either the number
of terms taken in the summation, or to the trajectory naturally oscillating around
the reference path, at a rate independant of L and G1. It must be noted that the
performance of these controllers is superior to the canonical TV LQ-Servo control
technique only because of the initial error. Their value reduces significantly when
this error becomes smaller and smaller.
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Chapter 5
Simulations and Experimental
Results
This chapter uses the trajectories defined in Chapter 3, and for which controllers were
designed in Chapter 4, and applies them to a hardware testbed in a relevant environ-
ment. Effects due to control interaction with estimation, and to computation-induced
delay were not taken in to account when designing the trajectories and control laws,
and can only be evaluated by applying the techniques to a real-world system. This
chapter presents the SPHERES formation flight testbed, and its associated simula-
tion for algorithm development, and presents results from tests on board the space
station and compares them to simulation results.
5.1 Experimental Testbed
The Synchronized Position Hold Engage and Reorient Experimental Satellites (SPHERES)
facility (Figure 5-1) consists of 30cm-diameter nanosatellites acting as a satellite bus
in a six degree-of-freedom environment. Three satellites are currently on board the In-
ternational Space Station, and another three are kept in the MIT Space Systems Lab-
oratory. The testbed was designed to develop in-space formation flight, autonomous
docking, assembly and fault detection, isolation and recovery algorithms in a risk-
tolerant environment, with the possibility of iterative algorithm development and
reconfigurable testing, at a low cost (see [25]). The testing philosophy, when imple-
menting a new algorithm, is to develop a sequence of iterative steps to demonstrate
or validate all the properties of the algorithm, by increasing the complexity of the
algorithm in an incremental fashion: every test is slightly more complex than the
previous test, and is based on this previous test. This allows the researchers to test
algorithms to their limits, isolating their advantages and drawbacks and determining
the exact parameters within which an algorithm will work. For such an approach to
be successful, the hardware involved in algorithm development must be fault tolerant,
and present no risk to its operators. SPHERES satellites operating on board the ISS
or at the MIT ground facilities satisfy these two requirements: whenever off nominal
situations occur, the operator (or astronaut) can access the satellite and turn it off,
to determine what caused the problems to arise. In addition, the easy-access nature
of the hardware makes it possible to replenish consumables such as batteries and fuel
relatively simply. These two advantages of the SPHERES facility: fault-tolerance
and risk-tolerance, make it a unique testbed for experimentation in microgravity that
could not be replicated outside of the Space Station or on the ground.
The SPHERES satellites contain all the subsystems typical of a satellite bus:
* Communications System: Two RF transmitters communicate to a laptop oper-
ated by an astronaut in the ISS, or a computer accessed by an operator at the
MIT ground facilities, which transmit telemetry from the satellites and receives
commands from the computers.
* Propulsion System: The satellites are equipped with 12 solenoid thrusters, ac-
tuated electronically, that expel pressurized CO 2 from a replaceable pressurized
gas cylinder.
* Power System: 16 AA replaceable batteries are housed within the satellite struc-
ture.
* Navigation System: the satellite can make use of inertial navigation systems:
three accelerometers and three gyroscopes provide attitude and positioning in-
formation. A GPS-like positioning system is also available, consisting of 24
ultrasound sensors on the surface of the satellites, that detect the arrival of
ultrasound chirps from five beacons mounted on the walls of the Space Station
or the MIT test volume. By determining the time of flight to the beacons, the
satellites can determine their position and attitude within a common inertial
frame.
* Data Handling System: a TI C6701 DSP miocroprocessor handles commands
and data to the on-board avionics.
Further details on the SPHERES satellites can be found in [25].
Figure 5-1: SPHERES satellites on board the International Space Station
5.1.1 MATLAB®Simulation
The software interface with SPHERES is composed of a library of standard functions
in C (referred to as the SpheresCore library), and allow interface to all the SPHERES
systems. However validation of the algorithms prior to testing them on the hardware
is done on a MATLAB@-based simulation of the satellites, that emulates operation
of the SPHERES testbed on a desktop. Design details of the simulation can be found
in [25]. The MATLAB@simulation was calibrated to data from test on the ISS,
with realistic sensor and actuator noise levels for the ultrasound sensors, thrusters
and gyroscopes. Computation and electronic delays are not taken into account, and
thruster reduction based on multiple thrusters opening at once were mapped on to
data obtained from ground testing. The current simulation does not model the com-
munication system and delays, rather making use of global variables in the function
files.
5.2 Array Retargetting
Formation retargeting maneuvers were tested during Test Session 7, on March 24,
2007, by astronauts Mike Lopez-Allegria and Sunita Williams; and during Test Ses-
sion 8, on April 27, 2007, by astronaut Sunita Williams. Tests included a 3-satellite
time-optimal trajectory (test session 7) and a rigid-array-equivalent trajectory (test
session 8), and were tracked using the SPHERES PID controller.
5.2.1 Fixed array
This test demonstrated a formation realignment maneuver during which the satellites
maintain the same relative distance to each other. For a rigidly-connected interfer-
ometer, each point on the surface of the instrument would follow a spherical helix arc,
when the interferometer is slewed. In the case of separated interferometers, following
such a trajectory will not be time or fuel optimal. However it allows to continue
observation of the astronomical target during the maneuver, since the relative dis-
tance between the spacecraft doesn't change, so that the path length to the collector
wouldn't change.
For this test, the satellites were deployed randomly in the volume. The satellites
first communicated their positions to each other, then moved to form an equilateral
triangle in the plane defined by their initial positions. The satellites would then
track a semi-circle at a rate of 0.33rpm, then slew the whole formation at a rate
of 0.66rpm while still continuing their relative 0.33rmp rotation. After rotated the
whole formation by ), the formation continued along a circular trajectory for another
semi-circle. The satellites then stopped their motion.
Figure 5-2 shows the desired positions and the estimated positions for the circular
formations and slewing maneuvers. The controller received as an input a target state
along the trajectory, which served as a step input to the SPHERS PID controller.
During the slewing maneuver, the satellites used the SPHERES PD controller. Fig-
ure 5-3 illustrates that the relative distance between the satellites was maintained
within +/- 6 cm. The control law also contained a feedforward term, which was
computed by determining the resulting acceleration for the velocity change imparted
to the satellites, and adding it to the commanded acceleration. In the case of cir-
cular maneuvers, this reduced to adding the acceleration from centrifugal force to
the control output. During the array slew, from t = 210s to t = 255s, the tracking
errors tended to be larger, particularly in velocity, since at this point the trajectories
are more demanding and the controller is now PD. Over the course of the trajectory,
mean squared error was 4.22 cm2, 5.67 cm2 and 6.01 cm2 for satellite 1, satellite 2
and satellite 3 respectively.
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Figure 5-3: Relative distance between the satellites for the fixed-array slew
astronomical target, each point on the surface of the instruments describes a spher-
ical helix arc. The rotation of a separated interferometer costs fuel, unlike a rigidly
connected one, but for retargeting, the formation can follow less fuel-consuming and
faster trajectories by moving "inside" the volume that would otherwise be occupied
by the telescope or rigid array. This test computed such a trajectory online and
slewed the three satellite formation by 2 radians.
The test started with each satellite communicating their position to every other
satellite, and moving into an equilateral triangle position. The satellites then pointed
to the center of the formation, and determined a starting time for the formation flight
maneuver by consensus. The satellites then performed one half-circle, calculated an
optimal path for a 1 radian slew, then completed a full circle. Figure 5-4 shows
the motion of one satellite following this trajectory. Since the satellites had non-
zero velocity at the moment when they initiate the slewing portion of the maneuver,
the curve joining the initial half-circle to the final circle was not a straight line,
but instead curves sharply when at the beginning, and joins the new plane for the
formation tangentially.
The test was run four times. The first two runs were stopped part-way through
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Figure 5-6: Relative distance between satellites for the two partially sucessful runs of
the time-optimal retargeting test: with collision (left), with reset (right)
because one satellite reset early on in the test in one case, and ran out of batteries
in the other case. For the third run of the test, satellite 2 reset about 90 seconds
into the test, just before the slewing maneuver. The fourth run uncovered a problem
that had not been foreseen: the optimal trajectory for the retargeting portion caused
satellite 1 and satellite 2 to collide. The minimum passing distances hadn't been
taken into account in designing the path plan, resulting in the collision. Figure 5-5
shows the trajectory of the two satellites that completed the test for the third run of
this test, where satellite 2 reset. This illustrates that the satellites enter the sphere
encompassing the initial formation and the final formation, and approach the final
formation plane tangentially. Figure 5-6 shows the relative distances between the
satellites for the third and fourth run of the tests. The collision point is visible at 188
seconds on the left plot, between satellites 1 and 2. After this point, the distances are
not actually representative of the truth: the collision being an unmodeled disturbance,
the estimator took an unknown amount of time to reconverge to the true states.
Video of the test showed that the satellites actually recovered from the collision and
completed the trajectory and subsequent circle. The left plot illustrates that the
distance between the satellites reduces when slewing, thereby optimally expending
fuel and time.
5.3 Fuel Balancing
Fuel balancing maneuvers were tested during Test Session 14, on October 26, October
27 and November 1 2008, by astronaut Greg Chamitoff. A simple fuel-balancing path
computed offline and tracked with PID control was attempted, as a preliminary test
for fuel-balancing algorithms.
5.3.1 ISS Results
This test was designed to be the first in a series aimed at demonstrating fuel-balancing
trajectories in space. A trajectory was designed offline to balance the amount of pro-
pellant in three satellites while they perform a spiral maneuver relative to each other,
by solving an optimization problem with an objective function penalizing tracking
error, fuel consumption as well as differences in propellant levels in the satellite tanks
as presented in Chapter 3. The test started with a 10-second maneuver during which
the satellites drift, to allow the estimator to converge. The satellites then pointed
to the center of the formation and went to initial positions, an equilateral triangle
in the Z = 0 frame in ISS coordinates, centered around the point (0.3, 0, 0). During
the next maneuver, the satellites tracked the pre-computed trajectory. Their motion
relative to each other was an Archimedean spiral, starting with a 50cm radius and
finishing with a 30cm radius after one rotation. The test concluded with a brief
stopping maneuver.
Figure 5-7 shows the estimated and target positions of the satellites during the
fuel balancing maneuver, in the Z = 0 plane of the ISS coordinate frame. The
tracking performance is inferior to that of previous tests controlled with the same
PID controller. This is due to two factors. An obstacle (which was known to exist)
came into the path of the orange and blue satellites. The obstacle caused the quasi-
linear motion for the smaller values of Y (the bottom of the left portion of Figure
5-7). The trajectory was designed to avoid the obstacle, but the high rotation rate
caused the satellites to overshoot their targets and collide with it. Another issue is
most visible in the motion of the red satellite at the beginning of its trajectory. The
target states constitute motion with a very small radius of curvature. Due to time
delays between computation of the desired control and actuation (which are tied to
the fact that the SPHERES estimator cannot run simultaneously with the actuators),
thrust was not direct in the desired direction, leading to tracking errors.
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Figure 5-7: Estimated states (left) and target states (right) for the fuel-balancing
maneuver. Dotted triangles indicate the initial configuration of the formation (larger
triangle) and the final configuration of the formation (smaller triangle).
Figure 5-8 shows the amount of virtual fuel in the satellites before (left) and after
(right) the fuel-balancing maneuver. The spiral was designed to bring virtual fuel
tanks levels of 78% (orange satellite), 77% (blue satellite) and 75% (red satellite)
down to 73.025% for all satellites, within 3 minutes. The final fuel levels (72.62%
for the orange satellite, 72.55% for the blue satellite and 72.75% for the red satellite)
are lower than the target value due to the tracking disturbances, but still manage to
balance fuel among the three vehicles during the maneuver.
The next steps in developing this research avenue involve improving the mixer to
mitigate the small radius of curvature issues and computing the trajectory online.
Future tests will be run in the Y=0 plane to avoid the obstacle detrimental to this
test.
Figure 5-8: Simulated fuel level in the satellites before (left) and after (right) the fuel
balancing maneuver
5.4 Chapter Summary
This chapter presented results from implementation of the algorithms exposed in
Chapters 3 and 4 on a hardware based testbed. The testbed and its associated sim-
ulation tools were first presented in the opening sections of this chapter, followed
by results from tests on the International Space Station. Implementation of array
retargeting maneuvers, both time-optimal and of the fixed-array type, demonstrated
the techniques from Chapter 3. Fuel-balancing maneuvers during imaging of an in-
terferometer were also presented, with results compared to simulations.
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Chapter 6
Conclusions
6.1 Thesis Summary
The overall objective of this thesis was to investigate optimal resource management
techniques for separated spacecraft interferometers to successfully synthesize images.
Assuming optimal imaging configurations that satisfy astronomical requirements have
been selected, the following two issues were addressed:
* Developing a framework to manage fuel use among different spacecraft during
retargeting of formations, to maximize the number of observations that can be
taken
* Determining computationally efficient control techniques to minimize fuel use
while meeting image synthesis metrics
The following is a chapter-by-chapter summary of the research performed to meet
these objectives.
This thesis began with an overview of interferometry in Chapter 2. The point-
spread function as a measure of the quality of a synthesized image was presented,
and the associated metrics concerned with intensity and ambiguity were also ad-
dressed The complexity of these metrics motivated the presentation of a simplified
imaging-quality metric. Different interferometers were presented and the associated
technological developments needed were presented.
The imaging metrics were incorporated into an objective function in Chapter 3,
which became the basis for path planning techniques. After presenting stop-and-stare
and drift-through trajectories from the literature, these were furthered by determining
optimal trajectories for the retargetting of formation flying arrays to observe new
astronomical targets. The case of zero-velocity and non-zero-velocity initial and final
conditions were addressed, for stop-and-stare and on-the-fly imaging scenarios. After
observing that these retargeting trajectories lead to imbalances in fuel levels among
different satellites in the formation, a framework for the rebalancing of fuel among
satellites in a cluster was presented.
These trajectories were then used as reference inputs for control techniques in
Chapter 4. After summarizing the assumptions made by canonical linear control
techniques in the literature, the assumptions were challenged to attempt to derive
control laws with better tracking performance. A series of imaging scenarios were
presented and subjected to each control law. A new digitized bang-off-bang control
technique taking advantage of the nonlinearities induced by discretization, and a
technique furthering an approach that takes information from the future of the path
into account, were then defined and evaluated using representative scenarios.
Chapter 5 applied the developments from the previous chapters to a real system.
After introducing the SPHERES testbed and MATLAB@ simulation, results from
time-fuel optimal trajectories and fuel balancing trajectories tested inside the Inter-
national Space Station, as well as simulation results from the anticipatory control
laws and digitized bang-off-bang control technique, were discussed in the context of
the thesis objectives.
6.2 Contributions
The following summarize contributions made by this thesis:
* The determination of optimal retargeting trajectories for formation flying in-
terferometers
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* A framework for the determination of fuel-balancing trajectories among multiple
spacecraft in an array
* Three control laws improving on the performance of canonical control techniques
for linear systems
* Experimental validation of the retargeting trajectories, fuel-balancing frame-
work and control laws
* The development of a trade-space analysis to determine the optimal number
of apertures in an array for a given set of astronomical and mission design
parameters
6.3 Future Work and Recommendations
Several topics warrant additional research.
Chapters 3 and 4 separate the control problem into a path planning and a tracking
control problem, where the imaging metrics are an input to the path planning problem
and the planned trajectories are an input to the tracking control problem, from which
a controller is selected. However it is conceivable that the dynamical properties of the
selected controller, if taken into account when designing the trajectory, could lead to
better overall performance of the system. This is particularly true for stop-and-stare
trajectories where the motion in between observation points is not relevant to the
imaging metrics.
The analysis in Chapter 4 suggests that although the environmental dynamics are
linear, several nonlinearities stemming from the trajectory and characteristics of the
implementation of the controllers can be exploited to improve the fuel use of the array.
There are three more aspects that should be studied. Firstly, this study does not take
into account the estimation portion of the control problem. It is implicitly assumed
that the separation principle applies and the tracking control law can be designed
independently of the estimator. This is not necessarily true, particularly considering
estimators that take into account information on the wavefront error or intensity of the
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image. Tying the estimator into the controller design, and even the trajectory design,
could lead to further improvements. Secondly, since interferometers require cascaded
controllers, the interaction between different levels of controllers could be another
source of nonlinearities in the dynamics of the vehicles. Thirdly, synchronization of
the whole formation was not addressed.
Finally, the controllers proposed in Chapter 4 could be further studied. The
analysis performed is only concerned with tracking performance, which ties into the
stability of the controllers. Although generally considered a, secondary issue for dy-
namics with very slow time constants, in which interferometers operate, the issue of
robustness should be addressed. In addition, it may be of interest to develop heuris-
tics or analytical techniques for the determination of gain settings of the parameters
in anticipatory control laws.
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Appendix A
Selecting the Number of Apertures
An important consideration in designing spaceborne interferometry missions is choos-
ing the number of apertures to form the telescope. More apertures require more
launches and more up-mass, but result in a better image, or more images if all aper-
tures are not always used. Work done in the chapters of this thesis presupposes a
fixed number of apertures for the mission, and started designing the trajectories and
controllers based on this assumption.
This appendix presents a preliminary study of the fundamental trade-offs between
the number of apertures in a formation, image quality and fuel consumption over the
course of a mission
A.1 Methodology
The purpose of the study was to determine model relationships for the full architecture
trade space of possible mission configurations studied, exposed in table A.1. The
design space is based on the proposed Stellar Imager mission (SI, [1]) and captures
the key architectural design variables that define the imaging and trajectory metrics.
Figure A-1 shows the methodology of this study in block diagram form. At the
top level, an architecture is chosen (Select Design Point) by selecting a value for each
design variable from the range shown in Table A.1. The maneuver is then optimized
and performance is computed (Compute Performance). The resulting image quality
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Table A.1: Architectural Design Parameter Definition
Parameter Range Units SI Value Key tradeoffs
Number of S/C 2 10 [-] 30 Mass, MSE
Type of Propulsion EMFF, [-] FEEP Mass,
Hall, FEEPs Image intensity
Diameter 1 2 [meters] Im Image intensity,
of sub-apertures Mass
Maximum Baseline 100 1000 [meters] 500m Angular resolution,
Baseline Image intensity
Time to image 2.5-6 [hours] Image intensity, Mass
Imaging Mode SaS, DrT [-] SaS MSE
is determined from the number and location of the u-v points. The total available
imaging time is determined from the total time to image minus the maneuver time.
A new architecture is then selected by defining a new design vector and the process is
repeated. Rather than using an optimization algorithm at this level to select the best
architecture, all architectures are evaluated. This is called "full factorial design space
analysis" since each design variable in Table A.1 has a number of discrete values
across its selected range and the number of architectures is simply the product of
the number of discrete values for each design variable. Performing a full factorial
analysis has several advantages. First, it allows design sensitivities to be identified.
For example, design variable values that are prevalent in the vicinity of the optimal
architecture can be identified. Also, the relative influence of design variables on
imaging performance can be compared. Second, one can change the relative weights
between different performance metrics and re-assess the design space without re-
running the optimization routines. Third, using Pareto analysis, one can identify the
family of architectures, and their associated design variables, that lie along the Pareto
front where one must accept a degradation in one metric (e.g., ambiguity) in order
to improve another (e.g., total system mass).
The inner iterative loop in A-1 pertains to the trajectory optimization. One
cycle in this iteration involves selecting the best locations for the u-v points given
an allocation of the number of u-v points, generating the most efficient maneuver
trajectory through these u-v points, and determining the system mass needed to
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Figure A-1: Maneuver optimization methodology
perform these trajectories in a specified imaging time. The iteration occurs across
the number of allocated u-v points as well as the imaging time. The specific functions
within this inner iterative loop are defined as follows:
* U-V point selection: The sequence of spacecraft locations was selected to maxi-
mize the u-v plane coverage, corresponding to minimizing the h metric (equation
2.9), which varies as the point spread function MSE. This simple metric captures
essential characteristics of the image: it penalizes short redundant baselines and
favors large spread-out formations, and translates into a rough estimate of im-
age MSE. One design variable of the architecture is the number n of spacecraft.
Target spacecraft locations were selected in the physical (x-y) plane. The array
was allowed to reconfigure up to four times, allowing for up to five sets of n
points in the physical (x-y) plane. Figure A-2 shows the target locations for
a 6-spacecraft array that reconfigures two times, and the resulting (u-v) point
distribution. For arrays using EMFF-propulsion, the center of mass of the array
has to stay at the origin of the coordinate frame, since the whole array needs
to conserve momentum. To take this constraint into account, spacecraft were
distributed along regular n-polygons. Figure A-3 shows the set four of regular
heptagons selected for a 7-spacecraft array that reconfigures three times, as well
as the sequence of points visited by one spacecraft.
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Figure A-2: (x-y) plane positions for a 6-aperture interferometer reconfiguring 3 times
(left) and the resulting (u-v) plane coverage (right). Each sequential configuration is
given a different color on the left plot.
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Figure A-3: (x-y) plane positions for a 7-aperture EMFF interferometer reconfiguring
4 times. On the left plot, each sequential configuration is given a different color. On
the right plot, the target locations are colored by spacecraft. The sequence of points
that one of the spacecraft will visit is outlined with a dashed line.
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* Trajectory generation: once the target spacecraft locations has been decided,
the order in which they will be visited is computed. This is done by using a
travelling n-salesmen algorithm to find the shortest path in between the dif-
ferent n-spacecraft configurations [5]. In the case of electric propulsion, since
the spacecraft are assumed to be in deep space (- - dynamics), the segments
constituting the shortest path will actually be followed by the spacecraft. In
the case of EMFF propulsion, the trajectories will be differ from the straight-
line paths, but for computational reasons, it was assumed that the sequence of
points to be visited obtained from the traveling n-salesmen algorithm is close
to the optimal sequence.
* System Mass determination: To compute the system mass, the required accel-
erations have to be known. These depend on the available imaging time and the
maneuvering time/imaging time ratio. For each pair of these design parameters,
a required acceleration is computed to allow the spacecraft to complete their
trajectories in the necessary amount of time. The system's mass is computed
using this required acceleration: the power system, thermal system, EMFF coil
mass, and reaction wheel mass is calculated following the models in [21]. For
electric propulsion, the thruster masses, power system and propellant mass are
computed according to values in [40] for Hall thrusters and models in [30] for
FEEPs. Each aperture is assumed to have a 'dry' mass of 65kg (mass of ev-
erything but the propulsion system and required power, thermal, propellant).
The propellant mass also includes propellant to allow the formation to slew by
five degrees in two hours, for a full mission lifetime of ten years. The EMFF
reaction wheel is sized for the same five degrees in two hours slew.
To illustrate how this methodology works, two sample architectures were analyzed.
The first assumes spacecraft flying along ellipses using EMFF. The design vector
consists of three spacecraft with Im diameter optics using EMFF to image across a
500m maximum baseline in three hours using the SaS1 imaging mode. The second
'SaS = Stop-and-Stare, DrT = Drift Through
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sample architecture uses five spacecraft with 2m diameter mirrors to move across a
100m maximum baseline using FEEPs propulsion. Table A.2 lists the design vector
values for each of these two architectures along with the performance outputs. Notice
that these are two very different architectures. The first design, using EMFF has
better angular resolution (larger maximum baseline) and more u-v points but the
imaging time is poorer. The spacecraft mass for a ten-year mission using FEEPs in
the second design is substantially heavier. However, it spends more time imaging since
it is only maneuvering over a small baseline. As a result, it is difficult to compare
these two designs since they both have strengths and weaknesses and we need to
broadly analyze the larger trade-space.
Table A.2: Design vector inputs and performance metric outputs for two sample
architectures
Design 1 Design 2
Design Vector Values
Number of S/C 3 5
Type of propulsion EMFF FEEPs
Diameter of sub-apertures 1.0 m 2.0 m
Maximum baseline 500 m 100 m
Time to image 3.0 hrs 6.0 hrs
Imaging mode SaS SaS
Performance
S/C mass 430 kg 780 kg
Propulsion system mass 54 kg 22 kg
Angular resolution 417 m 97 m
Intensity 0.07 % 0.51%
Image quality 6.5x 10-2 0.37
Equiv # Cornwell S/C 150 24
Number of reconfigs 12 4
Imaging time 7 m 2 h 27 m
Travel time 2 h 53 m 3 h 33 m
A.2 Results
The goal of this task is to determine key trades in the design space, after all possible
architectures have been evaluated with the MATLAB@ simulation described above.
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Figure A-4 illustrates the attained MSE-approximating metric (h) for different space-
craft configurations. Larger number of apertures lead to smaller values of MSE, as do
more reconfigurations. The difference in MSE values between EMFF configurations
and electric propulsion stems from the fact that EMFF requires the center of mass of
the whole system to not change, which was enforced by constraining the vehicles to
form regular polynomials, so that similar MSE values as those for electric propulsion
could not be met.
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Figure A-4: MSE of different spacecraft configurations for FEEPs (left) and EMFF
(right). The colors represent the number of reconfigurations allowed: blue=0; red=1;
green=2; cyan=3; magenta=4.
Figure A-5 shows the total system masses for SaS imaging modes. Each plot
contains the total system mass of a set of apertures allowed to maneuver for 2 hours.
The graphs show the different masses for different numbers of array reconfigurations,
where each array attains its minimum possible MSE. Hall thrusters systematically
perform worse than FEEPs and will not be plotted from this point on. As is expected,
lower number of reconfigurations lead to smaller mass: since the time is constrained,
more reconfigurations require larger accelerations and therefore more propellant or
larger coils. With EMFF, the difference in mass between systems reconfiguring and
not reconfiguring for smaller baselines is not very large, mostly because the mass of the
coils is driven by the need to slew the array at that point. In all cases, it is evident that
the increase in mass between the no-reconfiguration case and 1 reconfiguration case is
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larger than the increase in mass between 3-reconfigurations and 4- reconfigurations.
This is because although the spacecraft has to maneuver more for larger number
of reconfigurations, the distance between the points it has to maneuver to becomes
smaller. With a 2-hour maneuvering time, arrays actuated with EMFF and Electric
propulsion all have total system masses increasing with number of spacecrafts: the
driver is not the propulsion system but the apertures themselves. EMFF performs
better than electric propulsion for larger baselines with larger numbers of spacecrafts
and more reconfigurations: more spacecrafts mean that the different apertures can
push against each other at shorter inter-spacecraft distances. Figures A-6 show the
same plots but with a much shorter allowed maneuvering time. As a result, for larger
baselines, EMFF arrays with smaller number of spacecraft are overall heavier than
those with more, since the coils have to be significantly larger to generate the required
accelerations. Although in this case EMFF is nearly always outperformed by FEEPs,
it does appear that the trend will be reversed for larger number of spacecraft.
For configurations limited to nine spacecraft, EMFF tends to outperform FEEPs
for medium baselines (250m-500m), when the maneuvering time is longer. Smaller
baselines favor FEEPs as reaction wheels and coils, even small, tend to be heavier than
the smaller thrusters when little propellant is required. Larger baselines favor FEEPs
simply because the force between EMFF-actuated spacecraft falls as the 4th power of
the spacecraft separation. Mass of the propellant and thrusters varies roughly as time
squared, whereas the power is greater for EMFF. This is why smaller maneuvering
times favor FEEPs as well. Figure A-7 shows a 3D plot of the full design space, as
a function of the number of spacecraft, MSE and total system mass (masses above
10,000kg were truncated). Since the MSE desired is likely to be fixed prior to the
mission, an interesting set of data to look for is the minimum-mass limit. Two sets of
these are shown in Figures A-8 and A-9. For a lower baseline, the mass varies with
the number of spacecraft. But with larger baselines, EMFF finds has a minimum
mass at five spacecraft. The points on these plot have fixed MSE, which means that
the number of reconfigurations necessary to reach that MSE is fixed by the number of
spacecraft. The different mass values correspond to different baselines, observations
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Figure A-6: Total system mass for different baselines, with 30 minute maneuvering
time allowed. Continuous lines correspond to FEEP-propulsion and dashed lines toEMFF propulsion. Blue=0 , red=l1, green=2, cyan=3, magenta=4 reconfigurations.
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Figure A-7: Full trade space. Red=EMFF, blue=FEEPs.
Previous results all show that the minimum mass configuration is always a 2-
spacecraft array, if the metric for which one optimizes is MSE. But smaller numbers
of spacecraft suffer from images that have less intensity: the number of apertures
looking at the sky is smaller. Figure A-10 shows the extent of the tradespace explored
for the Mass, MSE and Intensity metrics. An interesting trade to look for is the
minimum mass configuration for fixed intensity and MSE. This trade can lead to
determining the amount of MSE or intensity that the system can gain per additional
kilogram of mass. Results show, for instance, that for a fixed value of MSE and a
fixed total amount of time available for maneuvering and observing, as the intensity
increases from 200 aperture minutes (an intensity equal to 200 times that of a single
mirror of the size of one of the apertures) to 4500 aperture minutes, the minimum
mass configuration shifts from 2-spacecraft arrays to 6-spacecraft arrays. This occurs
because arrays with smaller numbers of spacecraft have to spend longer observing to
reach the same intensity as larger arrays. Since the observation window is constrained,
113
Dnsn pohblWh MSE -=.4 PEEP populn
4
Figure A-8: Section of the
and baseline (100m) . The
M00Dmmf
design space for a fixed MSE-approximation
dotted lines show the minimum mass limit.
(0.7 10- 4
(0.7 x 10-4)
Dgen pokfuh MBE -07M PEEP propublAn DeUn pdaik AIh ME - 0.7N EMFF proplbln
1 41
0 5000 10000 1 W 0 100
Figure A-9: Section of the design space for a fixed MSE-approximation (0.7e-4) andbaseline (1000m). The dotted lines show the minimum mass limit.
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Figures A-11 to A-13 show the mass of the minimum mass configuration associ-
ated with a fixed MSE and Intensity, for all the baselines studied and total allowed
observation and maneuvering times. Such plots allow the designer to notice, for in-
stance, that with a 750m baseline and 6 hours imaging and observation time, the
performance of a design with 0.5 x 10-4 MSE and 700 aperture-minutes intensity can
be increased to 0.3 x 10-4 and 1000 aperture-minutes, with no extra penalty on mass.
The number of spacecraft associated with the different minimum-mass configurations
for the baselines and allowed observation and maneuvering times are displayed in
Figures A-14 to A-16.
Switching from a Stop-and-Stare observation mode to a Drift-Through observation
mode is significantly reduces the total mass of the system. For this study, it was
assumed that a spacecraft requires 30 minutes integration time to interfere light for
one set of u-v points. The same trajectories can yield increases in image quality
as well as decreases in mass. Figure A-17 illustrate the reduction in total system
mass to obtain identical MSE values. The spacecraft were made to follow the same
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Figure A-11: Mass of the minimum-mass configuration (color gradient) displayed as a
function of MSE and Intensity, for a 2-hour total observation and maneuvering time.
Each plot represents a different baseline: 100m (top left), 250m (top right), 500m(middle left), 750m (middle right) and 1000m (bottom)
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Figure A-13: Mass of the minimum-mass configuration (color gradient) displayed as afunction of MSE and Intensity, for a 6-hour total observation and maneuvering time.Each plot represents a different baseline: 100m (top left), 250m (top right), 500m(middle left), 750m (middle right) and 1000m (bottom)
118
7 2.
~4
o iaw 100
7
s tioo zO
10low I= 200k"SkYOPMU"M !w
Figure A-14: Number of satellites of the minimum-mass configuration (color gradient)
displayed as a function of MSE and Intensity, for a 2-hour total observation and
maneuvering time. Each plot represents a different baseline: 100m (top left), 250m
(top right), 500m (middle left), 750m (middle right) and 1000m (bottom)
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Figure A-15: Number of satellites of the minimum-mass configuration (color gradient)displayed as a function of MSE and Intensity, for a 4-hour total observation and
maneuvering time. Each plot represents a different baseline: 100m (top left), 250m(top right), 500m (middle left), 750m (middle right) and 1000m (bottom)
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trajectory, reconfiguring 5 times, in SaS mode (continuous lines) and DrT mode
(dashed lines) for different baselines. For the larger baselines, the mass of the array
can be reduced as much as 63% for FEEPs and 74% for EMFF. As the baselines
shorten, the accelerations required for DrT become comparable to those required for
SaS, and the decrease in mass is less significant. This mass loss is very sensitive to
the integration time required for u-v point integration.
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Figure A-17: Mass of different aperture configurations with same MSE (4 reconfigu-
rations), and 2-hour maneuver time, for DrT (dashed) and SaS (soli) configurations.Blue=100m; red=250m; green=500m, cyan=750m, magenta=1000m baeline.
A.3 Conclusions
The preliminary results from this study suggest that selection of the number of satel-
lites to launch for a given science requirement varies with both MSE and intensity:
lower MSE requirements and higher intensity requirements can only be met with sys-
tems with larger numbers of satellites. However the figures from A-11 to A-15 indicate
that for a given performance design point, it is sometimes possible to meet higher
requirements with the same launch mass or same number of satellites, by navigating
the equal-mass or equal-number of spacecraft zones in the figures.
In addition, an analysis of this tradespace shows that EMFF and FEEPs propul-
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sion systems can reach comparable total system masses for a large potion of the
tradespace, and EMFF generally weighs less for median baselines and larger satel-
lite numbers. For fixed MSE, minimum system masses are obtained for 2-spacecraft
arrays. The most significant metrics to trade are MSE and light intensity as higher
values of both lead to heavier systems, with larger numbers of spacecraft. Finally,
achieving Drift-Through imaging mode interferometry can lead to drastic decreases
in total system mass.
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