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Front propagation in both directions and
coexistence of traveling fronts and pulses
Chao-Nien Chen ∗ Y.S. Choi †
Abstract: For scalar reaction-diffusion equations, a traveling wave is a front
which transforms a higher energy state to a lower energy state. The same is
true for a system of equations with a gradient structure. At the core of this
phenomenon, the wave propagation results in an invasion of an equilibrium
state from a different one. This paper is aimed at two questions:
(i) Can reaction-diffusion waves exhibit front propagation in both directions
between two distinct equilibrium states?
(ii) The co-existence of traveling fronts and pulses; a subject rarely studied.
Working on a FitzHugh-Nagumo model with the same physical parameters,
we give positive answers to both questions.
Key words: reaction-diffusion system, FitzHugh-Nagumo equations, front
propagation in both directions, traveling pulse.
AMS subject classification: 34C37, 35J50, 35K57.
1 Introduction
The phenomena exhibited by traveling waves provide very useful information for under-
standing the dynamics of evolution. Front propagation is ubiquitous in diverse fields
such as phase transitions [1, 2], combustion [6] and population dynamics [3]. Vari-
ous aspects of front propagation have been investigated in extensive literature (see, e.g.
[3, 4, 5, 6, 8, 9, 25, 29, 30, 34, 36, 37, 38, 48, 51, 52] and references therein; of course the
list is far from complete).
The mathematical analysis for scalar reaction-diffusion equations
ut = ∆u+ g(u) (1.1)
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has been carefully deliberated; well-known examples include Fisher-KPP nonlinearity
g(u) = u(1− u), and Allen-Cahn bistable nonlinearity g(u) = u(1− u)(u− β), β ∈ (0, 1).
Constant equilibrium states of (1.1) satisfy g(u) = 0. A traveling front is a steadily mov-
ing profile that connects distinct equilibrium states at different ends. At the core of this
phenomenon, the wave propagation results in an invasion of an equilibrium state by a
different one.
A variational formulation, involving the Lagrangian L(u,∇u) = 1
2
|∇u|2 + G(u) with
a potential G(u) = − ∫ u
0
g(ξ) dξ, can be employed to study the steady states and the
traveling waves of (1.1). A planar traveling front with positive velocity c is a function of
the form u(x− ct) which satisfies
L(u(∞), 0) = G(u(∞)) > G(u(−∞)) = L(u(−∞), 0); (1.2)
as t becomes large, the invader (the equilibrium state at −∞), which at a lower energy
level, wins. This intuition persists for traveling waves on a cylinder [8, 29, 37, 51], even if a
non-constant steady state sits on the cross section at one end of the wave front. The same
principle holds for traveling wave solutions in a reaction-diffusion system with gradient
structure [38]. By the law of dissipation in energy, given two distinct steady states in
such systems, one state can never act as an invader and at the same time, being deposed
with respect to the other, even starting from different initial data. For other general
reaction-diffusion systems, it is therefore a common belief that the invader has a lower
energy than the deposed one. We examine this plausible myth, which is partly motivated
from the investigation of pattern formation [1, 2, 3, 6, 10, 14, 16, 17, 20, 22, 28, 33, 35,
39, 40, 41, 42, 43, 46, 47, 54].
Here is a question which seems to be rarely studied in mathematical literature: Can
reaction-diffusion waves exhibit front propagation in both directions between two distinct
equilibrium states?
One of the aims in this paper is to give a positive answer for the above questions by
investigating the traveling waves (or dissipative solitons [35]) of the FitzHugh-Nagumo
equations 

ut = uxx +
1
d
(f(u)− v),
vt = vxx + u− γv.
(1.3)
Here d > 0, γ > 0 and f(u) ≡ u(u − β)(1 − u) with 0 < β < 1/2. There are certain
properties for the nullclines v = u/γ and v = f(u) when γ takes up some special values.
(N1) If γ > 4/(1−β)2, the nullclines intersect at three points; namely (0, 0), (µ2, µ2/γ) and
(µ3, µ3/γ), which represent the constant equilibria of (1.3). Note that f(µi) = µi/γ
for i = 2, 3, µ2 + µ3 = 1 + β and 0 < β < µ2 < (1 + β)/2 < µ3 < 1.
3(N2) Let ρˆ ≡ {1+β+
√
β2 − β + 1}/3, the unique point at which the function f attains
a local maximum. Clearly there is a γ˜1 > 4/(1 − β)2 such that f(ρˆ) = ρˆ/γ˜1. If
γ > γ˜1, then f
′(µ2) > 0 and f ′(µ3) < 0.
(N3) Let γ∗ ≡ 9(1−2β)(2−β) . When γ = γ∗ we denote the intersection points of two nullclines
by (µ∗3,
µ∗3
γ∗
), (µ∗2,
µ∗2
γ∗
) and (0, 0). Observe that two regions enclosed by the line v =
u/γ∗ and the curve v = f(u) are equal in area with opposing signs. Since both
nullclines are antisymmetric with respect to the point (µ∗2,
µ∗2
γ∗
) on the (u, v) phase
plane, it is easily seen that µ∗3 =
2(1+β)
3
, µ∗2 = µ
∗
3/2 = (1+β)/3 and f
′(µ∗3) = f
′(0) =
−β. Also, the two regions enclosed by the horizontal line v = f(µ∗2) and the curve
v = f(u) are equal in area with opposing signs.
The steady states of (1.3) satisfy

duxx + f(u)− v = 0,
vxx + u− γv = 0.
(1.4)
By virtue of solving v from the second equation and substituting it into the first one yields
an integral-differential equation
duxx + f(u)− (γ −∆)−1u = 0.
The associated Lagrangian is Lγ(u, ux) ≡ d2u2x + 12u(γ −∆)−1u + F (u). The energy level
of a constant steady state (u, v) = (µ, µ/γ) can be directly calculated as Lγ(µ, 0) =∫ µ
0
(ξ/γ − f(ξ)) dξ = µ2
2γ
+ F (µ). Using the above information for the nullclines, if γ > γ∗
it follows from (N3) that Lγ(µ2, 0) > Lγ(0, 0) > Lγ(µ3, 0), ranking the order of the energy
levels for the three constant steady states (µ2, µ2/γ), (0, 0) and (µ3, µ3/γ) respectively.
It has been shown [9] that if d > γ−2 then (1.3) has a traveling front solution (c, u, v)
such that c > 0, limx→∞(u, v) = (0, 0) and limx→−∞(u, v) = (µ3, µ3/γ). Indeed taking the
ansatz as in [29], (c, u, v) satisfies

dc2uxx + dc
2ux + f(u)− v = 0,
c2vxx + c
2vx + u− γv = 0.
(1.5)
We employ variational argument to establish connecting orbits of (1.5). Let L2ex =
L2ex(R) ≡ {u :
∫∞
−∞ e
x(u(x))2 dx <∞} be a Hilbert space equipped with a weighted norm
‖u‖L2ex ≡
√∫∞
−∞ e
x u2 dx. For a given u ∈ L2ex(R), we define
v(x) = Lcu (x) ≡
∫ ∞
−∞
G(x, s) u(s) ds, (1.6)
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where G is a Green’s function for the differential operator (γ−c2 d2
dx2
−c2 d
dx
). Reversing the
locations of the two steady states if necessary, we always consider a wave with c > 0. It is
known [11] that Lc : L2ex → L2ex is self-adjoint with respect to the L2ex inner product. Set
F (ξ) = − ∫ ξ
0
f(η) dη = ξ4/4 − (1 + β)ξ3/3 + βξ2/2. Consider a functional Jc : H1ex → R
defined by
Jc(w) ≡
∫
R
ex{dc
2
2
w2x +
1
2
wLcw + F (w)} dx (1.7)
on the Hilbert space H1ex = H
1
ex(R) with the norm
‖w‖H1ex =
√∫
R
exw2x dx+
∫
R
exw2 dx .
A traveling wave solution is a critical point of Jc, provided that c is the correct wave
speed. There is a way to determine c and by the standard regularity theory, u, v are C∞
functions on R.
We first investigate the front propagation between the steady states (µ3, µ3/γ) and
(0, 0). A number of existence results for the traveling waves of (1.3) will be established
when at least one of the following hypotheses is satisfied.
(H1) (−f ′(µ3)− dγ)2 − 4d > 0 and −f ′(µ3) > dγ.
(H2) (β − dγ)2 − 4d > 0 and β > dγ.
Note that f ′(µ∗3) = f
′(0) = −β. As a simple check, if γ ∈ (γ˜1, γ∗] then (H1) implies (H2),
while if γ ≥ γ∗ then (H2) implies (H1).
If γ ∈ (γ˜1, γ∗), direct calculation shows that Lγ(µ2, 0) > Lγ(µ3, 0) > Lγ(0, 0). As
to exhibit front propagation in both directions between two distinct equilibrium states, a
more difficult part is to find a traveling front propagating in the direction that the invader
(µ3, µ3/γ) can indeed have a higher energy level than the deposed (0, 0). In the proofs,
we need appropriate a priori bounds for the solutions, which can be achieved by using a
truncation argument. This argument works only for β ∈ (β0, 1/2) and γ ∈ (γ˜2, γ∗) for
some β0 > 0 and γ˜2 > γ˜1. It will be shown in the Appendix that the values of β0 and γ˜2
do not cause severe restriction.
Theorem 1.1. Assume that β ∈ (β0, 1/2), γ ∈ (γ˜2, γ∗) and (H1). There exists df > 0
such that if d ∈ (0, df ] then (1.3) has a traveling front solution (cf , uf , vf). Moreover with
cf > 0 the wave satisfies
lim
x→∞
(uf , vf) = (0, 0) and lim
x→−∞
(uf , vf ) = (µ3, µ3/γ).
5For the proof of Theorem 1.1, we seek a minimizer of a constrained variational prob-
lem. Since the argument is quite technical involved, we divide it into several steps to
illustrate the scheme for showing that this minimizer is an interior critical point; that is,
the constraints imposed by the admissible set are not actively engaged. To avoid con-
ceptual confusion, we treat the case γ ≥ γ∗ after the proof of Theorem 1.1 even though
the same argument applies with only slight modification. Then an insightful observation
demonstrates that there exists a traveling front which propagats in the opposite direction,
stated as follows:
Theorem 1.2. For the same β and γ as in Theorem 1.1, there exists dˆf > 0 such that
if d ∈ (0, dˆf ] then (1.3) has a traveling front solution (cˆf , uˆf , vˆf ) with cˆf > 0 and satisfying
lim
x→−∞
(uˆf , vˆf) = (0, 0) and lim
x→∞
(uˆf , vˆf ) = (µ3, µ3/γ).
Both front and pulse are localized waves, the latter is manifest as a small spot. Particle-
like pulses are commonly observed in studying dissipative solitons [31, 35, 39]; for instance
the nerve pulses in biological systems, concentration drops in chemical systems and fila-
ment current in physical systems. In the past considerable efforts have been devoted to the
mathematical analysis for the existence of traveling waves in reaction-diffusion systems
[3, 6, 8, 9, 11, 18, 19, 23, 24, 29, 32, 35, 36, 37, 38, 45, 48, 49, 51, 52, 53]; however working
out the coexistence of traveling front and traveling pulse in a system with all physical
parameters remain the same seems to be a quite challenging task. Utilizing different con-
straints in variational arguments together with wave speed estimates, we establish such a
coexistence result:
Theorem 1.3. For the same β and γ as in Theorem 1.1, there exists dp ∈ (0, df) such
that if d ∈ (0, dp] then (1.3) has a traveling pulse solution (cp, up, vp) with cp > cf and
lim|x|→∞(up, vp) = (0, 0).
An important issue in dealing with wave propagation is the stability question. By
virtue of existence proofs, all three traveling waves of (1.3) are local minimizers of (1.7).
An index method [12] shows that non-degenerate minimizers of (1.7) are stable traveling
waves. Additional numerical evidence backs up such a claim [21]. Hence there is indeed a
way to manipulate propagation directions of a front, which should provide an important
new idea in studying dynamics of pattern formation.
Let δ0 = δ0(β) ≡ (1−2β)
2
2
and β1 ∈ (β, 1) be the unique point which satisfies
∫ β1
0
f(η) dη =
0. The following theorem gives a detailed description for the profile of (uf , vf), which pro-
vides useful information to establish Theorem 1.3.
Theorem 1.4. Let (cf , uf , vf) be a traveling front solution obtained by Theorem 1.1.
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(i) There exist ζM < ζ0 < ζm such that
(a) uf(ζ0) = 0, uf > 0 on (−∞, ζ0), and uf < 0 on (ζ0,∞);
(b) uf is increasing on (−∞, ζM) and it attains a unique maximum at ζM with
uf(ζM) < 1;
(c) uf attains a unique minimum at ζm; uf is decreasing on (ζM , ζm) and increasing
on (ζm,∞);
(d) vf is positive and decreasing on (−∞,∞).
(ii) cf ≤
√
δ0
d
.
(iii) If d→ 0+, then cf →
√
δ0
d
, uf(ζM)→ 1, uf(ζm)→ 0, vf(ζM)→ 0.
The remainder of this paper is organized as follows. Section 2 begins with a varia-
tional formulation for studying the traveling wave solutions of (1.3). We impose different
constraints in their respective admissible sets when looking for traveling fronts or pulses.
In Section 3, a criteria is designed to select out a correct wave speed c0 together with a
global minimizer u0 extracted from the admissible set. Taking u0 as a candidate of travel-
ing wave, we need to tackle the task of showing the constraints imposed by the admissible
set are not actively engaged. To reach this goal, we start with applying the corner lemma
given in Section 4 to conclude that u0 has no corner point; that is, u0 ∈ C1(R). As a prin-
cipal guideline in the proof, if u0 would touch the boundary of the admissible set, we argue
indirectly to rule out such possibilities by performing surgeries on u0 to generate a new
function unew within the interior of the admissible set and showing Jc0(unew) < Jc0(u0).
In particular, some of such arguments rely on the positivity of Lc0u0 proved in Section
6, which, in turn, depends on the behavior of this solution at +∞ and −∞; thus the
linearization of steady states needs to be investigated in Section 5. With the aid of pos-
itivity of Lc0u0 together with further estimates, we show that (u0, v0) satisfies (1.5) and
designate this traveling front solution by (uf , vf) with speed cf . Then the proof of The-
orem 1.1 is complete through the analysis in Sections 7 and 8 with two different cases
being treated separately. In addition the profile of (uf , vf ), as described in Theorem 1.4,
will be demonstrated. Section 9 establishes the existence of a travel pulse solution (up, vp)
with speed cp > cf . Section 10 is devoted to showing the second traveling front solution
with propagation being opposite to the direction of (uf , vf).
To indicate which equation of a system, we use, for instance, (1.5a) to refer the first
equation of (1.5) and (1.5b) the second.
72 Constrained variational problems
We start with the variational framework to be used for showing the existence of traveling
front and traveling pulse solutions. The three terms on the right hand side of (1.7) will
be referred to as the gradient term, the nonlocal term and the F-integral, respectively to
facilitate future discussion. Recall from [36] that
if w ∈ H1ex then


1
4
∫
R
exw2 dx ≤ ∫
R
exw2x dx ,
exw2(x) ≤ ∫∞
x
eyw2y dy .
(2.1)
Since ∫
R
exw2x dx ≤ ‖w‖2H1ex ≤ 5
∫
R
exw2x dx, (2.2)
‖wx‖L2ex will be taken as an equivalent norm of H1ex.
We now examine the nonlocal term. For c > 0, the solutions of the characteristic
equation c2r2 + c2r − γ = 0 are
r =
1
2c
(−c±
√
c2 + 4γ) , (2.3)
which are denoted by r1, r2 with r1 < −1 < 0 < r2. Then (1.6) is rewritten as
Lcu (x) = e
r1x
c
√
c2 + 4γ
∫ x
−∞
e−r1s u(s) ds+
er2x
c
√
c2 + 4γ
∫ ∞
x
e−r2s u(s) ds . (2.4)
Direct calculation yields∫
R
ex(c2v′2 + γv2) dx =
∫
R
exuv dx ≤ ‖u‖L2ex ‖v‖L2ex. (2.5)
It is known [11] that

‖v‖L2ex ≤ 4c2‖u‖L2ex
‖v′‖L2ex ≤ 2c2‖u‖L2ex
0 ≤ ∫
R
ex{c2(Lcu)′2 + γ(Lcu)2} dx =
∫
R
exuLcu dx
(2.6)
and
‖Lcu‖H1ex ≤
2
√
5
c2
‖u‖L2ex . (2.7)
We state a list of properties as simple consequences from direct calaulation.
8 Chen and Choi
Lemma 2.1. If w ∈ L2ex then
∫
R
exwLcw dx ≥ 0.
Lemma 2.2. For a ∈ R, Lc(w(· − a)) = (Lcw)(· − a).
Lemma 2.3. If w ∈ H1ex then Jc(w(· − a)) = eaJc(w).
To establish multiple traveling wave solutions for the same parameters, we need a
mean to differentiate one from the others. The following definition describes certain os-
cillation constraints to be added into a class of admissible functions for Jc.
Definition: A continuous function w is in the class +/−, if there exists −∞ ≤ x1 ≤ ∞
such that w ≥ 0 on (−∞, x1], and w ≤ 0 on [x1,∞).
Remark 2.1. (a) In the above definition, the choice of x1 is not necessarily unique. In
case x1 = −∞, then w ≤ 0 on the real line; similarly x1 =∞ indicates that w ≥ 0 on the
real line. Both examples are included in the class +/−.
(b) A function w is said to change sign once, if w ≥ 0 on (−∞, x1], w ≤ 0 on [x1,∞)
and w 6≡ 0 in each interval. In this case, for convenience in notation, we stipulate
x1 = sup{x : w(x) > 0}, and it will be referred to as a crossing point.
(c) A typical function in the class +/− is illustrated in Figure 1.
x
x1
Figure 1: A function in the class +/−.
The potential F has exactly two local minima, namely F (0) = 0 and F (1) = −1−2β
12
.
There exist β1 ∈ (β, 1) and β˜2 > 1 such that F (β1) = F (β˜2) = 0. Choose a small positive
number θ1 such that
β < β1 < 1 < 1 + θ1 = β2 < min{β˜2, 1 + β/2}. (2.8)
9To get a priori bounds for the solutions, we use a truncation argument. Observe that
v = f(µ3) + f
′(µ3)(u − µ3) is the line tangent to the graph v = f(u) at the point
(µ3, µ3/γ); in fact
f(µ3) + f
′(µ3)(ξ − µ3) ≥ f(ξ) for ξ ∈ [−M1, β2] (2.9)
is a sufficient condition to work out the required truncation argument. We remark that
M1 is a positive number. The detailed derivation of (2.9) is given in the Appendix, in-
volving the choice of β0 as well as γ˜2.
In Theorem 1.1 we study the existence of traveling front solutions; the class of admis-
sible functions to be employed is
Af ≡ {w ∈ H1ex(R) :
∫
R
exw2x dx = 2, −M1 ≤ w ≤ β2, w is in the class + /−,
w − µ3 is in the class + /− }, (2.10)
where θ3 is a small positive number. The imposed condition
w is in the class + /−
is referred to as an oscillation constraint, so is the one imposed on w − µ3. With (1.5)
being an autonomous system, the constraint
∫
R
exu2x dx = 2 is imposed to eliminate a
continuum of solutions due to translations invariance. Once the value of c is determined,
we seek a minimizer of Jc over Af as a traveling front solution of (1.3).
For the traveling pulse solution, we impose different oscillation constraints on the ad-
missible set.
Definition: A continuous function w is in the class −/ + /−, if there exist −∞ ≤ x1 ≤
x2 ≤ ∞ such that w ≤ 0 on (−∞, x1] ∪ [x2,∞), and w ≥ 0 on [x1, x2].
The admissible set for traveling pulse solution is
Ap = {w ∈ H1ex(R) :
∫
R
exw2x dx = 2,−M1 ≤ w ≤ β2, w is in the class − /+ /−}.
It is clear that Af ⊂ Ap.
As in [11], the following lemma indicates that Jc is well defined.
Lemma 2.4. For every c > 0, there exist m1 = m1(β) > 0 and m2 = m2(β, γ) > 0 such
that
−m1 ≤ Jc(w) ≤ dc2 +m2(1 + 1
c2
) (2.11)
if w ∈ Af or Ap.
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3 Existence of a minimizer
In recent years remarkable advances have been made on the variational methods to study
the traveling wave solutions. An important step working towards the existence is how to
determine the wave speed. In [36] Lucia, Muratov and Novaga worked on a constrained
variational problem and the wave speed was obtained by a rescaling argument. Heinze [29]
imposed an equivalent ansatz for the change of variables in working with a constrained
variational problem, in this approach the wave speed is given by a Lagrange multiplier.
In [11] we employed a slightly different process to determine the speed of traveling wave
solution. Set Jf(c) ≡ infw∈Af Jc(w). It will be seen that the speed of a traveling front is
a solution of Jf(c) = 0. Similarly we work with Jp(c) ≡ infw∈Ap Jc(w) for traveling pulse
solutions. All the lemmas in this and several later sections are valid for both traveling
front and pulse solutions; to avoid unnecessary duplication, we first state the results for
the fronts and will point out the discrepancy in section 9 as to study the traveling pulse
solutions. The following estimates will be used get a solution of Jf(c) = 0. The proofs of
Lemma 3.1 and Lemma 3.2 can be found in [11].
Lemma 3.1. If C1 ≤ w ≤ C2 then C1γ ≤ Lc0w ≤ C2γ .
Lemma 3.2. There exists a c¯ = c¯(d, β) > 0 such that if c ≥ c¯ then Jf(c) > 0.
Next we show that Jf(c) < 0 if c =
√
24
1−2β and d is sufficiently small.
Lemma 3.3. Let γ > γ˜1 and c∗ ≥ 0 be given. If c˜ =
√
24
1−2β + c∗ there exists d˜0 = d˜0(c∗)
such that for every d ∈ (0, d˜0], a function wd can be selected out from Af to satisfy
Jc˜(wd) < 0.
Proof. Set a =
√
d, which is a small number. Define a continuous function
w(x) =


1, if x ≤ 0,
− e−a
1−e−a +
1
1−e−a e
−x, if 0 < x < a,
0, if x > a.
(3.1)
If c = c˜, straightforward calculation yields
Jc˜(w) ≤ −(1 − 2β)
24
+ (1 +
c˜2
2
)O(
√
d) . (3.2)
Hence there is a d˜0 = d˜0(c∗) such that Jc˜(w) < 0 for any d ≤ d˜0. Since
∫
R
exw′2 dx =
1
1−e−a =
1√
d
(1 + O(
√
d)), there is a b ∈ R such that wd = w(· + b) ∈ Af and Jc˜(wd) =
e−bJc˜(w) < 0. We refer to [11] for the detailed calculation.
Taking d0 ≡ d˜0(0) and c∗ = 0 in Lemma 3.3 gives
11
Corollary 3.4. Let γ > γ˜1 and d ≤ d0. If c =
√
24
1−2β then infAf Jc < 0.
Lemma 3.5. Jf : [c, c¯]→ R is a continuous function of c.
The continuity of Jf as well as the next lemma has been proved in [11].
Lemma 3.6. Let c > 0 and {cn}∞n=1 ⊂ (c/
√
2, c
√
3/
√
2) such that cn → c as n → ∞.
Then there exists a positive constant M5 = M5(c) = 20/c
4 such that
‖Lcnw −Lcw‖H1ex ≤M5 |c2n − c2| ‖w‖L2ex (3.3)
for all w ∈ H1ex.
Since Jf(c) < 0 and Jf(c¯) > 0, a solution of Jf(c) = 0 immediately follows from
Lemma 3.5.
Corollary 3.7. There exists c0 ∈ [c, c¯] such that Jf(c0) = 0.
To show the existence of a traveling front solution, we seek a minimizer of Jc0 in Af .
This requires certain estimates which can be obtained by those arguments used in [11].
Lemma 3.8. Let b0 = −2 log(β/
√
2) > 0. If w ∈ Af then |w(x)| ≤ β for all x ∈ [b0,∞).
Lemma 3.9. If γ > γ˜1 and d ≤ d0, there is a minimizer u0 ∈ Af such that Jc0(u0) = 0.
Proof. Let {w(n)}∞n=1 ⊂ Af be a minimizing sequence of Jc0 . From
∫
R
ex(w
(n)
x ) 2 dx = 2
and (2.2), a uniform bound on ‖w(n)‖H1ex gives a W ∈ H1ex such that along a subsequence
w(n) ⇀ W weakly in H1ex and strongly in L
∞
loc(R). Consequently −(M1+θ3) ≤ W ≤ β2.
With slight modification, the rest of the proof is similar to that of Lemma 4.2 of [11].
Remark 3.1. (a) At this moment whether the minimizer u0 is a traveling wave solution
of (1.3) is not yet known, due to the constraints imposed on the admissible set Af .
(b) If w ∈ H1ex \ {0} and satisfies all the constraints in the admissible set Af except
the condition
∫
R
exw2x dx = 2, then Jc0(w) ≥ 0; indeed, by taking a suitable a ∈ R, the
function W (x) ≡ w(x − a) satisfies ∫
R
exW 2x dx = 2 and Jc0(W ) = e
aJc0(w). Since
W ∈ Af , it follows that Jc0(W ) ≥ 0.
(c) From (b), it is clear that u0 also minimizes Jc0 on the set
Aˆf ≡ {w ∈ H1ex(R) : 1 ≤
∫
R
exw2x dx ≤ 3, −M1 ≤ w ≤ β2, w is in the class +/−,
w − µ3 is in the class + /−} .
Hence in the derivation of the Euler-Lagrange equation associated with Jc0, the integral
constraint imposed on Af does not result in a Lagrange multiplier. Furthermore, u0 sat-
isfies (1.5a) at those points where u0 6= −M1, 0, µ3 or β2, while v0 ≡ Lc0u0 satisfies (1.5b)
on R. Since u0 is uniformly bounded on R, so is v0 by Lemma 3.1.
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Next we need to tackle the task of showing the constraints imposed by Af are not
actively engaged. This will be accomplished by using indirect arguments; that is, we
draw a contradition by performing surgeries on u0 to generate a new function unew within
Af such that Jc0(unew) < Jc0(u0) holds. The following lemma is a useful formula in
calculating the change of the nonlocal term.
Lemma 3.10. Suppose that unew ∈ H1ex, a function obtained by making changes on u0.
Then the change in the nonlocal term is
1
2
∫
R
ex(unew Lc0unew − u0Lc0u0) dx =
1
2
∫
R
ex(unew − u0)Lc0(unew + u0) dx . (3.4)
Proof. It is a direct consequence of the fact that Lc0 is self adjoint with respect to the
L2ex inner product.
Remark 3.2. If the support of unew−u0 lies inside a finite interval [a, b], then the change
in the nonlocal term is actually calculated within the same interval [a, b]. This turns out
to be especially fruitful to deal with the case that unew − u0 is small, as Lc0unew will be
close to Lc0u0 on [a, b].
Several estimates stated in the next lemma have been established in [11]; it shows
u0 > −(M1+θ3) which releases one of the constraints imposed on Af . For this proof, it
needs only the convexity of F (ξ); i.e., f ′(ξ) < 0, for ξ ≤ 0.
Lemma 3.11. If u0 is a minimizer of Jc0 then
(a) inf u0 ≥ −M1,
(b) sup u0 > β1 and |{x : u0(x) > β1}| ≥ 6dc20β2/(1− 2β),
(c) dc20 ≤ (1− 2β)/6β2.
Away from the subset where u0 equals 0, µ3 or β2, there is a room for this minimizer
to be perturbed by C∞0 functions so that the perturbed function still lies inside Aˆf . In
view of Remark 3.1(c), the next lemma follows from the derivation of the Euler-Lagrange
equation associated with Jc0 and standard regularity bootstrap argument.
Lemma 3.12. Let u0 be a minimizer of Jc0 and v0 = Lc0u0. Then u0 satisfies (1.5a) at
those points where u0 6= 0, u0 6= µ3 and u0 6= β2, while v0 ∈ C2(R) and it satisfies (1.5b)
everywhere.
As a remark, most of lemmas established in this section can be used to study the
traveling pulse solutions as well.
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4 Continuity of u′0
As in Lemma 3.12, u0 always stands for a minimizer of Jc0 in Af and v0 = Lc0u0. We
keep this notation without further comment. Due to the constraints imposed in Af , there
is a possibility that u0 ≡ β2, u0 ≡ µ3 or u0 ≡ 0 on some subintervals of (−∞,∞); we
thus cannot conclude that u0 satisfies (1.5a) on such intervals including their boundary
points. This scenario has to be eliminated in order to show that u0 represents a traveling
wave solution.
Our investigation starts with the derivatives of u0.
Lemma 4.1. Suppose that u0(x0) = β2 and, for some ℓ > 0, µ3 < u0(x) < β2 for
x ∈ [x0 − ℓ, x0). Then both limx→x−0 u′0(x) and limx→x−0 u′′0(x) exist. In addition, u0 is a
C∞-function on [x0 − ℓ, x0] and it satisfies (1.5a) on [x0 − ℓ, x0]. The case of (x0, x0 + ℓ]
is parallel. Also, dealing with u0(x0) = 0 or u0(x0) = µ3 is analogue..
The next lemma, which will be referred to as the corner lemma, enables us to eliminate
the possibility that a sharp corner appears on the graph of u0. Note that it does not require
u0 satisfy (1.5a) on either [x0 − ℓ, x0] or [x0, x0 + ℓ].
Lemma 4.2. Suppose u0(x0) = β2 and u0 ∈ C1[x0− ℓ, x0]∩C1[x0, x0+ ℓ] for some ℓ > 0,
then limx→x−0 u
′
0(x) = limx0→x+0 u
′
0(x). The same assertion holds in case u0(x0) = 0 or
u0(x0) = µ3.
We refer to [11] for the proofs of Lemma 4.1 and Lemma 4.2.
Let ν ∈ {0, µ3, β2} and suppose that u0(x0) = ν. Due to the constraints imposed on
Af , u0 may not satisfy (1.5a) at x0, since on an interval containing x0 as an interior point,
u0 cannot always stay inside of Af even when an arbitrary small perturbation is taken
within this interval. In such a situation, x0 is referred to as a constrained point against
perturbation or simply called a constrained point. The same can happen to a minimizer
in Ap, as to be treated for studying traveling pulse solution.
We now investigate a constrained point x0 of u0, if it exists. Let us consider only the
case that u0(x0) = ν and u0 ∈ C1[x0 − ℓ, x0] for some ℓ > 0, since the argument is not
different in dealing with u0 ∈ C1[x0, x0 + ℓ]. By taking ℓ smaller if necessary, eventually
we encounter three types of behavior on the left side of x0:
(P1a) u0 < ν on [x0 − ℓ, x0);
(P1b) u0 > ν on [x0 − ℓ, x0); (this does not happen if ν = β2)
(P2) u0 = ν on [x0 − ℓ, x0];
(P3) There exist a1 < b1 < a2 < b2 < a3 < b3 . . . , two sequences of points in [x0 − ℓ, x0],
such that {
u0 satisfies (1.5a) on each interval (ai, bi), i = 1, 2, . . . ,
u0 = ν on [x0 − ℓ, x0] \ ∪∞n=1(an, bn) ,
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with both an → x−0 and bn → x−0 .
In case of (P1a), (P1b) or (P2), u0 ∈ C1[x0 − ℓ, x0] follows from Lemma 4.1 and
Lemma 4.2. Next we show that u0 ∈ C1(R) in all cases; (P1) to (P3).
Lemma 4.3. If x0 is a n accumulation point as stated in (P3), then u0 ∈ C1[x0 − ℓ, x0]
with u′0(x0) = v
′
0(x0) = 0. Moreover
(a) if u0(x0) = β2 then v0(x0) = f(β2) < 0;
(b) if u0(x0) = 0 then v0(x0) = f(0) = 0;
(c) if u0(x0) = µ3 then v0(x0) = f(µ3) > 0.
Proof. Without loss of generality we may assume that x0 − a1 ≤ 1. On the interval
[an, bn], c
2
0(e
xu′0)
′ = −ex(f(u0) − v0) and there is a sn ∈ (an, bn) such that u′0(sn) = 0.
Since ‖ex(f(u0) − v0)‖L∞(an,bn) ≤ C1ex0+1 for some constant C1 not depending on x0
or n, a simple integration yields c20e
x|u′0(x)| ≤ C1ex0+1|
∫ x
sn
dt|, which gives |u′0(x)| ≤
C1e
2(bn − an)/c20. As n→∞, it follows from |bn − an| → 0 that ‖u′0‖L∞(an,bn) → 0. Then
u0 ∈ C1[a1, x0] if we set u′0(x−0 ) = 0. Since the same argument shows u0 ∈ C1[x0, x0 + δ],
invoking Lemma 4.2 yields u0 ∈ C1[x0− l, x0+ l] for some l > 0. This completes the proof
of u0 ∈ C1(R).
Next consider the case that u0(x0) = β2. Since u
′
0(x0) = 0 and u0 ≤ β2 everywhere,
by (1.5a)
f(u0(sn))− v0(sn) = −dc20u′′0(sn) ≤ 0 . (4.1)
As sn → x−0 , it follows that
f(u0(x0))− v0(x0) ≤ 0 . (4.2)
Clearly u0 ∈ C2[an, bn] by Lemma 4.1. In view of u0(bn) = β2 and u′0(bn) = 0, we
know u′′0(bn) ≤ 0 and consequently
f(u0(bn))− v0(bn) = −u′′0(bn) ≥ 0 . (4.3)
Passing to a limit as n→∞ gives f(u0(x0))− v0(x0) ≥ 0. This together with (4.2) yields
f(u0(x0))− v0(x0) = 0; in other words, v0(x0) = f(β2) < 0.
We claim v′0(x0) = 0. First suppose that v
′
0(x0) < 0. This together with u
′
0(x0) = 0
gives (f(u0) − v0)′|x=x0 = −v′0(x0) > 0. Since f(u0) − v0 = 0 at x = x0, it follows that
f(u0(x))− v0(x) < 0 on an interval [x0 − δ, x0) for some δ > 0. This is incompatible with
(4.3). Similarly v′0(x0) > 0 would contradicts (4.1). Now the claim is justified, so the
proof of (a) is complete.
The proof for the case u0(x0) = 0 or u0(x0) = µ3 is slightly different, since u0 can
cross 0 or µ3 in (a1, x0); nevertheless due to both u0 and u0 − µ3 are in the class +/− ,
by choosing a1 sufficiently close to x0 then u0 does not change sign in [a1, x0]. The rest
of the proof is similar to that of (a). We omit the detail.
In summary, should u0 have a constrained point x0 of the types (P2) or (P3), the
corner lemma together with Lemma 4.3 shows that u′0(x0) = v
′
0(x0) = 0.
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5 Linearization at (0, 0) and (µ3, µ3/γ)
As to work towards a traveling front solution, a crucial step is to show the positivity of
Lc0u0. Reinforced by this fact, Lemma 3.10 turns out to be more helpful, since the sign
of the change in (3.4) will be easier to evaluate. To reach this goal, we extract further
information for (u0, v0) from the linearization of (1.5) at (0, 0) as well as at (µ3, µ3/γ). It
is assumed that (H1) is satisfied. As a remark, only (H2) is required for carrying out this
analysis about (0, 0).
Define g1(u) ≡ f(u) + βu = u2(1 + β − u) and rewrite (1.5) as
c20
(
u0
v0
)
xx
+ c20
(
u0
v0
)
x
− A
(
u0
v0
)
= −1
d
(
g1(u0)
0
)
, (5.1)
where
A =
(
β
d
1
d
−1 γ
)
.
We begin with the calculation on the eigenvalues, eigenvectors and left eigenvectors of A.
The eigenvalues λ1, λ2 of A satisfy
dλ2 − (β + dγ)λ+ 1 + γβ = 0. (5.2)
They are distinct positive numbers because (H2) holds. Since
λ1 + λ2 = trace(A) = γ + β/d, (5.3)
it follows that
λ1 <
1
2
(γ +
β
d
) < λ2 . (5.4)
Writing
0 = dλ2 − (β + dγ)λ+ 1 + γβ = d(λ− β + dγ
2d
)2 +
4d− (β − dγ)2
4d
and invoking (H2), we see that dλ2 − (β + dγ)λ+ 1 + γβ > 0 if λ ≥ β/d. This enforces
λ2 < β/d.
For each eigenvalue λi, denoted by ai an associated eigenvector for A and li = (1, ηi) its
left eigenvector. As λ1 6= λ2 it is known that l1·a2 = l2 ·a1 = 0, we may take a1 = (η2,−1)T
and a2 = (η1,−1)T . Since the first row of the matrix A − λiI is (β/d − λi , 1/d), both
η1 and η2 must be positive. The second row of the matrix A− λiI is (−1, γ − λi), which
gives λi > γ. Thus
0 < γ < λ1 <
1
2
(γ +
β
d
) < λ2 < β/d . (5.5)
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A direct calculation from the first row of
(AT − λiI)
(
1
ηi
)
=
(
0
0
)
gives
β/d− λi = ηi. (5.6)
Hence
l1 · a1 = η2 − η1 = λ1 − λ2 < 0 and l2 · a2 = η1 − η2 > 0 . (5.7)
Suppose that (u0, v0) satisfies (1.5) and (u0, v0)→ (0, 0) as x→∞. As g1(u) = O(u2)
for small u, the dominant behavior of (u0, v0) can be analyzed by linearizing (5.1) about
(u, v) = (0, 0):
c20
(
u˜
v˜
)
xx
+ c20
(
u˜
v˜
)
x
− A
(
u˜
v˜
)
= 0 on [a1,∞) , (5.8)
provided that a1 is sufficiently large. Denoted by s2, s3, the roots of c
2
0s
2 + c20s − λ1 = 0
and s1, s4, those of c
2
0s
2 + c20s − λ2 = 0. By plotting the curve z = s(s + 1) and the
horizontal lines z = λ1/c
2
0 and z = λ2/c
2
0, it is readily seen that
s1 < s2 < −1 < 0 < s3 < s4, (5.9)
since λ2 > λ1 > 0. Moreover
(
u˜
v˜
)
∈ span{es1xa2, es2xa1, es3xa1, es4xa2}. For a solution
of (5.8) decaying to (0, 0) as x → ∞,
(
u˜
v˜
)
= C1e
s1xa2 + C2e
s2xa1 with C1, C2 being
constant.
Recall from (2.3) that r1, r2 are the roots of c
2
0r
2+ c20r− γ. This together with λ1 > γ
yields
s1 < s2 < r1 < −1 . (5.10)
Let us remark that g1 is the difference in height between the graph of f and the tan-
gent line T1. As g1(u0) ≥ 0 if u0 ∈ Af , in the next section certain useful estimates will
follow from the application of the maximum principle to (5.1).
Next we look at the linearization of (1.5) at (µ3, µ3/γ). Let U ≡ u0 − µ3 and V ≡
v0 − µ3γ . Then

dc20Uxx + dc
2
0Ux + f
′(µ3)U − V = µ3
γ
+ f ′(µ3)(u0 − µ3)− f(u0),
c20Vxx + c
2
0Vx + U − γV = 0.
(5.11)
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Define h(u) ≡ µ3
γ
+f ′(µ3)(u−µ3) and g2(u) ≡ h(u)−f(u). Since (2.9) implies g2(u0) ≥ 0,
we apply the maximum principle to
c20
(
U
V
)
xx
+ c20
(
U
V
)
x
− Aˆ
(
U
V
)
=
1
d
(
g2(u0)
0
)
≥ 0, (5.12)
where
Aˆ =
( −f ′(µ3)
d
1
d
−1 γ
)
.
Let λˆ2 > λˆ1 be the eigenvalues of Aˆ. For each eigenvalue λˆi, denoted by aˆi an associated
eigenvector for Aˆ and lˆi = (1, ηˆi)
T its left eigenvectors. By the same lines of reasoning,
just by swapping β for −f ′(µ3) with 0 < −f ′(µ3) < −f ′(µ∗3) = β, we obtain several results
similar to the above. For instance, if sˆ2, sˆ3 are the roots of c
2
0s
2 + c20s− λˆ1 = 0 and sˆ1, sˆ4,
those of c20s
2 + c20s− λˆ2 = 0, then
sˆ1 < sˆ2 < −1 < 0 < sˆ3 < sˆ4. (5.13)
Moreover λ1 < λˆ1 < λˆ2 < λ2.
6 Positivity of v0
Now two crucial estimates of v0 will be proved in the next lemma, using the information
extracted from linearization.
Lemma 6.1. If (H1) and (H2) are satisfied, then v0 > 0 and v0 <
µ3
γ
on (−∞,∞).
Although Lemma 6.1 essentially follows from an application of the maximum principle,
it requires step by step delicate arguments to verify the following observation, which seems
to be of independent interest.
Lemma 6.2. Assume that (H2) is satisfied. If ψi = u0 + ηiv0 for i = 1, 2, then ψi > 0
everywhere.
Proof. We prove ψ2 > 0 only, since the other is analogue.
Step 1: By (2.1) and u0, v0 ∈ H1ex, the rate of decaying is O(e−x/2) as x → ∞. From
Lemma 4.1 and Lemma 4.3, u0 ∈ C1(R) irrespective if there exist intervals on which
u0 = 0 or u0 = µ3 or u0 = β2; away from these intervals u0 ∈ C∞ and (u0, v0) satisfies
(5.1). With u0 ≤ β2 ≤ 1 + β/2, premultiplying (5.1) by lT2 yields
c20ψ
′′
2 + c
2
0ψ
′
2 − λ2ψ2 = −
g1(u0)
d
≤ 0 if u0 6= 0, µ3 or β2 . (6.1)
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The last inequality also follows from a geometrical description; indeed in the (u, v) plane,
v = −βu is a line tangent to v = f(u) at (0, 0). Within the range of u0 the graph of
v = f(u) sits above this tangent line, consequently g1(u0) ≥ 0. Also, we know that
v0 ∈ C3(R) and ψ2 ∈ C1(R). .
Step 2: Since u0 → 0 and v0 → 0 as x→∞, it follows that ψ2 → 0 as x→∞. Suppose
that ψ2 < 0 somewhere. Define b ≡ sup{x : ψ2(x) < 0}, where the possibility that b =∞
is not excluded. Since ψ2(b) = 0 (or ψ2 → 0, if b = ∞), in either case there exists a
b1 ∈ (−∞, b) such that ψ2(b1) ≡ −t0 < 0 and ψ′2(b1) ≡ t1 > 0.
Next we claim ψ′2(x) ≥ t1 for x ∈ (−∞, b1]. This will be verified separately in different
situations:
Case (A1): Suppose that u0 has no constrained point in an interval [a1, b1] for some
a1 ∈ (−∞, b1). With ψ2 satisfying (6.1) on [a1, b1], it follows from the maximum prin-
ciple that ψ2 cannot have a negative minimum in (a1, b1). Furthermore, as a conse-
quence of the Hopf lemma, ψ′2 > 0 on [a1, b1). With such an information putting back
into (6.1) gives, for all x ∈ [a1, b1), ψ′′2 (x) ≤ λ2ψ2(x)/c20 ≤ −λ2t0/c20 and consequently
ψ′2(x) ≥ t1 + λ2t0(b1 − x)/c20≥ t1.
Case (A2): Suppose that u0 = β2 on [a1, b1] for some a1 ∈ (−∞, b1). Since u0(b1) = β2
and u′0(b1) = 0, we infer that v0(b1) = −(t0 + β2)/η2 and v′0(b1) = t1/η2 > 0. In view of
c20v
′′
0 + c
2
0v
′
0 − γv0 = −β2 ≤ 0 on [a1, b1] , (6.2)
the maximum principle together with the Hopf lemma implies that v0(x) < v0(b1) =
−(t0 + β2)/η2 and v′0(x) > 0 for x ∈ [a1, b1). Then c20v′′0 ≤ −{β2 + γη2 (t0 + β2)} and
consequently v′0(x) ≥ t1η2 + {β2 +
γ
η2
(t0 + β2)}(b1 − x)/c20 for x ∈ [a1, b1). Combining with
u′0(x) = 0 yields ψ
′
2(x) ≥ t1 + {η2β2 + γ(t0 + β2)}(b1 − x)/c20≥ t1 and ψ2(x) ≤ −t0 for
x ∈ [a1, b1]. Also, in case u0 = 0 or u0 = µ3 on [a1, b1], simply replacing β2 by 0 or µ3 in
the above calculation leads to the same conclusion.
Case (A3): Next recall the Case (P3) as indicated just before Lemma 4.3. Suppose as
x → x+0 with Case (A1) or (A2) occurs alternately in adjacent subintervals of (x0, b1],
then ψ2 ∈ C1 and the above argument shows ψ′2(x0) ≥ t1. However in view of Lemma 4.3,
u′0(x0) = v
′
0(x0) = 0, so does ψ
′
2(x0) = 0. This gives rise to a contradiction. Similary the
case of x→ x−0 cannot occur either.
It remains to treat the case where (A1) and (A2) appear alternately in consecutive
intervals with no finite limit point in (−∞, b1]. In this case, by step 2, ψ′2(x) ≥ t1 for
x ∈ (−∞, b1] and thus ψ2 → −∞ as x→ −∞. This is not possible as both u0 and v0 are
bounded. As a conclusion, ψ2 ≥ 0 on (−∞,∞); however at this moment we still cannot
rule out the possibility of (P3) yet as ψ2 is non-negative now.
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Step 3: Next we show that ψ2 > 0 on the real line by arguing indirectly. Suppose ψ2 = 0
at ξ, then ψ′2(ξ) = 0. We may assume, without loss of generality, that ψ2 > 0 on (ξ, ξ+ δ]
for some δ > 0. (For instance, pick ξ = a2 if there exist a1 < b1 ≤ a2 < b2 ≤ a3 < b3 . . .
in the interval [x0 − ℓ, x0] such that{
ψ2 > 0 on intervals (ai, bi), i = 1, 2, . . . ,
ψ2 = 0 on [x0 − ℓ, x0] \ ∪∞n=1(an, bn) ,
with both an → x−0 and bn → x−0 as n→∞.)
Case (B1): Suppose that u0(ξ) 6= β2, u0(ξ) 6= µ3 and u0(ξ) 6= 0.
Applying the Hopf lemma to (6.1) yields ψ′2(ξ) > 0, thus it cannot happen.
Case (B2): Suppose that u0(ξ) = β2.
With u0 having a maximum at ξ, it follows that u
′
0(ξ) = 0. This together with the
corresponding information on ψ2 implies that v0(ξ) = −β2/η2 < 0 and v′0(ξ) = 0. Invok-
ing (6.2) yields v′′0 (ξ) < −β2/c20 < 0. Hence if x > ξ and is sufficiently close to ξ then
v0(x) < v0(ξ) = −β2/η2, and consequently ψ2(x) < ψ2(ξ) = 0. This is absurd, so (B2) is
ruled out.
Case (B3): Suppose that u0(ξ) = 0.
First we consider the case u′0(ξ) 6= 0. Since u0 6= 0 on (ξ, ξ + δ] for some δ > 0,
u0 ∈ C2[ξ, ξ + δ] and satisfies (1.5a). Consequently ψ2 ∈ C2[ξ, ξ + δ] on the interval
[ξ, ξ + δ], and it is known that ψ2 attains minimum at x = ξ in this interval. Applying
the Hopf lemma to (6.1) yields ψ′2(ξ) > 0, which gives rise to a contradiction.
Next in the case of u′0(ξ) = 0, v0(ξ) = v
′
0(ξ) = 0 must hold. If u0 6= 0 on (ξ, ξ + δ],
the same proof as above will do. Thus it remains to treat the situation when there exist
b1 > a1 ≥ b2 > a2 ≥ b3 > a3 . . . in the interval [ξ, ξ + δ] such that{
u0 6= 0 on intervals (ai, bi), i = 1, 2, . . . ,
u0 = 0 on [x0 − ℓ, x0] \ ∪∞n=1(an, bn) ,
with both an → ξ+ and bn → ξ+ as n → ∞. Recall that u0 is in the class +/−, so
there is j ≥ 1 such that u0 does not change sign on [ξ, bj]. Suppose that u0 ≥ 0 on
[ξ, bj]. Let us consider the solution of (1.5b) under the initial conditions v(ξ) = v
′(ξ) =
0. Applying a comparison theorem for the initial value problem (Theorem 13, p.26,
[44]), we see that v0 ≤ 0 on [ξ, bj], by taking v = 0 as a comparison function. Then
dc20u
′′
0 + dc
2
0u
′
0 − (1 − u0)(β − u0)u0 = v0 ≤ 0 on (aj , bj). Invoking Hopf lemma yields
u′0(aj) > 0, which is contrary to the corner lemma. The case of u0 ≤ 0 on [ξ, bj] can be
treated similarly. Now it is clear that (B3) cannot occur either.
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Case (B4): Suppose u0(ξ) = µ3.
The proof is similar to that of (B3) with only slight modification in the case u′0(ξ) = 0.
The function u0− µ3 is in the class +/−, it does not change sign on [ξ, bj]. Moreover, for
large j, v0 − f(u0) < 0 in [ξ, bj], since we know that v′0(ξ) = 0 and v0(ξ) = −µ3/η2 < 0.
Suppose u0 − µ3 > 0 on (aj, bj), then dc20u′′0 + dc20u′0 = v0 − f(u0) < 0 and u0 attains its
minimum at aj, which implies u
′
0(aj) > 0 by Hopf lemma. This gives rise to a contradic-
tion. Next, u0−µ3 < 0 on (aj , bj) cannot occur either; for otherwise u0(aj) = u0(bj) = µ3
would imply that u0 has a minimum in (aj , bj), but dc
2
0u
′′
0 + dc
2
0u
′
0 < 0 on this interval.
Now the proof is complete.
Recall that U = u0 − µ3 and V = v0 − µ3γ . A result parallel to Lemma 6.2 is the
following.
Lemma 6.3. Assume that (H1) is satisfied. If Ψi = U + ηˆiV for i = 1, 2, then Ψi < 0
everywhere.
Proof. Premultiplying (5.12) by lˆT2 yields
c20Ψ
′′
2 + c
2
0Ψ
′
2 − λˆ2Ψ2 ≥ 0. (6.3)
It is clear that Ψ2(x)→ −µ3 − µ3ηˆ2γ < 0 as x→∞.
We claim that Ψ2 ≤ 0 on (−∞,∞); for otherwise, there is a point b at which Ψ2(b) > 0.
By the mean value theorem, there is a point b1 ∈ (b,∞) such that Ψ2(b1) ≡ t0 > 0 and
Ψ′2(b1) ≡ −t1 < 0. Then arguing like Lemma 6.2 enables us to conclude that Ψ2 ≤ 0 on
(−∞,∞).
To show Ψ2 < 0 on (−∞,∞), we argue indirectly. Suppose that Ψ2(xm) = 0 for some
xm. Then there is an x1 ≥ xm such that Ψ′2(x1) = 0 and Ψ2 < 0 on (x1, x1 + a] for some
a > 0. This violates the consequence from applying Hopf lemma to (6.3); so Ψ2 < 0 on
(−∞,∞).
We now recall the Case (P3) stated before Lemma 4.3. Lemma 6.1 rules out the pos-
sibility of (P3), since v0 > 0 is incompatible with Lemma 4.3(a),(b), while Lemma 4.3(c)
is equivalent to V (x0) = 0.
Proof of Lemma 6.1. We prove v0 > 0 only, since the proof of V < 0, is analogous. We
may assume that u0 < 0 somewhere, for otherwise the positivity of v0 is an immediate
consequence of (1.6). Also, at the points where u0 ≤ 0, the fact that v0 > 0 simply follows
from ψ2 = u0 + η2v0 > 0. Thus our attention will be focusd on the points where u0 > 0.
Suppose that u0 > 0 on an interval (a, b) with u0(a) = u0(b) = 0. The positivity of ψ2
implies that v0(a) > 0 and v0(b) > 0. In view of c
2
0v
′′
0 + c
2
0v
′
0−γv0 = −u0 < 0 on (a, b), the
maximum principle implies that v0 cannot have an interior non-positive minimum. The
same argument works in case u0 > 0 on [a,∞) or (−∞, b]. Now the proof is complete.
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Remark 6.1. Even though v0 > 0 everywhere, it may not work to add a constraint v0 ≥ 0
in the admissible set Af . Indeed, v0 decays like es2x for x near +∞, while if w ∈ C∞0 (R),
the decay rate of Lcw has to be er1x. In view of (5.10), a small perturbation w could result
in Lc(u0 + w) being negative for x near +∞.
7 Proof of Theorem 1.1: the case β1 ≥ µ3
Invoking the positivity of v0, we conclude from the next lemma that the constraint u0 ≤ β2
in the admissible set is inactive.
Lemma 7.1. If (H2) is satisfied, then u0 < 1.
Proof. Step 1: First we claim that u0 < β2 on the whole real line. Suppose that u0 = β2
at x = x0. Since Case (P3) for ν = β2 has been ruled out from Lemma 6.1, we may
assume, without loss of generality, that u0 < β2 on (x0, x0 + δ] for some δ > 0. Then u0
is of C2 and satisfies c20u
′′
0 + c
2
0u
′
0 = (v0 − f(u0))/d ≥ min[x0,x0+δ] v0 > 0 if δ is taken so
small that u0 > 1 on [x0, x0 + δ] holds. Thus u0 cannot have a local interior maximum in
(x0, x0+ δ). Moreover it follows from Hopf lemma that u
′
0(x0) < 0, which contradicts the
corner lemma. The claim is justified and the constraint u0 ≤ β2 is inactive.
Step 2: Suppose there exists a local maximum at a point x and u0(x) > 1, then c
2
0u
′′
0(x)+
c20u
′
0(x) + f(u0(x))− v0(x) < 0. This is absurd, so if u(x1) > 1, then there is an x2 > x1
such that u0 > 1 and u
′
0 ≤ 0 on (−∞, x2), and u0 ≤ 1 on [x2,∞).
Step 3: We next claim that u0 ≤ 1 on the whole real line. For otherwise, there is an
xˆ1 ∈ (−∞, x2) such that u′0(xˆ1) < 0 and u0(xˆ1) > 1. Since
c20u
′′
0 =
1
d
(v0 − f(u0))− c20u′0
≥ 0 on (−∞, x2),
it follows that u′0(x) ≤ u′0(xˆ1) < 0 for all x ∈ (−∞, xˆ1]. Consequently u0 → ∞ as
x→ −∞, which violates the fact of u0 being bounded.
Step 4: Finally we show that u0 < 1 on the whole real line by an indirect argument.
Suppose u0(x3) = 1 then u
′
0(x3) = 0 and x3 can be chosen with the property that u0 < 1
on (x3, x3 + δ]. By taking δ small, the function h(x) ≡ u0(u0 − β) > 0 and
c20(u0 − 1)′′ + c20(u0 − 1)′ −
h(x)
d
(u0 − 1) = v0
d
> 0 on [x3, x3 + δ].
Since u0 − 1 attains a nonnegative maximum at x = x3, the Hopf lemma requires that
u′0 = (u0 − 1)′ < 0 at x3. This gives a contradiction, which completes the proof.
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Remark 7.1. Since the constraint u0 ≤ β2 imposed in the admissible set Af is inactive,
u0 ∈ C∞ and satisfies (1.5a) at all the points except for the intervals on which u0 is
identical to 0 or µ3.
Lemma 7.2. Assume that (H2) is satisfied. If u0(x0) ∈ (0, β] then u0(x0) is not a local
maximum. The same is true when u(x0) = 0, provided that (1.5a) is satisfied on [x0, x0+δ]
or [x0 − δ, x0] for some δ > 0.
Proof. Suppose that 0 < u0(x0) ≤ β and u0(x0) is a local maximum. Since u′0(x0) = 0, a
direct calculation gives u′′0(x0) = −u′0(x0)− f(u0(x0))c20d +
v0(x0)
c20d
> 0, which is absurd.
The extension to cover the case of u(x0) = 0 is clear.
Lemma 7.3. Assume that (H1) is satisfied. If f(u0(x0)) > f(µ3) then u0(x0) is not a
local minimum. The same is true when u(x0) = µ3, provided that (1.5a) is satisfied on
[x0, x0 + δ] or [x0 − δ, x0] for some δ > 0.
Proof. Recall that U = u0 − µ3, V = v0 − µ3γ and
dc20Uxx + dc
2
0Ux − V = f(µ3)− f(u0). (7.1)
Then the proof is parallel to that of Lemma 7.2, using V < 0 from Lemma 6.1.
By Lemma 3.8, there is an xˆβ > 0 such that u0 ≤ β if x ∈ [xˆβ,∞).
Lemma 7.4. u0 cannot be identically zero on any subinterval of [xˆβ,∞).
The proof is same as that of Lemma 6.4 of [11]. We omit it.
As a consequence of Lemma 7.4, (u0, v0) satisfies (1.5) on [xˆβ,∞). Following the
discussion after (5.9), there exist C1, C2 ∈ R such that
(
u0
v0
)
∼ C1es1xa2 + C2es2xa1 as
x→∞. It will be referred to as slow decay at +∞ if C2 6= 0, otherwise fast decay.
Lemma 7.5. Assume that (H2) is satisfied. Then as x→∞,(
u0
v0
)
∼ C2es2xa1
with C2 < 0, and u0 < 0 for sufficiently large x.
Proof. Suppose that
(
u0
v0
)
∼ C1es1xa2 near +∞ with C1 6= 0. Then ψ2 = l2 ·
(
u0
v0
)
∼
C1e
s1xl2 ·a2. Note that ψ2 > 0 by Lemma 6.2 and l2 ·a2 > 0 by (5.7), this implies C1 > 0.
From the sign of each component of a2, C1 > 0 implies that u0(x) > 0 and v0(x) < 0 for
x near +∞. But this is contrary to v0 > 0. Hence C2 6= 0.
Taking inner product with l1 yields ψ1 ∼ C2es2xl1 · a1. Then (5.7) and ψ1 > 0 imply
C2 < 0, from which the last assertion follows.
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Let aˆ1 = (ηˆ2,−1)T and aˆ2 = (ηˆ1,−1)T . If (u0, v0) → (µ3, µ3/γ) as x → −∞, its
asymptotic behavior can be obtained in the same manner.
Lemma 7.6. Assume that (H1) is satisfied. Suppose (u0, v0) → (µ3, µ3/γ) as x → −∞
and u0 is not identical to µ3 on any subinterval, then(
u0
v0
)
∼
(
µ3
µ3/γ
)
+ Cˆ1e
sˆ4xaˆ2 + Cˆ2e
sˆ3xaˆ1
with Cˆ2 > 0.
Recall that sup u0 > β1 and u0 < 0 for x being sufficiently large. Define ζ0 ≡ sup{x :
u0(x) > 0}. It is clear that xˆβ < ζ0 <∞.
Lemma 7.7. Assume that (H2) is satisfied.
(a) u′0(ζ0) < 0, u0 ≥ 0 on (−∞, ζ0] and u0 < 0 on (ζ0,∞).
(b) u0 has a unique minimum at ζm in (ζ0,∞) which is the global minimum of u0. More-
over u′0 < 0 on [ζ0, ζm) and u
′
0 > 0 on (ζm,∞).
(c) v′0 < 0 on [ζ0,∞).
Proof. Since dc20u
′′
0 + dc
2
0u
′
0+ f(u0) = v0 > 0 on [ζ0, ζ0+ δ] and f(u0)/u0 = −(1− u0)(β −
u0) < 0 because ζ0 > xˆβ, applying the Hopf lemma gives u
′
0(ζ0) < 0. For u0 to be in the
class +/−, it forces u0 ≤ 0 on (ζ0,∞]. Furthermore the proof of Lemma 7.4 shows that
u0 cannot be vanished on a subinterval of [ζ0,∞); while Lemma 7.2 does not allow that
u0(x) = 0 at a point x ∈ (ζ0,∞). The proof of (a) is complete.
We next prove (c). Note that dc20v
′′
0 +dc
2
0v
′
0 = γv0−u0 > 0 implies that v0 cannot have
an interior maximum on the interval [ζ0,∞). For x being sufficiently large, it is already
known that v′0 < 0. Invoking the Hopf lemma, we infer that v
′
0 < 0 on [ζ0,∞).
Differentiating (1.5a) gives
dc20u
′′′
0 + dc
2
0u
′′
0 + f
′(u0)u′0 = v
′
0 < 0 (7.2)
on (ζ0,∞). Since f ′(u0) < 0 for u0 < 0, the maximum principle asserts that u′0 cannot have
a non-positive minimum on (ζ0,∞). Together with the Hopf lemma, we conclude that
there is a ζm ∈ (ζ0,∞) such that u′0 < 0 on [ζ0, ζm), u′0 > 0 on (ζm,∞) and u′′0(ζm) > 0.
Thus u0 has a unique negative local minimum at ζm. This is also a global minimum of u0
as it is in the class +/−. The proof of (b) is complete, so is the lemma.
Lemma 7.8. Suppose u0(x1) > 0 and u0(x2) > 0, then u0 cannot be identically zero on
any interval contained in (x1, x2).
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Proof. As u0 is in the class +/−, it is necessary that u0 ≥ 0 on (x1, x2). We argue
indirectly by assuming that u0 ≡ 0 on some interval [a, b] ⊂ (x1, x2) with b > a. Let
u1(x) =


u0(x) if x ≤ a
0 if x > a
(7.3)
and u2 = u0 − u1. Observe that u1 is in the class +; u1 − µ3 is in the class +/−; u2 is in
the class +/− and u2 − µ3 is in the class −. Then similar to the proof of Lemma 7.2 (b)
of [11], we get a contradiction which completes the proof.
Remark 7.2. (a) As of now it is possible that u0 = 0 at isolated points in (x1, x2) in the
above lemma. However (u0, v0) satisfies (1.5) in neighborhoods of such isolated points as
required by Lemma 4.1.
(b) As a consequence, either u0 is not identically zero on any subinterval of (−∞,∞) or
u0 is vanished on one interval (−∞, xc) only, for some xc ∈ R.
Recall that β1 is the unique point in (β, 1) which satisfies
∫ β1
0
f(η) dη = 0. If β1 ≥ µ3,
it is clear from sup u0 > β1 that the set {x : u0(x) > µ3} is nonempty. Define ζµ ≡ sup{x :
u0(x)> µ3}.
Lemma 7.9. If {x : u0(x) > µ3} is nonempty, then (u0, v0) is a traveling wave solution
with u0, v0 ∈ C∞(R). Moreover u0 − µ3 > 0 on (−∞, ζµ).
Proof. Recall that U = u0 − µ3 lies in the class +/−. Suppose u0 is identical to µ3 on
a subinterval [a, b] of (−∞, ζµ), we may assume that u0 > µ3 on (b, b + δ] for some small
δ > 0. In addition u′0(b) = 0 by the corner lemma. Also, it is clear that u
′′
0(b
+) ≥ 0. Then
evaluating at x = b+ yields a contradiction as follows:
0 = lim
x→b+
c20u
′′
0(x) + c
2
0u
′
0(x) + f(u0(x))− v0(x) ≥ f(µ3)− v0(b+) > 0,
by making use of Lemma 6.1.
The same argument yields a contradiction if u0 is identical to µ3 on [a, ζµ] by evaluating
at the point x = a−, so does for the case that u0(x0) = µ3 at an isolated point x0 ∈
(−∞, ζµ). Thus u0 − µ3 > 0 on (−∞, ζµ). Now it confirms that (c0, u0, v0) is a traveling
wave solution.
The proof of limx→−∞(u0(x), v0(x)) = (µ3, µ3/γ) will be given in the next section after
we treat the case β1 < µ3.
8 The case β1 < µ3
As to show Theorem 1.1 for the case β1 < µ3, it needs more analysis to prove that
{x : u0(x) > µ3} is non-empty. As a remark, unless pointed out explicitly all the lemmas
in this section are valid irrespective of the order of β1 and µ3.
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The inequalities stated in (2.1) and (2.6) are useful for studying the asymptotic behav-
ior of (u0, v0) for x near +∞, while understanding the behavior of a traveling wave near
−∞ requires more efforts when such a solution is obtained from the weighted function
space H1ex via a variational approach.
By Corollary 3.7 there is a c0 ∈ [c, c¯] such that Jf(c0) = 0. For d > 0, define
c∗0 = c
∗
0(d)=maxSf , where Sf = {c : c ∈ (0,∞) and Jf(c) = 0}. If Sf is nonempty, c∗0 ≤ c¯
simply follows from Lemma 3.2. Our attention now turns to the fast speed traveling front;
that is, the traveling front with speed c∗0. For each d, c
∗
0(d) will be simply written as c0(d)
or c0, with u0 being a minimizer of Jc∗0 in Af .
Recall from Lemma 3.11 that dc20 is bounded from above as d → 0. The follow-
ing investigation is another step towards understanding how the speed c0 depends on d
asymptotically.
Lemma 8.1. If (H1) is satisfied, c0(d)→∞ as d→ 0.
Abbreviated notation will be used to express certain properties with respect to a
sequence d→ 0; as an example, the above lemma means that c(n)0 ≡ c0(d(n)) → ∞ along
any sequence d(n) → 0. Its proof is similar to that of Lemma 8.4 of [11], using Lemma 3.3
together with an indirect argument. Then arguing like Lemma 8.5 of [11] yields
lim infn→∞ d(n)(c
(n)
0 )
2 ≥ d(l)(c(l)0 )2 +
1
2
∫
R
ex u
(l)
0 Lc(l)0 u
(l)
0 dx (8.1)
for any fixed l ∈ N. In particular (8.1) holds for any sequence d(n) → 0, since we may
add d(l) into the sequence {d(n)} to form a new sequence. Setting δm = d(l)(c(l)0 )2 yields
the following result.
Lemma 8.2. There exists δm > 0 such that lim inf (c
(n)
0 )
2d(n) > δm holds along any
sequence d(n) → 0.
Recall that δ0 =
(1−2β)2
2
and define
I∗(w) =
∫ ∞
−∞
ex{δ0
2
w′2 + F (w)}.
Let a∗ = −2(1−2β) tanh−1(1−2β1) and H1→0(x) = 12 − 12 tanh( x−a∗2(1−2β) ). It is known that
H1→0 is a minimizer of I∗, H1→0(0) = β1 and infw∈H1ex I∗(w) = 0.
Lemma 8.3. dc20 < δ0.
Proof. Recall that Jc0(u0) = Jf(c0) = 0. Suppose dc20 ≥ δ0 then
0 = inf
w∈H1ex
I∗(w) ≤
∫ ∞
−∞
ex{δ0
2
u20 + F (u0)} dx < Jc0(u0) = 0,
which is absurd.
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Set ζβ ≡ sup{x : u0(x) = β1}. The next lemma gives upper and lower bounds for
ζβ, both are independent of d, as in Lemma 8.6 of [11]. That inf u0 → 0 follows from
sup[a,∞) v0 → 0 and (1.5a).
Lemma 8.4. Let z+3 = log(
2
β21
) and z−3 = log(
12δm
(1−2β)). Then z
−
3 ≤ ζβ ≤ z+3 and inf u0 → 0
as d→ 0. Moreover for any fixed a ∈ R, sup[a,∞) v0 → 0 as d→ 0.
On the investigation of asymptotic behavior, we need a number of estimates.
Lemma 8.5. If 0 < a < 1− µ3, then F (µ3 + a) < F (µ3 − a).
The proof follows from straightforward calculation. We omit it.
The next observation is sup u0 ≈ 1 for small d, which will be used for studying the
behavior of u0 near x = −∞. To accomplish this task, we employ an argument based
on a surgery on the minimizer; however it is not a small perturbation. By Lemma 8.2
and Lemma 8.3, dc2 is bounded from above and below. Let δ˜ ∈ [δm, δ0], E(β1) ≡ {w ∈
H1ex(−∞, 0) : w(0) = β1} and I = Iδ˜ : E(β1)→ R defined by
I(w) ≡
∫ 0
−∞
ex{ δ˜
2
w′2 + F (w)} dx.
An auxiliary function constructed in the next lemma will be used later.
Lemma 8.6. There is a unique minimizer w0 of I in E(β1). Moreover w
′
0 < 0 on (−∞, 0]
and w0 → 1 as x→ −∞.
Proof. Since I(w) ≥ ∫ 0−∞ exF (w) dx ≥ Fmin ∫ 0−∞ ex dx = −1−2β12 , infw∈E(β1) I(w) exists
and there is a minimizing sequence {wn}∞n=1 ⊂ E(β1) such that I(wn)→ infw∈E(β1) I(w).
Then by standard variational argument, we obtain a minimizer w0 of I. Moreover w0 ∈
C∞(−∞, 0] and it satisfies
δ˜w′′0 + δ˜w
′
0 + f(w0) = 0 (8.2)
with w0(0) = β1. It is not difficult to show that 0 ≤ w0 ≤ 1, since F (u) ≥ F (1) for u ≥ 1
and F (u) ≥ F (0) for u ≤ 0. The presence of a damping term δ˜w′0 in (8.2) together with the
Poincare-Bendixson theorem asserts that there is no periodic solution. Then as x→ −∞,
w0 goes to one of the three zeros of f , namely {0, β, 1}. In fact, ddx( δ˜2w′20 −F (w0)) = −δ˜w′20 .
Since w0 is not a constant function, it follows that
δ˜
2
(w′0(0))
2 − F (β1) + F (w0(−∞)) < 0.
With F (β1) = 0, we conclude that F (w0(−∞)) < 0 and w0(−∞) = 1 is the only feasible
choice; thus w0 → 1 as x→ −∞.
We claim that 1 > w0 ≥ β1 on (−∞, 0]. Suppose 0 ≤ w0 < β1 for some x, then setting
wnew(x) ≡
{
w0(x), if β1 ≤ w0(x) ≤ 1,
β1, if 0 ≤ w0(x) < β1.
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gives I(wnew) < I(w0), which is contrary to w0 being a minimizer. Furthermore w0 < 1
on (−∞, 0], for otherwise w0 ≡ 1, since for any x1, w0(x1) = 1 forces w′0(x1) = 0. Clearly
the boundary condition w0(0) = β1 rules out the possibility w0 ≡ 1, we thus complete the
proof of 1 > w0 ≥ β1 on (−∞, 0].
Next we claim that w0 is strictly decreasing on (−∞, 0]. If not, there exists a point
x1 ∈ (−∞, 0) such that w0(x1) is a local maximum. With w0(x1) < 1 and w0 → 1 as
x → −∞, there is a point x0 < x1 such that w0(x0) is a local minimum. This leads
to a contradiction, since w′′0 + w
′
0 = −f(w0)δ˜ ≤ 0 on (−∞, 0]. Applying the Hopf lemma
on w′′0 + w
′
0 ≤ 0 yields w′0 < 0 on (−∞, 0]. Using a phase plane analysis for (8.2), the
minimizer w0 is unique, as an unstable manifold of the saddle point (w0, w
′
0) = (1, 0).
In addition to w0, another auxiliary function can be constructed from
E(µ3) ≡ {w ∈ H1ex(−∞, 0) : w(0) = µ3}.
Lemma 8.7. There is a unique minimizer W0 of I in E(µ3). Moreover W
′
0 < 0 on
(−∞, 0] and W0 → 1 as x→ −∞.
Proof. Following the proof of Lemma 8.6, we obtain a minimizerW0 ∈ E(µ3)∩C∞(−∞, 0].
Moreover
δ˜W ′′0 + δ˜W
′
0 + f(W0) = 0, (8.3)
W0(0) = µ3 and 0 ≤ W0 ≤ 1. By Poincare-Bendixson theorem, W0 approaches to an
equilibrium; that is, one of {0, β, 1} as x → −∞. A simple calculation gives d
dx
( δ˜
2
W ′20 −
F (W0)) = −δ˜W ′20 . SinceW0 is not a constant function, it follows that δ˜2(W ′0(0))2−F (µ3)+
F (W0(−∞)) < 0. Furthermore, F (β) > F (µ3) implies that W0(−∞) = 0 or 1.
Recall that 1 > µ3 > ρˆ > 1/2. Suppose W0(−∞) = 0, then we define
Wnew(x) ≡


2µ3 −W0(x), if 2µ3 − 1 ≤W0(x) ≤ µ3 ,
1, if 0 ≤W0(x) < 2µ3 − 1 ,
W0(x), if W0(x) > µ3 .
Note that Wnew ∈ E(µ3) and we have a number of observations:
(i) For those x such thatW0(x) ≤ 2µ3−1, F (Wnew(x))−F (W0(x)) = F (1)−F (W0(x)) < 0;
(ii) If 2µ3 − 1 < W0(x) < µ3, Lemma 8.5 gives F (Wnew(x)) ≤ F (W0(x));
(iii) For those x such that W0(x) ≥ µ3, it is clear that F (Wnew(x)) = F (W0(x)).
Direct calculation yields I(Wnew) < I(W0), which contradicts W0 being a minimizer.
Hence W0 → 1 as x→ −∞.
The above argument also shows that W0 ≥ µ3 on (−∞, 0], and the rest of the proof is
parallel to that for Lemma 8.6.
Recall that ζµ ≡ sup{x : u0(x) = µ3} if the set {x : u0(x) > µ3} is nonempty, and
ζβ ≡ sup{x : u0(x) = β1}. Let us remark that ζβ always stays finite. The next lemma
shows that for small d the set {x : u0(x) > µ3} is nonempty even if µ3 > β1. As an
immediate consequence, we see that the proof of Theorem 1.1 is complete.
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Lemma 8.8. There is a df = df(γ) > 0 such that {x : u0(x) > µ3} is nonempty if d < df .
Moreover u′0(ζβ) < 0, u
′
0(ζµ) < 0 and sup u0 → 1 as d→ 0.
Let w0 be the unique minimizer of Iδ˜ over E(β1). The following lemma will be used
to prove Lemma 8.8.
Lemma 8.9. Suppose u0(x) ≤ µ3 and dc20 = δ˜, then there is an Mˆ > 0 such that∫ 0
−∞
ex{(F (w0(x)) + δ˜
2
(w′0(x))
2
)− (F (u0(x+ ζβ)) + dc
2
0
2
(u′0(x+ ζβ))
2
)} dx < −Mˆ (8.4)
holds with Mˆ not depending on d or δ˜.
Proof of Lemma 8.8. We argue indirectly. Suppose that β1 < µ3 and {x : u0(x) > µ3} is
empty. Set
unew(x) =
{
w0(x), if x < 0
u0(x+ ζβ), if x ≥ 0,
and vnew ≡ Lc0unew. Clearly unew − µ3 is in the class +/−. Note that there are upper
and lower bounds for ζβ, which are independent of d, so are
∫
R
exu′2new dx. If dc
2
0 = δ˜ then
by Lemma 8.9
Jc0(unew)− Jc0(u0) < −Mˆ +
∫ 0
−∞
ex
2
(unew − u0) (vnew + v0) dx.
Furthermore there is an L > 0 such that∫ −L
−∞
ex
2
(unew − u0) (vnew + v0) dx ≤ 2
γ
∫ −L
−∞
ex
2
dx ≤ e
−L
γ
< Mˆ/2.
On the interval [−L, 0], (2.7) and Lemma 8.1 imply that |v0|, |vnew| → 0 as d→ 0. Thus
there is a df > 0 such that if d < df then∫ 0
−L
ex
2
(|vnew|+ v0) dx < Mˆ/2,
and consequently Jc0(unew) < 0. It follows that there is an a ∈ R such that unew(· − a) ∈
Af but Jc0(unew(· − a)) < 0. This yields a contradiction, so from Lemma 7.9 we conclude
that (u0, v0) is a bounded smooth traveling front solution with sup u0 > µ3.
With slight modification, the above argument shows that u0(·+ζβ)→ w0 in C∞loc(−∞, 0]
as d → 0. Hence if d is small enough then u0 rises to nearly 1 once it touches β1 at ζβ.
Moreover with w′0 < 0, it is necessary that u
′
0(ζβ) < 0 and u
′
0(ζµ) < 0.
A similar conclusion can be drawn if β1 ≥ µ3. Since ζµ is well defined, we simply
replace w0(· − ζβ) by W0(· − ζµ) in the above construction, as studied in Lemma 8.7. The
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proof is complete. 
Proof of Lemma 8.9. Suppose that the assertion of the lemma is false. Then there is a
sequence {d(n)} such that (c(n)0 )2d(n) → δ˜ if n→∞ and along this sequence∫ 0
−∞
ex(F (u0(x+ ζβ)) +
dc20
2
(u′0(x+ ζβ))
2
)} dx→ inf
w∈E(β1)
Iδ˜(w). (8.5)
This implies that a subsequence of u0(·+ ζβ) converges weakly in H1e and strongly in C2loc
to the unique minimizer of Iδ˜, which is absurd because the limit of u0(· + ζβ) ≤ µ3. The
proof is complete. 
Lemma 8.10. If limx→−∞ u0(x) exists then u0 → µ3 and v0 → µ3/γ as x → −∞. The
same conclusion holds if limx→−∞ v0(x) exists.
Proof. We only prove the first assertion, the second is analogue. Suppose limx→−∞ u0(x) =
r0, since ‖u′′0‖L∞(R) is bounded, we apply an interpolation theorem to obtain u′0 → 0 as
x→ −∞. Together with ‖u′′′0 ‖L∞(R) being bounded, another application of interpolation
theorem leads to u′′0 → 0 as x → −∞. Then it follows from (1.5a) that v0 → s0 ≡ f(r0)
as x→ −∞, which shows that v′0 → 0 and v′′0 → 0 as x→ −∞. From (1.5b), we see that
γs0 = r0.
Now putting Lemmas 7.9, 8.4 and 8.8 together shows that (c0, u0, v0) is a travel-
ing wave solution. Moreover (u0, v0) is of C
∞ and u0 > µ3 on (−∞, ζµ). Recall that
U = u0 − µ3, V = v0 − µ3/γ and V < 0 everywhere. Since c20V ′′ + c20V ′ − γV = −U ≤ 0
on (−∞, ζµ], V cannot have a non-positive minimum. Thus V is monotone near x = −∞
and limx→−∞ V (x) exists. Since u0 > µ3 near x = −∞, it follows from Lemma 8.10 that
limx→−∞(u0(x), v0(x)) = (µ3, µ3/γ), in view of the nullclines. Moreover v0 is monotone
decreasing on (−∞, ζµ). Applying Hopf lemma yields V ′ = v′0 < 0 on (−∞, ζµ]. The
proof of Theorem 1.1 is complete.
A further investigation leads to the asymptotic behavior on c0 and u0. We do not give
a proof for the following lemma, as it is similar to that of Lemma 8.6 of [11].
Lemma 8.11. If d→ 0 then dc20 → δ0, u0(·+ ζβ)→H1→0 in C∞loc(R) and sup u0 → 1.
For the profile of (u0, v0), it is already known that there exist ζµ < ζ0 < ζm such that
(i) u0(ζµ) = µ3, u
′
0(ζµ) < 0, and u0 > µ3 on (−∞, ζµ); as d → 0 the upper and lower
bounds of ζµ are independent of d;
(ii) u0(ζ0) = 0, u
′
0(ζ0) < 0, u0 < 0 on (ζ0,∞), and u0 > 0 on (−∞, ζ0);
(iii) u0 attains a negative minimum at ζm.
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Since limx→−∞(u0(x), v0(x)) = (µ3, µ3/γ), u0 has at least one positive maximum in
(−∞, ζ0). Define
ζM ≡ sup{x : x is a point at which u0 attains a local maximum}.
We now complete the proof of Theorem 1.4, as the consequence of Lemma 7.7 and the
following lemma.
Lemma 8.12. (a) v′0 < 0 for all x;
(b) u0 has a unique positive maximum at ζM , u
′
0 > 0 on (−∞, ζM) and u′0 < 0 on (ζM , ζµ);
(c) v0(ζM)→ 0 as d→ 0 and u′0 < 0 on (ζM , ζm) if d is sufficiently small.
Proof. (a) It is already known that v′0 < 0 on (−∞, ζµ]. From the definition of ζM , we
know that u′0 ≤ 0 on [ζM , ζm]. Thus c20v′′′0 + c20v′′0 − γv′0 = −u′0 ≥ 0 on [ζµ, ζm] with
v′0(ζµ) < 0. Also, Lemma 7.7 gives v
′
0(ζm) < 0. Then the maximum principle implies
v′0 < 0 on [ζµ, ζm]. Combining with Lemma 7.7 yields v
′
0 < 0 on R.
(b) Observe that
dc20u
′′′
0 + dc
2
0u
′′
0 + f
′(u0)u′0 = v
′
0 < 0 on (−∞,∞). (8.6)
On (−∞, ζM ], u0 ≥ µ3 gives f ′(u0) < 0. With u′0(ζM) = 0 and u′0 > 0 for x near −∞, the
maximum principle implies u′0 > 0 on (−∞, ζM).
It is already known that u′0 ≤ 0 on (ζM , ζm). We now improve the result. Let xˆβ ∈
(ζM , ζ0) such that u0(xˆβ) = β. As dc
2
0u
′′
0 + dc
2
0u
′
0 = v0 − f(u0) > 0 on [xˆβ , ζ0], the Hopf
lemma gives u′0 < 0 on [xˆβ , ζ0). On the interval [ζM , ζµ], u0 ≥ µ3 implies f ′(u0) < 0 and
thus dc20u
′′′
0 + dc
2
0u
′′
0 = v
′
0 − f ′(u0)u′0 < 0. Since u′0(ζM) = 0 and u′0(ζµ) < 0, the Hopf
lemma requires that u′0 < 0 on (ζM , ζµ).
(c) It is clear from (1.5a) that v0(ζM) ≤ f(u0(ζM)). Hence v0(ζM) → 0 follows from
f(u0(ζM)) → f(1) = 0 as d → 0. Since H′1→0 < 0 and u0(· + ζβ) → H1→0 in C∞loc(R) as
d→ 0, it follows that u′0 < 0 on [ζµ, xˆβ] if d is small.
As to distinguish different traveling wave solutions treated in the paper, from now on
the traveling front solution (u0, v0), as stated in Theorem 1.1, is designated by (uf , vf )
and its speed c0 is denoted by cf . Recall that cf ≡ maxSf , where Sf = {c : c ∈
(0,∞) and Jf(c) = 0}; (cf , uf , vf) is referred to as a fast speed traveling front.
9 Traveling pulse solution
We now turn to the existence of a traveling pulse solution. Such a solution will be
extracted from the admissible set Ap defined in section 2. Set Jp(c) ≡ infw∈Ap Jc(w),
cp ≡ maxSp, where Sp = {c : c ∈ (0,∞) and Jp(c) = 0}. We seek a minimizer up in Ap
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with the speed cp. Assuming (γ1) and (H1) throughout the section, in the meanwhile we
exhibit the coexistence of a traveling pulse solution and a traveling front solution.
Lemma 3.2 shows that cf ≤ c¯ and the same argument yields cp ≤ c¯. For the existence
of a minimizer up, we remark that by setting vp = Lcpup all the lemmas in section 3 and
section 4 are valid or just need slight modification; for instance, Lemma 3.12 is modified
as follows.
Lemma 9.1. A minimizer up,satisfies (1.5a) at those points where up 6= 0 and up 6= β2,
while vp ∈ C2(R) and it satisfies (1.5b) everywhere.
Also, we may give analogous notation so that up enjoys all the properties posed in
those lemmas of section 5 and section 6, as well as Lemmas 7.1 to 7.5 and Lemma 7.8.
To obtain multiple traveling wave solutions, we use the following lemma to distinguish up
from uf .
Lemma 9.2. There exists a d∗∈ (0, df ] such that if d < d∗ then Jcf (wp) < 0 for some
wp ∈ Ap.
The proof of Lemma 9.2 requires more detailed qualitative behavior of (cf , uf , vf )
as d → 0. For small d the next lemma indicates that, if x < ζM , the trajectory of
(uf(x), vf(x)) varies slowly and almost moves along the curve v = f(u) in the (u, v)
plane.
Lemma 9.3. Let ν ∈ (µ3, 1) and x0 ∈ (−∞, ζM) be the unique point such that uf(x0) = ν.
Then uf(·+ x0)→ ν and vf (·+ x0)→ f(ν) in C∞loc(R) as d→ 0.
Proof. Since uf(· + x0) and vf(· + x0) are uniformly bounded in high norms, along a
sequence d→ 0,
dc2f → δ0, uf(·+ x0)→ U0 and vf(·+ x0)→ V0 in C∞loc(R) (9.1)
for some U0, V0 ∈ C∞(R). Moreover U0(0) = ν, U ′0(0) ≥ 0 and

δ0U
′′
0 + δ0U
′
0 + f(U0)− V0 = 0,
V ′′0 + V
′
0 = 0.
(9.2)
Since 0 ≤ vf ≤ µ3/γ, it follows that 0 ≤ V0 ≤ µ3/γ on [−L, L] for any L > 0. Then
0 ≤ V0 ≤ µ3/γ on (−∞,∞) and, as a bounded solution of (9.2b), V0 must be a constant.
Thus (9.2a) is an autonomous equation; however the constant V0 is yet to be determined.
With the presence of a damping term in (9.2a), there is no homoclinic orbit nor
periodic solution to this equation. Since u0 is uniformly bounded, the Poincare Bendixson
theorem implies that U0 can only be an equilibrium solution or a heteroclinic orbit joining
two equilibria. Such equilibria are the roots of f − V0, denoted by ρi, i = 1, 2, 3. In the
32 Chen and Choi
phase plane, ρ1 and ρ3 are saddle points while ρ2 is an asymptotically stable sink or spiral.
Moreover ρ1 ≤ 0 < β ≤ ρ2 < µ3 ≤ ρ3 ≤ 1, because 0 ≤ V0 ≤ µ3/γ. This indicates that U0
cannot be a heteroclinic orbit with limx→−∞ U0(x) = ρ1, since µ3 ≤ U0 ≤ 1. Observe that
U0 is non-decreasing on the interval (−∞, 0]. Then limx→−∞ U0(x) = ρ3 is also impossible,
for otherwise U0 has to be decreasing somewhere on (−∞, 0].
We claim there is no heteroclinic orbit with limx→−∞U0(x) = ρ2. Let Q0(x) =
−F (U0(x))− V0U0(x) and
Q(x) =
δ0
2
U ′0(x)
2 − F (U0(x))− V0U0(x). (9.3)
Direct calculation gives
dQ
dx
= −δ0U ′02 (9.4)
and thus
lim
x→−∞
Q0(x) > lim
x→∞
Q0(x). (9.5)
Since Q0(ρ2) < Q0(ρ3) and Q0(ρ2) < Q0(ρ1), we justify the above claim and conclude
that U0 is an equilibrium solution and (U0, V0) = (ν, f(ν)). Hence uf(· + x0) → ν and
vf (·+ x0)→ f(ν) in C∞loc(R) and this is true along any sequence d→ 0.
Let us recall from introduction that ρˆ is the unique point where f attains its local
maximum. If ν ∈ (ρˆ, µ∗3), the horizontal line v = f(ν) intersects the graph of v = f(u) at
three points; in an increasing order, they are denoted by ρ1, ρ2, ν. It is easy to check that
ρ1 < 0 < µ
∗
2 < ρ2 < ρˆ < ν < µ
∗
3 < 1. As for convenience to distinguish the notation, such
three intersection points are named by ρ∗1, ρ
∗
2 and µ
∗
3 when ν = µ
∗
3.
Set G(ξ, ν) ≡ F (ξ)+f(ν)ξ for ξ ∈ R. For a fixed ν, G is a fouth order polynomial of ξ,
which has two local minima at ρ1, ν and one maximum at ρ2. Since
∫ µ∗3
ρ∗1
(f(µ∗2)−f(ξ)) dξ =
0, if ρˆ < µ3 < µ
∗
3 and ν ∈ [µ3, µ∗3] then f(ν) > f(µ∗2) and
∫ ν
ρ1
(f(ν)− f(ξ)) dξ > 0. Clearly
G(ρ1, ν) < G(ν, ν) < G(ρ2, ν) , (9.6)
since
G(ν, ν)−G(ρ1, ν) =
∫ ν
ρ1
(f(ν)− f(ξ)) dξ .
For ν ∈ [µ3, µ∗3], let E(ν) ≡ {w ∈ H1ex(−∞, 0) : w(0) = ν} and
Kν(w) ≡
∫ 0
−∞
ex{δ0
2
w′2 +G(w, ν)} dx =
∫ 0
−∞
ex{δ0
2
w′2 + F (w) + f(ν)w} dx. (9.7)
It is easy to check that Kν is bounded from below on E(ν).
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Consider the problem
δ0w
′′ + δ0w′ + f(w)− f(ν) = 0, w(0) = ν . (9.8)
Though w ≡ ν is a constant solution of (9.8), the next lemma shows that it is not a
minimizer of Kν over E(ν).
Lemma 9.4. There is a unique minimizer wν of Kν over E(ν) and Kν(wν) < Kν(ν).
w′ν > 0 on (−∞, 0] and wν → ρ1 as x→ −∞.
Proof. As in Lemma 8.6, the existence of a minimizer wν of Kν over E(ν) can be obtained
by variational argument. A standard cut off technique enable us to show that ρ1 ≤ wν ≤ ν.
If w ≡ ν, a simple calculation gives
Kν(ν) = G(ν, ν) = F (ν) + νf(ν) . (9.9)
Recall that ρ∗1 < ρ
∗
2 < µ
∗
3 are the three intersection points of the horizontal line
v = f(µ∗3) and the curve v = f(u). As in (9.7), let
Kµ∗3(w) ≡
∫ 0
−∞
ex{δ0
2
w′2 +G(w, µ∗3)} dx .
Similar to H1→0, denoted by Hρ∗1→µ∗3 the unique heteroclinic orbit of
δ0(e
xw′)′ + ex(f(w)− f(µ∗3)) = 0; (9.10)
Hρ∗1→µ∗3(x) → ρ∗1 as x → −∞ and Hρ∗1→µ∗3(x) → µ∗3 as x → ∞. This orbit is monotone
increasing and simply written asH in the following calculation. Also, we may letH(0) = ν
by taking a translation if necessary.
We claim
Kν(wν) < Kν(H) < Kν(ν) if ν ∈ [µ3, µ∗3). (9.11)
Multiplying δ0(e
xH′)′ + ex(f(H) − f(µ∗3)) = 0 by H′ and integrating over (−∞, 0], we
obtain
δ0e
xH′2∣∣0
x=−∞ −
∫ 0
−∞
δ0e
xH′H′′ dx−
∫ 0
−∞
ex(F (H) + f(µ∗3)H)′ dx = 0.
Integrating by parts again yields
δ0
(H′(0))2
2
+
∫ 0
−∞
ex{δ0
2
H′2 + F (H) + f(µ∗3)H} dx− {F (ν) + νf(µ∗3)} = 0. (9.12)
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This together with f(µ∗3)− f(ν) < 0 and ν −H > 0 on (−∞, 0) yields∫ 0
−∞
ex{δ0
2
H′2 + F (H) + f(ν)H} dx− {F (ν)) + νf(ν)}
= −δ0 (H
′(0))2
2
+ ν(f(µ∗3)− f(ν))−
∫ 0
−∞
ex(f(µ∗3)− f(ν))H dx
= −δ0 (H
′(0))2
2
+
∫ 0
−∞
ex(f(µ∗3)− f(ν))(ν −H) dx
< 0;
that is,
Kν(H) < Kν(ν). (9.13)
Since H is a solution of (9.10) but not (9.8), it cannot be a minimizer of Kν over E(ν).
This implies
Kν(wν) < Kν(H). (9.14)
Note that ρ1 < wν < ν, because wν cannot be a constant solution. With a damping
term in (9.8), it follows from Poincare-Bendixson theorem that wν goes to one of {ρ1, ρ2, ν}
as x→ −∞. A simple calculation gives
d
dx
(
δ0
2
w′2ν − F (wν)− f(ν)wν
)
= −δ0w′2ν ,
which implies G(ν, ν) > limx→−∞G(wν(x), ν). This together with (9.6) shows that
wν → ρ1 as x→ −∞. The uniqueness follows from phase plane analysis.
Next a sliding method (see e.g. [7]) can be applied to (9.8) to show w′ν ≥ 0 on (−∞, 0].
In fact w′ν > 0. First w
′
ν(0) > 0 since wν 6≡ ν. Suppose there is a x0 ∈ (−∞, 0) such that
w′ν(x0) = 0, then w
′′
ν(x0) = 0. Differentiating (9.8) gives δ0w
′′′
ν + δ0w
′′
ν +f
′(wν)w′ν = 0 with
w′ν ≥ 0 on (−∞, 0]. Even though f ′(wν) is not definite in sign, we may still apply Hopf
lemma at x0 [44] to conclude that w
′′
ν(x0) 6= 0, which yields a contradiction.
Proof of Lemma 9.2. Pick a ν ∈ (µ3, µ∗3) and let ζν < ζM be the unique point where
uf(ζν) = ν. Lemma 8.11 indicates that as d → 0, ζM → −∞ so that ζν → −∞. Recall
from Lemma 9.4 and define
unew ≡
{
uf , if x > ζν ,
wν(· − ζν), if x ≤ ζν . (9.15)
It is clear that unew is in the class −/ + /−, since Lemma 9.4 asserts that wν → ρ1 as
x→ −∞ and ρ1 < ρ∗1 < 0.
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Let Uf ≡ uf(·+ ζν) and vnew ≡ Lcfunew. Then
Jcf (unew)− Jcf (uf)
=
∫ ζν
−∞
{[δ0
2
w′2ν (· − ζν) + F (wν(· − ζν)) + f(ν)wν(· − ζν)]− [
δ0
2
u′2f + F (uf) + f(ν)uf ]
+(
dc2f − δ0
2
)(w′2ν (· − ζν)− u′2f ) +
1
2
(wν(· − ζν)− uf)(vf + vnew − 2f(ν))}ex dx
≤ eζν
∫ 0
−∞
ez{[δ0
2
w′2ν + F (wν) + f(ν)wν ]− [
δ0
2
U ′2f + F (Uf) + f(ν)Uf ]} dz
+Ceζν |dc2f − δ0|+ eζν
∫ 0
−∞
ez{1
2
(wν − Uf )(vf(·+ ζν) + vnew(·+ ζν)− 2f(ν))} dz,
where the positive constant C is not depending on d, because |u′f | is uniformly bounded.
Since wν is the unique minimizer of Kν over E(ν), there exists a positive constant M˜
such that∫ 0
−∞
ez{[δ0
2
w′2ν + F (wν) + f(ν)wν ]− [
δ0
2
U ′2f + F (Uf) + f(ν)Uf ]} dz ≤ −M˜. (9.16)
Note that wν → ρ1 as x → −∞ but Uf ≥ 0 on (−∞, 0], hence M˜ in (9.16) can be
chosen independent of d even though Uf is depending on d. Clearly |unew| ≤ 3 and thus
|vnew| ≤ 3/γ. Take a large L such that
1
2
∫ −L
−∞
ez|wν − Uf |(|vnew(·+ ζν)|+ vf(·+ ζν) + 2f(ν)) dz ≤ M˜/5.
Let v˜ ≡ vnew(·+ ζν)− vf(·+ ζν). With unew(x+ ζν)− uf(x+ ζν) = 0 for x > 0, invoking
(2.6b) yields
‖v˜′‖L2ex ≤
2
√
3
c2f
This implies ‖v˜‖L∞[−L,∞) → 0, using cf → ∞ as d → 0; in other words, vnew(· + ζν) →
vf (· + ζν) uniformly on [−L,∞). Combining with vf (· + ζν) → f(ν) in C∞loc(R) from
Lemma 9.3, we apply the Lebesgue Dominated Convergence Theorem to conclude that
1
2
∫ 0
−L
ez(wν − Uf )(vnew(·+ ζν) + vf(·+ ζν)−2f(ν)) dz → 0
as d→ 0. Hence there exists d∗ > 0 such that if d ∈ (0, d∗) then |dc2f − δ0| < M˜/5C and
| 1
2
∫ 0
−L
ez(wν − Uf )(vnew(·+ ζν) + vf (·+ ζν)−2f(ν)) dz | ≤ M˜/5 .
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Letting wp = unew gives
Jcf (wp) < −
M˜
5
eζν + Jcf (uf) = −
M˜
5
eζν ,
which completes the proof.
By the same lines of reasoning, up < 1 and up cannot be identically zero on any
subinterval of (−∞,∞). In conclusion, we obtain the following result.
Lemma 9.5. If d < d∗ there is a traveling wave solution (up, vp) with speed cp. Moreover
(a) µ3
γ
> vp > 0 on R;
(b) there exist ζ+0 < ζ
+
m such that up(ζ
+
0 ) = 0, up < 0 on (ζ
+
0 ,∞) and up has a negative
local minima at ζ+m.
Let
A∗ = {w ∈ H1ex(R) :
∫
R
exw2x dx = 2, −M1 ≤ w ≤ β2, w is in the class + /−}.
Since A∗ ⊂ Ap, as a crucial step to confirm that (up, vp) is a traveling pulse, we need
to eliminate the possibility that up ∈ A∗; this will allow us to conclude that up changes
sign twice. Let ζ∗β = sup{x : up(x) = β1}. To illustrate the profile of (up, vp), we look at
the asymptotical behavior of (u
(n)
p , v
(n)
p ) as d(n) → 0.
Lemma 9.6. (a) If d→ 0 then dc2p → δ0, sup up → 1 and up(·+ ζ∗β)→H1→0 in C∞loc(R);
(b) If sup up > ρ > µ3 and ζρ = sup{x : up(x) = ρ} then inf{up(x) : x < ζρ} ≤ µ3.
Proof. The proof of (a) is similar to that of Lemma 8.11; we do not give detail.
Suppose inf{up(x) : x < ζρ} > µ3, then we may argue like Lemma 8.12 to conclude
that up is monotone near x = −∞ and limx→−∞ up(x) exists. Then limx→−∞ up(x) > µ3
implies lim infx→−∞ vp(x) >
µ3
γ
. This is incompatible with Lemma 9.5, and thus completes
the proof.
Let ζ∗M ≡ sup{x : up attains a local maximum at x}. Similar to the argument for
studying the profile of uf , we conclude that up is decreasing on (ζ
∗
M , ζ
+
m).
Lemma 9.7. Assume that up ∈ A∗. Let ν ∈ (µ3, 1) and ζ∗ν = sup{x : up(x) = ν and x ∈
(−∞, ζ∗M)}. Then up(·+ ζ∗ν)→ ν and vp(·+ ζ∗ν)→ f(ν) in C∞loc(R) as d→ 0.
Proof. The proof is analogous to that of Lemma 9.3. The same argument leads to
dc2f → δ0, up(·+ ζ∗ν )→ U0 and vp(·+ ζ∗ν)→ V0 in C∞loc(R), (9.17)
and (U0, V0) satisfies (9.2). We claim that (U0, V0) cannot be a heteroclinic orbit: As in
Lemma 9.3, limx→−∞U0(x) = ρ2 is impossible. Also, limx→∞U0(x) = ρ2 cannot happen,
in view of the definition of ζ∗ν . The case limx→−∞ U0(x) = 0 enforces that V0 = 0, but
there is no such a heteroclinic orbit. The proof is complete.
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Proof of Theorem 1.3. We argue indirectly to eliminate the possibility that up ∈
A∗; indeed with Lemmas 9.6 and 9.7 at hand, then a modified version of the proof of
Lemma 9.2 leads to a contradiction. Hence up has to change sign twice.
Set ζ−0 ≡ sup{x < ζ∗M : up(x) = 0}. Since c2pv′′p + c2pv′p = γvp − up > 0 on (−∞, ζ−0 ], vp
cannot have a local maximum in this interval. Hence limx→−∞ vp(x) exists. Duplicating
the proof of Lemma 8.10 yields (up, vp)→ (r1, s1) as x→ −∞. Clearly r1 ≤ 0. Thus the
equilibrium (r1, s1) has to be (0, 0), which completes the proof.
10 Proof of Theorem 1.2
Recall that the energy level of a constant steady state (u, v) = (µ, µ/γ) is Lγ(µ, 0) =∫ µ
0
(ξ/γ − f(ξ)) dξ. When γ > γ∗, simple calculation yields Lγ(µ2, 0) > Lγ(0, 0) >
Lγ(µ3, 0). We may adapt the proof of Theorem 1.1 to obtain a traveling front solution
(c, u, v) of (1.3) such that c > 0, limx→∞(u, v) = (0, 0) and limx→−∞(u, v) = (µ3, µ3/γ);
in this case the argument for showing Jf(c) < 0 becomes easier since the invader has a
lower energy. We note that no further restriction on γ or β for carrying out the truncation
argument, except that d satisfies (H2) instead of (H1).
Next an insightful observation on making change of variables enables us to complete
the proof. Substituting U = µ3 − u and V = µ3/γ − v into (1.5) gives

dc2Uxx + dc
2Ux + f˜(U)− V = 0,
c2Vxx + c
2Vx + U − γV = 0.
(10.1)
Clearly f˜ is a cubic polynomial and the rest can be easily checked.
11 Appendix
Recalling from (2.8), we now check the conditions to ensure (2.9). Let Mγ be the unique
positive number such that f(−Mγ) = 1/γ. Then
f(µ3) + f
′(µ3)(ξ − µ3) > f(ξ) on [−Mγ , µ3) ∪ (µ3, 1] (11.1)
if and only if (11.1) is satisfied at ξ = −Mγ . Thus it suffices to check
f(µ3)− f ′(µ3)(Mγ + µ3) > 1
γ
. (11.2)
When γ = γ∗, (11.2) is reduced to verifying
β(Mγ +
2
3
(1 + β)) >
1− 2β
3γ∗
=
(1− 2β)2(2− β)
27
.
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This is clearly satisfied when β is close to 1/2, but not when β is close to 0. For instance,
if β0 ∈ (0, 1/2) and
2β0(1 + β0)
3
=
(1− 2β0)2(2− β0)
27
, (11.3)
then for β ∈ (β0, 1/2), there exists smallest number γ˜2 ∈ (γ˜1, γ∗) such that (11.1) holds
whenever γ ∈ (γ˜2, γ∗). Take θ2 > 0 such that
f(−Mγ − θ2) = 1 + θ1
γ
.
Recall that β2 = 1 + θ1 and set M1 = Mγ + θ2. It is easily checked that f(ξ) ≥ β2/γ for
all ξ ≤ −M1. Hence if we pick θ1 (and therefore θ2) sufficiently small, by continuity (2.9)
holds whenever γ ∈ (γ˜2, γ∗).
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