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Abstrakt
Cílem bakalárˇské práce je vytvorˇit framework, ve kterém je implementována abstraktní
interpretace. Abstraktní interpretace spadá do oblasti statické analýzy programu˚. Pro-
gramy, které jsou analyzovány jsou napsané v noveˇ vytvorˇeném jazyce nazvaném
KerLang. Pro prˇíklad jsou zde uvedeny konkrétní typy abstraktních interpretací. V práci
je nejprve uvedeno vytvorˇení samotného programovacího jazyka, s kterým tento fra-
mework pracuje, vcˇetneˇ vysveˇtlení syntaxe, gramatiky a prˇíkladu˚ programu˚. Kromeˇ
teˇchto základních prˇíkladu˚ se zde veˇnuji pru˚beˇhu samotné syntaktické analýzy, vytvo-
rˇení abstraktního syntaktického stromu a nakonec vytvorˇení grafu rˇídícího toku. Další
cˇást práce se soustrˇedí na postup vytvorˇení frameworku abstraktních interpretací a ná-
sledných rozboru˚ konkrétních druhu˚ analýz. Všechny tyto cˇásti také detailneˇ popisují
pru˚beˇh implementace, samotného rozvržení a architektury kódu.
Klícˇová slova: Statická analýza programu˚, abstraktní interpretace, živé promeˇnné, ana-
lýza intervalu˚, syntaktická analýza, .NET framework
Abstract
The goal of this bachelor thesis is to create a framework, in which these abstract interpre-
tations are implemented. Abstract interpretation is part of static analysis of programmes.
Programmes, which are analysed are written in new programming language, which is
called KerLang. For an example, there are given specific types of the abstract interpreta-
tions. In the thesis there is at first stated the creation of the language itself, with which
this framework works, including an explanation of a syntax, a grammar and an exam-
ples of a programs. In addition to these elementary examples the given part of the thesis
is also devoted to a parsing itself, creation of an abstract syntax tree and finaly creation of
a flow control graph. The next section of the thesis is focused on creation of a framework
of abstract interpretation and subsequent analysis of specific types of analysis. All these
sections also describe a detail of implementation, the actual layout and architecture of the
code.
Keywords: Static analysis of programmes, abstract interpretation, live variable, analysis
of intervals, syntactic analysis, .NET framework
Seznam použitých zkratek a symbolu˚
AST – Abstract syntax tree/Abstraktní syntaktický strom
BG – Context-free grammar/Bezkontextová gramatika
CFG – Control flow graph/Graf rˇídícího toku
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41 Úvod
Hlavní náplní této bakalárˇské práce je prˇedevším vytvorˇení frameworku pro abstraktní
interpretaci, což je vlastneˇ jedna ze základních technik používáná pro statickou analýzu
programu˚.
Samotná abstraktní interpretace je urcˇité zobecneˇní prˇístupu˚ pro analýzu datového
toku, kde se rˇeší problémy jako jsou reaching definitions, live variable, available expres-
sions, very busy expression apod.
Pro samotnou abstraktní interpretaci je potrˇeba programu, respektive kódu, nad kte-
rým se tyto statické analýzy provádeˇjí. Abych mohl tyto analýzy implementovat a ná-
sledneˇ prˇedvést jejich použití, musel jsem prvneˇ naimplementovat programovací jazyk,
který jsem nazval KerLang. V tomto jazyce, jsou tyto programy napsány. Poté jsem mu-
sel také naimplementovat vytvorˇení abstraktního syntaktického stromu, dále jen AST,
ze kterého se vytvárˇí graf rˇídícího toku, dále jen CFG, který je potrˇeba pro danou static-
kou analýzu.
Využití konkrétního typu analýz obecneˇ slouží k optimalizaci kódu. Naprˇíklad ana-
lýza available expressions nám mu˚že zredukovat nárocˇnost kódu tím, že se neprˇepocˇí-
tává neˇco co již bylo jednou spocˇteno a novým prˇepocˇtením by jsme se dobrali ke stej-
nému výsledku. Zatímco trˇeba analýza živých promeˇnných nám zase rˇíká, kdy je potrˇeba
si danou hodnotu promeˇnné držet v pameˇti a kdy ji mu˚žeme prˇepsat bez toho aniž by
se ovlivnil výsledek programu.
Díky abstraktní interpretaci se programy, respektive jejich kódy, mohou prˇetransfor-
movat do verzí, které jsou pro cˇloveˇka sice méneˇ cˇitelné, ale pro samotný stroj méneˇ
nárocˇné. Výsledkem abstraktní interpretace je zanalyzovaný kód. Tuto analýzu pak dále
mu˚že využít prˇekladacˇ a podle ní meˇnit strukturu kódu. Výsledek programu podle no-
vého kódu, je totožný s výsledkem pu˚vodní verze kódu, ovšem tento návrh má nižší
nároky na hardware.
Samotný text bakalárˇské práce se tedy zaobírá tím, jak jsem daný problém rˇešil. Jak
jsem vytvorˇil daný programovací jazyk a jak jsem naimplemetoval daný framework. Vý-
sledkem bakalárˇské práce je program, který je uveden jako prˇíloha na disku.
Celá tato programovací cˇást je implementována v jazyce C#, v prostrˇedí Visual Studio
2013.
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V této kapitole je obecneˇ popsán jazyk KerLang, jsou zde ukázany jeho vlastnosti, vysveˇt-
lena jeho syntaxe a gramatika. Také zde uvádím konkrétní prˇíklady programu˚, napsané
v jazyce KerLang.
KerLang je imperativní programovací jazyk, který syntaxí prˇipomíná jazyk Pascal.
Syntaktická analýza a vytvorˇení CFG, je navrženo tak, aby bylo možné jednoduše prˇidat
další rozšírˇení jazyka, naprˇíklad prˇidání datových typu˚.
2.1 Obecné vlastnosti
Programovací jazyk KerLang je velice jednoduchý jazyk. Program (syntaktická analýza
KerLang a framework pro abstraktní interpretaci) je implementován v jazyce C#. Je
navrhnut tak, aby jeho syntaxe byla co nejjednodušší, ale aby zárovenˇ obsahoval všechny
základní konstrukce, nad kterými má statická analýza smysl.
Konkrétní program napsaný v tomto jazyce, musí obsahovat:
• Hlavní funkci — program
Uživateli dále dovoluje používat:
• Pomocné funkce — function
• Celocˇíselný datový typ
• Strukturu pole
• Základní aritmetické operace — scˇítání, odecˇítání, násobení a deˇlení
• Základní booleovské operace — veˇtší, veˇtší rovno, menší, menší rovno, rovná se
a nerovná se
• Cykly — for, while a do-while
• Prˇíkazy pro opušteˇní cyklu, cˇi funkce - break, continue a return
• Podmínky — if, elseif a else
2.2 Syntaxe
Syntaxe je souborem pravidel, který definuje znaky a jejich kombinace, které se mohou
v konkrétním kódu vyskytovat. Tyto kombinace znaku˚ tvorˇí tokeny1.
1V tomhle prˇípadeˇ se tokenem rozumí obecné oznacˇení pro aritmetické operátory, znaménka, logické
operátory, závorky atp.
6Prˇi vytvárˇení syntaxe pro KerLang jsem se nechal inspirovat programovacími jazyky
Pascal a C. Díky tomu, že klícˇová slova se stejným významem jsou v KerLang a výše
zmíneˇných jazycích stejná, je jednodušší napsat v KerLang neˇjaký program.
Tabulka, popisující všechny druhy tokenu˚ KerLang je popsána v Prˇíloze B2
2.3 Gramatika
Gramatika použita v KerLang je bezkontextovou gramatikou, dále jen BG.
BG je urcˇena konecˇnou množinou terminálu˚, konecˇnou množinou netermi-
nálu˚, konecˇnou množinou prˇepisovacích pravidel a pocˇátecˇním neterminálem.
Tato cˇtverˇice BG je popsána v Prˇíloze C.
2.3.1 Gramatika KerLang
Samotná gramatika KerLang neurcˇuje všechny korektní výskyty tokenu˚ v kódu. Naopak
prˇipouští výskyty, které nejsou správné, cˇili jsou pro KerLang nekompilovatelné. Tyto
situace se ošetrˇí pozdeˇji v AST, viz. Podkapitola 3.3.
Du˚vodem této volnosti je také jednoduchost dané gramatiky, pokud by jsme se roz-
hodli napsat gramatiku, která prˇesneˇ urcˇuje všechny výskyty, byla by tato gramatika
mnohem složiteˇjší, za prˇedpokladu, že by vu˚bec neˇjaká BG pro popsání všech pravidel
existovala. Z praktického hlediska je tedy vhodné nerˇešit gramatikou všechny prˇípustné
výskyty, ale naopak vyrˇešit jejich veˇtšinu v obecném hledisku a specifická pravidla dále
odladit v následujícíh krocích kompilace, kde už se vlastneˇ jedná jenom o jednoduché
podmínky.
2.3.2 Vlastnosti gramatiky KerLang
Z gramatiky je videˇt, že její cíl je nadefinovat prˇedpisy pro beˇžné charakteristiky v pro-
gramovacích jazycích, jako jsou naprˇíklad cykly, podmínky, funkce, procedury, hlavní
program, inicializace promeˇnných a polí, cˇi nastavit obecnou aritmetiku. Celkoveˇ jde
o to vytvorˇit obecný prˇedpis pro programovací jazyk.
Za povšimnutí zde ale stojí neterminál EXPRESSION, který urcˇuje aritmetické, cˇi boo-
leovské výrazy. V gramatice je trˇeba vyrˇešit priority operací, nebo také unární a binární
operace, které jsou zastoupeny stejným znakem, jako je naprˇíklad znaménko -.
Gramatika zde v pru˚beˇhu parsování postupneˇ prochází operace od nejvyších priorit
až po ty nejnižší a postupneˇ se vytvárˇí zprava doleva. Toto skládání je velice du˚ležité,
prˇi vytvárˇení jakékoliv matematické operace nesmíme totiž zapomínat na asociativitu
operátoru˚. Co se týcˇe naprˇíklad scˇítání, nicˇemu by nevadilo, zda skládáme danou mate-
matickou operaci zprava doleva, cˇi zleva doprava, ovšem tato vlastnost naprˇíklad u od-
cˇítání, cˇi deˇlení chybí. Proto je trˇeba myslet na tyhle matematické vlastnosti už zde, prˇi
vytvárˇení samotné gramatiky.
2V tabulce tokenu˚ mu˚žeme videˇt sloupec "název tokenu," tento sloupec není pro tuhle kapitolu du˚le-
žitý, ovšem v následující kapitole potrˇeba bude, z du˚vodu prˇehlednosti jsem namísto dvou skoro totožných
tabulek vytvorˇil pouze jednu obsahující jak token samotný, tak i jeho reprezentaci v KerLang.
72.4 Konkrétní programy
Pro ukázku jak vypadá typický program v jazyce KerLang zde uvádím neˇkolik prˇíkladu˚:
//Tento program slouzi ke scitani dvou cisel.
function int sum(int a, int b)
{
return (a + b);
}
program
{
int a, b;
write("Zadejte dve cisla pro soucet:");
read(a, b);
int soucet = call sum(a, b);
write("Soucet je: ", soucet);
}
Výpis 1: Program pro secˇtení dvou celých cˇísel
8//Tento program setrˇídí pole za pomocí trˇízení bubble sort.
function void bubbleSort(int a[], int length)
{
for (int i = 0; i < (length - 2); i++)
{
for (int j = 0; j < (length - (i - 2)); j++)
{
if (a[j] < a[j+1])
{
int tmp = a[j];
a[j] = a[j+1];
a = tmp;
}
}
}
for (int i = 0; i < (length - 1); i++)
{
write(a[i]);
}
return;
}
program
{
int length = 10;
int a[10] = {5, 8, 4 + 5 * 2, 2, 10, 15, 18, 0, -5, 1};
write("Nesetrizene pole: ");
for (int i = 0; i < length; i++)
{
write(a[i]);
}
write("Setrizene pole: ");
call bubbleSort(a, length);
}
Výpis 2: Program pro setrˇízení prvku˚ v poli za pomoci metody bubble sort
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V této kapitole je popsána implementace parseru pro jazyk KerLang.
Implementace se skládá ze trˇí hlavních modulu˚ a dvou pomocných, nicméneˇ stejneˇ
du˚ležitých modulu˚.
Hlavní moduly:
1. Scanner: Tento modul má na starost znak po znaku, smeˇrem od zacˇátku textu až
po jeho konec3, procházet zdrojový kód jazyku KerLang a nacházet v neˇm tokeny.
2. Parser a AST: Parser má na starost z jednotolivých tokenu˚ vytvorˇit AST. Jak daný
AST vytvorˇí, závisí na gramatice jazyka, která je popsána v Kapitole 2.3.
3. CFG: Poslední modul programu, který slouží k vytvorˇení CFG za pomocí AST zís-
káného z parsování.
Pomocné cˇásti:
1. Program: Programem je myšlena centrální cˇást kódu, která postupneˇ volá všechny
trˇídy a krok po kroku vytvárˇí ze vstupního souboru jeho CFG.
2. Transformace AST do AST’4: Tato transformace je velice du˚ležitou cˇástí kódu.
Prˇi vytvorˇení prvního AST z parsování je trˇeba tento strom ješteˇ upravit a zjedno-
dušit. Také zde odchytíme všechny neprˇípustné vstupy, které neumožnˇuje odchytit
gramatika.
Pro spušteˇní kompilace zdrojového kódu je ocˇekáván soubor "settings.txt".
Tento soubor se nachází v korˇenovém adresárˇi KerLang, ve složce "Settings". Relativní
cesta od .exe souboru KerLang vypadá následovneˇ: "..\..\Settings\settings.txt".
V tomto souboru je trˇeba nastavit klícˇové parametry ke spušteˇní, tyto parametry jsou
trˇi.
1. Vstupní kod: Zde se udává cesta k souboru, který obsahuje kód napsán v jazyce
KerLang. Tento soubor musí mít prˇíponu ".txt".
2. Výstup: Zde je uvedena cesta ke složce, do které se uloží výstup v textových sou-
borech, teˇmito výstupy jsou AST, CFG a výsledky analýz abstraktních iterpretací
pro vstupní kód.
3. Pocˇet iterací wideningu: Zde je ocˇekávána celocˇíselná hodnota, která urcˇuje maxi-
mální pocˇet iterací wideningu5.
3Koncem souboru je myšlen výskyt hodnoty EoF - End of File.
4Výrazem AST’ je myšlen transformovaný pu˚vodní AST. Popisuje stejný kód, ale prˇidává do neˇj pomocné
promeˇnné atp.
5Význam a celé vysveˇtlení wideningu je uvedeno v Kapitole 4.
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Jestliže je vstupní soubor správneˇ nastaven, stacˇí jen spustit program a vycˇkat než
se provede kompilace. Pokud vstupní soubor obsahuje nekorektní informace, naprˇíklad
místo cˇísla je nacˇten rˇeteˇzec, program vyrozumí uživatele o chybeˇ a ukoncˇí se.
3.1 Lexikální analýza
Celkový princip objektu trˇídy Scanner, je vytvárˇet tokeny na zavolání ze seznamu rˇe-
teˇzcu˚ typu String, který získává jako parametr konstruktoru. Scanner je malou trˇídou
obsahující trˇi metody.
• GetNextToken()
Tato metoda je steˇžejní metodou celé trˇídy a je v ní obsažená veškerá logika vytvárˇení
tokenu. Jak je znázorneˇno v Prˇíloze B, tato metoda vyhledává v rˇeteˇzci klícˇová slova,
které pak vrací jako Enum s prˇíslušnou hodnotou.
Tokeny se v implementaci dají rozdeˇlit do trˇí hlavních kategorií. Kategorie slov, znaku˚
a kategorie rˇeteˇzcu˚.
Nejjednodušší je kategorie znaku˚, kde se v jednom velkém switchi zkoumá aktuální
znak a pokud je tento záznam jedinecˇný, rovnou se vrátí.
Existuje zde pár speciálních prˇípadu˚. Naprˇíklad u znaku +máme dveˇ možnosti o jaký
token se jedná. Bud’ to mu˚že být skutecˇneˇ plus, a nebo se mu˚že jednat naprˇíklad o au-
toinkrementaci, v prˇípadeˇ ++. Proto musíme nacˇíst následující znak, ovšem pokud tento
následující znak + není, je trˇeba si pamatovat, že prˇi prˇíštím zavolání této metody, ne-
smíme nacˇítat další znak, ale musíme použít tenhle nevyužitý z prˇedchozího volání.
K tomu nám slouží pomocné trˇídní promeˇnné.
Druhá kategorie je kategorií slov. Princip je jednoduchý, pokud klícˇové slovo zacˇíná
znakem latinské abecedy, nacˇítáme veškeré další znaky dokud to jsou písmena, nebo
cˇísla. Poté co je nacˇtené celé slovo zkoumáme zda se jedná o klícˇové slovo (naprˇíklad
for, if, while. . . ) a vrátíme token. Pokud se o klícˇové slovo nejedná, tak se jedná o pro-
meˇnnou s tímto názvem. Kromeˇ toho, že vrátíme token identifikující promeˇnnou musíme
si také do pomocné promeˇnné uložit název této promeˇnné.
Poslední kategorií je kategorie rˇeteˇzcu˚, kde nacˇítáme vše co se vyskytuje za speciál-
ním znakem " (uvozovky). Stejneˇ jako v prˇedchozím prˇípadeˇ, si musíme tento rˇeteˇzec
uložit do pomocné promeˇnné. Hodnoty teˇchto promeˇnných pak budou získávány parse-
rem, a budou vloženy do AST.
Jediným speciálním prˇípadem jsou komentárˇe. Komentárˇe v KerLang jsou reprezen-
továny jako //. Pokud scanner objeví tyto dveˇ lomítka za sebou, vrátí informaci o komen-
tárˇi, ignoruje vše co se za nimi vyskytuje a rovnou se posune na další rˇádek vstupního
kódu.
• ReadNextChar()
Jak samotný název napovídá, metodá slouží k nacˇtení dalšího znaku. Inkrementuje index
ukazující na aktuální znak v rˇeteˇzci dokud jeho hodnota není rovna samotné velikosti
rˇeteˇzce.
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V tomto prˇípadeˇ oznámí, že inkrementace neprobeˇhla a za pomoci této informace je
zavolána metoda nacˇítající nový rˇádek.
• ReadNextLine()
Metoda nacˇte do promeˇnné další rˇádek vstupního kódu, který jsme získali v konstruk-
toru. Také resetuje index ukazující na aktuální znak v rˇeteˇzci a nastaví jeho hodnotu
na nulu. Ve speciálním prˇípadeˇ, kdy již jsme na konci vstupního kódu místo zmeˇny
rˇádku, vrací token informující o konci souboru.
3.2 Parser
Parser je v porovnání se scannerem znacˇneˇ složiteˇjší trˇídou. Veškerá gramatika popsána
v Podkapitole 2.3 je zde implementována. Pro každý neterminál existuje metoda, ve které
jsou všechny možnosti, které daný neterminál nabízí. Prˇi hlubším pohledu na gramatiku
se dá všimnout, že je napsána tak, aby pokud možno žádná možnost, jak mu˚že kód vypa-
dat nezacˇínala stejným terminálem/neterminálem. Je pak totiž jednodušší urcˇit co musí
v kódu být a pokud to tam není, jedná se o chybu.
Ovšem tento prˇístup se nedá využít ve všech prˇípadech. V teˇchto prˇípadech musíme
kontroly provádeˇt i pozdeˇji.
Co se týcˇe implementace gramatiky jedná se o velice komplikovaný proces. I prˇesto,
že gramatika KerLang je jednoduchá, je obtížné ji prˇepsat do kódu. Pro zajímavost jenom
prˇepis této gramatiky obsahuje kolem 1500 rˇádek kódu, kde se všechny metody volají
mezi sebou, takže se nedá napsat postupneˇ rˇádek po rˇádku. Je trˇeba si všechny informace
udržovat v hlaveˇ a veˇdeˇt, kde se vrátit po dopsání neˇjakého jednoduššího neterminálu.
Ovšem gramatická kontrola není hlavní náplní práce parseru. Hlavní úkol této trˇídy
je vytvorˇit jeden objekt trˇídy AST. Tento proces podrobneˇji popíšu v Podkapitole 3.3.
Kromeˇ teˇchto zrˇejmých metod prˇepisovacích pravidel, parser obsahuje ješteˇ trˇi steˇ-
žejní metody a neméneˇ du˚ležitou trˇídní promeˇnnou.
Úkolem trˇídní promeˇnné readNext je oznámit parseru, zda si má požádat scanner
o následující token. Jak jsem již popisoval v gramatice, existují zde možnosti prázdných
slov. Což znamená, že pokud jsme získali token neodpovídající nicˇemu co máme v prˇe-
pisovacích pravidlech, ale daný neterminál nabývá možnosti prázdného slova, je možné,
že daný token patrˇí jinému neterminálu. Proto si musíme zachovat informaci o tomhle
tokenu a nenacˇítat další prˇi kontrole jiného prˇepisovacího pravidla.
Dveˇ metody CheckNextToken(EnumToken requirement)
a Error(String error) slouží k informování uživatele o chybách ve vstupním
kódu. První z teˇchto dvou metod kontroluje, zda-li získaný token odpovídá požadavku
(requirement). Pokud neodpovídá, oznámí uživateli na kterém rˇádku je požadovaný
jaký token. Druhá z teˇchto metod prˇesneˇji informuje uživatele o chybové hlášce. Nastává
to v situacích, kdy je ocˇekáváno více možných terminálu˚. Zpu˚sob získání informace
kde se chyba nachází je uložena v objektu trˇídy Scanner. Jelikož nacˇítá tokeny pouze
na zavolání parseru, vždy ukazuje na pozici aktuálního tokenu a je tedy možné tuto
informaci využít prˇi výpisu chyby.
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Poslední metoda GetNextToken() spolupracuje se scannerem a požaduje po neˇm
následující token v kódu. Samozrˇejmeˇ jen v prˇípadeˇ je-li promeˇnná readNext nasta-
vená na true. Pokud získaný token je komentárˇ, tak rovnou požadujeme další a tento
token zahazujeme. V prˇípadeˇ tokenu informujícím o konstanteˇ, promeˇnné, cˇi rˇeteˇzci po-
žadujeme ješteˇ po scanneru metadata obsahující hodnotu konstanty, název promeˇnné,
cˇi hodnotu rˇeteˇzce.
Co se týcˇe práce samotného objektu trˇídy Parser, vytvárˇí z veˇtšiny terminálu˚ objekty
trˇídy AST, které na konci každého prˇepisovacího pravidla spojuje do jednoho veˇtšího
stromu. Neterminály, které se zde nevyužívají prˇi vytvárˇení AST jsou naprˇíklad závorky,
informace o závorkách slouží pouze gramatice a v AST už nemají žádnou váhu, protože
priority vycˇteme prˇímo ze struktury stromu.
Kromeˇ teˇchto informací také do každého listu stromu ukládá informace o rˇádku,
z kterého daný token vznikl, kvu˚li budoucím výpisu˚m chyb. Také mu prˇedává všechny
metadata, získané z metod trˇídy Scanner o obsahu tokenu.
3.3 Abstraktní syntaktický strom
AST je trˇídou popisující kód a deterministicky urcˇuje strukturu kódu.
Každý vrchol tohoto stromu je také objektem trˇídy AST, díky tomu se dá s vrcholy
jednoduše manipulovat a prˇesouvat je stromem podle potrˇeby. Du˚vod teˇchto prˇesunu˚
budeme potrˇebovat v Podkapitole 3.3.2, beˇhem transformací AST do nových jednoduš-
ších AST.
Každý tento objekt obsahuje kromeˇ informace o tokenu6 ze kterého vznikl, také další
užitecˇná metadata popisující specifické tokeny, jako je promeˇnná, konstanta a rˇeteˇzec.
V teˇchto prˇípadech je trˇeba si udržet také informaci o názvu (v prˇípadeˇ promeˇnné), o hod-
noteˇ (v prˇípadeˇ konstanty) a také o obsahu (v prˇípadeˇ rˇeteˇzce), ve všech ostatních prˇípa-
dech tyto promeˇnné neobsahují žádná data a nejsou nikdy inicializované.
Metadata využívající všechny listy stromu jsou informace o rˇádku kódu, ve kterém
byly vytvorˇeny. Tato informace je du˚ležitá pro uživatele, pokud se totiž v kódu nachází
neˇjaká syntaktická chyba, mu˚žeme tak uživateli rˇíct, kde se tato chyba nachází.
Každý list stromu také obsahuje list potomku˚ stejné trˇídy, cˇili trˇídy AST. Tento list
urcˇuje celou strukturu stromu.
Prˇi generování stromu je potrˇeba pouze konstruktoru, nastavující hodnotu listu
stromu jako takového (název tokenu) a dále metoda spojující více stromu˚. Touto metodou
je metoda Append(AST child), která zastupuje metodu Add trˇídy List.
Dalších 18 metod trˇídy je rozdeˇleno do dvou skupin. Jedna kontroluje strom a snaží
se v neˇm nalézt chyby, které z principu návrhu nemu˚že odchytit gramatika. Druhá slouží
k transformaci stromu.
3.3.1 Kontrola syntaxe v AST
Skupineˇ kontrolující chyby zacˇínají všechny metody prˇedpodnou CheckFor...
6informace o tokenu je uložena ve výcˇtovém typu EnumToken, hodnota teˇchto enumu˚ vychází z tabulky
v Prˇíloze B, ve sloupci název tokenu.
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Steˇžejní metodou, která rˇídí kompletní kontrolu stromu je metoda
CheckForErrors(). Tato metoda postupneˇ prochází každým listem stromu a po-
stupneˇ kontroluje, jestli se nejedná o listy, které by mohly obsahovat chybu. Pro
prˇedstavu, zde uvádím ukázku Výpisu 7 3
public void CheckForErrors(AST tmp)
{
foreach (AST tree in tmp.child)
{
if ( /∗Value je aritmeticke porovnavani (vetsi , mensi ...) ∗/ )
CheckForMultipleComparisonError(tree);
else if ( /∗Value je prirazeni ∗/ )
CheckForComparisonError(tree);
else if ( /∗Value je cyklus∗/)
CheckForStatementError(tree);
else if ( /∗Value je funkce∗/)
{
if ( tree . child [2]. child .Count > 0)
CheckForArrayInitializationError ( tree . child [2]) ;
CheckForContinueBreakError(tree.child[3]);
}
else if ( /∗Value je hlavni program∗/)
CheckForContinueBreakError(tree.child[0]);
else if ( /∗Value je blok∗/ )
CheckForUninitializedArrayError(tree);
CheckForErrors(tree);
}
}
Výpis 3: Princip kontroly chyb v AST
Jak jde videˇt z Výpisu 3 metoda postupneˇ projde všechny listy a pokud se jedná o list
neˇjakého urcˇitého typu, zavolá se na neˇj kontrola chyb.
Teˇchto kontrol je celkoveˇ 6:
1. CheckForMultipleComparisonError: Zakazuje uživateli porovnávání v rˇa-
dách (naprˇ.: a < b < c).
2. CheckForComparisonError: Zakazuje uživateli použití porovnávacích operá-
toru˚ v aritmetice (naprˇ.: a = b < c)
3. CheckForStatementError: Kontroluje zda-li uživatel v podmínkách použil po-
rovnávací operace.
4. CheckForArrayInitializationError: Kontroluje zda-li je vyplneˇn rozsah
pole, je-li to trˇeba.
5. CheckForUninitializedArrayError: Kontroluje zda-li uživatel pracuje s kon-
krétním prvkem pole, je-li to trˇeba.
7Z du˚vodu prˇehlednosti je veˇtšina podmínek ve výpisu nahrazena komentárˇi, naprˇíklad prˇirˇazovacích
tokenu˚ je 7, cˇili dané podmínky vypadají v tomhle formátu neprˇehledneˇ.
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6. CheckForContinueBreakError: Kontroluje zda-li uživatel nepoužil
continue, nebo break mimo cyklus.
Každá z teˇchto metod požaduje jako parametr objekt trˇídy AST, nemusí se nutneˇ jednat
o listy. Naprˇíklad metoda CheckForContinueBreakError pracuje s celým stromem,
tento strom je samozrˇejmeˇ pouhou podmnožinou pu˚vodního stromu.
3.3.2 Transformace AST
Transformace AST je proces, který prˇipravuje objekt trˇídy AST na další proces, vytvorˇení
CFG. V téhle cˇásti mu˚žeme odstranit pomocné tokeny, které byly du˚ležité v trˇídeˇ Parser
prˇi tvorˇení struktury stromu.
Probíhají zde zmeˇny struktury tokenu˚, které nemají reprezentaci v kódu. Ovšem du˚-
ležiteˇjší zmeˇny probíhají v prˇirˇazeních, matematických výrazech, voláních funkcí a inici-
alizacích.
• Prˇirˇazení:
Zde se upravují cˇásti stromu˚ obsahující tokeny jako jsou *=, /=, +=, -=, ++, cˇi --. Metody
transformací zde tyhle operace upraví do svých elementárních podob.
Naprˇíklad operace a *= b se upraví na výraz a = a * b, všechny obdobné ope-
race se prˇevedou analogicky.
Operace obsahující autoinkrementaci, cˇi autodekrementaci se také transformují
do jednoduchých prˇirˇazení. Naprˇíklad a++ transformujeme na a = a + 1. Struktura
pu˚vodního stromu rozlišuje operace jako jsou a++, cˇi ++a. Díky teˇmto informacím
pak vložíme jeho zjednodušenou verzi na správné místo ve stromu.
• Matematické výrazy:
Matematické výrazy jsou problematické, pokud obsahují více jak jeden aritmetický ope-
rátor. Takovým výrazem mu˚že být naprˇíklad výraz a = a + b * c.
Pokud se podíváme na strom tohoto prˇíkazu (Obrázek 1), mu˚žeme videˇt že prˇíkaz
je deterministicky urcˇen, ale také mu˚žeme videˇt mírnou složitost. Pokud chceme prˇicˇítat
k promeˇnné a, musíme prvneˇ spocˇítat soucˇin promeˇnných b a c.
Obrázek 1: AST prˇíkazu: a = a + b * c
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V téhle chvíli je trˇeba zavést celocˇíselnou trˇídní promeˇnnou8 auxiliaryIndex, která
urcˇuje pomocné promeˇnné.
Pomocné promeˇnné mají strukturu _tmp⟨X⟩, kde ⟨X⟩ zastupuje hodnotu promeˇnné
auxiliaryIndex.
Tato pomocná promeˇnná nikdy nemu˚že prˇijít do konfliktu s promeˇnnýma, které si za-
vedl uživatel, protože syntax neprˇipouští název promeˇnných, které zacˇínají jinak než pís-
meny latinské abecedy (viz. Podkapitola 2.2).
Prˇi zavedení teˇchto pomocných promeˇnných se AST z Obrázku 1 transformuje do no-
vého AST’, který je znázorneˇn na Obrázku 2.
Obrázek 2: AST’ prˇíkazu: a = a + b * c
• Volání funkcí:
V teˇchto transformacích se jedná o obdobu matematických operací.
Jde o to, že zde kontrolujeme parametry, které vkládáme do volání funkce. V KerLang
je totiž prˇípustné, volat funkci s parametry, jakými jsou funkce, cˇi matematické výrazy
(soucˇty více promeˇnných atp.)
Stejneˇ jako v minulém prˇípadeˇ daný strom, aby mohl urcˇit informace, musí prvneˇ
vyhodnotit své podstromy.
Volání, které se musí prˇetransformovat je naprˇíklad:
call sum(call sum(5, 8), 5 * 8);
Takový prˇíkaz vytvorˇí strom, který analogicky odpovídá kódu:
int _tmp0;
_tmp0 = call sum(5, 8);
int _tmp1;
_tmp1 = 5 * 8;
call sum(_tmp0, _tmp1);
8Tato trˇídní promeˇnná se také využívá prˇi volání funkcí.
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• Inicializace:
Poslední prˇípad transformací kódu, upravuje vícenásobné inicializace, jako mu˚žou být
naprˇíklad prˇíkazy:
int a, b;
int c = 5;
Strom vytvorˇen z tohoto kódu, se ztransformuje do své analogické verze, odpovídající
kódu:
int a;
int b;
int c;
c = 5;
3.3.3 Konkrétní AST
Pro prˇíklad zde uvádím konkrétní AST, který vychází z Výpisu 1, který jsem použil jako
prˇíklad v Podkapitole 2.4.
Abstract Syntax Tree
TkAST
TkProcedure
TkInt
TkIdentifier: sum
TkParameters
TkInt
TkIdentifier: a
TkInt
TkIdentifier: b
TkBody
TkReturn
TkPlus
TkIdentifier: a
TkIdentifier: b
TkProgram
TkBody
...
Úrovenˇ odsazení znázornˇuje úrovenˇ zanorˇení listu˚ stromu. Všechny tokeny které jsou
odsazeny více než neˇjaký list Tk, jsou potomky tohoto listu Tk. Výchozí list stromu se
nazývá TkAST.
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3.4 Graf rˇídícího toku
CFG je zpu˚sob, jak zapsat kód do elementárních kroku˚, které urcˇují pru˚beˇh programu,
krok po kroku.
Tento graf je tvorˇen vrcholy a hranami, prˇicˇemž každé hraneˇ je prˇirˇazena jedna ope-
race. Touto operací mu˚že být naprˇíklad prˇirˇazení do promeˇnné, volání funkce, aritme-
tická operace, podmínky, aj.
Vrcholy jsou body grafu, urcˇující pozici v programu, mezi operacemi. Tyto vrcholy
využíváme pozdeˇji, beˇhem analýz abstraktní interpretace (viz. Kapitola 4). V teˇchto mís-
tech totiž vyhodnocujeme tyto analýzy.
V KerLang je trˇída reprezentující vytvárˇení CFG nazvána CFG.
3.4.1 Trˇída CFG
Tato trˇída CFG obsahuje všechnu potrˇebnou logiku, pro vytvorˇení CFG.
Poté co je vytvorˇen AST celého programu, centrální cˇást KerLangu inicializuje trˇídu
CFG, které prˇedává jako parametr konstruktoru funkci, nebo hlavní funkci (program)
kódu. Tato funkce je reprezentována objektem trˇídy AST.
Zde mu˚žeme videˇt první hlavní rozdíl mezi AST a CFG. AST popisuje celý program,
zatím co CFG popisuje jeho cˇásti. Každá funkce má svu˚j CFG, který nemá odkaz na žádný
jiný.
Tento objekt trˇídy CFG dále obsahuje všechny informace ohledneˇ funkce, pro kterou
je vytvárˇen. Tyto informace jsou reprezentovány promeˇnnými:
• functionName: Název funkce
• type: Návratový typ funkce
• intParameters: Všechny celocˇíselné parametry funkce
• intArrayParameters: Všechny parametry, kterými jsou celocˇíselná pole
Co se týcˇe reprezentace CFG, ten je uchován v promeˇnné List<INode> nodes
(viz. Podkapitola 3.4.2).
Dále pro vytvorˇení potrˇebujeme promeˇnnou actualIndex, která slouží k udržování
informací o tom, s kterou hranou zrovna pracujem. Je totiž trˇeba každé hraneˇ, kromeˇ hod-
noty co je za typ a jaké jsou hodnoty jejich parametru˚, prˇidat ješteˇ informaci o tom, jaký
je následující vrchol, na který se má prˇejít po vyhodnocení tohohle vrcholu. Analogicky
si potrˇebujeme udržovat i informaci o prˇedchozích vrcholech9.
3.4.2 Interface INode a jeho potomci
Pro vytvorˇení CFG, potrˇebujeme mít definované typy uzlu˚ (node), které jsou uloženy
v jedné strukturˇe. Proto využíváme tohoto interface INode, který implementují všechny
konkrétní uzly.
9Tato informace je potrˇeba v kapitole 4.
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Metody a Vlastnosti (Properties) definované tímto interface jsou pouze základní in-
formace o uzlu.
Tyto informace urcˇují typ uzlu, index uzlu, index následujícího uzlu a strukturu in-
dexu˚ ukazující na prˇedchozí uzly. Neˇkterˇí potomci tyto infromace ješteˇ rozširˇují o další
data, která jsou specifická pro typ uzlu.
Celkoveˇ rozlišujeme 9 ru˚zných typu˚ uzlu˚ deˇdících z INode:
• Assign: Uzel popisující prˇirˇazení. Obsahuje navíc promeˇnné leftSide, popisující
levou stranu prˇirˇazení (Do které promeˇnné prˇirˇazujeme), a rightSide, popisující
pravou stranu, která mu˚že být bud’ promeˇnnou, cˇi funkcí, a nebo výrazem pouze
mezi dveˇmi promeˇnnými (viz. Podkapitola 3.3.3).
• Break: Uzel popisující prˇíkaz break.
• Continue: Uzel popisující prˇíkaz continue.
• Call: Uzel popisující prˇíkaz call (Volání funkce). Obsahuje navíc promeˇnnou
variables, která udává parametry volané funkce.
• If: Uzel popisující podmínky, spadají zde všechny podmínky at’ už if, elseif,
for, cˇi while. Rozširˇuje pu˚vodní interface o informace podmínky, promeˇnná
statement. Také dále udává informace o veˇtvi, na kterou se prˇesunout, pokud
není podmínka splneˇná, v promeˇnné falseNode.
• Initialization: Uzel popisující inicializaci promeˇnné. Jako jediný uzel má
dva konstruktory. Jeden slouží k inicializaci promeˇnné, druhý slouží k iniciali-
zaci pole. V promeˇnné type si udržujeme informaci o datovém typu. Promeˇnná
variableName urcˇuje název promeˇnné. Poslední prˇidanou promeˇnnou je pro-
meˇnná arrLength, urcˇující rozsah pole (pokud inicializujeme pole, v opacˇném
prˇípadeˇ zu˚stavá promeˇnná neinicializovaná).
• Read: Uzel popisující cˇtení z klávesnice, obsahuje navíc informace o promeˇnných,
do kterých neˇco nacˇítáme. Tyto informace jsou v promeˇnné parameters.
• Return: Uzel popisující prˇíkaz return. Obsahuje navíc informaci o výrazu, který
prˇíkaz vrací. Tato infromace je uložena v promeˇnné returnExpression.
• Write: Uzel popisující prˇíkaz pro výpis. Stejneˇ jako uzel Read, obsahuje informace
o parametrech, které má vypsat. Informace jsou uloženy v promeˇnné parameters.
Všechny další metody obsažené v uzlech jsou pouze pomocné metody sloužící ke správ-
nému vytvorˇení CFG.
3.4.3 Vytvorˇení CFG
Celý proces vytvorˇení CFG z AST zacˇíná metodou CreateInputNode(). Tato metoda je
volána z konstruktoru trˇídy CFG. V této metodeˇ se nastavují všechny základní informace
o funkci, pro kterou se CFG vytvárˇí (viz. Podkapitola 3.4.1.)
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Po vytvorˇení informací charakterizující CFG, je zavolána metoda CreateNodes(),
tato metoda je centrální cˇástí vytvárˇení CFG. Je volána neˇkolikrát beˇhem procesu vytvá-
rˇení. Každý blok (at’ už blok cyklu, cˇi podmínky) ji volá.
Metoda prvneˇ odstraní nedosažitelné prˇíkazy (nalezení prˇíkazu return v hlavním
bloku funkce) a poté, smeˇrem od posledního prˇíkazu až po prˇíkaz první, prochází teˇlem
AST.
V tomto procházení se CFG dotazuje objektu trˇídy AST o jaký typ tokenu se jedná
a podle toho volá prˇíslušnou metodu pro vytvorˇení uzlu.
Tyto metody se dají rozdeˇlit do dvou skupin. Metody pracující s listy stromu, které
žádné další potomky nemají a listy, které mají potomky bloky.
První skupina je pro vytvorˇení uzlu jednoduší, ze struktury stromu si CFG zjistí in-
formace, které potrˇebuje pro vytvorˇení. Druhá skupina je složiteˇjší z du˚vodu, že mu˚že
obsahovat jeden a více bloku˚, nemu˚žeme hned rˇíct jaký je index prˇedchozího uzlu, nebo
následujícího.
Proto je trˇeba si v této skupineˇ udržovat informaci o indexu ješteˇ prˇedtím než se za-
volá nad novým blokem metoda CreateNodes(), kromeˇ této informace, si potrˇebuje
udržovat informace o takzvané exitNode. Tato informace je steˇžejní prˇi práci s podmín-
kama, pokud uživatel naprˇíklad napíše kód obsahující složiteˇjší strukturu ifu˚ a elseifu˚,
je trˇeba správné urcˇit následující, respektive prˇedchozí uzel. Bez této informace by jinak
poslední prˇíkaz neˇjakého bloku elseif prˇešel do jiného bloku elseif, cˇi else, cˇemuž
chceme prˇedejít.
Kromeˇ teˇchto metod trˇída CFG obsahuje ješteˇ další 4 pomocné metody pro správné
vytvorˇení CFG. Tyto metody jsou:
• CreateFalseNodeIndex: Kontroluje zda-li za neˇjakou podmínkou existuje prˇí-
kaz elseif, nebo else. Pokud ano, nastaví promeˇnnou falseNode na tento uzel.
• CreateTrueNodeIndex: Obdoba metody CreateFalseNodeIndex, je potrˇeba
v situacích, kdy uživatel napíše takzvanou prázdnou podmínku (teˇlo této pod-
mínky neobsahuje žádný prˇíkaz), kterou je naprˇíklad:
if(a > b) { }
CFG prochází všechny následující elseif, cˇi else a prˇirˇazuje do nextNode, nebo-
li trueNode jejich falseNode. Jde o to, aby program správneˇ opustil posloupnost
podmínek.
• CheckIfsInLoop: Tato metoda kontroluje správné opušteˇní podmínek, cˇi cyklu˚
v cyklu. Tento problém nastává, pokud je podmínka, cˇi cyklus, posledním prˇíkazem
v cyklu. Je trˇeba dodržet aby její falseNode, neukazoval mimo cyklus, ale aby
se správneˇ vrátil na uzel pu˚vodního cyklu. Díky tomu mu˚že správneˇ zacˇít další
iterace cyklu.
• CheckExitNode: Podobná situace jako v CreateTrueNodeIndex. Nastává
když máme posloupnost podmínek v neˇjaké jiné podmínce, zajišt’uje to,
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aby se tyto dveˇ na sobeˇ nezávislé posloupnosti nespojili do jedné v metodách
CreateFalseNodeIndex, cˇi CreateTrueNodeIndex.
3.4.4 Konkrétní CFG
Oproti minulým kapitolám, konkrétní CFG je vytvorˇen z jiného kódu. Kód který byl
použit v Podkapitole 3.3.3 je až prˇiliš prˇímocˇarý, proto v Prˇíloze E uvádím jiný, složiteˇjší
kód10, ze kterého je tvorˇen tento konkrétní CFG.
Flow control graph:
Function details:
Type: Void, Name: funkce1
Int parameters: a, b
16: Initilization, nextNode: 15, previousNodes:
15: Initilization, nextNode: 14, previousNodes: 16
14: Assign, nextNode: 13, previousNodes: 15
13: Initilization, nextNode: 12, previousNodes: 14
12: Assign, nextNode: 11, previousNodes: 13
11: If, trueNode: 10, falseNode: 9, previousNodes: 12
10: Assign, nextNode: 7, previousNodes: 11
9: Else, trueNode: 8, falseNode: 7, previousNodes: 11
8: Assign, nextNode: 7, previousNodes: 9
7: Assign, nextNode: 6, previousNodes: 8, 9, 10
6: Initilization, nextNode: 5, previousNodes: 7
5: Assign, nextNode: 4, previousNodes: 6
4: Statement, trueNode: 3, falseNode: -1, previousNodes: 0, 5
3: Assign, nextNode: 2, previousNodes: 4
2: If, trueNode: 1, falseNode: 0, previousNodes: 3
1: Assign, nextNode: 0, previousNodes: 2
0: Assign, nextNode: 4, previousNodes: 1, 2
První cˇást CFG uvádí prˇedpis dané funkce. Uvádí její datový typ, název a paramtetry,
které prˇijímá. V druhé cˇíslované cˇásti jsou znázorneˇny konkrétní uzly.
index uzlu: Typ uzlu, následující uzel: index následujícího
uzlu, prˇedchozí uzel: indexy prˇedchozích uzlu˚
V uzlech typu If, navíc figuruje trueNode a falseNode, tyto informace znázornˇují
index následujícího uzlu, pokud je podmínka splneˇna. V prˇípadeˇ falseNode znázornˇuje
index následujícího uzlu, pokud podmínka splneˇna není.
10Tento kód slouží pouze na ukázku, nemá žádný skutecˇný smysl.
21
4 Abstraktní interpretace
Abstraktní interpretace je technikou pro statickou analýzu programu˚. Tyto analýzy
se provádeˇjí nad CFG. Samotná abstraktní interpretace je urcˇité zobecneˇní prˇístupu˚
pro analýzu datového toku.
Pro samotnou abstraktní interpretaci je potrˇeba programu, respektive kódu, nad kte-
rým se tyto statické analýzy provádeˇjí. V této práci je jazykem, který definuje kódy, které
jsou urcˇeny pro konkrétní analýzu, je KerLang.
Konkrétními zástupci analýz, které spadají do abstraktní interpretace jsou:
• Live variables: Tato analýza zkoumá, zda-li hodnota promeˇnné bude neˇkdy cˇtena
z pameˇti v pru˚beˇhu provádeˇní programu. Cílem této analýzy je navrhnout místa
programu a promeˇnné, které naprˇíklad obsahují neˇjaké hodnoty, ale nikdy nebudou
využity, proto není trˇeba je ani ukládat do pameˇti.
• Available expressions: Tato analýza zkoumá, zda-li program již spocˇetl neˇjakou arit-
metickou operaci, která se má vyhodnocovat znova, acˇkoliv hodnoty jednotlivých
dílcˇích promeˇnných nebyly zmeˇneˇny. Jinými slovy, navrhuje rˇešení tak, aby pro-
gram neprˇepocˇítaval znovu neˇco, co už má vypocˇtené v minulých krocích.
• Very busy expressions: Tato analýza je podobná analýze available expressions, na rozdíl
od ní, ale nezkoumá, zda-li neˇjaká operace byla vypocˇtena drˇíve v pru˚beˇhu pro-
gramu, ale zkoumá to, jestli bude neˇjaká operace prˇepocˇítávána znova, ješteˇ prˇed
tím, než se její hodnota zmeˇní.
• Interval analysis: Tato analýza ukazuje ve všech bodech programu, rozsah hod-
not, kterých mu˚že nabývat promeˇnná. Jinými slovy deterministicky rˇíká v každém
bodeˇ, jakou minimální a jakou maximální hodnotu mu˚že promeˇnná mít.
Všechny hodnoty, které abstraktní interpretace uvádí v analýzách jsou pouze aproxima-
cemi, naprˇíklad z analýzy intervalu˚ mu˚žeme zjistit, že hodnota nabývá kladných cˇíšel,
ve skutecˇnosti ale mu˚že trˇeba nabývat pouze sudých kladných cˇísel. Tuto vlastnost ana-
lýzou intervalu˚ nemu˚žeme zjistit, ovšem všechny tyto reálné hodnoty spadají do intervalu
získaném touto analýzou.
4.1 Svazy
Pro zavedení svazu využívám informací, prˇebraných z cˇlánku: Lattice (order).
2015-29-4. Wikipedia: the free encyclopedia [online]. San Francisco (CA): Wikimedia Foun-
dation [cit. 2015-05-06]. Dostupné z: https://en.wikipedia.org/wiki/Lattice_(order)
Všechny analýzy spadající do abstraktní interpretace, potrˇebují svaz, který umožnˇuje
vypocˇtení výsledku˚ teˇchto analýz.
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Svazem se rozumí množina s relacˇním usporˇádáním:
L = (S,⊑)
Tato relace je reflexivní, transitivní a anti-symetrická. Tuto množinuL usporˇádanou relací
⊑ nazveme svazem, pokud pro každou dvouprvkovou množinu obsahuje i její supre-
mum a infimum.
Nejveˇtší prvek svazu se nazývá Top, dále jen ⊤, zatím co nejmeˇnší prvek svazu se na-
zývá Bottom, dále jen ⊥.
Kromeˇ teˇchto prvku˚ ješteˇ potrˇebujeme dveˇ operace kterými je operace Join, dále jen ⊔,
a operace Meet, dále jen ⊓. Analogicky se dá rˇíci, že operace ⊔, má podobný význam jako
operace sjednocení prˇi práci s množinami, stejneˇ tak operace ⊓ se dá prˇirovnat operaci
pru˚niku v množinách.
Svazy z matematického hlediska mají ješteˇ další vlastnosti, které se na nich zkoumají,
ale pro naše využití v abstraktní interpretaci nám stacˇí operace relace, ⊤, ⊥, ⊔ a ⊓. Tyto
vlastnosti a operace jsou znázorneˇny na Obrázku 3.
Obrázek 3: Konkrétní svaz
4.2 Pru˚chod CFG
Typy analýz abstraktní interpretace rozdeˇlujeme do dvou skupin, podle toho jak daný
CFG procházejí. Rozlišujeme takzvané doprˇedné analýzy (forward analysis) a zpeˇtné
analýzy (backward analysis). Je potrˇeba rozlišovat tyto zpu˚soby, protože urcˇité analýzy
se dají provádeˇt pouze na urcˇitém typu pru˚chodu.
Oba tyto druhy iterací obsahují 2 instancˇní promeˇnné a 2 metody. Tyto promeˇnné
jsou:
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1. CFG graph: Promeˇnná obsahující CFG funkce, cˇi programu, který se má analyzo-
vat.
2. Queue<int> queue: Fronta indexu˚ pro pru˚chod grafem
Metody teˇchto trˇíd dále slouží k prˇipravení objektu pro analýzu (metoda Prepare())
a dále ke konkrétnímu volání funkcí svazu, podle typu uzlu, jehož index byl vytažen
z fronty (metoda Analyze()).
Konkrétní pru˚beˇh iterací CFG je vykonáván v metodeˇ Iterate(), v cyklu while.
4.2.1 Doprˇedná iterace
Doprˇedné analýzy prochází kódem od vstupního bodu programu, cˇi funkce, až po jeho
výchozí bod.
Typický prˇíklad analýzy pro tento zpu˚sob pru˚chodu je analýza intervalu˚ (interval ana-
lysis).
Zpu˚sob implementace tohoto pru˚chodu spocˇívá v tom, že si prvneˇ vytvorˇíme frontu
(v implementaci nazvanou queue). Tato fronta se naplní indexy od prvního prˇíkazu pro-
gramu až po jeho poslední.
V prvním kroku se prˇirˇadí konkrétní prvky svazu objektu˚m, které zkoumáme.
Do fronty se nic neprˇirˇazuje, tento krok slouží pouze k zavedení všech uzlu˚ CFG pro bu-
doucí analýzu. Výsledkem tohoto pru˚chodu je objekt prˇipravený na zacˇátek konkrétní
analýzy.
V druhém kroku vložíme do fronty vstupní bod programu a všechny jeho navazující
uzly.
Z této fronty se postupneˇ získávají indexy ukazující na pozici CFG. Tento uzel CFG je
pak poslán jako parametr objektu, který vyhodnocuje námi zvolenou analýzu.
Z tohoto objektu získáváme informace o tom, zda-li se prvek svazu, respektive prvky
svazu˚ zmeˇnily svoji hodnotu od posledního pru˚chodu tímto uzlem.
Pokud se hodnoty zmeˇnily a uzly vycházející z tohoto uzlu nejsou obsaženy ve fronteˇ,
tak jej zde prˇidáme pro další provedení analýzy v daném uzlu. V opacˇném prˇípadeˇ prˇe-
jdeme k další iteraci cyklu.
Celý tento cyklus probíhá tak dlouho, dokud jsou ve fronteˇ neˇjaké indexy.
4.2.2 Zpeˇtná iterace
Stejneˇ jako doprˇedná iterace, zpeˇtná iterace prochází CFG. Ovšem zacˇíná od výchozího
bodu funkce, cˇi programu a koncˇí u jeho vstupního bodu.
Typickým prˇíkladem analýzy, využívající tento zpu˚sob pru˚chodu CFG je analýza
zkoumající živosti promeˇnných (live variables).
Co se týcˇe implementace, stejneˇ jako v prˇípadeˇ doprˇedné iterace využíváme fronty
(v implementaci nazvanou queue). Tato fronta je rozdílná v tom, že si ukládá indexy
prˇedchu˚dcu˚ všech uzlu˚ daného uzlu.
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Obdobneˇ jako v doprˇedné iteraci, se tato iterace skládá ze dvou cˇástí. První slouží
pouze k nastavení všech uzlu˚ tím, že se jim prˇirˇadí svazy. Poté mu˚že zacˇít skutecˇná ana-
lýza.
Tento proces je velice podobný jako v minulé situaci, uzel CFG se prˇedá jako parametr
objektu, který vyhodnocuje analýzu. Zpeˇt získáme informaci o zmeˇneˇ svazu. Na základeˇ
této informace prˇirˇadíme, cˇi neprˇírˇadíme prˇedchu˚dce tohoto uzlu do fronty.
Tento proces koncˇí ve chvíli, kdy je fronta prázdná. V této chvíli máme hotovou ana-
lýzu, kterou jsme vyhodnocovali.
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5 Konkrétní analýzy
Jako konkrétní druhy analýz jsem se rozhodl implementovat analýzu intervalu˚ (interval
analysis) a analýzu živosti promeˇnných (live variables).
Tyto analýzy jsem vybral proto, že každá z nich reprezentuje jinou skupinu analýz
(viz. Podkapitola 4.2)
Implementaci abstraktní iterpretace jsem pojal jako vytvorˇení frameworku pro bu-
doucí prˇidávání dalších typu˚ analýz. Proto každá analýza, kterou chceme vyhodno-
tit, musí implementovat generický interface ILattice. Tento generický interface deˇdí
z jeho negenerické verze. (viz. Výpis 4)
Rozhodl jsem se pro tuto implementaci, protože mi prˇišla nejjednodušší, co se týcˇe
implementace frameworku pro abstraktní interpretaci (jak prˇidat další analýzu uvá-
dím v Kapitole 6). Tato implementace dovoluje prˇedávat trˇídu implementující konkrétní
analýzu jako parametr trˇídám IterationBackward a IterationForward. Díky této
vlastnosti není trˇeba pro každou analýzu implementovat její pru˚chod CFG.
public interface ILattice
{
bool TrueReach { get; }
bool FalseReach { get; }
bool First { set; }
void PrepareInputParameters(List<AST> parameters);
bool HasChanged(int index);
List<bool> HasChanged(int index1, int index2);
bool Operation(object element1, object element2);
object Join(object element1, object element2);
object Meet(object element1, object element2);
void Assign(Assign node, int index, int dest) ;
void Break(Break node, int index, int dest) ;
void Call(Call node, int index, int dest) ;
void Continue(Continue node, int index, int dest) ;
void If ( If node, int index, int trueDest, int falseDest) ;
void Initialization ( Initialization node, int index, int dest) ;
void Read(Read node, int index, int dest);
void Return(Return node, int index, int dest) ;
void Write(Write node, int index, int dest) ;
void Print (CFG graph);
}
public interface ILattice <T>: ILattice where T: IElement
{
bool Operation(T element1, T element2);
T Join(T element1, T element2);
T Meet(T element1, T element2);
}
Výpis 4: Interface ILattice
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Vlastnosti TrueReach, FalseReach a First slouží k informacím, které slouží pru˚-
chodu CFG. TrueReach a FalseReach slouží analýzám, které vyhodnocují jestli je
daná veˇtev podmínky dosažitelná. Pokud je tato informace pro neˇjaké jiné analýzy ne-
podstatná defaultneˇ má hodnotu true. Vlastnost First slouží k první iteraci uzlu.
Metody Join(), Meet() a Operation() slouží k implementaci operací nad sva-
zem, se kterým se pracuje v konkrétní analýze.
Metody Assign(), Break(), Call(), Continue(), If(),
Initialization(), Read(), Return() a Write() slouží k implementaci
konkrétní analýzy nad daným uzlem (názvy metod, korespendují s typem uzlu).
Metoda PrepareInputParameters() spracovává parametry funkce. Metody
HasChanged() vrací informaci o tom, zda-li se uzlu na daném indexu prˇirˇadily jiné
prvky svazu. Jeho prˇetížená verze se využívá v uzlech, které se veˇtví (v KerLang to jsou
pouze objetky trˇídy If).
Poslední metoda Print() slouží k výpisu analýzy, je volána úplneˇ jako poslední.
Parametr Graph zde slouží pouze k prˇehlednosti, vypisuje se zde informace o uzlu a vý-
sledek analýzy v tomto uzlu.
Interface IElement nedefinuje žádné metody, ani vlastnosti. Elementy totiž závisí
na konkrétní analýze a podle ní jsou definovány. Du˚vod procˇ tyto trˇídy musí implemen-
tovat tento interface je pouze z hlediska bezpecˇnosti prˇístupu k analýze (encapsulation).
5.1 Analýza intervalu˚
Analýza intervalu˚ vyhodnocuje horní a dolní mez hodnot pro každou promeˇnnou v kaž-
dém kroku programu.
Tato analýza je vyhodnocována postupneˇ smeˇrem od zacˇátku funkce, cˇi pro-
gramu, až po jeho konec. Trˇída, která tuto analýzu vyhodnocuje je v implementaci
nazvána IntervalLattice. Generikum, které je prˇedáváno této trˇídeˇ je nazváno
IntervalElement.
IntervalElement reprezentuje interval hodnot, ve formeˇ (min, max). Tyto hod-
noty (min a max), ale nemusí být cˇísla, pracujeme také s hodnotama jakými jsou +∞
a −∞. Z tohoto du˚vodu má tato trˇída 4 ru˚zné konstruktory.
1. IntervalElement(BigInteger min, BigInteger max): Tento konstruk-
tor nastavuje interval, který má svou horní a dolní mez cˇíslo.
2. IntervalElement(ElementIntervalInfo min, BigInteger max):
Tento konstruktor nastavuje interval, který má svou dolní mez −∞ a horní mez
cˇíslo.
3. IntervalElement(BigInteger min, ElementIntervalInfo max):
Tento konstruktor nastavuje interval, který má svojí dolní mez cˇíslo a horní mez
rovnu +∞.
4. public IntervalElement(ElementIntervalInfo info): Tento konstruk-
tor mu˚že definovat dva ru˚zné intervaly, první z nich nastává v situaci, kdy výcˇet
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info, má hodnotu bottom, udává že daný interval, respektive promeˇnná na kte-
rou se tento interval váže, nemá žádnou hodnotu, není definovaný. V opacˇném prˇí-
padeˇ mu˚že parametr info nabývat hodnoty top, v tomto prˇípadeˇ vzniká interval
který má svou dolní mez rovnu −∞ a horní mez rovnu +∞.
Veškerá analýza je udržovaná v promeˇnné List<AbstractContextInterval>[]
contexts. Prˇicˇemž AbstractContextInterval je strukturou obsahující
IntervalElement element, reprezentující daný interval a String name re-
prezentující jméno promeˇnné, ke které se interval váže.
Operace⊔ vytvárˇí interval, jehož minimum je rovno nejmenšímu minimu teˇchto dvou
intervalu˚, nad kterými je tato operace použita. Stejneˇ tak maximum je rovno nejveˇtšímu
maximu teˇchto intervalu˚.
(min1, max1) ⊔ (min2, max2) =
• (min1, max1): min1 ≤ min2 ∧ max1 ≥ max2
• (min1, max2): min1 ≤ min2 ∧ max1 ≤ max2
• (min2, max1): min1 ≥ min2 ∧ max1 ≥ max2
• (min2, max2): min1 ≥ min2 ∧ max1 ≤ max2
Operace ⊓ vytvárˇí interval, jehož minimum je veˇtší minimum z daných intervalu˚, ale zá-
rovenˇ musí být menší než maximum druhého intervalu. Jinými slovy tato hodnota musí
být obsažena v obou intervalech. Stejneˇ tak pro maximum platí, že je to menší maximum
daných intervalu˚, které je ovšem veˇtší než minimum druhého intervalu.
(min1, max1) ⊓ (min2, max2) =
• ⊥: max1 ≤ min2 ∨ max2 ≤ min1
• (min1, max2): min1 ≥ min2 ∧ min1 ≤ max2, max2 ≤ max1 ∧ max2 ≥ min1
• (min2, max1): min2 ≥ min1 ∧ min2 ≤ max1, max1 ≤ max2 ∧ max1 ≥ min2
• (min1, max1): min1 ≥ min2 ∧ max1 ≤ max2
• (min2, max2): min2 ≥ min1 ∧ max2 ≤ max1
Kromeˇ teˇchto operací, které jsem zmínil již v Podkapitole 4.1, je trˇeba ješteˇ nadefinovat
speciální operaci Widening. Beˇhem vyhodnocování analýzy je program totiž procházen
podobneˇ, jako by byl procházen prˇi skutecˇném spušteˇní. Jinými slovy pokud chceme
analyzovat urcˇitou veˇtev podmínky, musíme prvneˇ získat informaci o tom, že podmínka
je dosažitelná (tento celý proces popisuji detailneˇji v další cˇásti této kapitoly). Díky to-
muhle prˇístupu nám mu˚že vzniknout situace v cyklech (naprˇíklad v nekonecˇných cyk-
lech bez podmínky), kde se v neˇjakém kroku cyklu meˇní hodnoty promeˇnných, takže
analýza nemu˚že skoncˇit a vyhodnocovala by se nekonecˇneˇ dlouho. Proto zavádíme
operaci Widening, která po urcˇitém pocˇtu iterací cyklu (tento pocˇet závisí na nastavení
"settings.txt", viz. Kapitola 3) aproximuje minimální, respektive maximální hodnotu in-
tervalu k −∞, respektive k +∞.
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(min1, max1) Widening (min2, max2) =
• (min1, max1): min1 = min2 ∧ max1 = max2
• (min1, +∞): min1 = min2 ∧ max1 < max2
• (−∞, max1): min1 > min2 ∧ max1 = max2
• (−∞, +∞): min1 > min2 ∧ max1 < max2
Poté co máme nadefinované všechny tyto operace, je trˇeba ješteˇ nadefinovat aritmetiku
pro práci s intervaly, k tomu slouží metody
• IntervalElement Plus(IntervalElement element1,
IntervalElement element2)
• IntervalElement Minus(IntervalElement element1,
IntervalElement element2)
• IntervalElement Divide(IntervalElement element1,
IntervalElement element2)
• IntervalElement Multiple(IntervalElement element1,
IntervalElement element2)
Ve všech teˇchto metodách je potrˇeba zajistit, aby byly v intervalech obsaženy všechny
možnosti, kterých mu˚že daná promeˇnná nabývat. Proto se matematická operace pro-
vede nad všemi kombinacemi min a max. Naprˇíklad u operace násobení, nemu˚žeme rˇíct,
že soucˇin min1 a min2 je nejmenším prvkem nového intervalu. Pokud totiž obeˇ tyto hod-
noty jsou záporné, získáme kladný výsledek, který je veˇtší než jakékoliv z teˇchto minim.
Poslední pomocnou metodou pro vyhodnocení analýzy, je me-
toda, která pracuje s podmínkami. Tato metoda má prˇedpis void
IfOperation(ref AbstractContextInterval newContextTrue, ref
AbstractContextInterval newContextFalse, AbstractContextInterval
rightSide, String operation). Z du˚vodu komplexnosti této metody, uvádím
její princip v tabulce, v Prˇíloze D. Tato tabulka popisuje obecné skupiny, které mu˚žeme
porovnávat a výsledky, které udávají interval, který je veˇtší, menší, roven, atp. než jiný
interval.
V této metodeˇ je také trˇeba spocˇítat negaci dané operace, tento výsledek je pak použit
pro veˇtev, kterou program prochází, pokud podmínka splneˇna není.
Kromeˇ teˇchto pomocných metod, trˇída IntervalLatice ješteˇ obsahuje pomocné
promeˇnné. Promeˇnné contextBefore1 a contextBefore211, v sobeˇ nesou informace
o analýze v daném kroku programu, ješteˇ prˇed tím, než jsme zacˇali tyto hodnoty prˇepo-
cˇítávat. Poté se na základeˇ zmeˇn urcˇí, zda-li je trˇeba dalších iterací CFG. Toto porovnání
zprostrˇedkovává metoda bool HasChanged().
11Z du˚vodu veˇtvení v grafu (objekty trˇídy If), je trˇeba si v teˇchto situacích uchovávat pu˚vodní informace
o obou uzlech, na které uzel If ukazuje.
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Poté co máme naimplementovány všechny tyto metody, je trˇeba ješteˇ doimplemen-
tovat interface ILattice. Metody které chybí doimplementovat jsou metody pro práci
s konkrétními uzly CFG. Tyto uzly mu˚žeme rozdeˇlit do dvou skupin:
• Uzly které nijak nemeˇní hodnoty intervalu˚: Do této skupiny spadají uzly trˇíd:
Break, Continue, Initialization, Write, Call a Return. Tyto skupiny
pouze kopírujou hodnoty navázané na jejich uzel, na uzel následující.
public void Call(Call node, int index, int dest)
{
contextBefore1 = contexts[dest];
JoinOperation(index, dest);
return ;
}
Výpis 5: Metoda Call nemeˇnící hodnotu intervalu˚
• Uzly které meˇní hodnoty intervalu˚: Do této skupiny spadají uzly trˇíd: Assign,
Read a If. Tyto metody mají dveˇ cˇásti. První cˇást slouží k nastavení svazu˚ prˇi prv-
ním pru˚chodu (Ješteˇ prˇedtím, než se zacˇne vyhodnocovat skutecˇná analýza), v této
cˇásti se všechny svazy nastaví na⊥. V druhé cˇásti se vyhodnocuje již skutecˇná ana-
lýza.
Metoda Assign vytvárˇí intervaly zapomocí metod Plus, Minus, Multiple
a Divide v prˇípadeˇ, že operace prˇirˇazení používá aritmetiku. V opacˇném prˇípadeˇ
(prˇirˇazujeme-li promeˇnnou) pouze vytvorˇí kopii intervalu, který patrˇí promeˇnné,
která má být prˇirˇazena. Pokud prˇirˇazujeme konstantu, vytvorˇí nový interval, který
obsahuje pouze hodnotu této konstanty.
Metoda Read vytvárˇí intervaly nabývající pouze hodnoty ⊤.
Metoda If vytvárˇí intervaly zapomocí metody IfOperation. Tato metoda vy-
tvárˇí hned neˇkolik intervalu˚, pokud naprˇíklad porovnáváme a < b. Musíme také
vyhodnotit analýzu pro promeˇnnou b ve formeˇ b > a. Stejneˇ tak musíme vyhod-
notit negaci teˇchto podmínek pro vyhodnocení rozsahu intervalu, když podmínka
splneˇna není. Metoda dále zkoumá, zda-li hodnota intervalu nabývá hodnot jiných
než ⊥. V prˇípadeˇ, že interval nabývá této hodnoty, neprˇenáší se do dané veˇtve
žádné informace, tato veˇtev je totiž nedosažitelná. Všechny prvky svazu zde zu˚-
stanou nastaveny na ⊥, z prvního pru˚chodu CFG.
Další informace na toto téma se nacházejí v úryvku Knihy [1], nebo v Poznámkách [2].
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5.1.1 Konkrétní analýza intervalu˚
Pro prˇíklad zde uvádím konkrétní výsledek analýzy intervalu˚. Kód, který je použit
pro tuto analýzu je znázorneˇn v Prˇíloze E.
Analysis Interval
a: (Top) b: (Top)
16: Initilization, nextNode: 15, previousNodes:
a: (Top) b: (Top)
15: Initilization, nextNode: 14, previousNodes: 16
a: (Top) b: (Top)
14: Assign, nextNode: 13, previousNodes: 15
a: (Top) b: (Top) c: ( 20 ; 20)
13: Initilization, nextNode: 12, previousNodes: 14
a: (Top) b: (Top) c: ( 20 ; 20)
12: Assign, nextNode: 11, previousNodes: 13
a: (Top) b: (Top) c: ( 20 ; 20) h: (Top)
11: If, trueNode: 10, falseNode: 9, previousNodes: 12
a: (Top) b: (Top) c: ( 20 ; 20) h: (-inf ; 19)
10: Assign, nextNode: 7, previousNodes: 11
a: (Top) b: (Top) c: ( 20 ; 20) h: (20 ; +inf)
9: Else, trueNode: 8, falseNode: 7, previousNodes: 11
a: (Top) b: (Top) c: ( 20 ; 20) h: (20 ; +inf)
8: Assign, nextNode: 7, previousNodes: 9
a: (Top) b: ( 20 ; 20) c: ( 20 ; 20) h: (Top)
7: Assign, nextNode: 6, previousNodes: 8, 9, 10
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top)
6: Initilization, nextNode: 5, previousNodes: 7
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top)
5: Assign, nextNode: 4, previousNodes: 6
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top) i: ( -10 ; -5) u: ( 15 ; 15)
4: Statement, trueNode: 3, falseNode: -1, previousNodes: 0, 5
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top) i: ( -9 ; -5) u: ( 15 ; 15)
3: Assign, nextNode: 2, previousNodes: 4
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top) i: ( -9 ; -5) u: ( 15 ; 15)
2: If, trueNode: 1, falseNode: 0, previousNodes: 3
a: (Bottom) b: (Bottom) c: (Bottom) h: (Bottom) i: (Bottom) u: (Bottom)
1: Assign, nextNode: 0, previousNodes: 2
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top) i: ( -9 ; -5) u: ( 15 ; 15)
0: Assign, nextNode: 4, previousNodes: 1, 2
a: ( 5 ; 5) b: (Top) c: ( 20 ; 20) h: (Top) i: ( -10 ; -10) u: ( 15 ; 15)
Výsledky analýzy ve formátu promeˇnná: (min,max) se vážou k uzlu, který se nachází
na následujícím rˇádku. Pokud na neˇjaký uzel ukazuje více jiných uzlu˚, je v tomto uzlu
analýza sloucˇena ze všech dílcˇích analýz, které byly spocˇteny teˇmito prˇedchu˚dci.
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5.2 Živost promeˇnných
Analýza živosti promeˇnných, zkoumá zda-li je promeˇnná živá, cˇi nežívá. Živá promeˇnná
je taková, jejiž hodnota bude vyžadována v následujících krocích programu.
Tato analýza je zástupcem analýz, využívajících zpeˇtné iterace. V implementaci je tato
analýza vyhodnocována trˇídou LivenessLatice. Generikum, které je využito pro ini-
cializaci této trˇídy, se nazývá LivenessElement.
Oproti analýze intervalu˚, je svaz mnohem jednodušší. Skládá se pouze ze dvou hodnot.
⊥ v situaci, kdy je promeˇnná neživá, ⊤ v situaci, kdy je promeˇnná živá.
Operace ⊔ má také velice jednoduchou implementaci. Tato operace vytvárˇí element,
který je živý, pokud jeden z elementu˚ nad kterými je tato operace zavolána, nabývá hod-
noty ⊤.
element1 ⊔ element2 =
• ⊤ (promeˇnná je živá): element1, nebo element2 nabývá hodnoty ⊤.
• ⊥ (promeˇnná je neživá): element1 a element2 nabývájí hodnoty ⊥.
Tato metoda Join, je jediná pomocná metoda, která je potrˇeba pro vyhodnocení této
analýzy. Není zde potrˇeba operace ⊓, ve všech uzlech CFG je trˇeba hodnoty pouze sklá-
dat za pomocí operace ⊔. Stejneˇ tak operace Widening není v této analýze nijak potrˇeba,
analýza totiž nezkoumá pru˚chody a dosažitelnosti grafu. Díky tomuhle prˇístupu nena-
stáva situace pro možnost zacyklení iterace.
Stejneˇ jako u analýzy intervalu˚, využíváme pomocné promeˇnné private
List<AbstractContextLiveness> contextBefore, která obsahuje svazy
prˇirˇazené promeˇnným v práveˇ analyzovaném uzlu CFG. Za pomocí metody bool
HasChanged() informuje trˇídu, zprostrˇedkovávající iteraci CFG, o zmeˇnách v analy-
zovaném uzlu. V prˇípadeˇ že žádné zmeˇny neprobeˇhly a tento uzel již prˇedal informace
o všech svých prˇedchu˚dcích v neˇjaké minulé iteraci, neprˇidává do fronty indexu˚ své
prˇedchu˚dce. V opacˇném prˇípadeˇ své prˇedky do fronty prˇidá.
Co se týcˇe implementace metod, pro práci s konkrétními uzly, mu˚žeme tyto metody
rozdeˇlit do dvou skupin. První skupina obsahuje metody, které nerozhodujou o živosti
promeˇnných, zatím co druhá skupina obsahuje metody, které o živosti promeˇnných roz-
hodují.
• Metody, které nerozhodují o živosti promeˇnných: Initialization, Continue
a Break. Implementace teˇchto metod, je totožná jako u analýzy intervalu˚, viz. Výpis
5.
• Metody, které rozhodují o živosti promeˇnných: Všechny tyto metody obsahují dveˇ
cˇásti. První z teˇchto cˇásti je pro všechny tyto metody spolecˇná12. Tato cˇást se vyko-
nává pouze v prním pru˚chodu daného uzlu, a slouží k nastavení svazu pro analýzu.
Beˇhem tohoto nastevení, se všechny promeˇnné nastavují na hodnotu ⊥.
12Tyto metody se liší zápisem kódu, kvu˚li strukturˇe daného uzlu. Jejich cíl je ale stejný.
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Tuto skupinu metod mu˚žeme rozdeˇlit na další dveˇ podskupiny. Metody, které na-
stavují promeˇnné jako neživé a metody, které nastavují promeˇnné jako živé.
Metody Call() (promeˇnné, které jsou prˇedávaný jako paramtry funkci), Write()
(promeˇnné, které se mají vypisovat), Return() (promeˇnné, které jsou použity
v prˇíkazu return), If() (všechny promeˇnné, figurující v podmínkách) a Assign()
(promeˇnné, které figurují na pravé straneˇ prˇirˇazení.) Všechny tyto uvedené pro-
meˇnné se nastaví jako živé. Postupneˇ se tato informace šírˇí do prˇedchu˚dcu˚ daného
uzlu.
Jediná možnost jak zmeˇnit vlastnost promeˇnných z živá na neživá, je možné pouze
za pomocí metod Assign() (levá strana prˇirˇazení) a Read() (Všechny promeˇnné,
které jsou v parametrech tohoto prˇíkazu). Du˚vod procˇ tyto metody nastavují vlast-
nost promeˇnné na neživá, je takový, že v teˇchto operacích je hodnota, kterou tato
promeˇnná má, prˇepsána hodnotou jinou.
Další informace na toto téma se nacházejí v Poznámkách [2].
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5.2.1 Konkrétní analýza živosti promeˇnných
Pro prˇíklad zde uvádím výsledek analýzy živosti promeˇnných. Kód, který byl použit
pro tuto analýzu je znázorneˇn v Prˇíloze E).
Analysis Liveness
i: Alive a: Alive u: Dead b: Dead c: Dead h: Dead
16: Initilization, nextNode: 15, previousNodes:
i: Alive a: Alive u: Dead b: Dead c: Dead h: Dead
15: Initilization, nextNode: 14, previousNodes: 16
i: Alive a: Alive u: Dead b: Dead c: Dead h: Dead
14: Assign, nextNode: 13, previousNodes: 15
i: Alive a: Alive u: Dead b: Dead c: Alive h: Dead
13: Initilization, nextNode: 12, previousNodes: 14
i: Alive a: Alive u: Dead b: Dead c: Alive h: Dead
12: Assign, nextNode: 11, previousNodes: 13
i: Alive a: Dead u: Dead b: Dead c: Alive h: Alive
11: If, trueNode: 10, falseNode: 9, previousNodes: 12
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
10: Assign, nextNode: 7, previousNodes: 11
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
9: Else, trueNode: 8, falseNode: 7, previousNodes: 11
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
8: Assign, nextNode: 7, previousNodes: 9
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
7: Assign, nextNode: 6, previousNodes: 8, 9, 10
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
6: Initilization, nextNode: 5, previousNodes: 7
i: Dead a: Dead u: Dead b: Dead c: Dead h: Dead
5: Assign, nextNode: 4, previousNodes: 6
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
4: Statement, trueNode: 3, falseNode: -1, previousNodes: 0, 5
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
3: Assign, nextNode: 2, previousNodes: 4
i: Alive a: Dead u: Alive b: Dead c: Dead h: Dead
2: If, trueNode: 1, falseNode: 0, previousNodes: 3
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
1: Assign, nextNode: 0, previousNodes: 2
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
0: Assign, nextNode: 4, previousNodes: 1, 2
i: Alive a: Dead u: Dead b: Dead c: Dead h: Dead
Výsledky analýzy jsou ve formátu promeˇnná: Alive/Dead. Alive znacˇí že pro-
meˇnná je v daném uzlu živá, Dead znacˇí, že promeˇnná je v daném uzlu neživá. Výsledky
analýzy se vážou k uzlu, který se nachází na následujícím rˇádku.
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6 Práce s programem
6.1 Spušteˇní programu
V této práci se syntaktická analýza KerLang (vcˇetneˇ vytvorˇení CFG) a analýzy abstraktní
interpretace spouští neoddeˇleneˇ. (Není možné vytvorˇit jen CFG, bez toho aniž by byl
zanalyzován konkretními analýzami abstraktní interpretace, viz. Kapitola 5).
Pro spušteˇní programu je trˇeba napsat kód v jazyce KerLang, který je uložen v tex-
tovém souboru (práce obsahuje také neˇkolik konkrétních prˇíkladu˚ jendoduchých kódu˚,
na kterých byla práce vyzkoušena).
Dále je trˇeba nastavit textový soubour settings, ve kterém se nastaví cesty na kód,
který má být prˇedán programu pro další práci. Dále také cesta na adresárˇ, do kterého
se analýzy (vcˇetneˇ CFG a AST) uloží. Pokud soubor neexistuje, program jej vytvorˇí.
V prˇípadeˇ, že se soubor nepodarˇilo vytvorˇit, je výstup vypsán do konzole a uživatel
je také upozorneˇn, že se data nepodarˇilo uložit. Soubor settings se nachází na adrese
"KermanLang\Settings\settings.txt".
Pokud je napsán kód v tomto jazyce a soubor settings je také nastaven, mu˚žeme spus-
tit program. Cesta k souboru, který vytvorˇí z kódu CFG a zanalyzuje jej, je následující —
"KermanLang\bin\Release\KerLang.exe".
Po spušteˇní programu, je uživatel v konzoli informován o práci programu. Ve složce,
kterou uživatel napsal do souboru settings, se vytvorˇí 4 nové textové soubory. Tyto sou-
bory obsahují AST, CFG, analýzu intervalu˚ a analýzu živosti promeˇnných.
6.2 Prˇidání analýzy do frameworku
Pro prˇidání nové analýzy spadající do abstraktní interpretace, je trˇeba naimplementovat
trˇídu, která implementuje rozhraní IElement. V této trˇídeˇ je reprezentován konkrétní
prvek svazu.
Dále je trˇeba implementovat trˇídu, která implementuje rozhraní
ILattice<T> : ILattice where T : IElement. V této trˇídeˇ se implemen-
tuje logika celé analýzy, viz. 5.
Poté co je naimplementována tato trˇída, je trˇeba ješteˇ prˇidat jeden prˇíkaz, který in-
formuje program, že má zacˇít kód analyzovat i touto novou analýzou. Prvneˇ je trˇeba
rozhodnout jaký druh iterace daná analýza využívá.
Poté je trˇeba v cyklu, nachází se v trˇídeˇ Program, který prochází všechny CFG vy-
tvorˇit objekt reprezentující danou iteraci (bud’ to je objekt trˇídy IterationForward,
nebo IterationBackward). Tomuto objektu prˇedá jako parametr konstruktoru tento
nový objekt trˇídy pro analýzu.
Daná iterace pak prochází CFG a nad všemi jeho uzly provádí analýzu implemento-
vanou v objektu, který jsme prˇedali v konstruktoru.
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7 Záveˇr
V této bakalárˇské práci jsem naimplementoval framewrok pro abstraktní interpretaci.
Abych mohl tento framework implementoval, musel jsem prvneˇ implementovat pro-
gramovací jazyk KerLang. V tomto jazyce jsem napsal programy, které se analyzují touto
abstraktní interpretací.
Abych mohl naprogramovat tento jazyk, musel jsem nastudovat problematiku parso-
vání, AST a CFG. Poté co jsem tento jazyk naimplementoval, zacˇal jsem implementovat
framework pro abstraktní interpretaci.
Jako konkrétní prˇíklady abstraktní interpretace jsem použil analýzu intervalu˚ a analýzu
živosti promeˇnných. Zdroje z kterých jsem cˇerpal, prˇi implementaci teˇchto analýz jsou [1]
a [2].
Program je navržen tak, aby do neˇj bylo možné prˇidat jednoduše další analýzy. Tento
proces vyžaduje implementaci trˇídy, specifikující analýzu, tato trˇída deˇdí z generického
interface.
Jakub Kermaschek
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A Použitý software
Tato sekce obsahuje výcˇet softwaru, který byl prˇi tvorbeˇ této práce použit.
• Microsoft Visual Studio 2013 Ultimate with Update 4 (x86)
• Microsoft Windows Professional 8.1 (x86)
• TeXstudio 2.9.4
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B Druhy tokenu˚ jazyka KerLang
0. Token Název tokenu Význam
1. + TkPlus Plus
2. ++ TkPlusPlus Inkrementace o 1
3. += TkPlusEqual Prˇicˇtení k levé straneˇ
4. - TkMinus Mínus
5. - TkMinusMinus Dekrementace o 1
6. -= TkMinusEqual Odecˇtení od levé strany
7. * TkMultiple Krát
8. *= TkMultipleEqual Znásobení levé strany
9. / TkDivide Deˇleno (celocˇíselné)
10. /= TkDivideEqual Podeˇlení z levé strany
11. , TkComma Cˇárka
12. ; TkSemicolon Strˇedník
14. ( TkLeftParenthesis Levá závorka
15. ) TkRightParenthesis Pravá závorka
16. { TkLeftBrace Levá složená závorka
17. } TkRightBrace Pravá složená závorka
18. [ TkLeftBracket Levá hranatá závorka
19. ] TkRightBracke Pravá hranatá závorka
20. for TkFor Zacˇátek cyklu for
21. if TkIf Zacˇátek podmínky
22. elseif TkElseIf Další podmínky, pokud žádná
prˇedchozí nebyla splneˇna
23. else TkElse Co se má stát, když žádná pod-
mínka není splneˇna
24. while TkWhile Zacˇátek cyklu while, konec cyklu
do-while
25. break TkBreak Ukoncˇení celého cyklu
26. continue TkContinue Zacˇátek nové iterace cyklu
27. do TkDo Zacˇátek cyklu Do-While
28. == TkEqual Rovná se
29. != TkNotEqual Nerovná se
30. > TkGreater Je veˇtší než
31. < TkLess Je menší než
32. >= TkGreaterEqual Je veˇtší, nebo rovno než
33. <= TkLessEqual Je menší, nebo rovno než
34. & TkAnd Booleanovský and
35. | TkOr Booleanovský or
36. = TkAssign Prˇirˇazení
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37. ! TkNegation Negace
38. " TkQuotes Uvozovky, uvádeˇjí zacˇátek a konec
rˇeteˇzce
39. write TkWrite Výpis na obrazovku
40. read TkRead Cˇtení z klávesnice
41. Function TkFunction Procedura, cˇi funkce
42. program TkProgram Hlavní funkce programu
43. int TkInt Celocˇíselný datový typ
44. void TkVoid Datový typ, který informuje o tom,
že funkce nic nevrací
45. // TkComment Zacˇátek komentárˇe
46. return TkReturn Ukoncˇení funkce, cˇi procedury
47. call TkCall Volání funkce, cˇi procedure
48. TkString Rˇeteˇzec, který se vyskytuje jako pa-
rametr prˇíkazu write. Mu˚že obsa-
hovat jakýkoliv znak
49. TkIdentifier Promeˇnná, musí zacˇínat písme-
nem Abecedy (A-Z, nebo a-z), dále
mu˚že následovat libovolná kombi-
nace A-Z, a-z, nebo 0-9
50. TkConstant Konsanta, musí zacˇínat cˇíslicí 1-
9, dále mu˚že následovat libovolná
kombinace 0-9
51. TkEOF Konec souboru s kódem
52. TkError Chyba v kódu
53. TkAST Zacˇátek AST
54. TkParameters Parametry funkcí a procedur
55. TkArr Promeˇnná je pole
56. TkParameter Konkrétní parametr funkce, cˇi pro-
cedury
57. TkBody Teˇlo funkce, procedury, podmínek,
cˇi cyklu˚
58. TkIndex Index oznacˇující deklaraci pole (ne
konkrétní index pole)
59. TkStatement Booleovský výraz
60. TkForInit Inicializace promeˇnných v cyklu
for
61. TkForArithmetics Aritmetika v cyklu for
62. TkArithmetic Aritmetika
63. TkExpression Aritmetický výraz
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C Gramatika KerLang
BG je urcˇena množinou terminálu˚, množinou neterminálu˚, množinou prˇepisovacích pra-
videl a pocˇátecˇním neterminálem.
V KerLang je pocˇátecˇní neterminál BG nazván LANG.
• Množina neterminálu˚ = {LANG, TYPE, INIT, INITMORE, ARR,
OPERATIONS, DECLARATIONVARIABLE, DECLARATION, DECLARATIONMORE,
DECLARATIONARR, DECLARATIONARRMORE, VALUEWRITE,
VALUEWRITEMORE, VARIABLEREAD, VARIABLEREADMORE, VARIABLECALL,
VARIABLECALLMORE, ELSEIF, ELSE, FORINIT, FOREXPRESSION,
FORARITHMETICS, RETURN, ARITHMETIC, ARITHMETICMORE, ASSIGNS,
EQUALITY, ADDITIVES, MULTIPLICATIONS, INCDEC, EXPRESSION, ADD,
MULTIPLE, IDS}
• Množina terminálu˚ = {function, ⟨identifier⟩, (, ), {, }, program, void, int, ,,
[, ], ;, write, read, call, if, for, while, do, return, break, continue, =,
", elseif, else, ⟨string⟩, +=, -=, *=, /=, >, >=, <, <=, ==, !=, +, -, *, /, ++, --,
⟨constant⟩, ⟨eof ⟩, ε13}
• Množina prˇepisovacích pravidel = {
LANG → function TYPE ⟨identifier⟩ ( INIT ) {
OPERATIONS } LANG
| program { OPERATIONS } LANG
| ⟨eof ⟩
TYPE → void
| int
INIT → int ⟨identifier⟩ ARR INITMORE
| ε
INITMORE → , int ⟨identifier⟩ ARR INITMORE
| ε
ARR → [ EXPRESSION ]
| ε
OPERATIONS → int DECLARATIONVARIABLE ; OPERATIONS
| write ( VALUEWRITE ) ; OPERATIONS
| read ( VARIABLEREAD ) ; OPERATIONS
13Speciální znak ε zastupuje takzvané "prázdné slovo."
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| call ⟨identifier⟩ ( VARIABLECALL ) ;
OPERATIONS
| if ( EXPRESSION ) { OPERATIONS } ELSEIF
ELSE OPERATIONS
| for ( FORINIT ; FOREXPRESSION ;
FORARITHMETIC ) { OPERATIONS }
OPERATIONS
| while ( EXPRESSION ) { OPERATIONS }
OPERATIONS
| do { OPERATIONS } while ( EXPRESSION )
OPERATIONS
| return RETURN ; OPERATIONS
| break ; OPERATIONS
| continue ; OPERATIONS
| ARITHMETIC ; OPERATIONS
| ε
DECLARATIONVARIABLE → ⟨identifier⟩ DECLARATION
DECLARATION → = EXPRESSION DECLARATIONMORE
| DECLARATIONMORE
| ARR DECLARATIONARR
DECLARATIONMORE → , DECLARATIONVARIABLE
| ε
DECLARATIONARR → = { EXPRESSION DECLARATIONARRMORE }
| DECLARATIONARRMORE
| ARR DECLARATIONARR
DECLARATIONARRMORE → , EXPRESSION DECLARATIONARRMORE
| ε
VALUEWRITE → " ⟨string⟩ " VALUEWRITEMORE
| EXPRESSION VALUEWRITEMORE
| ε
VALUEWRITEMORE → , VALUEWRITE
| ε
VARIABLEREAD → ⟨identifier⟩ ARR VARIABLEREADMORE
| ε
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VARIABLEREADMORE → , VARIABLEREAD
| ε
VARIABLECALL → EXPRESSION VARIABLECALLMORE
| ε
VARIABLECALLMORE → , VARIABLECALL
| ε
ELSEIF → elseif ( EXPRESSION ) { OPERATIONS } EL-
SEIF
| ε
ELSE → else { OPERATIONS }
| ε
FORINIT → int DECLARATIONVARIABLE
| DECLARATIONVARIABLE
| ε
FOREXPRESSION → EXPRESSION
| ε
FORARITHMETICS → ARITHMETIC ARITHMETICMORE
| ε
RETURN → EXPRESSION
| ε
ARITHMETIC → ⟨identifier⟩ ASSIGNS EXPRESSION
| INCDEC ⟨identifier⟩
| ⟨identifier⟩ INCDEC
ARITHMETICMORE → , ARITHMETIC
| ε
ASSIGNS → = | += | -= | *= | /=
EQUALITY → > | >= | < | <= | == | !=
ADDITIVES → + | -
MULTIPLICATIONS → * | /
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INCDEC → ++ | --
EXPRESSION → EXPRESSION EQUALITY ADD
| ADD
ADD → ADD ADITIVES MULTIPLE
| MULTIPLE
MULTIPLE → MULTIPLE MULTIPLICATIONS IDS
| IDS
IDS → ( EXPRESSION )
| ⟨constant⟩
| ⟨identifier⟩
| call ⟨identifier⟩ ( VARIABLECALL )
| - IDS
| INCDEC IDS
| IDS INCDEC
| ε
}
44
D Tabulka podmínek a intervalových výsledku˚
Tato tabulka udává výsledky intervalu˚, které jsou veˇtší, menší, veˇtší rovno, menší rovno,
rovny, cˇi nerovny, než 5 obecných skupin intervalu˚ ((−∞, max), (min, max), (min, +∞),
Top, Bottom). V teˇchto podmínkách mu˚že být ješteˇ použito unární mínus, proto je trˇeba
zkoumat jak kladnou, tak zápornou verzi.
Operace znaménko (−∞, max) (min, max) (min, +∞) Top Bottom
> + ⊤ (min+1, +∞) (min+1, +∞) ⊤ ⊥
> − (max∗(−1) + 1, +∞) (max∗(−1) + 1, +∞) ⊤ ⊤ ⊥
≥ + ⊤ (min, +∞) (min, +∞) ⊤ ⊥
≥ − (max∗(−1), +∞) (max∗(−1), +∞) ⊤ ⊤ ⊥
< + (−∞, max−1) (−∞, max−1) ⊤ ⊤ ⊥
< − ⊤ (−∞, min∗(−1)− 1) (−∞, min∗(−1)− 1) ⊤ ⊥
≤ + (−∞, max) (−∞, max) Top ⊤ ⊥
≤ − Top (−∞, min∗(−1)) (−∞, min∗(−1)) ⊤ ⊥
= + (−∞, max) (min, max) (min, +∞) ⊤ ⊥
= − (max∗(−1), +∞) (max∗(−1), min∗(−1)) (−∞, min∗(−1)) ⊤ ⊥
̸= + ⊤ ⊤ ⊤ ⊤ ⊥
̸= − ⊤ ⊤ ⊤ ⊤ ⊥
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E Složiteˇjší kód urcˇen k testování programu
Tento kód nemá žádné praktické využití, je navržen tak aby otestoval zástupce analýz
abstraktní interpretace a obsahoval veˇtvení pro znázorneˇní v CFG.
function void funkce1 (int a, int b)
{
int u;
int c = 20;
int h = a;
if (c > h)
{
b = 5;
}
else
{
b = 20;
}
a = 5;
for (int i = -5;i > -10; i-)
{
u = 15;
if(u < 10)
{
a = 15;
}
}
}
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F Prˇíloha na CD/DVD
Výsledkem bakalárˇské práce je program, který je uveden jako prˇíloha na disku. Obsah
tohoto disku je složka KerLang.
V této složce, jsou veškeré materiály potrˇebné ke správnému spušteˇní programu.
Cesta ke spustitelnému souboru je následující —
"KerLang\bin\Release\KerLang.exe".
Složka "KerLang\Output"obsahuje ukázkové výsledky programu.
Další významy souboru˚ a jejich použití, je vysveˇtleno v Kapitole 6 a také v Kapitole 2.
Všechny soubory, které ovlivnˇují práci programu, jsou nastaveny tak, aby byl pro-
gram spustitelný.
