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Abstract
Let f (z) be an analytic function defined in the unit disc whose fractional derivative of order 1p belongs to H
p
, 0 < p  1. We
show that as a consequence of a monotonicity condition on the decay of the Taylor coefficients, it is possible to improve the usual
radial boundary growth estimate for Hp functions by a logarithmic factor. As a consequence we show that under certain regularity
conditions imposed on the decay and oscillations of the absolute values of the function’s Taylor coefficients, it is possible to
estimate the function’s modulus of continuity and modulus of absolute continuity and that a consequence of this is that as p → 0,
these functions will be generally smoother. Examples are also given of Hardy–Sobolev functions having modulus of absolute
continuity different than modulus of continuity.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
A classical result of Privalov [16, p. 172] states that for an analytic function f (z) in the unit disc, the condition
f ′(z) ∈ H 1 is equivalent to f (z) being continuous up to the boundary and have an absolutely continuous boundary
value. Moreover, it is well known that when 0 < p < q  1
H
p
1
p
⊂ Hq1
q
⊂ Π
where Π denotes the class of Privalov functions analytic in the disc having absolutely continuous boundary values,
and Hpα the class of analytic functions for which f (α) ∈ Hp . As p → 0 functions f (z) in Hp1/p have more restrictive
mean growth conditions on their derivatives and it is natural to ask whether this translates itself into some kind of
smoothness condition on the function’s boundary values which would serve to distinguish or even characterize these
spaces. Put differently, when p < q , is there a boundary property that each f ∈ Hp1/p satisfies, but for which not all
g ∈ Hq1/q satisfy? When p = 1, 0 < α < 1, Adams [1] showed that the Hausdorff dimension of the exceptional sets
for functions in H 1α shrink to zero as α → 1−. When 0 < p < 1 Krotov [14] proved a result of this type which implies
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For example, his results show that f ′′ ∈ H 1/2 is equivalent to
2π∫
0
∣∣f (ei(θ+h))− 2f (eiθ )+ f (ei(θ−h))∣∣ 12 dθ = O(h).
In this paper, we shall investigate the state of affairs when boundary smoothness is quantified in terms of the classical
modulus of continuity and absolute continuity. Our results show that in general, the answer to the question is then
negative. Nevertheless, we show that an affirmative answer to the question persists for certain subspaces of Hp1/p .
These subspaces amount to imposing a certain regularity on the decay and oscillation of the absolute values of the
function’s Taylor coefficients. The modulus of continuity/absolute continuity can be estimated and entail that such
functions must in general be smoother as p → 0. In addition we investigate the relationship between the modulus
of continuity/absolute continuity for the classical Lipschitz functions in these spaces and show that the gap between
these moduli shrinks as p → 0.
1. Preliminaries
Let f (z) =∑akzk be analytic in the disc and define Hp to be the usual Hardy space defined by
Mp(r,f ) =
{
1
2π
2π∫
0
∣∣f (reiθ )∣∣pdθ
}1/p
= O(1) (r → 1), 0 < p < ∞.
In [11,12] Hardy and Littlewood proved that if f ∈ Hp , 0 < p < ∞, then f (reiθ ) = o((1 − r)−1/p). In [9],
G.D. Taylor showed that this result is sharp in the sense that if η : [0,1) → [0,∞), limr→1− η(r) = 0, for any nonin-
creasing η, then there exists f ∈ Hp with
f
(
reiθ
) = O( η(r)
(1 − r)1/p
)
.
By the maximal characterization of Hp , f ∈ Hp ⇔ mf (θ) ∈ Lp(T ),0 < p < ∞ where
mf (θ) = sup
0<r<1
∣∣f (reiθ )∣∣,
with T = {z ∈ C, |z| = 1}.
For a continuous function f on the unit circle, we define it is modulus of continuity by:
ω(δ) = sup
|b−a|δ
∣∣f (eib)− f (eia)∣∣
and it is modulus of absolute continuity by:
μ(δ) = sup
|⋃ Ik |δ
N∑
k=1
∣∣f (eibk )− f (eiak )∣∣
for disjoint intervals I1, I2, . . . , IN , Ik = [ak, bk] ⊂ R1. In this paper we shall be interested in the order of magnitude
as δ → 0+, of these quantities, for particular functions.
We recall that Hardy and Littlewood proved in [10]:
Theorem HL. If f (z) =∑akzk ∈ Hp , 0 < p  2, then∑kp−2|ak|p < ∞.
A simplified proof is given in [4].
For α > 0 the αth fractional derivative, following Flett [7,8], is defined as
f (α)(z) =
∑
(k + 1)αakzk.
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I (β)f (z) = 1
Γ (β)
1∫
0
(
log
1
ρ
)β−1
f (ρz)dρ, β > 0,
and we define the Hardy–Sobolev space Hpα to be those analytic functions for which f (α) ∈ Hp .
In [13], such derivatives are shown to obey the Hardy–Littlewood theorem on fractional integrals: If 0 < p < ∞,
0 < β  1/p, then
g(β) ∈ Hp −→ g ∈ H p1−βp .
When 0 < p < q  1, g = f ( 1q ), β = 1
p
− 1
q
, this says that
f
( 1
p
) ∈ Hp −→ f ( 1q ) ∈ Hq,
i.e. Hp1/p ⊂ Hq1/q .
For α > 0, f holomorphic in the disc and continuous up to the boundary there exist Cauchy-type representations
f (α)(z) = 1
2π
2π∫
0
f
(
eit
)
Kα
(
eit , z
)
dt
where
1
2π
2π∫
0
Kα
(
eit , z
)
dt = 1,
and ∣∣Kα(eit , z)∣∣ Cα|eit − z|α+1 .
The kernel Kα(eit , z) may be taken to be C(α)(eit , z), where C(eit , z) = (1 − ze−it )−1 with the fractional derivative
occurring in the z-variable.
A complex sequence {bk} will be called almost monotonic if it is asymptotically comparable to a real nonnegative
monotone decreasing sequence. That is, if there exists {βk}, β1  β2  β3  · · · 0 and nonzero constants C1 and C2
such that, for sufficiently large k,
C1βk  |bk| C2βk.
Note that {bk} is almost monotonic if bk = 0 for sufficiently large k. We say an analytic function f (z) =∑akzk is
almost monotone, if the Taylor coefficients of f ′(z) =∑ kakzk−1 are almost monotone. The linear span of the set of
almost monotone functions in Hp1/p will be referred to as almost monotone H
p
1/p .
In order to avoid getting bogged down with irrelevant constants, we will use C to denote an absolute constant
whose value may change from line to line but whose precise value does not in any essential way change our stated
results.
The symbol ≈ will denote same order of magnitude, i.e. f (x) ≈ g(x) (x → x0) will mean f (x)/g(x) and
g(x)/f (x) are both bounded in a neighborhood of x0.
By logi (x) we mean the ith iterate of logx, i.e. log2(x) = log log(x), log3(x) = log(log2(x)), etc. log0(x) will
denote x.
2. The non-Lipschitz character of the spaces Hp1/p , 0 < p  1
There are many different metrics for quantifying boundary smoothness. In this paper we consider the pointwise
control of the modulus of continuity and absolute continuity in terms of generalized Lipschitz classes.
Define A= {ξ : [0,∞) → R, such that ξ is bounded, monotone increasing, and continuous with ξ(0) = 0}.
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Λξ =
{
f :T → C, f continuous with modulus of continuity ωf , ωf (δ) Cf ξ(δ), 0 < δ  1
}
.
If F and G are two families of continuous functions on T , F ⊂ G, we say F is smoother than G if there exists ξ ∈A
such that F ⊆ Λξ but G  Λξ . Finally we will say that a family of continuous functions F on T is non-Lipschitz if
there is no ξ ∈A for which F ⊆ Λξ . Membership of a family F in a generalized Lipschitz class represents our ability
to find a reasonable type of pointwise estimate on the modulus of continuity for all functions in F . The classical
Lipschitz class Λα arises when ξ(δ) = δα , 0 < α  1, and in this case we just write Λα .
Lemma 1. Suppose ξ ∈ A, α > 0. Then there exists a nonincreasing η = η(α, ξ), such that η : [0,1) → [0,∞),
limr→1− η(r) = 0, having the property that for all f (z) analytic in |z| < 1 with f (eiθ ) ∈ Λξ ,
f (α)
(
reiθ
)= O( η(r)
(1 − r)α
)
.
Proof. The proof is very similar to that given in [4, p. 74]. We write
f (α)(z) = 1
2π
2π∫
0
f
(
eit
)
Kα
(
eit , z
)
dt = 1
2π
2π∫
0
[
f
(
eit
)− f (eiθ )]Kα(eit , z)dt + f (eiθ )
= 1
2π
2π∫
0
[
f
(
ei(t+θ)
)− f (eiθ )]Kα(ei(t+θ), z)dt + f (eiθ ).
Estimating the integral then gives, with r = |z|,
∣∣∣∣∣ 12π
2π∫
0
[
f
(
eit
)− f (eiθ )]Kα(eit , z)dt
∣∣∣∣∣ Cα2π
π∫
−π
ξ(|t |) dt
|eit − r|α+1 =
Cα
2π
π∫
−π
ξ(|t |) dt
(1 − 2r cos t + r2) α+12
 Cα
2π
π∫
−π
ξ(|t |) dt
[(1 − r)2 + 4r
π2
t2] α+12
.
Substituting u = t1−r , then gives
= Cα
2π(1 − r)α
π
1−r∫
− π1−r
ξ((1 − r)|u|) du
[1 + 4r
π2
u2] α+12
 Cα
2π(1 − r)α
∞∫
−∞
ξ((1 − r)|u|) du
[1 + 4r
π2
u2] α+12
.
Taking
η(r) =
∞∫
−∞
ξ((1 − r)|u|) du
[1 + 4r
π2
u2] α+12
we see that since ξ is bounded, α > 0, limr→1 η(r) = 0 by the Lebesgue Dominated Convergence Theorem. Since ξ
is increasing, η will decrease. Thus
∣∣f (α)(reiθ )∣∣= O( η(r)
(1 − r)α
)
+O(1).
Without loss of generality we may assume η(r)
(1−r)α ↗ ∞ as r → 1−, hence the lemma follows. (If η(r)(1−r)α does not
increase to ∞, we can replace η by a nonincreasing majorant η˜ for which this is true.) 
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The answer, as the following theorem shows, is negative. In the sense of generalized Lipschitz classes, the spaces Hp1/p
are arbitrarily unsmooth.
Theorem 1. For every 0 < p  1, the space Hp1/p is non-Lipschitz. That is, withA defined above, no Hp1/p is contained
in any Λξ .
Proof. Suppose f ∈ Hp1/p ⊂ Λξ . Then f (
1
p
) ∈ Hp and by Lemma 1,
f
( 1
p
)(
reiθ
)= O( η(r)
(1 − r)1/p
)
.
Moreover, since I (1/p)(Hp) = Hp1/p , this would imply that every g ∈ Hp satisfies
g
(
reiθ
)= O( η(r)
(1 − r)1/p
)
contradicting the Taylor’s sharpness result [9] mentioned above. 
Remarks. When p = 1 it is especially easy to exhibit explicit examples of functions with very poor modulus of
continuity:
f (z) =
[
logi
(
ci
1 − z
)]−α
, α > 1
with ci chosen to ensure regularity will belong to Π and have
ω(δ) ≈
(
logi
1
δ
)−α (
δ → 0+).
In Section 7 below, explicit constructions of analytic functions in a family of related spaces are given which exhibit
arbitrarily bad modulus of continuity for 0 < p < 1.
3. The Faber–Littlewood–Zygmund examples
In spite of the negative conclusions of Section 2, certain natural examples of functions in the spaces Hp1/p are given
in Faber [6], Littlewood [15] and Zygmund [17] which do in fact exhibit increased regularity as p → 0. For example,
a simple calculation shows that
f (z) =
[
log
2
1 − z
]−n
∈ H
1
n
n
and has modulus of continuity and absolute continuity
≈ 1
(log 1
δ
)n
.
As n → ∞ these estimates imply greater degrees of smoothness. Indeed, it can also be shown that for 1 α < β ,
g(z) =
[
log
2
1 − z
]1−β
∈ H
1
α
α
with modulus of continuity/absolute continuity
≈ 1
(log 1
δ
)β−1
.
Moreover, it is well known that the Taylor coefficients for such functions [17, p. 192] satisfy
|ak| ≈ |1 − β|k−1(log k)−β
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function is often reflected in the decay of it’s Fourier coefficients/transform and these observations beg the question as
to whether there is not some natural hypothesis on the decay of the Taylor coefficients that would permit us to estimate
the modulus of continuity and absolute continuity.
4. Functions having monotonically decreasing derived Taylor coefficients
In this section we will show that Hardy–Sobolev functions whose first derivatives have almost monotone coeffi-
cients have an estimatable modulus of continuity. The idea behind the proof is that when the coefficients of the first
derivative are monotone, this implies boundary growth estimates which allow us to estimate the modulus of continuity.
Lemma 2. Let {ak} be a real sequence such that a1  a2  · · · 0 and for which∑∞k=1 akk < ∞. Then ak = o( 1log k )
as k → ∞.
Proof. Since
∑∞
k=1
ak
k
< ∞ so also will∑∞k=1 log ( k+1k )ak < ∞. We write
(
log(N + 1))aN = N∑
k=1
log
(
k + 1
k
)
ak +
N∑
k=2
(ak − ak−1) log(k).
As N → ∞ the first term on right is monotonically increasing and bounded above while the second term is monoton-
ically decreasing and bounded below since {ak} is nonnegative and decreasing. So limN→∞(log(N + 1))aN exists.
Since
∑ ak
k
is required to converge, the limit must be 0. Hence also, limN→∞(logN)aN = 0. 
Lemma 3. Let φ : [1,∞) → (0,∞) be monotone increasing for sufficiently large x and assume that there exists α > 0
such that, for nN ,
φ(n)
φ(N)
= O
((
n
N
)α)
and that f (z) =∑akzk is analytic in |z| < 1. Then the condition
N∑
n=0
|an| = O
(
φ(N)
)
(N → ∞)
implies that
∣∣f (reiθ )∣∣= O(φ( 1
1 − r
))
(r → 1).
Proof. Write f (z) = limk→∞ Sk(z), where Sk(z) =∑kn=0 anzn. For fixed |z| < 1, define N =  11−|z| . It is easily
checked that 1 − 1
N
 |z| 1 − 1
N+1 , and that 1 − |z| ≈ 1N . For k N + 1, we write
Sk(z) =
(
N∑
n=0
anz
n
)
+
(
k∑
n=N+1
anz
n
)
so
∣∣Sk(z)∣∣
(
N∑
n=1
|an|
)
+
(
k∑
n=N+1
|an||z|n
)
 Cφ(N) +
k∑
n=N+1
|an||z|n.
By summation by parts, the last sum can be written as
k∑
|an||z|n =
k−1∑
An
[|z|n − |z|n+1]+Ak|z|k −AN |z|N+1,n=N+1 n=N+1
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k∑
n=N+1
|an||z|n 
(
1 − |z|)
(
k−1∑
n=N+1
An|z|n
)
+Ak|z|k.
Since |z| 1 − 1
N
, this is
C
[
1
N
(
k−1∑
n=N+1
φ(n)|z|n
)
+ k
α
Nα
φ(N)|z|k
]
.
Now if we write n = ( n
N
) ·N , we can estimate the sum
1
N
k−1∑
n=N+1
φ(n)|z|n = φ(N)
N
∞∑
n=N+1
φ(n)
φ(N)
|z|n  Cφ(N)
[
1
N
∞∑
n=N+1
(
n
N
)α
|z|n
]
 Cφ(N)
[
1
Nα+1
∞∑
n=N+1
nα|z|n
]
 Cφ(N), since 1 − |z| ≈ 1
N
.
Putting all this together gives∣∣Sk(z)∣∣ C
[
φ(N) + k
α
Nα
φ(N)|z|k
]
 Cφ(N)
[
1 +
(
k
N
)α]
.
Letting k → ∞ then gives |f (z)| Cφ(N) = O(φ( 11−|z| )), as |z| → 1. 
We remark that the “O” may be replaced by “o” in the lemma with the obvious changes in the proof. By applying
the above result to f (
1
q
)
(z) we arrive at
Theorem 2. Let f (z) =∑akzk ∈ Hp1/p , 0 < p  1 and assume f ′(z) has almost monotone Taylor coefficients. Thenfor p  q  1,∣∣f ( 1q )(reiθ )∣∣= o( 1
(1 − r)1/q(log 11−r )1/p
)
as r → 1.
Proof. By hypothesis, {kak} is almost monotone, so there exists {βk}, kak ≈ βk , β1 > β2 > · · · 0. Now
f
( 1
p
)
(z) =
∑
(k + 1) 1p akzk ∈ Hp
and by Theorem HL,∑
kp−1|ak|p < ∞.
Rewriting this as∑ |kak|p
k
< ∞,
we see∑ βpk
k
< ∞, with βpk monotone.
By Lemma 2
βk = o
(
1
(log k)1/p
)
,
so
kak = o
(
1
1/p
)
,(logk)
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(
1
k(log k)1/p
)
(k → ∞).
Now f (
1
q
)
(z) =∑(k + 1)1/qakzk , and so its kth coefficient
(k + 1) 1q ak = o
(
k
1
q
−1
(logk)1/p
)
and so,
N∑
k=2
(k + 1) 1q |ak| = o
(
N∑
k=2
k
1
q
−1
(log k)1/p
)
≈ o
( N∫
2
x
1
q
−1
dx
(logx)1/p
)
≈ o
(
N
1
q
(logN)1/p
)
(N → ∞).
Hence by Lemma 3 with φ(x) = x1/q/(logx)1/p we get
f
( 1
q
)(
reiθ
)= o( 1
(1 − r)1/q log( 11−r )1/p
)
(r → 1). 
Remarks. In case n = 1
q
∈ N, it is easily checked that the classical derivative∣∣∣∣dnfdzn
(
reiθ
)∣∣∣∣= o
(
1
(1 − r)n(log 11−r )1/p
)
.
This follows from the simple observation that there exists constants c1, . . . , cn−1 such that the fractional derivative
f (n)(z) =
(
n−1∑
k=1
ckz
k d
kf
dzk
)
+ f (z) + zn d
nf
dzn
.
Theorem 3. Let f (z) ∈ Hp1/p (0 < p < 1), and suppose f ′(z) =
∑
bkz
k with {bk} almost monotonic. Then the modu-
lus of continuity ω(δ) satisfies:
ω(δ) = o
(
1
(log 1
δ
)1/p−1
) (
δ → 0+).
Proof. We will use the standard technique described in [4]. Let f (z) =∑akzk ∈ Hp1/p , 0 < p < 1. By Theorem 2
with q = 1,
f ′
(
reiθ
)= o( 1
(1 − r)(log 11−r )1/p
)
as r → 1.
Taking Γ to be the contour consisting of the radial segment from eia to seia , the arc of the circle |z| = s from seia
to seib , and the radial segment from seib to eib . We write
f
(
eib
)− f (eia)= ∫
Γ
f ′(z) dz.
We estimate
∣∣f (eib)− f (eia)∣∣
1∫
s
∣∣f ′(reib)∣∣dr +
1∫
s
∣∣f ′(reia)∣∣dr +
b∫
a
∣∣f ′(seit)∣∣dt
 2
1∫
dr
(1 − r)(log 11−r )1/p
+ |b − a|
(1 − s)(log 11−s )1/ps
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(
1
(log 11−s )1/p−1
)
+ |b − a|
(1 − s)(log 11−s )1/p
.
Finally, setting 1 − s = |b − a| gives
= o
(
1
(log 1|b−a| )1/p−1
)
i.e.
ω(δ) = o
(
1
(log 1
δ
)1/p−1
)
. 
Remarks. We remark that clearly all that is needed is the eventual monotonicity of the {bk} and that the result shows
that functions satisfying the hypotheses will be smoother as p → 0. The technical lemmas have appeared elsewhere
in the literature. Lemma 2 is mentioned in [17]. Lemma 3 is proved in a somewhat more general form in [3] by
considering the behavior of Cesaro means. It also appeared in an implicit form in [4]. In addition, the exponent
( 1
p
− 1) is the best possible. Consider, for example,  > 0,
f (z) =
(
log
2
1 − z
)1− 1
p
−
=
∑
anz
n ∈ Hp1
p
,
with an ≈ n−1(logn)−
1
p
−
and having ω(δ) ≈ 1
(log 1
δ
)1/p−1+ . Finally the theorem distinguishes between the almost
monotone subspaces of Hp1/p when 0 < p < 1. When 0 < p < q < 1, each f ∈ almost monotone Hp1/p satisfies
ωf (δ) = o
(
1
(log 1
δ
)1/p−1
)
,
while for 0 <  < 1
p
− 1
q
, g(z) = (log 21−z )1−
1
q
− ∈ Hq1/q with
ωg(δ) ≈ 1
(log 1
δ
)1/q−1+
= O
(
1
(log 1
δ
)1/p−1
)
.
5. On the modulus of absolute continuity
In this section we show that the modulus of absolute continuity of functions having almost monotonically decreas-
ing derived Taylor coefficients can be estimated and that the estimates improve as p → 0. We employ a streamlined
version of the method of radial-tangential estimates developed by Ahern and Bruna in [2].
Theorem 4. Let 0 < p < 12 and assume f
′(z) has almost monotone Taylor coefficients. For such f ∈ Hp1/p , its modulus
of absolute continuity satisfies:
μ(δ) = o
(
1
(log 1
δ
)1/p−2
)
(δ → 0).
Proof. For 0 < p < 12 , let f
( 1
p
) ∈ Hp . For f = f (r, θ) = f (reiθ ), write
f
(
reib
)− f (reia)=
b∫
a
∂f
∂θ
(
reiθ
)
dθ.
Noting that
∂f = ireiθf ′(reiθ ),
∂θ
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f (1)(z) = zf ′(z) + f (z),
we see
∂f
∂θ
= i[f (1)(reiθ )− f (reiθ )].
Hence
∣∣f (reib)− f (reia)∣∣
b∫
a
∣∣f (1)(reiθ )∣∣dθ +
b∫
a
∣∣f (reiθ )∣∣dθ.
Summing over disjoint intervals Ik = (ak, bk), k = 1, . . . ,N , gives
N∑
k=1
∣∣f (reibk )− f (reiak )∣∣ C
[ ∫
⋃
Ik
∣∣f (1)(reiθ )∣∣dθ + ‖f ‖H∞∣∣∣⋃ Ik∣∣∣
]
.
Next, with z = reiθ , write
f (1)(z) = I 1p −1f ( 1p )(z) = 1
Γ ( 1
p
− 1)
1∫
0
(
log
1
t
) 1
p
−2
f
( 1
p
)(
rteiθ
)
dt.
Hence∫
⋃
Ik
∣∣f (1)(reiθ )∣∣dθ C ∫⋃
Ik
dθ
1∫
0
(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt.
Now pick 0 <  < 1,  < s < 1, and write
∫
⋃
Ik
dθ
1∫
0
(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt
=
∫
⋃
Ik
dθ
∫
0
(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt + ∫⋃
Ik
dθ
s∫

(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt
+
∫
⋃
Ik
dθ
1∫
s
(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt
= J1 + J2 + J3.
Clearly J1  C|⋃ Ik|, and since f ( 1p ) ∈ Hp ,
J2  C
∫
⋃
Ik
dθ
s∫

(1 − t) 1p −2 dt
(1 − rt)1/p  C
∫
⋃
Ik
dθ
s∫

dt
(1 − t)2 
C|⋃ Ik|
1 − s .
Moreover, since∣∣f ( 1p )(rteiθ )∣∣ C
(1 − rt)1/p(log 11−rt )1/p
(by Lemma 4),
J3  C
∫
⋃ m
p
f (θ) dθ
1∫
s
(1 − t) 1p −2 dt
(1 − rt)1/p−1(log 11−rt )1/p−1
.Ik
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N∑
k=1
∣∣f (eibk )− f (eiak )∣∣ C
[∣∣∣⋃ Ik∣∣∣+ |
⋃
Ik|
1 − s +
( ∫
⋃
Ik
m
p
f (θ) dθ
)( 1∫
s
dt
(1 − t)(log 11−t )1/p−1
)]
 C
[∣∣∣⋃ Ik∣∣∣+ |
⋃
Ik|
1 − s +
( ∫
⋃
Ik
m
p
f (θ) dθ
)
1
(log 11−s )1/p−2
]
.
Finally, taking 1 − s =√|⋃ Ik| gives the estimate
o
(
1
(log 1|⋃ Ik | )1/p−2
)
.
The modulus of absolute continuity estimate follows by taking δ = |⋃ Ik|. 
Remarks. It is an open problem to determine whether the exponent ( 1
p
− 2) is best possible. Nevertheless this result
may be described as a boundary smoothness property which distinguishes the almost monotone subspaces of Hp1/p as
follows: Let 0 < p < q < 12 and assume
1
p
− 1
q
 2. Then each almost monotone f ∈ Hp1/p satisfies
μf (δ) = o
[
1
(log 1
δ
)1/p−2
]
.
But, since the modulus of absolute continuity always controls the modulus of continuity, the previous remarks show
that there exist g ∈ Hq1/q with
μg(δ) ≈ 1
(log 1
δ
)1/q−1+
= o
[
1
(log 1
δ
)1/p−2
]
.
If it were known that ( 1
p
− 2) were best possible, the condition 1
p
− 1
q
 2 could be dropped.
The case when 12  p < 1 is less well understood. Conjecturally, the modulus of absolute continuity probably
cannot be controlled. Nevertheless we can still estimate the modulus of absolute continuity for certain, albeit less
natural, subspaces of Hp1/p . For example, when β >
p
1−p , let Mβ be the multiplier defined by
λn = (logn)
2p−1
p(1−p) (log2 n)
β
p n
1− 1
p ,
and let Xβ denote the subspace of Hp1/p defined as the almost monotone functions in M
−1
β (
p). Then the arguments
above show that when 12  p < 1,
μf (δ) = O
(
1
(log2 1δ )
β(1−p)
p
−1
)
. (∗)
The idea is that when f (z) =∑anzn ∈ Hp1/p satisfies
∑ (logn) 2p−11−p (log2 n)β
n
|nan|p < ∞,
almost monotonicity implies
an = O
[
1
n(logn)1/(1−p)(log2 n)β/p
]
,
and so
f
( 1
p
)(
reiθ
)= O[ 1
(1 − r)1/p(log 11−r )1/p(log2 11−r )β/p
]
. (∗∗)
The method of Theorem 4 then implies (∗).
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fN(z) =
[
N∏
i=1
(
logi
ci
1 − z
)−2](
logN
cN
1 − z
)−(2+)
∈ H
1
2
2
satisfies an ≈ (logn)−3(log2 n)−2 · · · (logN n)−(2+) (cf. [6]) with
∣∣f ′′N (reiθ )∣∣1/2 = O
(
1
(1 − r)(log 11−r ) · · · (logN 11−r )1+/2
)
which precludes (∗∗). (The cis are chosen to ensure fN(z) is regular in the disc.)
6. Behavior of lacunary series
In this and the next section we address the following natural question: What are the characteristics of the Taylor
coefficients of analytic functions in the spaces Hp1/p which have arbitrarily bad moduli of continuity/absolute conti-
nuity? The results of the previous two sections suggest that the oscillatory character (nonmonotonicity), as well as the
decay of Taylor coefficients would have to come into play. A natural type to consider would be lacunary functions.
Such functions have very quick Taylor coefficient decay (most terms will be zero!) with rare oscillations (the nonzero
terms). Curiously, these functions turn out to be extremely smooth. In Section 7, which follows, we give examples of
functions which suggest degradation of smoothness may be associated with a certain very weak sort of lacunarity.
Theorem 5. Let {nk} be a lacunary sequence nk+1nk Q > 1, 0 < p  1, 1 < β < α and f (z) =
∑
ank z
nk
. If f ∈ Hpα ,
then
f (β−1)(z) ∈ Λ1.
In particular, f ∈ H 1/nn (n > 1), implies
f (n−1)(z) ∈ Λ1.
Proof. When 0 < p < 1, Duren, Romberg and Shields [5] proved that lacunary Hp ⊂ H 2 ⊂ H 1. (When p = 1 Paley’s
theorem shows this.) So if
f (α)(z) =
∑
(nk + 1)αank ∈ Hp,
we see that by the Riemann–Lebesgue lemma
ank = o
(
n−αk
)
.
For 0 < β < α,
n
β
k |ank | = o
(
n
β−α
k
)
,
thus ∑
n
β
k |ank | < ∞, so f (β) ∈ H∞.
Thus f (β−1)(z) ∈ Λ1. In particular, we may take p = 1n , α = n, β = n− 1. 
Thus, for p = 1
n
, boundary values of lacunary functions in Hp1/p will be generally smoother as n → ∞ (p → 0),
in the sense that they will possess classical derivatives of increasing order which will themselves be Lipschitz.
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In this section, which is more speculative in nature, we give some indication of what the Taylor coefficients might
look like for analytic functions having arbitrarily bad modulus of continuity (and hence absolute continuity). Roughly
speaking, pathologies appear when we consider functions whose Taylor coefficients satisfy a very weak type of (su-
perarithmetic) lacunarity.
For 0 < p  1 define
X
p
1
p
=
{
f (z) =
∑
akz
k: ak = o
(
1
k
)
,
∞∑
k=1
( |ak|
k1/p−1
)p
< ∞
}
.
We will also say that a sequence {ak} ∈ Xp1/p when it satisfies the condition just given. By Theorem HL above,
H
p
1/p ⊂ Xp1/p , and these spaces share other similar properties with Hp1/p . For example,
Proposition 1. Let 0 < p < q  1. Then
X
p
1
p
⊂ Xq1
q
⊂ X11.
Proof. Let {ak} ∈ Xp1/p , so kak → 0 and
∑
(
|ak |
k1/p−1 )
p < ∞. For large k, with ak = 0, clearly 1(k|ak |)q−p  1. Since( |ak|
k1/p−1
)p
= 1
(k|ak|)q−p
( |ak|
k1/q−1
)q

( |ak|
k1/q−1
)q
,
we see
∑
(
|ak |
k1/q−1 )
q < ∞, so {ak} ∈ Xq1/q . 
Corollary 1. If {ak} ∈ Xp1/p , 0 < p  1, then
f (z) =
∑
akz
k
is analytic in the unit disc and continuous up to the boundary.
Proof. Since Xp1/p ⊂ X11,
∑ |ak| < ∞ and the conclusion follows from the Weierstrass M-test and the Uniform Limit
Theorem. 
Before stating the main result of this section, we wish to recall that D. Jackson proved that the best approximation
of a continuous periodic function f , of modulus of continuity ω, by trigonometric polynomials of order n satisfies
En[f ] = O
(
ω
(
2π
n
))
(n → ∞),
where
En[f ] = inf
T
max
θ
∣∣f (eiθ )− T (eiθ )∣∣,
the infimum taken over all trigonometric polynomials T of order n. Moreover, if σn(z) denotes the first arithmetic
mean of partial sums of f (z), it is known that the delayed arithmetic means
τn(z) = 2σ2n−1 − σn−1(z)
satisfy∥∥f (z) − τn(z)∥∥L∞  4En[f ]. ()
Proofs of these assertions are given in [17, Vol. I, Chapter 3].
1446 S. Deckelman / J. Math. Anal. Appl. 340 (2008) 1433–1451Theorem 6. Let k be a positive integer, α > 0. Then there is an
f ∈
⋂
0<p1
X
p
1
p
such that
ω(δ) ≈
[
logk
(
1
δ
)]−α
.
Proof. Denoting the greatest integer function by ·, define
nj =
⌊
k∏
i=0
logi (j)
⌋
,
anj =
(
k−1∏
i=0
logi (j)
)−1(
logk(j)
)−α−1
,
aν =
{
0 if ν = nj ,
anj if v = nj .
Recall that log0 x is understood to denote x. We will show that f (z) =
∑
aνz
ν has the desired properties in three
steps. First we will show f (z) is in
⋂
0<p1 X
p
1/p . Then we will estimate it is modulus of continuity above using the
method of Theorem 3. Finally we will estimate the modulus of continuity below using Jackson’s Theorem.
That aν = o( 1ν ) is obvious. Observe that∑( |aν |
ν1/p−1
)p
=
∑( |anj |
n
1/p−1
j
)p
≈
∑ 1
j log(j) · · · logk−1(j)(logk(j))1+αp
< ∞.
Next observe that
N∑
ν=1
ν|aν | =
∑
njN
nj |anj | ≈
∑
njN
1
(logk(j))α
.
The last sum may be estimated by the integral
N/(log(N)··· logk(N))∫
∗
(logk x)−α dx ≈
N
(
∏k−1
i=1 logi N)(logk N)α+1
(as N → ∞).1
Hence by Lemma 3,
∣∣f ′(reiθ )∣∣= O
(
1
(1 − r)(∏k−1i=1 (logi 11−r )) logk( 11−r )α+1
)
as r → 1.
Application of the standard technique used in the proof of Theorem 3 then gives
ω(δ) = O
((
logk
(
1
δ
))−α)
as δ → 0.
To show that the estimate is sharp (O cannot be replaced by o), we appeal to Jackson’s Theorem and the ancillary
result (). Since f (z) =∑aνzν has nonnegative coefficients,
∥∥f (z) − τn(z)∥∥L∞ =
2n−1∑
ν=n+1
(
ν
n
− 1
)
aν +
∞∑
ν=2n
aν.
1 The lower limit of integration ∗ is chosen large enough so that the integrand will be positive.
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∥∥f (z) − τn(z)∥∥L∞ = ∑
n+1∏ki=0 logi (j)2n−1
(∏ki=0 logi (j)
n
− 1
)( k−1∏
i=0
logi (j)
)−1(
logk(j)
)−α−1
+
∑
2n∏ki=0 logi (j)
(
k−1∏
i=0
logi (j)
)−1(
logk(j)
)−α−1
.
Since
j = N∏k
i=1 logi (N)
is an asymptotic solution to⌊
j log(j) · · · logk(j)
⌋= N
the above sum will be of the same order of magnitude as
2n−1∏k
i=1 logi (2n−1)∑
n+1∏k
i=1 logi (n+1)
(∏k
i=0 logi (j)
n
− 1
)( k−1∏
i=0
logi (j)
)−1(
logk(j)
)−α−1 + ∞∑
2n∏k
i=1 logi (2n)
(
k−1∏
i=0
logi (j)
)−1(
logk(j)
)−α−1
.
Note. We are summing over j here. The limits of the summations may be taken to be the integer parts.
We estimate this sum by considering the integral
2n−1∏k
i=1 logi (2n−1)∫
n+1∏k
i=1 logi (n+1)
(∏k
i=0 logi (x)
n
− 1
)( k−1∏
i=0
logi (x)
)−1(
logk(x)
)−α−1
dx
+
∞∫
2n∏k
i=1 logi (2n)
(
k−1∏
i=0
logi (x)
)−1(
logk(x)
)−α−1
dx.
These integrals may then be broken up into
1
n
2n−1∏k
i=1 logi (2n−1)∫
n+1∏k
i=1 logi (n+1)
dx
[logk(x)]α
−
2n−1∏k
i=1 logi (2n−1)∫
n+1∏k
i=1 logi (n+1)
(
k−1∏
i=0
logi (x)
)−1(
logk(x)
)−α−1
dx
+
∞∫
2n∏k
i=1 logi (2n)
(
k−1∏
i=0
logi (x)
)−1(
logk(x)
)−α−1
dx.
The last two integrals will consist of terms of order of magnitude[(
n∏k
)]−α
≈ [logk(n)]−α (as n → ∞),i=1 logi (n)
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1
(
∏k
i=1 logi (n))(logk( n∏k
i=1 logi (n)
))α
≈ 1
(
∏k−1
i=1 logi (n))(logk(n))α+1
(as n → ∞).
Hence,∥∥f (z) − τn(z)∥∥L∞ ≈ [logk(n)]−α (as n → ∞).
Now by Jackson’s Theorem,
ω
(
2π
n
)
CEn[f ]
and by () above
En[f ] ‖f (z) − τn(z)‖L∞4 ≈ (logk n)
−α.
Thus
ω
(
2π
n
)
C(logk n)−α
which implies
ω(δ) C
(
logk
1
δ
)−α
.
Thus
ω(δ) ≈
(
logk
1
δ
)−α
. 
8. A remark on the classes Hp1/p ∩Λξ
In view of the different estimates obtained in Theorems 3 and 4 above, it is natural to ask the degree to which the
modulus of absolute continuity can differ from the modulus of continuity, and whether this difference might not also
serve to distinguish the various spaces Hp1/p . In addition, it is desirable to have a theorem which would apply to all
functions in Hp1/p , irrespective of Taylor coefficient oscillation/decay. Since each f ∈ Hp1/p has both a modulus of
continuity as well as a modulus of absolute continuity, one way of doing this is to compare these two quantities.
More specifically, with ξ˜ defined as in Section 2 above, let
Πξ˜ =
{
f :T → C, f absolutely continuous with modulus of absolute continuity μf (δ), μf (δ) Cf ξ˜(δ),
0 < δ  1
}
.
We ask, for which ξ˜ do we have
H
p
1
p
∩Λξ ⊂ Πξ˜ ?
Clearly, ξ(δ) = O(ξ˜(δ)) as δ → 0, but how much difference in the orders of magnitudes of ξ, ξ˜ is possible? Our
next theorem exemplifies the fact, likely true in much greater generality, that, for the classical Lipschitz spaces, the
“gap” between the modulus of continuity and absolute continuity shrinks as p → 0.
Theorem 7. Let 0 < α < 1, 0 < p < 1. Then
H
p
1
p
∩Λα ⊂ Πα(1−p)
1−αp
.
The exponent on the right is best possible.
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n∑
k=1
∣∣f (reibk )− f (reiak )∣∣ C[J1 + J2 + J3],
where
J1 C
∣∣∣⋃ Ik∣∣∣,
J2 
∫
⋃
Ik
dθ
s∫

(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt,
J3 
∫
⋃
Ik
dθ
1∫
s
(
log
1
t
) 1
p
−2∣∣f ( 1p )(rteiθ )∣∣dt.
Now since f ∈ Λα ,
f
( 1
p
)
(z) = O
(
1
(1 − |z|)1/p−α
)
.
So,
J2 C
∫
⋃
Ik
dθ
s∫

(1 − t) 1p −2 dt
(1 − rt)1/p−α C
|⋃ Ik|
(1 − s)1−α
and
J3 C
∫
⋃
Ik
m
p
f (θ) dθ
1∫
s
(1 − t) 1p −2 dt
(1 − rt)(1−p)(1/p−α) 
∫
⋃
Ik
m
p
f (θ) dθ
1∫
s
dt
(1 − t)1+α(p−1)
C
( ∫
⋃
Ik
m
p
f (θ) dθ
)
(1 − s)α(1−p).
Thus
J1 + J2 + J3  C
[∣∣∣⋃ Ik∣∣∣+ |
⋃
Ik|
(1 − s)1−α + (1 − s)
α(1−p)
∫
⋃
Ik
m
p
f (θ) dθ
]
.
Finally setting
1 − s =
∣∣∣⋃ Ik∣∣∣ 11−αp
leads to the estimate
O
(∣∣∣⋃ Ik∣∣∣ α(1−p)1−αp ). 
The exponent is best possible. The function
f (z) = (1 − z)aei( z+1z−1 )b ∈ Hp1
p
∩Λα
and has
μ(δ) ≈ δ α(1−p)1−αp +
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a = α
1 − αp +
α
α − 1 ,
b = αp
1 − αp +

α − 1 .
9. Almost monotone subspaces and subalgebras of Hp1/p
Theorems 3 and 4 do much more than estimate the moduli of continuity/absolute continuity for almost monotone
functions. The estimates given also apply to the linear span, and indeed the algebra generated by such functions. When
1
p
∈ N, it is easily shown that the estimates apply to an entire subalgebra of Hp1/p .
Proposition 2. Let n ∈ N. Then H 1/nn is an algebra.
Proof. Since the Flett fractional derivative f (n) ∈ H 1/n iff the classical derivative dnf/dzn ∈ H 1/n, it suffices to
prove the proposition using classical derivatives. The condition 0 < p < q  1 → Hp1/p ⊂ Hq1/q implies that for
f,g ∈ H 1/nn , 0 < k < n, we have
dkf
dzk
∈ H 1k , d
n−kf
dzn−k
∈ H 1n−k .
By Leibnitz’s formula
dn(fg)
dzn
=
n∑
k=0
(
n
k
)
dkf
dzn
dn−kg
dzn−k
.
Applying Holder’s inequality with p = n
k
and q = n
n−k gives
2π∫
0
∣∣∣∣dkfdzk
(
eiθ
)dn−kg
dzn−k
(
eiθ
)∣∣∣∣
1
n
dθ 
( 2π∫
0
∣∣∣∣dkfdzk
(
eiθ
)∣∣∣∣
1
k
dθ
)k/n( 2π∫
0
∣∣∣∣dn−kgdzn−k
(
eiθ
)∣∣∣∣
1
n−k
dθ
)(n−k)/n
< ∞.
Hence fg ∈ H 1/nn . 
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