Our result reduces to their theorem, when p = q = r = 2. Because the linear wavelet estimator is not adaptive, a nonlinear wavelet estimator is then provided. It turns out that the convergence rate is better than the linear one for r ≤ p. In addition, our conclusions contain estimations for density derivatives as well.
Introduction and preliminary
One of the fundamental deconvolution problems is to estimate a density function f X of a random variable X, when the available data W  , W  , . . . , W n are independent and identically distributed (i.i.d.) with W j = X j + δ j (j = , , . . . , n).
We assume that all X j and δ j are independent and the density function f δ of the noise δ is known.
Let the Fourier transform f ft of f ∈ L(R) be defined by f ft (t) = R f (x)e itx dx in this paper. Delaigle and Meister defined a kernel estimatorf n for a density f X in a Sobolev space and prove that with EX denoting the expectation of a random variable X, 
Wavelet basis
The fundamental method to construct a wavelet basis comes from the concept of multiresolution analysis (MRA []). It is defined as a sequence of closed subspaces {V j } of the square integrable function space L  (R) satisfying the following properties:
in wavelet analysis, we can find a corresponding wavelet function
such that, for a fixed j ∈ Z, {ψ j,k } k∈Z constitutes an orthonormal basis of the orthogonal complement As usual, let P j and Q j be the orthogonal projections from L  (R) to V j and W j , respectively,
The following simple lemma is fundamental in our discussions. We use f p to denote
where
By using Proposition . in [], we have the following conclusion.
Lemma . Let h be a Daubechies scaling function or the corresponding wavelet. Then there exists c
 ≥ c  >  such that, for λ = {λ k } ∈ l p (Z) and  ≤ p ≤ ∞, c   j(   - p ) λ p ≤ k∈Z λ k h j,k p ≤ c   j(   - p ) λ p .
Besov spaces
One of the advantages of wavelet bases is that they can characterize Besov spaces. To introduce those spaces (see [] ), we need the Sobolev spaces with integer order
For  ≤ p, q ≤ ∞, s = n + α with n ∈ N and α ∈ (, ], the Besov spaces are defined by
with the associated norm f B s 
the following assertions are equivalent: In each case,
Here and throughout, A B denotes A ≤ CB for some constant C > ; A B means B A; we use A ∼ B standing for both A B and B A. Note that l p  is continuously embedded into l p  for p  ≤ p  . Then the above lemma implies that
Linear wavelet estimation
We shall provide a linear wavelet estimation for a compactly supported density function f X and its derivatives f
X under Fourier-oscillating noises in this section, motivated by the work of Delaigle and Meister. It turns out that our result generalizes their theorem.
As in [], we define
t). Delaigle and Meister found that
where J and η m depend only on v and the support length of f X . Let ϕ = D N be the Daubechies scaling function with N large enough. Since both f X and ϕ have compact supports, the set K j := {k ∈ Z : f X , ϕ j,k = } is finite and the cardinality
It is easy to see
. This with () and the Plancherel formula leads to
Note that p ft (t) = (e π it
. Then the identity () reduces to it is natural to define a linear wavelet estimator 
Then it can easily be seen that
in this paper. 
Proof One shows only the first inequality; the second one is similar. Define
e -ik -j t e iW l t dt.
Clearly, EY l,k = . One estimates |Y l,k | and E|Y l,k |  in order to use the Rosenthal inequality: By the assumption (),
Because ϕ = D N , the last integration is finite for large N . Hence,
This with the Parseval identity shows
Furthermore, one obtains EZ
According to () and the Rosenthal inequality,
Combining this with (), one obtains
due to () and (). Moreover, 
Proof It is easy to see that
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Therefore, it suffices to prove the theorem, for r = p,
p,q (R) and
. Combining this with (), one obtains 
Nonlinear estimation
This section is devoted to an adaptive nonlinear estimation, which also improves the convergence rate of the linear one in some cases. The idea of proof comes from [] . Choose r  > s,
Letα j,k andβ j,k be defined by () and (), respectively, and
where the constant T will be determined in the proof of Theorem .. Then we define a nonlinear wavelet estimator
where K j  := {k ∈ Z : f X , ϕ j  ,k = }, and I j := {k ∈ Z : f X , ψ j,k = }. Clearly, the cardinality |I j | ∼  j since both f X and ψ have compact supports.
Lemma . If j j ≤ n, then there exists c  >  such that, for each T ≥ T  > ,
Proof By the definitions of
Then EY l,k =  and with λ =
thanks to the classical Bernstein inequality in [] . On the other hand, EY
≤ CT j(α+d) because of (), (), and j j ≤ n. Hence,
CT j(α+d) = T C j, and () reduces to
log  e. This completes the proof of Lemma .. 
Theorem . Under the assumptions of Theorem
By the assumption r ≤ p, s := s -( 
