Success of a search engine is measured by the satisfaction of its users. Finding user expectation can be a better step for improved user satisfaction. In this paper we have proposed a neural network based approach for predicting user satisfaction with search engine. Our work is divided in two parts. Part I investigates user expectations towards search engine for their information need. In Part II we proposed an Artificial Neural Network (ANN) model for predicting User Satisfaction. In our work we have analyzed the major factors affecting user satisfaction with search engine and find out the importance /priority value of these factors based on a survey conducted on 100 search engine users of different profiles with 5-10 years of experience using search engines for their information needs like study material, entertainment, research, day to day problem solution etc. In the present work we have identified four major factors namely up-to-date information, search result relevancy, response time and reliability, contributing to the user satisfaction and developed an ANN model which predicts satisfaction results with a reasonable degree of accuracy.
INTRODUCTION
User satisfaction is one of the most important factors to measure the success of search engines. It is the key variable in the search process where the information that has been obtained is evaluated and utilized by the information seeker. Therefore finding the factors which are very important for the user while searching information on the web using search engine can be a better step towards improved user satisfaction.
User satisfaction with search engines is based upon several factors. It is proved to have a strong relationship with relevance, freshness, presentation of search results. It is understood that greater satisfaction can be achieved by providing user friendly interface, fast response time, good coverage of Web. Further, diversity of content and discovery of new pages/content will play an important role towards user satisfaction. User expectation, behavior and psychology can also affect the users' satisfaction. There are several human factors which may contribute to the overall level of user satisfaction.
With the drastic growth of the World Wide Web, artificial neural network learning algorithms have been used in Webrelated applications such as Web usage analysis, Web searching, and Web page clustering [7, 15, 17] .Most traditional neural network systems only rely on the available input-output examples [24] .
Artificial neural network learning algorithms have been functional in various applications such as classification, clustering, and pattern recognition by modeling the human neural system. These applications have been studied and tested in various areas including engineering, medicine and finance among others. Neural network models have also been widely used in the area of information retrieval and text mining, such as text classification, text clustering and collaborative filtering. The paper is organized as follows. Major factors affecting user satisfaction with search engine are discussed in section 2. Survey on user satisfaction is evaluated in section 3. Proposed methodology for estimating user satisfaction with search engine is presented in section 4. Experimental results are discussed in section 5. We draw the conclusion with future directions in section 6.
MAJOR FACTORS AFFECTING USER SATISFACTION
User satisfaction can be considered as one of the indicators of user's achievement of information need. Besides this user friendly interface, fast response time, good coverage of Web, diversity of content, discovery of new pages/content, interactivity and other factors have significant impact on user satisfaction. Short response time, easy navigation, appropriate use of graphics and high degree of interactivity are more likely to attract users [20] . There are number of factors that may affect user satisfaction as user relies on search engine for information need: a. 
SURVEY ON USER SATISFACTION 3.1 Survey Technique
A survey was conducted from a sample size of 100 diverse search engine users to identify the importance of the above mentioned factors for users as they query search engines. In a written questionnaire, people were asked to rank the factors according to the importance they them as they select a search engine for searching information.
Survey sample consisted of heterogeneous group of participants consisting of research scholars, corporate employees, faculties, tech-savvy people and some naive users.
Survey Result/Behavior based Evaluation
After carefully studying and scrutinizing the data collected from the questionnaire, the factors affecting user satisfaction are categorized as primary(P) and secondary(S). Table 1 show that up-to-date information is the most preferred criteria for search engine selection while users gave least preference to future evolution updates. Thus up-to-date information, Search Result relevancy, Response Time and Reliability are the most important factors for satisfying the maximum users.
NEURAL NETWORK METHODOLOGY
Artificial Neural Networks (ANNs) have the ability to model complex non-linear relationships and are capable of approximating any measurable function. ANNs have several features which make them attractive prospects for solving pattern recognition tasks without having to build an explicit model of the system. In ANN modeling, we determine a pattern of connections (architecture), a method of determining interconnection weights w (training algorithm) and transformation function. The number of input unit and the number of output unit are problem dependent. In our work we have one output unit i.e. user satisfaction and four input units namely Response Time, Up-to-date information, Search Result Relevancy and Reliability.
In the present work, we have identified factors contributing to user satisfaction and proposed Artificial Neural Network (ANN) model for evaluating it. Neural networks have been established to be an effective tool for pattern classification and clustering [5, 12] . The major advantage of ANN is that it learns by example and has the ability to generalize from its training data to other data. ANN's are relatively inexpensive to build and train [6] .
Generally, the neural network models have been used for engineering predictions, economic predictions, data mining and medical diagnoses [22] . The major studies reporting the application of neural networks in web searching have been carried out in web content mining, personalization, clustering and web content classification and result relevancy.
Web mining is the use of data mining techniques to retrieve, extract and evaluate information from web documents and services. Web mining typically addresses semi-structured or unstructured data, e.g., web and log files, which are often represented by inaccurate or incomplete information. Thus neural networks are a useful instrument to mine knowledge from such data.
Personalization is main factor for the interactions to a website to cater the user's interests and need. Personalization has become mandatory now a day and requires flexible customization. Web recommendation systems using neural network is one of the successful examples of personalization [16, 9] .
The World Wide Web is a very vast, useful and valuable resource, whose full potential cannot be realized until its content is effectively organized and described in a simple way. However, due to the immense size and dynamic content of the web, manual customization or categorization is not a practical solution to this problem. Thus there is a clear demand for automated classification of web content. However it is not possible to increase the accuracy of web classification due to the diversity in the web pages' content. Neural network can be used to filter the data on the web for classification [2, 8, 11, 14, 19, 21, 23] .
Normally the search engines search for data in their databases by using the exact words in the user query. As many users cannot articulate the search with the deliberate keywords, search engines fail to return the expected results. It is found that the user usually only go through the first page of the search results; hence, it becomes very important to output the best possible result to the user through their individual perspective. Search engines which are aided with neural network can provide more relevant result to the users' query [3, 4, and 18] .
A news web page classification method (WPCM) using a neural network with inputs obtained by both the principal components and class profile based features was proposed by Selamat et al. [1] . Ko-Kang Chu et al. [10] applied hybrid training neural network to Web-based applications.
Based on the ANN research survey, we adopted ANN to predict the satisfaction of user with the search engine.
EXPERIMENTAL DESIGN
The normalized score of the data collected from user survey acts as input data sets to our proposed Neural Network model. It is known that NN model can be used to model any arbitrary input-output mapping and are capable of approximating any measuring function. So NN should be able to model the measurement of user satisfaction also.
From the survey, we identified the following four major factors on which the satisfaction of the user with search engine depends:
i.
Response Time, ii.
Up-to-date information, iii. Reliability iv.
Search Result Relevancy i. Response Time Response Time is defined as the time taken by search engine to provide results when user submits a query for information. For the present work, we categorize it from slow to fast.
ii.
Up-to-date information Up-to-date information is defined as the ability to provide latest content published on the web and to handle everchanging content of the web. For the proposed experimentation, we assume that Up-to-date factor ranging from low, medium and high.
iii. Reliability Reliability is defined as the links provided by the search engine in the results are reliable or not. For the proposed experimentation, we assume reliability ranging from low, medium and high.
iv.
Search Result Relevancy Search Result Relevancy is defined as how much the retrieved results meet user's information need. For present work, we categorize relevancy into low, medium and high categories. For the proposed experimentation, we assume that relevancy ranging from low, medium, and high.
ANN Modeling
In our study, back propagation algorithm is used. The model is trained with four inputs namely: Response Time, Up-todate information, Search Result Relevancy and Reliability with one output i.e. user satisfaction with search engine.
The network used in this work belongs to multilayer feed forward network. The summary of ANN used in this study is shown in Table 2 
Training
Network is trained by adjusting different weights of neurons and hidden layers, so that the difference between desired output from the network and actual output is minimized. The network learns by finding a vector of connection weights that minimizes the desired error on the training data set. The training data set was consisted of 160 exemplars divided into 12, 43, 64, 29 and 12 cases of very low, low, medium, high and very high categories of user satisfaction respectively. The network is investigated empirically containing different numbers of neurons, i.e., 12, 16, 20, 25, 28 and 32 in hidden layer(s). The network is best trained with four inputs, one output and 25 neurons at the hidden layer as shown in figure  1 . Trainbr function of Feed Forward Back Propagation algorithm is used as training function to train the network as shown in figure 2 . Linear transfer function Tansig has used as a transfer function for the experimentation. The adaptation learning function selected for this experiment was ‗learngdm'. We used the transfer functions, ‗tan-sigmoid' in both the layers, which converts the input into net output. Each of the networks was trained with 100 epochs. Other parameters are set at their default values. 
Performance Evaluation
In order to establish the success and adequacy of supervised training for the neural network models, it is necessary to have some quantitative measure of learning. Root Mean Squared Error (RMSE) is an adequate and commonly used error measure. RMSE is a useful measure of how close a network is getting its predictions to its target output values. For successful training, RMSE will decrease significantly in the initial stages of training and converge after a sufficient number of iterations have been completed. It is calculated for use in this study as follows:
Where n is the number of observations.
The optimum performance of the Feed Forward Back Propagation model is found to be by trainbr function at 25 neurons with RMSE 0.1481. The accuracy of the obtained results with different neurons is shown in Table 3 . 
EXPERIMENTAL RESULTS
The goal of our work is to develop a tool for measuring user satisfaction with search engine. Experiments were conducted with an ensemble of networks, starting from network with 12 hidden neurons and going up to 32 neurons to find out which of these networks gives the best performance, keeping the output layer neurons constant in each of the networks i.e. 1 representing one of the five target values. After the training, simulation was done on the network. The network was tested against two test sets (validation set 1 & validation set 2), consisting of 80 exemplars each. Table 4 shows the RMSE results of ANN model evaluated on validation data sets. Comparison of the experimental results and measured user satisfaction of the two validation sets is shown in figure 3 and 4. Therefore, from the experimental results, the proposed ANN based approach is suitable for predicting the satisfaction of the user with search engine.
CONCLUSION AND FUTURE DIRECTIONS
It is not a single factor upon which user satisfaction with search engine is based but several factors contributes to it. Our study has shown that user satisfaction is related to and affected by several factors. Few of them are discussed in the paper.
Present work adopts artificial neural network based approach to measure user satisfaction with search engine. Network is trained on training data set of 160 inputs by considering different number of hidden neurons for training function namely, trainbr, to get the best results. This network is further validated on test set of 80 exemplars by applying the proposed approach on test data. Results obtained with RMSE 0.1481 shows that network is able to predict the user satisfaction with search engine with an acceptable accuracy.
It is possible to explore alternative neural network model like cascade feed forward back propagation model that dynamically build the Neural Network architecture model. However the results may vary depending upon the Neural Network architecture, training algorithm, training function, transfer function and data set.
