Mutual information is widely applied to learn latent representations of observations, whilst its implication in classification neural networks remain to be better explained. In this paper, we show that optimising the parameters of classification neural networks with softmax cross-entropy is equivalent to maximising the mutual information between inputs and labels under the balanced data assumption. Through the experiments on synthetic and real datasets, we show that softmax cross-entropy can estimate mutual information approximately. When applied to image classification, this relation helps approximate the point-wise mutual information between an input image and a label without modifying the network structure. In this end, we propose infoCAM, informative class activation map, which highlights regions of the input image that are the most relevant to a given label based on differences in information. The activation map helps localise the target object in an image. Through the experiments on the semi-supervised object localisation task with two real-world datasets, we evaluate the effectiveness of the information-theoretic approach.
Introduction
In 2012, AlexNet makes significant progress toward ILSVRC: the ImageNet Large Scale Visual Recognition Challenge, and surpasses a large margin against all the traditional approaches at the time [14, 15] . As a result, such classification neural networks start playing a crucial role in the contemporary machine learning and computer vision community [15] . Apart from their strong categorisation capability, classification neural networks contribute to other tasks, e.g. generative adversarial networks use a classification network for producing visually-realistic images [9] , and object segmentation networks such as Mask-RCNN uses classification networks for object detection [10] .
The softmax function, or softmax in short, is the basic building block of the final layer on classification models. Previous studies interpret softmax as a function that transforms unnormalised values to probabilities since the outputs of softmax sum up to one and are non-negative [4] . Despite the popularity of such interpretation, softmax under this view seems to be an artificial adjustment to enforce the outputs of classification neural networks satisfying probability axioms. This raises a question on an alternative view of softmax being more than a transformation function.
In this paper, we present an information-theoretic interpretation of softmax with cross-entropy. With a variational form of mutual information, we formally prove that optimising model parameter with the softmax cross-entropy is equal to maximising the mutual information between input data and labels via assuming the uniform distribution on labels. The connection provides an alternative view on the classifier as a mutual information estimator. We further propose a probability-corrected version of softmax which relaxes the uniform distribution condition. Based on experiments with a synthetic dataset, we demonstrate the performance of softmax on mutual information estimation.
arXiv:1911.10688v1 [cs.LG] 25 Nov 2019
The connection between classification and information gives a new intuition on interpreting the output of the classifier. As an application, we investigate the image classification problem, especially targeting a class activation map for weakly-supervised object classification tasks. The class activation map aims to find the region which is the most relevant to the target class. We propose a new approach, dubbed as info-CAM, to compute a class activation map based on the point-wise mutual information obtained by classification. Through the experiments, we evaluate the effectiveness of infoCAM on weakly-supervised object localisation with Tiny-ImageNet [1] and CUB-200-2011 [24] datasets. Our implementation is available at: https://github.com/ZhenyueQin/Research-Softmax-with-Mutual-Information.
In summary, we outline our contributions with the corresponding section as follows:
• In section 3, we prove that classification neural networks that optimise their weights to minimise the softmax cross-entropy are equivalent to the ones that maximise mutual information between inputs and labels with the balanced dataset.
• In section 4, we empirically evaluate the effectiveness of classification mutual information estimator via synthetic and real-world datasets.
• In section 5, we propose infoCAM. A map that reveals the most relevant regions of an image with respect to the target label based on the difference of mutual information.
• In section 6, we demonstrate the performance of the infoCAM on WSOL results, achieving a new state-of-theart on Tiny-ImageNet.
Preliminaries
In this section, we first define the notations used throughout this paper. We then introduce the definition of mutual information and variational forms of mutual information.
Notation
We let training data consisting of M classes and N labelled instances as {(
, where y i ∈ Y = {1, ..., M } is a class label of the input x i . We let n φ (x) : X → R M be a neural network parameterised by φ, where X is a space of input x. Without additional clarification, we assume X to be a compact subset of D-dimensional Euclidean space. We denote by P XY some joint distribution over X × Y, with (X, Y ) ∼ P XY a pair of random variables. P X and P Y are the marginal distributions of X and Y , respectively. We remove a subscript from the distribution if it is clear from context.
Variational Bounds of Mutual Information
Mutual information evaluates the mutual dependence between two random variables. The mutual information between X and Y can be expressed as:
Equivalently, following [21] we may express the definition of mutual information in Equation 1 as:
where E (X,Y ) is the abbreviations of E (X,Y )∼P XY . Computing mutual information directly from the definition is, in general, intractable due to integration.
Variational form: Barber and Agakov introduce a common used lower bound of mutual information via a variational distribution Q [3] , derived as:
The inequality in Equation 3 holds since KL divergence maintains non-negativity. This lower bound is tight when variational distribution Q(y|x) converges to posterior distribution P (y|x), i.e., Q(y|x) = P (y|x).
The form in Equation 3 is, however, still hard to compute since it is not easy to make a tractable and flexible variational distribution Q(y|x). Variational distribution Q(y|x) can be considered as a constrained function which has to satisfy the probability axioms. Especially, the constrain is challenging to model with a function estimator such as a neural network. To relax the function constraint, McAllester et al. [18] further apply reparameterisation and define Q(y|x) in terms of an unconstrained function f φ parameterised by φ as:
As a consequence, the variational lower bound of mutual information I(X, Y ) can be rewritten with function f φ as:
One can estimate mutual information without any constraint on f . Through the reparameterisation, the MI estimation can be cast as an optimisation problem.
Connecting Mutual Information to Softmax
In this section, we show the connection between mutual information and the classification neural network.
Softmax with Balanced Dataset
Softmax is widely used to map an output of neural network into a categorical probabilistic distribution for classification. Given neural network n(x) :
Expected cross-entropy is often employed to train a neural network with softmax output. The expected cross-entropy loss is
where the expectation is taken over the joint distribution of X and Y . Given a training set, one can train the model with an empirical distribution of the joint distribution. We present an interesting connection between cross-entropy with softmax and mutual information in the following theorem. Table 1 : Synthetic dataset description. µ is a mean vector for each Gaussian distribution. # samples denotes the number (resp. prior distribution) of samples with the non-uniform prior assumption. For the test with the uniform prior assumption, we use 12,000 samples from each distribution.
Proof. Let f φ (x, y) = σ(n(x)) y , then the lower bound is
If the distribution of the label is uniform then, it can be rewritten as
which is equivalent to the negative expected cross-entropy loss (7) up to constant log M . Hence, by minimising the cross-entropy, we can obtain the lower bound of mutual information.
Note that the constant does not change the gradient of the objective. Consequently, the solutions of both the mutual information maximisation and softmax cross-entropy minimisation optimisation problems are the same.
Softmax with Imbalanced Dataset
The uniform label distribution assumption in Theorem 1 is restrictive since we cannot access to the true label distribution, often assumed to be non-uniform. To relax the restriction, we propose a probability-corrected softmax (PC-softmax):
where P (y ) is a distribution over label y . Instead we can optimise the revised softmax with empirical distribution P (y ) estimated from training set. We show the equivalence between optimising the classifier and maximising mutual information with the new softmax below.
Theorem 2. The mutual information between two random variable X and Y can be obtained via the infimum of cross-entropy with PC-softmax in Equation 10 under a mild condition on n.
Proof. First, it can be easily shown that we can relax the uniform assumption with PC-softmax. We then show that the class of functions modelled by n : X → R M is the same as those of f : X × Y → R. Y is a categorical variable. Hence, unconstrained function f can be decomposed into a set of functions indexed by y, i.e., f = {f y } M y=1 . Under a mild condition, n(x) y can approximate any continuous function by the universal approximation theorem [13] . We conclude the proof by letting n(x) y be f y .
Mutual information is often used in generative models to find the maximally informative representation of observation [12, 26] , whereas its implication in classification has been unclear so far. The results of this section imply the classification neural network with softmax optimises its weights to maximise the mutual information between inputs and labels under the uniform label assumption. We further study an application of this implication in section 5 to tackle the weakly supervised object localisation task. 
Estimating MI via Classification
In the previous section, we show that classification neural networks can be utilised to measure the mutual information (MI) between continuous and discrete distributions. We measure the empirical performance of softmax based mutual information estimator via synthetic datasets.
To construct a synthetic data with a pair of continuous and discrete variables, we employ a Gaussian mixture model:
where P (y) is a prior distribution over the labels.
For the experiments, we use five mixtures of isotropic Gaussian, each of which has a unit diagonal covariance matrix with different means. We set the parameters of the mixtures to make them overlap the significant proportion of their distributions.
We generate two sets of datasets: one with the uniform prior and the other with the non-uniform prior distribution over labels, p(y). For the uniform prior, we sample 12,000 data points from each Gaussian, and for the non-uniform prior, we sample unequal number of data points from each Gaussian. In addition, we increase the dimensionality of Gaussian distribution from 1 to 10. The detailed statistics for the Gaussian parameters and the number of samples are available at Table 1 . To train classification models, we divide the dataset into training, validation and test. We use the validation set to find the best parameter configuration of the classifier.
We aim to compare the difference of true and softmax-based estimated mutual information I(X, Y ). The true mutual information defined as Equation 1 is, however, intractable. We thus approximate it via Monte Carlo (MC) methods using the true probability density function, expressed as:
where (x i , y i ) forms a paired sample. Equation 11 attains equality as N approaches infinity. To estimate mutual information via classification, we train classification models with two versions of softmax.
Once we choose the best model based on validation set, we estimate mutual information I(X, Y ) with a version of softmax to train the model via ReLU as an activation for internal layers and softmax as an output layer 1 . We measure the performance of two softmax versions on classification and mutual information estimation tasks. Table 2a summarises the experimental results with the balanced dataset. With the balanced dataset, there is no difference between softmax and PC-softmax. Note that the MC estimator has an access to explicit model parameters for estimating mutual information, whereas the softmax estimator measures mutual information based on the model outputs without accessing to the true distribution. We could not find a significant difference between MC and softmax estimator. Table 2b summarises the experimental results with the imbalanced dataset. The results show that the PC-softmax slightly under-estimates mutual information to compare with the other two approaches. It is worth noting that the classification accuracy of PC-softmax consistently outperforms the original softmax.
We further test the classification performance of softmax and PC-softmax with two real-world datasets: MNIST and CUB-200-2011 [24] . To MNIST, we use a subset of the original dataset such that instance numbers for every class are all the same in order to construct balanced MNIST, while randomly subsample one half of instances for 1/2 classes to make imbalanced MNIST. That is, randomly drop one half of images for digit 0, 2, 4, 6 and 8. To CUB-200-2011, we follow the same training and validation splits as in [7] in order to compare with their results. As a result of such splitting, the training set is approximately balanced, where out of the total 200 classes, 196 of them contain 30 instances and the rest 6 classes include 29 instances. To construct an imbalanced dataset, similar to MNIST, we randomly drop one half of instances from 1/2 bird classes.
We adopt a simple convolutional neural network as a classifier for MNIST. The model contains two convolutional layers, each followed by a max pooling layer and the ReLU activation, followed by two fully connected layers with the final softmax. For CUB-200-2011, we apply the same architecture as Inception-V3, which demonstrates the state-of-the-art classification performance in CUB-200-2011 after being fine-tuned [7] . We measure both the micro accuracy and the average per-class accuracy of the two softmax versions on both datasets, where the latter alleviates the dominance of the majority classes in unbalanced datasets. The classification results are shown in Table 3 . PC-softmax is significantly more accurate than softmax on imbalanced datasets in terms of the average per-class accuracy.
Weakly Supervised Object Localisation
In the following section, we show how implication of the previous section can be applied to tackle real-world problems. We first introduce the concept and definition of the class activation map, and show how to apply it to the weakly supervised object localisation (WSOL) task. We then propose the Informative Class Activation Map (infoCAM) based on the connection between mutual information and softmax. Figure 1: A visualisation of the infoCAM procedure for the WSOL task. The task aims to draw a bounding box for the target object in the original image. The procedure includes: 1) feed input image into a CNN to extract its feature maps, 2) evaluate PMI difference between the true and the other labels of input image for each region within feature maps, 3) generate the bounding box by keeping the regions exceeding certain infoCAM values and find the largest connected region and 4) interpolate and map the bounding box to the original image.
CAM: Class Activation Map
Contemporary classification CNNs such as AlexNet [14] and Inception [22] consists of stacks of convolutional layers interleaving with pooling layers for extracting visual features. These convolutional layers result in feature maps, which is a collection of 2-dimensional grids. The size of the feature map depends on the structure of convolution and pooling layers. Often the feature map is smaller than the original image. The number of a feature map corresponds to the number of convolution filters. The feature maps from the final convolutional layer are usually averaged, flattened and fed into the fully-connected layer for classification [17] . Given K feature maps g 1 , .., g K , the fully-connected layer consists of weight matrix W ∈ R M ×K , where w y k represents the scalar weight corresponding to class y for feature k. We use g k (a, b) to denote a value of 2-dimensional spatial point (a, b) with feature k in map g k . In [6] , the authors propose a way to interpret the importance of each point in feature maps. The importance of spatial point (a, b) for class y is defined as a weighted sum over features:
We redefine M y (a, b) as an intensity of the point (a, b). The collection of these intensity over all grid points forms a class activation map (CAM), which highlights the most relevant region the in feature space for classifying y. The input going to the softmax layer corresponding to the class label y is:
Intuitively, weight w y k indicates the overall importance of the kth feature to class y, and intensity M y (a, b) implies the importance of the feature map at spatial location (a, b) leading to the classification of image x to y.
The aim of WSOL is to identify the region containing the target object in an image given a label without having a pixel-level supervision. Previous work tackles WSOL task by creating a bounding box from the CAM [6] . They create a bounding box within a CAM. Such CAM contains all important locations that exceed a certain intensity threshold. The box is then upsampled to match the size of the original image.
InfoCAM: Informative Class Activation Map
In section 3, we show that softmax classifier carries an explicit implication between inputs and labels in terms of information theory. We extend the notion of mutual information from a pair of an input image and a label to regions of the input image and the label to capture the regions that have high mutual information with labels.
To reduce clutter, we assume that there is only one feature map, i.e., K = 1. However, the following results can be easily applied to the general cases where K > 1 without loss of generality. We then introduce a region R containing a subset of grid points in feature map g.
Mutual information is an expectation of the point-wise mutual information (PMI) between two variables, i.e., I(X, Y ) = E[PMI(x, y)]. Given two instances of variables, we can estimate their PMI via Equation 9, i.e.,
The PMI is close to log M if y is the maximum argument in log-sum-exp. To find a region which is the most beneficial to the classification, we compute the difference between PMI with true label and the average of the other labels and decompose it into a point-wise summation as
The point-wise decomposition suggests that we can compute the PMI differences with respect to a certain region. Based on this observation, we propose a new CAM, named informative CAM or infoCAM, with the new intensity function M Diff y (R) between region R and label y defined as follows:
The infoCAM highlights the region which decides the classification boundary against the other labels. The region based metric smooths the importance of a certain point across the region. Moreover, we further simplify Equation 14 to be the difference between PMI with true and the most-unlikely labels according to the classifier's outputs, denoting as infoCAM+, with the new intensity:
where y = arg min
The complete procedure of WSOL with infoCAM is visually illustrated in Figure 1 . We first feed input image into a CNN to extract its feature maps. Then instead of computing CAM of the feature map, we compute infoCAM of varying regions from the input image and the class label. Afterwards, we generate the bounding box for the object by preserving regions surpassing a certain intensity level. Then we generate the bounding box that covers the largest connected remaining regions [27] . Finally, we interpolate the generated bounding box to the original image size and merge the two.
Localising Object with infoCAM
In this section, we demonstrate experimental results with infoCAM on WSOL. We first describe the experimental settings and then present the results.
Experimental settings
We evaluate WSOL performance on CUB-200-2011 [24] and Tiny-ImageNet [1] . CUB-200-2011 consists of 200 bird specifies, including 5,994 training and 5,794 validation images. Each bird class contains relatively the same number of instances, thus the dataset is approximately balanced. Since the dataset only depicts birds, not including other kinds of objects, varieties due to class difference are subtle [8] . Therefore, CNN-based classifiers turn to concentrate on the most discriminative areas within an image whilst disregarding other regions that are similar among all the birds [25] . Such nuance-only detection can lead to localisation accuracy degradation [6] .
Tiny-ImageNet is a reduced version of ImageNet in terms of both class number, number of instances per class and image resolution. It includes 200 classes, and each consists of 500 training and 50 validation images, thus is balanced. Unlike CUB-200-2011 comprising only birds, Tiny-ImageNet contains a wide range of objects from animals to daily supplies. Compared with the full ImageNet, training classifiers on TinyImageNet is faster due to image resolution reduction and quantity shrink, yet classification becomes more challenging [19] . To perform an evaluation on localisation, we first need to generate a bounding box for the object within an image. We generate a bounding box in the same way as in [27] . Specifically, after evaluating infoCAM within each region of an image, we only reserve the regions whose infoCAM values are more than 20% of the maximum infoCAM and abandon all the other regions. Then, we draw the smallest bounding box that covers the largest connected component.
We follow the same evaluation metrics in [6] to evaluate localisation performance with two accuracy measures: 1) localisation accuracy with known ground truth class (GT Loc.), 2) top-1 localisation accuracy (Top-1 Loc.). GT Loc. draws the bounding box from the ground truth of image labels, whereas Top-1 Loc. draws the bounding box from the most likely image label and also requires correct classification. The localisation of an image is judged as correct when the intersection over union of the estimated bounding box and the ground-truth bounding box is greater than 50%.
We adopt the same network architectures and hyper-parameters as in [6] , which shows the current state-of-the-art performance. Specifically, the network backbones can be ResNet50 [11] and a variation of VGG16 [22] , in which the fully connected layers are replaced with global average pooling (GAP) layers to reduce the number of parameters. The traditional softmax is used as the final layer since both datasets are well balanced. InfoCAM requires the region parameter R. We apply a square region for the region parameter R. The size of the region R is set as 5 and 4 for VGG and ResNet in CUB-200-2011, respectively, and 3 for both VGG and ResNet in Tiny-ImageNet.
These models are tested with the Attention-based Dropout Layer (ADL) to tackle the localisation degradation problem [6] . ADL is designed to randomly abandon some of the most discriminative image regions during training to ensure CNN-based classifiers cover the entire object. The ADL-based approaches demonstrate state-of-the-art performance in CUB-200-2011 [6] and Tiny-ImageNet [5] for the WSOL task as far as we know and are computationally efficient. We test ADL with infoCAMs to enhance WSOL capability.
To prevent overfitting in the test dataset, we evenly split the original validation images to two data piles, one still for validation during training and the other acting as the final test dataset. We pick the trained model from the epoch that demonstrates the highest top-1 classification accuracy in the validation dataset and report the experimental results with the test dataset. All experiments are running on two Nvidia 2080-Ti GPUs, with PyTorch deep learning framework [20] . Figure 2 highlights the difference between CAM an infoCAM. The figure suggests that infoCAM gives relatively high intensity on the object to compare with that of CAM, which only focuses on the head part of the bird. Figure 8 in Appendix presents the additional examples of visualisation for comparing localisation performance of CAM to infoCAM, both without the assistance of ADL 2 . From these visualisations, we notice the bounding boxes generated from infoCAM tight closer to the objects than the original CAM. That is, infoCAM turns to precisely cover the areas where objects existing, no extraneous or lacking. For example, CAM highlights bird heads in CUB-200-2011, whereas infoCAM covers bird bodies as well.
Experimental Results
Ablation Study: InfoCAM differs from CAM in two ways: 1) the new intensity function and 2) region-based intensity smoothing with parameter R. We conduct ablation study to figure out which feature helps localise objects. The results suggest that both components are indispensable to improve the performance of the localisation. For the detailed results, please refer to Table 6 in Appendix.
Conclusion
We have shown the connection between mutual information and softmax classifier through the variational form of mutual information. The connection explains the rational behind softmax cross-entropy from information theoretic perspective, which brings a new insight to understand the classifiers. There exists previous work that names the negative log-likelihood (NLL) loss as maximum mutual information estimation [2, 16] . Despite naming similarity, they do not show the relationship between softmax and mutual information.
We utilise the connection between classification and mutual information to improve the weakly-supervised object localisation task. To this end, we propose a new way to compute the classification activation map, which is based on the difference between PMIs. The experimental results show the practicality of the information theoretic approach. We believe that this opens new ways to understand and interpret how the neural network classifiers work.
Supplementary Materials
Rethinking Softmax with Cross-Entropy: Neural Network Classifier as Mutual Information Estimator
A Network Architectures
In this section, we illustrate neural network architectures that have been utilised in the previous experiments. Figure 4 demonstrates the architecture of the softmax mutual information neural estimator in section 4. Figure 5 demonstrates the architecture of the network that are utilised to show PC-softmax leads to higher classification accuracy on the imbalanced MNIST dataset as in section 4. We explain in section 6 on how to convert the VGG16 architecture to the VGG16-GAP architecture. Such VGG16-GAP is used in infoCAM. We illustrate in Figure 6 on how to convert the former to the latter architecture. For ResNet50 and Inception-V3, the architectures are identical to [11] and [23] .
For more detailed information, please refer to the actual implementation, which we plan to make open. 
B Visualisation of Data Distributions
We show both theoretically and experimentally in section 4 and section 3 that neural network classifiers can be considered as mutual information estimators. In this section, we provide visualisation on the distributions of the data that are used to test the effectiveness of the softmax-based mutual information estimator. In such visualisation as Figure 7 , data points are stratified subsets of the test datasets, so that it can reflect the dataset imbalance. Since it is impossible to visualise data whose dimension is greater or equal to three, we apply principle component analysis (PCA) to reduce the dimension to two. Furthermore, data of different class labels become more distinguishable as dimension increases. This can account for the reason why classification accuracy increases as the dimension rises. Figure 7 : Illustration of the synthetic dataset for evaluating the softmax-based mutual information estimator. For data whose dimension is greater or equal to three, the visualisation is on the results of PCA. The same colour represents the identical class.
C Further Result
In this section, we present some further results on localisation and classification. Table 5 is a reproduction of main result with the classification results. Note that the classification performances of CAM and infoCAM is the same since we do not modify the training objective of infoCAM. The result can be used to understand the effect of ADL on the classification task. Table 6a shows the result of ablation study. We have tested the importance of three features: 1) ADL, 2) region parameter R and 3) the second subtraction term in Equation 14 . To combine the result in the main text, the result suggests that both region parameter and subtraction term are necessary to increase the performance of localisation. The choice of ADL depends on the dataset. We conjecture that ADL is inappropriate to apply Tiny-ImageNet since the removal of any part of tiny image, which is what ADL does during training, affects the performance of the localisation to compare with its application to relatively large images.
C.1 Localisation and Classification Result

C.2 Ablation Study
C.3 Localisation Examples from Tiny-ImageNet
We present examples from the Tiny-ImageNet dataset in Figure 8 . Such examples show the infoCAM draws tighter bound toward target objects. 
