We present three schemes to go beyond the electric-dipole approximation in X-ray absorption spectroscopy calculations within a four-component relativistic framework.
We present three schemes to go beyond the electric-dipole approximation in X-ray absorption spectroscopy calculations within a four-component relativistic framework.
The first is based on the full semi-classical light-matter interaction operator, and the two others on a truncated interaction within Coulomb gauge (velocity representation) and multipolar gauge (length representation). We generalize the derivation of multipolar gauge to an arbitrary expansion point and show that the potentials corresponding to different expansion point are related by a gauge transformation, provided the expansion is not truncated. This suggests that the observed gaugeorigin dependence in multipolar gauge is more than just a finite-basis set effect. The simplicity of the relativistic formalism enables arbitrary-order implementations of the truncated interactions, with and without rotational averaging, allowing us to test their convergence behavior numerically by comparison to the full formulation. We confirm the observation that the oscillator strength of the electric-dipole allowed ligand K -edge transition of TiCl 4 , when calculated to second order in the wave vector, become negative, but also show that inclusion of higher-order contributions allows convergence to the result obtained using the full light-matter interaction. However, at higher energies, the slow convergence of such expansions becomes dramatic and renders such approaches at best impractical. When going beyond the electric-dipole approximation, we therefore recommend the use of the full light-matter interaction. 
I. INTRODUCTION
The importance of relativistic effects in chemistry is illustrated by the fact that without relativity gold would have the same color as silver, 1-3 mercury would not be liquid at room temperature 4, 5 and your car would not start. 6 The present work highlights another aspect of relativity, namely its essential role in light-matter interactions.
A semi-classical treatment invoking the electric-dipole (ED) approximation is a common starting point for a theoretical description of light-matter interactions. The latter approximation assumes that the spatial extent of the molecular system is small compared to the wavelength of the electromagnetic field, such that the molecule effectively sees a uniform electric field while the magnetic field component is neglected. Formally it corresponds to retaining only the zeroth-order term of an expansion of the interaction operator in orders of the length of the wave vector. While this is often well-justifiable for the most commonly used optical laser sources and intensities, the availability of i) high-energy Xray photons, with wavelengths comparable to the molecular target, [7] [8] [9] and ii) intense laser sources, creating high-energy electrons strongly influenced by the magnetic component of the Lorentz force, [10] [11] [12] motivates investigations into the effects of going beyond this simplification. Clearly, in either limit, relativistic effects become increasingly important, as the velocity of the electron being probed or driven by the laser field reaches a substantial fraction of the speed of light.
In this work, we focus on going beyond the electric-dipole (BED) approximation in relativistic simulations of near-edge X-ray absorption spectroscopy. While non-dipolar corrections to the total cross sections first enter at second order and are generally quite small (5 − 10% for dipole-allowed K -edge transitions in the soft X-ray region, reaching up ∼20% in the hard X-ray region 8 ), the important K pre-edge features may, as is often the case in transition metal complexes, be (near) electric-dipole-forbidden. [13] [14] [15] In general, methods for going BED approximation have been based on multipole expansions of the minimal coupling light-matter interaction operator which, in truncated form, may introduce unphysical gauge-origin dependence into the molecular properties. 16 This is particularly problematic for molecular systems where no natural choice of gauge origin exists. In a seminal paper, Bernadotte et al. presented an approach for the calculation of origin-independent intensities within the non-relativistic framework, beyond the ED approximation, by truncating the os-cillator strength, rather than the interaction operator, in orders of the wave vector. 17 In the velocity representation, they could demonstrate origin independence of oscillator strengths to arbitrary order, and could confirm this by calculation to second order. Bernadotte et al. furthermore transformed the interaction operator truncated to second order in the wave vector from its velocity representation to multipolar form (for earlier demonstrations of this transformation see for instance Refs. 18, 19) . This would imply origin independence of oscillator strengths to arbitrary order also in the length representation, but this was not observed in calculations to second order and attributed to the finite basis approximation. Further complications were reported by Lestrange et al. 20 who found that including the second-order oscillator strength of the ED allowed ligand K -edge transition of TiCl 4 made the total oscillator strength negative. Negative oscillator strengths to second order were also reported by Sørensen et al. 21 in metal K -edge transitions of [FeCl 4 ] -, but only for certain basis sets, which led them to conclude that they were due to incomplete basis sets rather than missing higher-order contributions to the oscillator strength. In a second paper 22 , where [FeCl 4 ]is revisited, Sørensen et al. speculate that the fourth-order electric-octupole-electric-octupole contribution may reverse the sign "provided that no other higher terms also grows disproportionately large".
To avoid the above issues, we recently proposed using the full semi-classical light-matter interaction operator in the context of linear absorption spectroscopy in the non-relativistic regime. 8 In a Gaussian basis, the necessary integrals over the light-matter interaction operator can be identified as Fourier transforms of overlap distributions, as shown by Lehtola et al. for dynamic structure factors, 23 and can be easily evaluated within standard integral schemes, such as McMurchie-Davidson 8 or Gauss-Hermite quadrature. 24 In a second paper, 25 we presented a mixed analytical-numerical approach to isotropically average oscillator strengths computed with the full light-matter interaction operator. 25 This novel approach has been followed up by Sørensen et al. 24, 26 Some other works using full light-matter interaction may be mentioned: Kaplan and Markin calculated the photoionization cross section of the H 2 molecule in both a non-relativistic 27 and relativistic setting. 28 More recent work along these lines include Refs. 9,29,30. A recent review has been given by Wang et al. 31 In the following, we present three schemes for computing linear absorption cross sections beyond the ED approximation within a four-component relativistic framework: i) the full semi-classical light-matter interaction as well as two approaches based on truncated interac-tion either using ii) multipolar gauge (length representation) or iii) Coulomb gauge (velocity representation). The latter may be viewed as an extension of the work by Bernadotte et al. 17 to the relativistic domain. For all three schemes we present methods for rotational averaging; for the full interaction we use the mixed analytical-numerical approach already reported for non-relativistic calculations, 25 whereas for truncated interaction we have developed a fully analytical approach. As will become clear below, in addition to providing a more general framework, the relativistic formalism is more simple than the non-relativistic counterpart and facilitates general, easily programmable expressions. In fact, we have in the Dirac package 32 implemented the two schemes for truncated interaction to arbitrary order, with and without rotational averaging, which allows us to test numerically the convergence behavior of these schemes and compare to the formulation based on the full semi-classical light-matter interaction.
The paper is organized as follows: In Section II A, we briefly review the description of semi-classical light-matter interactions in both relativistic and non-relativistic frameworks.
Section II B presents the working expressions for oscillator strengths for the full light-matter interaction operator, followed by a derivation of the two different truncated light-matter interaction formulations in Section II C. In Section II D, we describe schemes for obtaining isotropically averaged oscillator strengths in each of the three cases. In Section IV we investigate the performance of the three different schemes for going beyond the electricdipole approximation, before concluding in Section V.
We also provide three appendices: In appendix A we explain how electronic spectra are simulated in the Dirac package in the framework of time-dependent response theory. In Appendix B we discuss multipolar gauge and, contrary to previous works, discuss the gauge transformation between different expansion points. Finally, we present the trivariate beta function which plays a key role in the fully analytic approach to rotational averaging in Appendix C.
II. THEORY
We start by reviewing the theory of interactions of molecules with electromagnetic radiation within a relativistic but semi-classical description before deriving three different schemes for computing oscillator strengths beyond the ED approximation. Finally, we present expres-sions for isotropically averaged oscillator strengths for each case. The resulting expressions have been implemented in a development version of the Dirac program. 32 
A. Coupling particles and fields
External fields are introduced into the HamiltonianĤ through the substitutionŝ
where appears particle charge q, the scalar potential φ, the vector potential A, linear momentump and the mechanical momentumπ. The expectation value of the resulting interaction
Hamiltonian may then be expressed as
where the scalar potential is seen to couple to the charge density ρ and the vector potential to the current density j. The substitutions in Eq. (1) have been termed the principle of minimal electromagnetic coupling 33 since it only refers to a single property of the particles, namely charge. Interestingly, it arises from the interaction Lagrangian proposed by Schwarzschild 34 in 1903, two years before the annus mirabilis of Einstein. The expectation value of the interaction Hamiltonian, Eq. (2), can be expressed compactly in terms of 4-current j µ and
(c is the speed of light), thus manifestly demonstrating its relativistic nature. In fact, one may very well argue that in the non-relativistic limit electrodynamics reduces to electrostatics and that magnetic induction, in addition to retardation, is a relativistic effect. 35 Yet, the minimal substitution is customarily employed also in calculations denoted "non-relativistic".
Such calculations in reality use a non-relativistic description of particles, but a relativistic treatment of their coupling to external electromagnetic fields. This is perfectly justified from a pragmatic point of view, but it should be kept in mind that if the sources of the electromagnetic waves were to be included in the system under study, their magnetic component would vanish.
A point we would like to emphasize in the present work is that the non-relativistic use of the minimal substitution in Eq. (1) leads to a more complicated formalism than the fully relativistic approach, since the former mixes theories of different transformation properties.
This can be seen by comparing the non-relativistic and relativistic Hamiltonian operators obtained by minimal substitution. We may write the non-relativistic free-electron Hamiltonian in two different formsĥ
where appears the electron mass m e and the Pauli spin matrices σ. These two forms are equivalent as long as external fields are not invoked. Upon minimal substitution, one obtainŝ
where −e is the electron charge and is the reduced Planck constant. The final term in 
where appears the Dirac matrices α and β. Here, the three terms describing magnetic interaction in the non-relativistic framework has been reduced to a single one, which is linear in the vector potential.
B. Full light-matter interaction
The Beer-Lambert law,
expresses the attenuation of the intensity I 0 of incoming light in terms of the effective number of absorbing molecules, given as the product of the number density N of absorbing molecules, the length l of the sample and the absorption cross section σ. To find an expression for the absorption cross section, we start from two equivalent expressions for the rate of energy exchange between (monochromatic) light and molecules: i) as intensity times absorption cross section σ or ii) as photon energy ω times the transition rate w f ←i , that is
The intensity is expressed in terms of the electric constant ε 0 and the electric field strength
Starting from a time-dependent interaction operator of the form
where appears the wave vector k with length
the polarization vector and the phase δ. Such an electromagnetic wave is conventionally represented in Coulomb (radiation) gauge by the scalar and vector potentials
Starting from the Dirac Hamiltonian in Eq. (6) , this leads to an effective interaction operator of the formT
It is clear from Eq. (5) that the corresponding effective interaction operator in the nonrelativistic framework will have a more complicated expression. However, simplifications are introduced by invoking a weak-field approximation such that the third term, the diamagnetic contribution, is neglected. Also, the fourth term, the spin-Zeeman contribution, is often ignored.
The ED approximation assumes that the dimensionless quantity kr 1 such that the interaction operator may be approximated bŷ
which physically corresponds to the absorbing molecule effectively seeing a uniform electric field. The subscript V refers to the velocity representation. To convert to the length representation we use the following expression for the velocity operator
obtained from the Heisenberg equation of motion, an observation that can be traced back at least to the first edition (1930) of Dirac's monograph. 39 In the non-relativistic case, this leads to a velocity operator of the formv NR =p/m e , which is straightforwardly related to the corresponding classical expression. In the relativistic case, one obtains the less intuitive form 40,41 v R = cα, expressing the Zitterbewegung of the electron, which facilitates the connection
We prefer to refer to these forms as representations rather than gauges (see also .
In the present work, we report the implementation of three different schemes for simulation of electronic spectra beyond the ED approximation within a linear response framework.
More details about the underlying theory and the implementation are given in Appendix 
The Hermitian and anti-Hermitian operators are time-antisymmetric and time-symmetric, respectively. In accordance with the quaternion symmetry scheme of Dirac 43 an imaginary i will be inserted in the Hermitian part to make it time-symmetric. The components can be further broken down on spatial symmetries using e ±i(k·r) = cos (k x x) cos (k y y) cos (k z z)
Here Γ 0 refers to the totally symmetric irrep, (Γ x, Γ y , Γ z ) to the symmetries of the coordinates, Γ Rx , Γ Ry , Γ Rz to the symmetry of the rotations and Γ xyz to the symmetry of the function xyz. Together, these eight symmetries form the eight irreps of the D 2h point group, whereas some symmetries coalesce for subgroups. In the present implementation, for an excitation of given (boson) symmetry, we only invoke the relevant contribution from e ±i(k·r) .
C. Truncated light-matter interaction
In this section, we derive expressions for the absorption cross section or oscillator strength truncated to finite order in the length of the wave vector. In the first subsection, we provide the relativistic extension of the theory developed by Bernadotte and co-workers, 17 where oscillator strengths are expressed in terms of electric and magnetic multipoles. We shall, however, obtain these expressions in a more straightforward manner by using multipolar gauge. Next, we provide an alternative, more compact formalism based directly on an expansion of the effective interaction operator, Eq. (18). The two approaches can to some extent be thought of as generalizations of the length and velocity representation, respectively, to arbitrary orders in the wave vector.
Multipolar expansion
A very convenient way of introducing electric and magnetic multipoles is through the use of multipolar gauge, 36, [44] [45] [46] also known as Bloch gauge, 47, 48 Barron-Gray gauge 18 or Poincaré gauge, 49-52 reflecting a history of multiple rediscoveries. In Appendix B, we provide a compact derivation of the multipolar gauge, avoiding excessive use of indices. In multipolar gauge the potentials are given in terms of the electric and magnetic fields and their derivatives at some expansion point a. When inserted into the interaction Hamiltonian in Eq. (2), they automatically provide an expansion of the light-matter interaction in terms of electric and magnetic multipoles of the molecule.
Multipolar gauge has mostly been discussed in the framework of atomic physics where the nuclear origin provides a natural expansion point. In a molecule there is generally no natural expansion point, and in Appendix B we show that potentials derived with respect to two different expansion points are related by a gauge transformation, but apparently only to the extent that the expansion is not truncated. This suggests that the lack of origin invariance of oscillator strengths observed by Bernadotte et al. 17 and others, including us (see below), in calculations using an effective interaction operator on multipolar form is more than a finite basis set effect. It also makes sense since truncating the expansion of electric and magnetic fields inevitably conserves only local information.
We now consider the form of the effective interaction in multipolar gauge, starting from the electromagnetic plane wave, Eq. (15), represented by the potentials in Eq. (17) . In accordance with the discussion in Section II B and the phase convention of Eq. (22), we set the phase of the plane wave to δ = π/2. The potentials in multipolar gauge (mg) are then given by
Setting the expansion point a = 0, we find that the effective interaction operator may be expressed asT
In the above expression, we employ the Einstein summation convention and introduce the
where appears the Levi-Civita symbol ε ijk . This operator is in turn built from the electric and magnetic multipole operatorŝ
Again we would like to stress the simplicity of the relativistic formalism compared to the nonrelativistic one: the magnetic multipole operatorsm [n] contain the current density operator j which in the relativistic form is simply electron charge times the velocity operator, allowing straightforward implementation of the magnetic multipole operator to arbitrary order. The non-relativistic form is more involved containing contributions from the mechanical momentum operator as well as the curl of the spin magnetization. 53 One may note that the electric and magnetic multipole operators are time-symmetric and time-antisymmetric, respectively.
However, in Eq. (28) the magnetic multipole operator is multiplied with imaginary i such that the multipole operatorX [n] is time-symmetric, fitting well into the quaternion symmetry scheme of Dirac.
Inserting the effective interaction operatorT mg (ω) into the expression for the absorption cross section in Eq. (13) and expanding in orders of the wave vector, we find to order n
The corresponding expression for the oscillator strength, Eq. (14), is obtained through the substitution πω ε 0 c → 2ω e 2 . From Eq. (31) it appears as if odd-order contributions to the absorption cross section are imaginary, which is an unphysical result. However, one can show that the odd-order contributions can be expressed as
Since the multipole operatorsX [n] are time-symmetric, their transition moments will be real (see Appendix A). The odd-order contributions to the absorption cross section therefore vanish. The even-order contributions may be expressed as
and are all real.
An alternative approach
A more direct approach for obtaining the absorption cross section (or oscillator strength)
to some order in the wave vector is to perform a Taylor-expansion of the absorption cross section in Eq. (13) in orders of the wave vector
where appears Taylor coefficientŝ
in the corresponding expansion of the effective interaction operator (Eq. (18)), with the phase δ = 0, according to the phase convention in Eq. (22) . It should be noted that the underlying, truncated vector potential satisfies Coulomb gauge, and so we shall refer to this form as the generalized velocity representation, in contrast to multipolar gauge, which can be thought of as the generalized length representation. Further manipulations again shows that odd-order contributions to the absorption cross section vanish, whereas the even-order ones may be expressed as
The demonstration of formal gauge-origin independence of the above generalized velocity representation at each order n in the wavevector follows straightforwardly from Eq. D. Rotational averages
General
An often encountered experimental situation involves freely rotating molecules, and we will therefore have to consider rotational averaging. However, rather than rotating the molecules we shall rotate the experimental configuration. To this end, we use the unit vectors of the spherical coordinates e r = e x sin θ cos φ + e y sin θ sin φ + e z cos θ
that reduce to (e z , e x , e y ) when the angles θ and φ are both set to zero. More precisely, we shall align the wave unit vector e k with the radial unit vector e r . The polarization vector is then in the plane spanned by the unit vectors e θ and e φ . Accordingly we set e k = e r ; = cos χe θ + sin χe φ ,
introducing a third angle χ. The rotational average is defined as
Full light-matter interaction
Starting from Eq. (13) the rotationally average absorption cross section reads (for any choice of the phase δ)
We first note that the χ-dependence only enters the polarization vector , so that we may
The χ-average has a simple analytic expression in terms of the components of the radial unit vector
which follows from the orthonormality of the unit vectors, Eq. (37) . The (θ, φ)-average, on the other hand, will be handled numerically using Lebedev quadrature, [54] [55] [56] [57] [58] [59] which we in our corresponding non-relativistic work have found to converge quickly. 25 
Truncated light-matter interaction
In the generalized length representation (multipolar gauge), the rotational average for non-zero contributions to the absorption cross section reads
whereas in the generalized velocity representation (the alternative approach of Section II C 2), we start from
In both cases, the central quantity to evaluate is p q χ e r;j 1 e r;j 2 . . . e r;j 2n θ,φ = 1 4π 2π 0 π 0 p q χ e r;j 1 e r;j 2 . . . e r;j 2n sin θdθdφ.
Since the integrand is fully symmetric in indices (j 1 , . . . j 2n ), we can collect contributions to the three components of the wave unit vector to give p q χ e r;j 1 e r;j 2 . . . e r;j 2n θ,φ = 1 8π cos v θ sin t+u+1 θdθdφ.
A computational useful expression is obtained in two steps. First we use the relations
to reduce the angular integration to the (+, +, +) octant of Euclidean space
This provides a powerful selection rule, showing that the expression E tuv is zero unless all integer exponents t, u and v are even. In passing, we note that the selection rule is the same for both terms appearing in Eq. (44) for p = q. Second, we use the integral representation
to express the rotational average in terms of the trivariate beta function B (a, b, c)
The final result is thereby
where we have used the identity
for the evaluation of the trivariate beta function.
Our approach is different from the conventional approach to rotational averages using linear combinations of fundamental Cartesian isotropic tensors. [60] [61] [62] [63] [64] [65] The fundamental Cartesian isotropic tensors of even rank are given by products of Kronecker deltas δ ij , whereas an additional Levi-Civita symbol ijk appears at odd rank. [66] [67] [68] For instance, connecting to the notation of Barron, 19 the rotational average appearing in the second-order contribution σ [2] to the absorption cross section is α β χ e r;γ e r;δ
The established procedure for generating a suitable linearly independent set of fundamental Cartesian isotropic tensors involves the construction of standard tableaux from Young diagrams. 61, 69 For even rank, one can connect to our approach from the observation that the integer exponents t, u and v in the expression for E tuv (Eq. (48) 
which requires proper handling. In fact, the number of linearly independent fundamental Cartesian isotropic tensors of a given rank is given by Motzkin sum numbers 71 which for rank 8 is 91 rather than 105 suggested by the double factorial derived for even rank above.
Such considerations are not needed in the present approach which in addition is well-suited for computer implementation.
III. COMPUTATIONAL DETAILS
Unless otherwise stated the calculated results presented in this paper have been obtained To study the apparent divergences of oscillator strengths for core excitations using truncated interaction, we carried out time-dependent Hartree-Fock (TD-HF) calculations of ns 1/2 → 7p 1/2 excitations of the radium atom. In these calculations integral screening was turned off and the (SS|SS) integrals included.
Unless otherwise stated the data reported in this paper have been obtained with a development version of the Dirac electronic structure code 32 (Tables I-III, Figure 1 : revision 52c65be; Table IV; Figure 2 : revision 5a7d81c).
IV. RESULTS AND DISCUSSION
In this section, we demonstrate our implementation and study the behavior of the three presented schemes to go beyond the ED approximation. First, we consider the Cl K -edge in TiCl 4 , representing a case where there is no natural choice of gauge origin. It has previously been studied in the context of non-dipolar effects in linear X-ray absorption using low-order multipole expansions. In particular, it was used to demonstrate the appearance of negative oscillator strengths 20 upon truncation of the light-matter interaction in the generalized velocity representation in a non-relativistic framework. 17 Below, we will revisit this case. We further study numerically the gauge-origin dependence of the three schemes in the case of soft X-ray absorption. We then turn to their performance across the spectral range, including hard X-rays, by considering atomic valence and core transitions in the radium atom.
Given its high nuclear charge, radium shows strong relativistic effects both in the core and valence, and it is therefore a good example for comparing oscillator strengths within and beyond the ED approximation in a relativistic framework.
A. Cl K -edge absorption of TiCl 4
Ligand K -edge absorption spectroscopy supposedly provides direct information on the covalency of metal-ligand bonds due to the admixture of the ligand p-orbitals with the metal d-orbitals. 88, 89 The Cl K -edge absorption of TiCl 4 has been studied both experimentally and also theoretically within and beyond the ED approximation using truncated multipoleexpanded expressions. Its experimental spectrum features a broad pre-edge peak that require a two-peak fit (in toluene: at 2821.58 and 2822.32 eV with an approximate intensity ratio of 0.84). 90 In T d symmetry, the five 3d-orbitals of Ti belong to the e and t 2 irreducible representations, and the pre-edge bands can be assigned to excitations from the a 1 and t 2
Cl 1s-orbitals into the e and t 2 sets of 3d-orbitals on Ti, respectively. Here, we focus on the eight lowest-lying transitions (a 1 , t 2 → e) which gives rise to three degenerate sets (E, T 1 and T 2 ) of which the latter is ED allowed. in the wave vector within Coulomb gauge (velocity representation) and multipolar gauge (length representation). First, we note that the trends are similar across the considered basis sets and Hamiltonians. In line with the results of Lestrange et al., 20 we find negative oscillator strengths at second order for the 1 T 2 excitations in both length and velocity representation. The same issue appears for the 1 T 1 and 1 E sets, but at fourth order. As discussed previously, 20,21 this behavior is expected when the cross terms involving the lowerorder moments to f [n] dominate the diagonal contributions. As evident from the underlying contributions given in Table II , the multipole expansions are alternating, and beyond fourth order, the correction is reduced at each order. Indeed, the expansions converge to the full expression at about 12th order irrespective of the employed basis set. For the dipole-allowed going beyond the ED approximation is a redistribution of intensity among transitions. In particular, the ED forbidden 1 T 1 and 1 E transitions gain intensity beyond that of the T 2 set.
Full vs. truncated light-matter interaction
We note, however, that this intensity redistribution has no consequence for the absorption band because of the near-degeneracy of the electronic transitions.
Origin-dependence
The above results were computed with the gauge-origin placed at the Ti atom. We now proceed to a numerical evaluation of their dependency on the gauge origin (O + a).
As discussed above, the formulations based on the full semi-classical interaction operator and truncated interaction in the velocity representation are formally gauge invariant. In practical calculations, however, invariance in the latter case relies on an accurate numerical representation of zero in the form of an m-term summation (Eq. C6 in Ref. 17 ) to counteract a factor (k · a) m ; m = 0, ..., 2n that grows exponentially with the displacement. In contrast, as shown in Appendix B, formal gauge-origin invariance in the multipolar gauge appears to only be achieved in the practically unreachable limit of the complete expansion. Table III collects the total isotropic oscillator strength for the dipole-allowed 1 T 2 set for each of the three schemes for going beyond the ED approximation using different choices for the gauge origin. As expected, the results for the full light-matter interaction operator remain unchanged, providing a numerical verification of its gauge-origin invariance. The same is true for the oscillator strengths in the generalized velocity representation. However, the numerical challenge in representing the zero-valued summation becomes apparent at large displacements. For a displacement of 100 a 0 , instabilities start to appear at 10th order, and at 12th order, the oscillator strength exceeds the full result by one order of magnitude. This will be further discussed in Section IV B 2. The oscillator strengths in the multipolar gauge beyond zeroth order differ significantly upon shifting the origin from the Ti atom. Due to the non-vanishing ED contribution, gauge-origin dependence issues appear already at second order. f [2] f [4] f [6] f [8] f [10] f [12] f full 6-31+G* -LL 
Full light-matter interaction
In the valence region, the influence of non-dipolar effects is expected to be small except for ED forbidden transitions. Based on our previous study in a non-relativistic framework, we expect the effect on dipole-allowed core excitations to be modest (∼10%) as a result of the compactness of the core hole. 8  TABLE III . Gauge-origin dependency of the isotropically averaged oscillator strengths for the Figure 1 shows the valence and K -edge spectra of Ra within and beyond the ED approximation, the latter computed with the full light-matter interaction operator. Expectedly, all ED forbidden transitions, except for excitations associated with ∆J = 0 change in total angular momentum quantum number, gain intensity upon going beyond the ED approximation. In the valence region, however, they remain several orders of magnitude smaller than the ED counterparts, such that ED and BED spectra are essentially identical. In the X-ray region, the main contributions from the 1s 1/2 → 6d manifold corresponds to ∆J = 2 transitions, while the ED allowed ∆J = 1 transitions dominate for the 1s 1/2 → 7/8p manifold. Note that the small energy differences between different ∆J components in a given set makes them indiscernible in the spectrum, and we have therefore combined their oscillator strengths in Figure 1 . Upon inclusion of non-dipolar effects, intensity is primarily redistributed from the 1s 1/2 → 7/8p 3/2 sets (a ∼20% reduction compared to ∼13% for the 1s 1/2 → 7/8p 1/2 excitations) to the 6d transitions. 
Truncated light-matter interaction
When carrying out equivalent calculations using the truncated light-matter interaction formulations, both in the velocity and the length representation, nonsensical results were obtained. Rather than reporting these numbers, we shall illustrate and analyze this behavior using a simpler computational setup. Table IV reports anisotropic oscillator strengths for radium ns 1/2 → 7p 1/2 (n = 1, .., 7) excitations at various orders in the generalized velocity representation as well as obtained using the full light-matter interaction. The orbital rotation operator, Eq. (A1), is restricted to the ns 1/2 and the 7p 1/2 orbitals of the selected excitation, and we only report results for the B 1u irreducible representation of the D 2h point group.
To avoid issues of numerical integration we have performed TD-HF rather than TD-DFT calculations. Furthermore, to avoid possible numerical noise due to rotational averaging, we have choosen an oriented experiment, with the wave and polarization vectors oriented along the y-and z-axes, respectively.
We see that for the 7s 1/2 → 7p 1/2 excitation, the electric-dipole approximation holds since the zeroth-order oscillator strength f [0] reproduces the oscillator strength f full , using the full interaction, to within the reported digits. For other excitations, the second-order oscillator strength f [2] has to be included in order to get reasonable agreement with the full interaction. For the 1s 1/2 → 7p 1/2 transition, however, higher-order contributions to the oscillator strength blow up. A similar behavior, but to a lesser degree, is observed for the 2s 1/2 → 7p 1/2 transition, and we also note that the oscillator strength for the 3s 1/2 → 7p 1/2 transition, accumulated to 12th order, is negative. Very similar behavior is observed for multipolar gauge (data not shown). Interestingly, the apparent divergence in the expansion of the full light-matter interaction occurs when k ≈ 1 a −1 0 (Eq. (16)). Indeed, upon artificially varying the excitation energies, so as to modify k, we find that the oscillator strengths for all excitations blow up around k = 1 a −1 0 , as illustrated in Figure 2 . In passing, we note that the excitation energies for Cl 1s →Ti 3d transitions of TiCl 4 reported in Table I correspond to k ≈ 0.74 a −1 0 .
The oscillator strengths of given (even) order are calculated according to Eq. (36) . We have also investigated to what extent transition moments over effective interaction opera- f full when artificially varying excitation energies, we find that these apparent divergences occur for all ns 1/2 → 7p 1/2 excitations when k > 1 a −1 0 . Going deeper in our analysis, we note that transition moments are obtained by contracting the property gradient of the selected operator with the solution vector for the selected excitation, Eq. (A10). Due to the restrictions on the orbital rotation operator in our particular case, the scalar product is reduced to the multiplication of two numbers. We find that an expansion of the property gradient of the full interaction in orders of the wave vector displays the same apparent divergence for core excitations as we observed for both oscillator strengths and transition moments. Again, by artificially varying k, we find that these apparent divergences occur when k > 1 a −1 0 for all excitations.
With our particular orientation of the experiment, the full and truncated effective interaction operator at order n are given bŷ
Elements of the property gradient, Eq. (A5), of the truncated effective interaction operator are accordingly given by
where superscripts L and S refer to the large and small components of molecular orbital ϕ p , respectively. In practice, as implemented in the Dirac package, the property gradient is compounded from products of an atomic-orbital (AO) integral with two expansion coefficients on the form
with the factor outside the curly brackets in Eq. (53) multiplied on at the end. In the present case, the coefficients are real due to symmetry. 43 Each component of the Dirac spinor is expanded in Cartesian Gaussian-type orbitals (GTOs)
For n = 12 we find that the largest contribution, in terms of magnitude, to the property gra- basis set. The resulting AO-integral has a value −1.19437467(+6) a.u. and is multiplied with a coefficient c 1 = −4.55940113(−8) from 1s 1/2 and a coefficient c 2 = −0.844080786 from 7p 1/2 . By calculating AO-integrals with high precision using Mathematica, 92 we find that the above AO-integrals, provided by the HERMIT integral package, 93 are very stable.
On the other hand, the very small c 1 coefficient is at the limits of the precision one can expect from the diagonalization of the Fock matrix, in particular given its ill-conditioning due to the presence of negative-energy solutions. We have, however, investigated the sensitivity of our results with respect to the HF convergence (in terms of the gradient) and find that they are quite stable at tight thresholds.
The final step of our analysis is to study the convergence of the AO-integrals over the truncated interaction towards the corresponding integral over the full interaction operator.
Restricting attention to our particular case in Eq. (52) and Gaussian p y -functions, in which case only even-order terms contribute, we have
After eliminating common factors on both sides, we find an equivalent expression
in terms of a dimensionless parameter Q a m = Q 2m (2m + 2) (2m + 1)
The right-hand expression has the form of an alternating series and using the Leibniz criterion, we first note that lim m→∞ a m = 0. On the other hand, the coefficients a m decrease monotonically only beyond a critical index
For the 1s 1/2 → 7p 1/2 excitation and the above choice of exponents we find that m c ≈ Q 2 = 6998.7. For this value of Q, the left-hand side of Eq. (57) is essentially zero, whereas the right-hand side converges extremely slowly towards this value. In fact, using Mathematica, no convergence was observed even after summing 10000 terms. Considering instead the 2s 1/2 → 7p 1/2 excitation, for which m c ≈ 240, reasonable convergence is found after summing 282 terms.
V. CONCLUSION
We have presented the implementation of three schemes for describing light-matter interactions beyond the electric-dipole approximation in the context of linear absorption within the four-component relativistic domain: i) the full semi-classical field-matter interaction operator, in which the electric and magnetic interactions are included to all orders in the wave vector, in addition to two formulations based on a truncated interaction using either ii) multipolar gauge (generalized length representation) or iii) Coulomb gauge (generalized velocity representation). In the latter gauge, potentials are given in terms of the values of the electric and magnetic field and their derivatives at some expansion point. We have generalized the derivation of multipolar gauge to arbitrary expansion points and shown that potentials associated with different expansion points are related by a gauge transformation, but also that this is only guaranteed to the extent that the expansion is not truncated. We have further presented schemes for rotational averaging of the oscillator strength for each of the three cases. In particular, the simple form of the light-matter interaction operator in the relativistic formulation allowed for arbitrary-order implementations of the two truncated schemes with and without rotational averaging. We believe that this is a unique feature of our code.
We have next exploited the generality of our formulations and implementation to study, both analytically and numerically, the behavior of the two truncated schemes relative to the full light-matter interaction with particular focus on the X-ray spectral region. This analysis has highlighted the following important points:
• Oscillator strengths using truncated interaction in Coulomb gague (generalized velocity representation) are gauge-origin invariant at each order in the wave vector, as originally shown in Ref. 17 , follows straightforwardly from our alternative derivation starting from a Taylor expansion of the full expression for the oscillator strength rather than of the transition moments. A practical realization of this gauge-origin independence, however, relies on an accurate numerical representation of zero in the form of a summation to counteract an exponentially growing factor (with wave vector and origin displacement). Thus, while origin invariance is numerically achievable at low frequencies and small displacements, it becomes increasingly difficult, and even unreachable, at higher frequencies and displacements.
• Formal gauge-origin invariance of oscillator strengths in multipolar gauge is only guaranteed in the full limit, which explains the notorious lack of order-by-order gauge-origin independence in practical calculations beyond the electric-dipole approximation based on any truncated multipolar gauge formulation. 20, 94 • The appearance of negative oscillator strengths through second order in the wave vector previously reported at the Cl K -edge for TiCl 4 in the velocity representation 20
is indeed a consequence of a too early truncation of the expansion, as previously suggested. 20, 22 In this case, convergence to the full light-matter interaction result is achieved at 12th order in the wave vector irrespective of the basis set used.
• While the oscillator strengths formulated using truncated interaction in Coulomb gauge (velocity representation) is formally convergent across all frequencies, the series converges extremely slowly at high frequencies, an observation valid also for multipolar gauge. We report a detailed investigation of a test case where we have studied convergence of the expansion in terms of the wave vector all the way from oscillator strengths to the underlying AO-integrals. For the latter quantities, the expansion in the dimensionless quantity kr is replaced by an expansion in terms of the dimensionless quantity Q = k/2 √ α 1 + α 2 , where α 1 and α 2 are Gaussian exponents. We find that the convergence of integrals over truncated interaction towards integrals over the full interaction is extremely slow, requiring at least Q 2 terms. From the form of Q, it is clear that convergence will be particular slow for diffuse exponents. The onset of this complication is approximately defined by ω = c (∼3728 eV), although it also depends on the size of the given transition moments. Numerical instabilities using Coulomb gauge in the generalized velocity representation can thus be expected already in the higher-energy end of the soft X-ray region even though the onset may be delayed by the order-of-magnitude smaller transition moments associated with core excitations.
Caution is therefore necessary using this formulation in simulations of X-ray absorption beyond the electric-dipole approximation because of its practical inapplicability beyond a certain frequency region.
The general numerical stability of the full light-matter interaction formulation to gaugeorigin transformations and across frequencies as well as its ease of implementation in the context of linear absorption, demonstrated in this work and previously, 8, 24, 25 makes this approach the method of choice for simulating linear absorption beyond the electric-dipole approximation. A possible complication of this approach, though, is that the underlying AO-integrals become dependent on the wave vector, hence excitation energies, and must generally be calculated on the fly. We start from a Hamiltonian on the form
where appear perturbation strengths ε X (ω k ). All frequencies ω k are assumed to be integer multiples of a fundamental frequency ω T = 2π/T , such that the Hamiltonian is periodic of period T , allowing us to use the quasienergy formalism. 46, 96, 97 We employ a unitary exponential parametrization of the closed-shell HF (or KS) determinant
in terms of an anti-Hermitian, time-dependent orbital rotation operator
Here and in the following indices (i, j . . .), (a, b, . . .) and (p, q, . . .) refer to occupied, virtual and general orbitals, respectively. The linear reponse of the system with respect to some perturbationĥ B is found from the first-order response equation
where appears the electronic Hessian
the generalized metric
and the property gradient
An important generalization above is that, in addition to Hermitian operatorsĥ B (Θ hB = +1), imposed by the tenets of quantum mechanics, we also allow anti-Hermitian ones (Θ hB = −1). It may seem awkward to speak about hermiticity of a vector, but the elements of the vector are, as seen from Eq. (A5), two-index quantities selected from a matrix and accordingly inherit the symmetries of that matrix.
The solution vector collects first-order frequency-dependent amplitudes
and linear reponse functions are obtained by contracting solution vectors with property gradients, that is Â ;
Excitation energies and corresponding transition moments, on the other hand, are found from the closely related general eigenvalue problem
From the structure of the electronic Hessian E [2] 0 , Eq. (A3), and the general matrix S [2] , Eq. (A4), it can be shown that solution vectors of both the first-order response equation, Eq. (A2), and the eigenvalue equation, Eq. (A7), come in pairs
For Hermitian operatorsĥ A transition moments are obtained by the contractions
A particular feature of the Dirac package 32 is that a symmetry scheme, based on quaternion algebra, is applied at the self-consistent field level and provides automatically maximum point group and time-reversal symmetry reduction of the computational effort. 43 However, the symmetry scheme is restricted to time-symmetric operators only since their matrix representations in a finite basis can be block diagonalized by a quaternion unitary transformation. 98 In order to accomodate time-antisymmetric, Hermitian operators, they are made time-symmetric, anti-Hermitian by multiplication with imaginary i, 99 that iŝ
A .
For consistency we therefore have to generalize the above relations, Eq. (A9), to
An important observation is that whereas the matrix of time-dependent amplitudes κ pq (t)
is anti-Hermitian, the matrix of frequency-dependent amplitudes κ pq (ω k ), from which solution vectors are built (cf. Eq. (A6)), is general, that is
A key to computational efficiency is to consider a decomposition of solution vectors in terms of components of well-defined hermiticity and time reversal symmetry. 46, 99 Using a pair of solution vectors X + and X − , we may form Hermitian and anti-Hermitian combinations
The inverse relations therefore provide a separation of solution vectors into Hermitian and anti-Hermitian contributions
Further decomposition of each contribution into time-symmetric and time-antisymmetric parts gives vectors that are well-defined with respect to both hermiticity and time reversal symmetry
where the index overbar refers to a Kramers' partner in a Kramers-restricted orbital set.
The scalar product of such vectors is given by 46
and one may therefore distinguish three cases
One may show that hermiticity is conserved when multiplying a vector, Eq. domain. 103, 104 In the present scheme, we obtain the same computational savings without resorting to any transformations or approximations. In order to employ the quaternion symmetry scheme, we choose to work with the time-symmetric vectors. It follows from
Eq. (A12) that their scalar products are either zero or real. In practice, a property gradient is therefore always contracted with the component of the solution vector having the same hermiticity, so that all transition moments are real.
In passing we note that the divergence of the vector potential is given by ∇ · A (r, t) = 1 0 λδ a · (∇ × B (λδ a + a, t)) dλ = 1 0 λ 2 δ a · µ 0 j (λδ a + a, t) + 1 c 2 ∂ t E (λδ a + a, t) dλ,
where appears the magnetic constant µ 0 and the current density j. The Ampère-Maxwell law was used in the final step. This relation shows that the multipolar gauge is equivalent to the Coulomb gauge only in the absence of external currents and for static electric fields.
In multipolar gauge the potentials are given in terms of the fields and their derivatives at the selected expansion point, which seems to eliminate any gauge freedom. However, this is incorrect. The gauge freedom is retained in the free choice of the expansion point. Consider now the gauge transformation taking us from potentials (A a , φ a ), defined with respect to expansion point a, to a new set of potentials (A b , φ b ), defined with respect to expansion point b. Clearly the gauge function χ a→b satisfies
Starting from Eq. (B7) we find that ∇∂ t χ a→b (r, t) = ∞ n=1 n (n + 1)! δ b · ∇ n−1 ∇ δ b · E r , t r =b − δ a · ∇ n−1 ∇ δ a · E r , t r =a + ∞ n=0 1 (n + 1)! δ b · ∇ n E r , t r =b − δ a · ∇ n E r , t r =a (B9)
On the other hand, starting from Eq. (B8), we find that
where we have used Faraday's law
Due to commutation of space and time derivatives the two expressions should be the same, provided that the potentials at the two expansion points are related by a gauge transformation. At first sight, this does not seem to be the case, since the second line of the above expressions differ. However, actually calculating the difference gives ∇∂ t χ a→b (r, t) − ∂ t ∇χ a→b (r, t) = ∞ n=0 1 n! (δ b · ∇ ) n E (r , t) r =b − (δ a · ∇ ) n E (r , t) r =a = 0, which is zero since the final line is the difference of the Taylor expansions of E (r, t) at the two different expansion points. However, a very important observation is that this cancellation, and hence gauge freedom, is only assured if the expansions are not truncated.
Before closing this brief overview of multipolar gauge, we remark that in some sources a distinction is made between minimal coupling and multipolar Hamiltonians. 18, [107] [108] [109] [110] [111] This terminology arises from the observation that gauge transformations in quantum mechanics (and beyond) may be induced by a local unitary transformation of the wave function 52, 112, 113 ψ(r, t) → ψ (r, t) = U (r, t)ψ(r, t); U (r, t) = e −iqχ(r,t) , 
