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Abstract
We develop the theory of derived differential geometry in terms of
bundles of curved L∞[1]-algebras, i.e. dg manifolds of positive ampli-
tudes. We prove the category of derived manifolds is a category of fibrant
objects. We construct a factorization of the diagonal using path spaces.
First we construct an infinite-dimensional factorization using actual path
spaces motivated by the AKSZ construction, then we cut down to finite
dimensions using the Fiorenza-Manetti method. The main ingredient is
the homotopy transfer theorem for curved L∞[1]-algebras.
We also prove the inverse function theorem for derived manifolds,
and investigate the relationship between weak equivalence and quasi-
isomorphism for derived manifolds.
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Introduction
Derived manifolds
This work is a contribution to the theory of derived manifolds in the context of
C∞-geometry. Recently, there has been a growing interest in derived differential
geometry. The main purpose is to use “homotopy fibered product” in a proper
sense to replace the fibered product, which is not always defined in classical
differential geometry. There has appeared quite many works in this direction
in the literature mainly motivated by derived algebraic geometry of Lurie and
Toe¨n-Vezzosi [39, 53]. See, for instance, [51, 13, 14, 31, 10, 48] for the C∞-
setting and [49, 47] for the analytic-setting. Our approach is based on the
geometry of bundles of positively graded curved L∞[1]-algebras, or equivalently,
dg manifolds of positive amplitudes. In spirit, it is analogous to the dg approach
to derived algebraic geometry [5, 6, 32, 18, 19] and is closer to the approach of
Carchedi-Roytenberg [13, 14], by avoiding the machinery of dg C∞-ring.
For us, a derived manifold is a triple M = (M,L, λ), where M is a C∞-
manifold, L = L1 ⊕ . . . ⊕ Ln is a graded vector bundle over M , and λ =
2
(λk)0≤k<n is a smooth family of multilinear operations λk : L
⊗k → L of degree
1, making each fiber L|P , where P ∈M , a curved L∞[1]-algebra. (Equivalently,
SymOM L
∨ is a sheaf of commutative differential graded algebras over the sheaf
OM of C
∞-functions on M .)
We prove that derived manifolds form a category of fibrant objects (see
[11]). Therefore, we can make sense of “homotopy fiber product” for derived
manifolds. See Remark 2.17. Recall that a category of fibrant objects is a
category C , together with two subcategories, the category of fibrations in C ,
and the category of weak equivalences in C , subject to the following axioms:
(i) weak equivalences satisfy two out of three, all isomorphisms are weak
equivalences,
(ii) all isomorphisms are fibrations,
(iii) every base change of a fibration exists, and is again a fibration,
(iv) every base change of a trivial fibration (i.e., a fibration which is a weak
equivalence) is a trivial fibration,
(v) C has a final object, and all morphisms whose target is the final object
are fibrations,
(vi) every morphism can be factored as a weak equivalence followed by a fi-
bration.
One is interested in the localization of C at the weak equivalences, i.e., the
category obtained from C by formally inverting the weak equivalences. This
localization process gives rise to an ∞-category, whose associated 1-category is
the homotopy category of C . The presence of the fibrations, satisfying the above
axioms, simplifies the description of the localized category significantly. In fact,
Cisinsky [20] has shown, that the homotopy type of the space of morphisms
from X to Y can be represented by the category of spans from X to Y , where
a span X ← X ′ → Y has the property that the backwards map X ′ → X is a
trivial fibration.
The zeroth operation λ0 is a global section of the vector bundle L
1 over
M . We call the zero locus of λ0 the classical locus of the derived manifold
M = (M,L, λ). At a classical point P ∈M , we can define the tangent complex
TM |P
DPλ0 // L1|P
λ1|P // L2|P
λ1|P // . . . .
We define a morphism of derived manifolds to be a weak equivalence if
(i) it induces a bijection on classical loci,
(ii) the linear part induces a quasi-isomorphism on tangent complexes at all
classical points.
We define a morphism of derived manifolds to be a fibration, if
(i) the underlying morphism of manifolds is a differentiable submersion,
(ii) the linear part of the morphism of curved L∞[1]-algebras is a degreewise
surjective morphism of graded vector bundles.
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Our main theorem is the following:
Theorem A The category of derived manifolds is a category of fibrant objects.
Restricting, for example, to derived manifolds where M is a single point,
which is classical, we obtain the category of fibrant objects of finite-dimensional,
positively graded, hence nilpotent L∞[1]-algebras, where weak equivalences are
quasi-isomorphisms, and fibrations are degreewise surjections [23].
On the other extreme, restricting to derived manifolds with L = 0, we obtain
the category of smooth manifolds, with diffeomorphisms for weak equivalences
and differential submersions as fibrations.
Our choice of definition of derived manifolds is chosen to be minimal, subject
to including both of these extreme cases.
Most of the proof of Theorem 1 is straightforward. The non-trivial part is
the proof of the factorization property. It is well-known, that it is sufficient to
prove factorization for diagonals. The proof proceeds in two stages.
First, we factor the diagonal of a derived manifold M as
M −→ PTM [−1] −→ M ×M .
Here, PTM [−1] is the path space Map(I, TM [−1]) of the shifted tangent bun-
dle TM [−1], where I is an open interval containing [0, 1]. Another way to view
Map(I, TM [−1]) is as Map(TI[1],M ), where TI[1] is the shifted tangent bun-
dle of the interval I. Note that TI[1] is not a derived manifold in our sense (the
corresponding graded vector bundle is not concentrated in positive degrees);
this is essentially the viewpoint of AKSZ construction [2]. See Appendix C.
The path space PTM [−1] is infinite-dimensional, so in a second step we
pass to a finite-dimensional model by using homotopical perturbation theory, in
this case the curved L∞[1]-transfer theorem [26, 24].
In fact, it is convenient to break up this second step into two subitems. The
base manifold of PTM [−1] is PM = Map(I,M), the path space of M . The
first step is to restrict to PgM ⊂ PM , the manifold of short geodesic paths with
respect to an affine connection on M . This means that we restrict to paths
which are sufficiently short (or, in other words, sufficiently slowly traversed) so
that evaluation at 0 and 1 defines an open embedding PgM → M ×M . Note
that as a smooth manifold PgM can be identified with an open neighborhood
of the zero section of TM , the open embedding PgM → M ×M follows from
the tubular neighborhood theorem of smooth manifolds.
In a second step, we choose a connection in L, and apply the L∞[1]-transfer
theorem fiberwise over PgM to cut down the graded vector bundle to finite
dimensions.
After this process, we are left with the following finite-dimensional derived
path space PM . The base manifold is PgM ⊂M ×M . Over this we have the
graded vector bundle
Pcon(TM ⊕ L) dt⊕ PlinL . (1)
The fiber over a (short geodesic) path a : I →M of this graded vector bundle is
the direct sum of the space of covariant constant sections in Γ
(
I, a∗(TM ⊕L)
)
,
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shifted up in degree by multiplying with the formal symbol dt of degree 1, and
the covariant affine-linear sections in Γ(I, a∗L). The operations (µk)0≤k<n+1 on
the graded vector bundle (1) are determined by the the transfer process. They
can all be made explicit as (finite) sums over rooted trees, and therefore are all
smooth operations. Note that as a graded vector bundle, Pcon(TM⊕L) dt⊕PlinL
is in fact isomorphic to
ev∗0(TM ⊕ L) dt⊕ ev
∗
0 L⊕ ev
∗
1 L (2)
where ev0, ev1 : PgM ⊂ M ×M → M denote the restriction of projection to
the first and second component, respectively.
To prove that
(i) the object (1) is, indeed, a vector bundle over the manifold PgM , and
(ii) the operations (µk) on (1) are differentiable,
uses nothing but standard facts about bundles, connections, and parallel trans-
port since the formula for the L∞[1]-algebra operations in the transfer theorem
is explicit and universal. Yet, to give a conceptual approach in light of AKSZ
construction [2], we can view path spaces as infinite-dimensional manifolds us-
ing the theory of diffeology. It allows us to put a diffeological structure on
the infinite-dimensional intermediary PTM [−1], and use a generalization of
the transfer theorem to the diffeological context to prove our theorem. In or-
der not to clutter the exposition with formalities involving diffeologies, we have
assembled the needed facts in an appendix.
The associated differential graded algebra
By standard facts, we can associate to a derived manifold
(i) a differential graded manifold, with whose structure sheaf is the sheaf of
commutative differential graded algebras A = SymOM L
∨, with a deriva-
tionQ : A → A of degree 1, induced by (λk), satisfyingQ
2 = 12 [Q,Q] = 0,
(ii) the commutative differential graded algebra Γ(M,A ) of global sections.
The following theorem serves as a partial justification for our definition of weak
equivalence of derived manifold.
Theorem B Any weak equivalence of derived manifolds induces a quasi-
isomorphism of the associated differential graded algebras of global sections.
Indeed, we propose the following
Conjecture A morphism of derived manifolds is a weak equivalence, if and only
if the induced morphism of differential graded manifolds is a quasi-isomorphism.
Inverse function theorem
Along the way we prove another theorem which shows the strength of our defini-
tion of weak equivalence. It is a generalization of the inverse function theorem.
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Theorem C Every trivial fibration of derived manifolds admits a section, at
least after restricting to an open neighborhood of the classical locus of the target.
If we replace derived manifolds by their germs (inside M) around their classical
loci, we therefore obtain an equivalent category of fibrant objects in which every
trivial fibration admits a section. Such categories of fibrant objects have a
particularly simple description of their homotopy categories: the morphisms are
simply homotopy classes of morphisms. Here two morphisms f, g : M → N
are homotopic if there exists a morphism h : M → PN , which gives back f
and g upon composing with the two evaluation maps PN → N .
In a subsequent paper, we will discuss differentiable derived stacks in terms
of Lie groupoids in the category of derived manifolds along a similar line as in
[7].
Notations and conventions
Differentiable means C∞. Manifold means differentiable manifold, which in-
cludes second countable and Hausdorff as part of the definition. Hence manifolds
admit partitions of unity, which implies that vector bundles admit connections,
and fiberwise surjective homomorphisms of vector bundles admit sections.
For any graded vector bundle E over a manifold M , we sometimes use the
same symbol E to denote the sheaf of its sections overM , by abuse of notation.
In particular, for a graded vector bundle L over M , by SymOM L
∨, or simply
SymL∨, we denote the sheaf, over M , of sections of the graded vector bundle
SymL∨, i.e. the sheaf of fiberwise polynomial functions on L.
The notation |·| denotes the degree of an element. When we use this notation,
we assume the input is a homogeneous element.
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1 The category of derived manifolds
Definition 1.1 A derived manifold is a triple M = (M,L, λ) , where M is
a manifold (called the base), L is a graded vector bundle
L = L1 ⊕ . . .⊕ Ln
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over M , and λ = (λk)k≥0 is a sequence of multi-linear operations of degree +1
λk : L×M . . .×M L︸ ︷︷ ︸
k
−→ L , k ≥ 0 . (3)
The operations λk are required to be differentiable maps over M , and to make
each fiber (L, λ)|P , for P ∈ M , into a curved L∞[1]-algebra (see Appendix B).
We say that (L, λ) is a bundle of curved L∞[1]-algebras over M . By our
assumption on the degrees of L, we have λk = 0, for k ≥ n. The integer n is
called the amplitude of M .
A derived manifold is called quasi-smooth if its amplitude is one.
Recall that the curved L∞[1]-axioms for the λ = (λk)k≥0 can be summarized
in the single equation
λ ◦ λ = 0 .
(See Appendix B for the notation.) The axioms are enumerated by the number
of arguments they take. The first few are
(i) (n = 0) λ1(λ0) = 0,
(ii) (n = 1) λ2(λ0, x) + λ
2
1x = 0.
(iii) (n = 2) λ3(λ0, x, y)+λ2(λ1(x), y)+(−1)
|x||y| λ2(λ1(y), x)+λ1(λ2(x, y)) =
0.
If all λk, for k ≥ 3, vanish, then L[−1] is a bundle of curved differential graded
Lie algebras over M . Guided by this correspondence, we sometimes call the
section λ0 of L
1 over M the curvature of M , call λ1 : L → L[1] the twisted
differential, and λ2 the bracket. The λk, for k ≥ 3, are the higher brackets.
Definition 1.2 The set of points Z(λ0) ⊂ M where the curvature vanishes is
a closed subset of M . It is called the classical or Maurer-Cartan locus of
the derived-manifold M , notation π0(M ). We consider π0(M ) as a set without
any further structure.
Definition 1.3 A morphism of derived manifolds (f, φ) : (M,L, λ) →
(M ′, L′, λ′) consists of a differential map of manifolds f : M → M ′, and a
sequence of operations
φk : L×M . . .×M L︸ ︷︷ ︸
k
−→ L′ , k ≥ 1 ,
of degree zero. The operations φk are required to be differentiable maps cover-
ing f : M → M ′, such that for every P ∈ M , the induced sequence of opera-
tions φ|P defines a morphism of curved L∞[1]-algebras (L, λ)|P → (L
′, λ′)|f(P ).
Our assumptions imply that φk = 0, for k > n
′, where n′ is the amplitude of
(M ′, L′, λ′).
In particular, φ1 : L→ f
∗L′ is a morphism of graded vector bundles.
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Recall that the L∞[1]-morphism axioms can be summarized in the single
equation (see Appendix B for the notation)
φ ◦ λ = λ′ • φ .
They are enumerated by the number of arguments they take. The first few are
(i) (n = 0) φ1(λ0) = λ
′
0,
(ii) (n = 1) φ2(λ0, x) + φ1(λ1(x)) = λ
′
1(φ1(x)).
The first property implies that a morphism of derived manifolds induces a map
on classical loci.
It is possible to compose morphisms of derived manifolds, and so we have
the category of derived manifolds.
Remark 1.4 The category of derived manifolds has a final object. This is the
singleton manifold with the zero graded vector bundle on it, notation ∗. The
classical locus of a derived manifold M is equal to the set of morphisms from ∗
to M .
Remark 1.5 If (M,L, λ) is a derived manifold, and f : N →M a differentiable
map, then (f∗L, f∗λ), is a bundle of curved L∞[1]-algebras over N , endowing N
with the structure of derived manifold (N, f∗L, f∗λ), together with a morphism
of derived manifolds (N, f∗L, f∗λ)→ (M,L, λ).
Remark 1.6 If (M,L, λ) is a derived manifold, then the set of global sections
Γ(M,L) is a curved L∞[1]-algebra. For every point P ∈ M , evaluation at P
defines a linear morphism (see below) of L∞[1]-algebras Γ(M,L)→ L|P .
Definition 1.7 We call a morphism (f, φ) : (M,L, λ)→ (M ′, L′, λ′) of derived
manifolds linear, if φk = 0, for all k > 1.
The linear morphisms define a subcategory of the category of derived man-
ifolds, containing all identities, although not all isomorphisms.
Proposition 1.8 Let (f, φ) : (M,L, λ)→ (M ′, L′, λ′) be a morphism of derived
manifolds. If f : M → M ′ is a diffeomorphism of manifolds, and φ1 : L → L
′
an isomorphism of vector bundles, then (f, φ) is an isomorphism of derived
manifolds.
Proof. Without loss of generality, we assume M =M ′, L = L′, and f = idM ,
φ1 = idL. First, note that for every sequence of operations χ on L, the equation
ψ •φ = χ has a unique solution for ψ. In fact, the equation ψ •φ = χ defines ψk
recursively. Then define ψ such that ψ • φ = id, where id1 = idL, and idk = 0,
for k > 1. Then (φ • ψ) • φ = id •φ by associativity of •. By the uniqueness
result proved earlier, this implies φ • ψ = id. Therefore, ψ is an inverse to φ.
One checks that λ′ • φ = φ ◦ λ implies λ • ψ = ψ ◦ λ′, and hence ψ is an inverse
for φ as a morphism of derived manifolds. 
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1.1 Etale morphisms and weak equivalences
Let M = (M,L, λ) be a derived manifold, with curvature F = λ0. Let P ∈
Z(F ) be a classical point of M . Since F (P ) = 0 ∈ L1|P , there is a natural
decomposition TL1|F (P ) ∼= TM |P ⊕L1|P . By DPF , we denote the composition
DPF : TM |P
TF |P
−−−→ TL1|F (P ) ∼= TM |P ⊕ L1|P
pr
−→ L1|P (4)
where TF |P denotes the tangent map of F : M → L1 at P ∈ M . Thus
DPF : TM |P → L
1|P is a linear map, called the derivative of the curvature F .
Definition 1.9 Let M = (M,L, λ) be a derived manifold, with curvature F =
λ0 and twisted differential d = λ1. Let P ∈ Z(F ) be a classical point of M .
We add the derivative of the curvature DPF to d|P in the graded vector space
TM |P ⊕ L|P to define the tangent complex of M at P :
TM |P := TM |P
DPF // L1|P
d|P // L2|P
d|P // . . . (5)
(Note that TM |P is in degree 0.)
The fact that dF = 0, and that P is a Maurer-Cartan point, implies that
we have a complex. (Note that we do not define TM itself here.) We refer the
reader to Remark 1.18 for geometric meaning of the tangent complex.
Given a morphism of derived manifolds f : M → M ′, and a classical point
P of M , we get an induced morphism of tangent complexes
Tf |P : TM |P −→ TM
′|f(P ) .
Only the linear part of f is used in Tf |P .
Definition 1.10 Let f : M → M ′ be a morphism of derived manifolds and
P a classical point of M . We call f e´tale at P , if the induced morphism of
tangent complexes at P
Tf |P : TM |P −→ TM
′|f(P )
is a quasi-isomorphism (of complexes of vector spaces).
The morphism f is e´tale, if it is e´tale at every classical point of M .
Every isomorphism of derived manifolds is e´tale.
Remark 1.11 For classical smooth manifolds, an e´tale morphism is exactly a
local diffeomorphism. On the other hand, if both the base manifolds of M and
M ′ are just a point {∗}, a morphism f : M → M ′ is e´tale means that f is a
quasi-isomorphism of the corresponding L∞[1]-algebras if the curvature of M
vanishes. Otherwise, it is always e´tale.
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Definition 1.12 A morphism f : M → M ′ of derived manifolds is called a
weak equivalence if
(i) f induces a bijection on classical loci,
(ii) f is e´tale.
Remark 1.13 Weak equivalences satisfy two out of three, and so the category
of derived manifolds is a category with weak equivalences.
1.2 Algebra model
For a manifold M , we denote the sheaf of R-valued C∞-functions by OM .
Definition 1.14 A graded manifold M of amplitude [−m,n] is a pair
(M,A ), where M is a manifold,
A =
⊕
i
A
i
is a sheaf of Z-graded commutativeOM -algebras over (the underlying topological
space) M , such that there exists a Z-graded vector space
V = V −m ⊕ V −m+1 ⊕ · · ·V n−1 ⊕ V n
and a covering of M by open submanifolds U ⊂ M , and for every U in the
covering family, we have
A |U ∼= C
∞(U)⊗ Sym V ∨ ,
as sheaf of gradedOM -algebras. Herem and nmay not be non-negative integers,
and we only assume that −m ≤ n.
We say that the graded manifold M is finite-dimensional if dimM and
dim V are both finite. We refer the reader to [42, Chapter 2] and [15, 16] for
a short introduction to graded manifolds and relevant references. By Γ(M,A ),
we denote the global sections.
Definition 1.15 A differential graded manifold (or dg manifold) is a
triple (M,A , Q), where (M,A ) is a graded manifold, and Q : A → A is a
degree 1 derivation of A as sheaf of R-algebras, such that [Q,Q] = 0.
Since we are only interested in the C∞-context, in the above definition, the
existence of such Q : A → A is equivalent to the existence of degree 1 derivation
on the global sections
Q : Γ(M,A )→ Γ(M,A )
such that [Q,Q] = 0. Thus Q can be considered as a vector field on M , notation
Q ∈ X(M ), called a homological vector field on the graded manifold M
[2, 16].
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Definition 1.16 A morphism of dg manifolds (M,A , Q) → (N,B, Q′) is
a pair (f,Φ), where f : M → N is a differentiable map of manifolds, and
Φ : B → f∗A (or equivalently Φ : f
∗B → A ) is a morphism of sheaves of
graded algebras, such that QΦ = Φ f∗Q′.
This defines the category of dg manifolds.
Let M = (M,L, λ) be a derived manifold. The sheaf of graded algebras
A = SymOM L
∨ is locally free (on generators in negative bounded degree), and
thus (M,A ) is a graded manifold of amplitude [1, n], called graded manifolds
of positive amplitudes by abuse of notation. The sum of the duals of the λk
defines a homomorphism of OM -modules L
∨ → SymOM L
∨, which extends in a
unique way to a derivation Qλ : A → A of degree +1. The condition λ ◦ λ = 0
is equivalent to the condition [Qλ, Qλ] = 0.
Given a morphism of derived manifolds (f, φ) : (M,L, λ) → (N,E, µ), the
sum of the duals of the φk gives rise to a homomorphism of OM -modules
f∗E∨ → SymOM L
∨, which extends uniquely to a morphism of sheaves of OM -
algebras Φ : f∗ SymON E
∨ → SymOM L
∨. Conversely, every morphism of OM -
algebras f∗ SymON E
∨ → SymOM L
∨ arises in this way from a unique family of
operations (φk). The condition φ ◦ λ = µ • φ is equivalent to QλΦ = Φf
∗Qµ.
These considerations show that we have a functor
(derived manifolds) −→ (dg manifolds of positive amplitudes) (6)
(M,L, λ) 7−→ (M, SymOM L
∨, Qλ) .
which is fully faithful.
Proposition 1.17 The functor (6) is an equivalence of categories.
Proof. It remains to show essential surjectivity. LetM be a manifold. We need
to prove that if A is a sheaf of algebras, locally free on generators of negative
degree ≥ −n, then there exist a graded vector bundle E = E−n⊕ . . .⊕E−1, and
an embedding E →֒ A , such that SymOM E
∼
→ A . Let B ⊂ A be the sheaf
of subalgebras generated by all local sections of degree ≥ −n + 1. Then the
OM -module E
−n = A −n/B−n is locally free, and the projection A −n → E−n
admits a section E−n →֒ A −n. By induction, we have E−n+1 ⊕ . . . ⊕ E−1 →֒
A , inducing an isomorphism SymOM (E
−n+1 ⊕ . . . ⊕ E−1)
∼
→ B. It follows
that SymOM (E
−n ⊕ . . . ⊕ E−1)
∼
→ A . Let Li = (E−i)∨, i = 1, . . . , n, and
L = L1 ⊕ . . .⊕ Ln. Thus A ∼= SymOM L
∨.
Moreover, as the morphism OM → A has image in degree 0, for degree
reason, we have Q(OM ) = 0, so that (OM , 0)→ (A , Q) is a morphism of sheaves
of differential graded algebras. It thus follows that the homological vector field
Q is indeed tangent to the fibers of the graded vector bundle L. Therefore, Q
induces a unique family of fiberwise operations (λk)k≥0 of degree 1 as in (3).
The condition [Q,Q] = 0 implies that λ ◦ λ = 0. Hence (L, λ) is a bundle of
curved L∞[1]-algebras over M , and (M,L, λ) is a derived manifold. 
In the supermanifold (i.e. Z2-graded with Q being zero) case, Proposi-
tion 1.17 is known as Batchelor’s theorem — see [4, 15, 22].
11
Remark 1.18 Thus, derived manifolds, according to our definition, are dif-
ferential graded manifolds endowed with a generating graded vector bundle of
positive degrees. Some constructions are easier in the algebra model, but many
use the graded vector bundle L. Of course, a major consideration is that L,
being finite-rank, is more geometrical than A .
For instance, the tangent complex (4) admits a natural geometric interpre-
tation. In classical differential geometry, if Q is a vector field on a manifold M
and P is a point in M at which Q vanishes, the Lie derivative LQ induces a
well-defined linear map
LQ : TM |P → TM |P
called the linearization of Q at P [1, p.72].
For a derived manifold M = (M,L, λ), let Qλ be the homological vector
field as in (6). The classical points can be thought as those points where Qλ
vanishes. Note that, if P is a classical point, TL|0P
∼= TM |P ⊕ L|P , where
0P ∈ L|P is the zero vector. By a formal calculation, one can easily check that
the linearization of Qλ at P gives rise to exactly the tangent complex (5) at P .
Remark 1.19 Dg manifolds of amplitude [−m,−1] can be thought of as Lie
m-algebroids [25, 27, 30, 55, 9, 54, 50] and [56, Letters 7 and 8]. They can be
considered as the infinitesimal counterparts of higher groupoids.
Hence a general dg manifold of amplitude [−m,n] can encode both stacky
and derived singularities in differential geometry.
1.3 Fibrations
Definition 1.20 We call the morphism (f, φ) : (M,L, λ) → (M ′, L′, λ′) of
derived manifolds a fibration, if
(i) f :M →M ′ is a submersion,
(ii) φ1 : L → f
∗L′ is a degree-wise surjective morphism of graded vector
bundles over M .
Remark 1.21 If we consider φ1 as a bundle map of graded vector bundles
L

φ1 // L′

M
f
//M ′,
the combination of conditions (i)-(ii) in Definition 1.20 is simply equivalent to
that φ1 : L→ L
′ is a submersion as a differentiable map.
For every derived manifold M , the unique morphism M → ∗ is a (linear)
fibration.
If a fibrations is a linear morphism (Definition 1.7), we call it a linear fibra-
tion.
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Proposition 1.22 Every fibration is equal to the composition of a linear fibra-
tion with an isomorphism.
Proof. Let (f, φ) : (M,L, λ) → (N,E, µ) be a fibration of derived manifolds.
By splitting the surjection φ1 : L → f
∗E we may assume that L = f∗E ⊕ F ,
and that φ1 : L→ f
∗E is the projection, which we shall denote by π : L→ f∗F .
We also denote the inclusion by ι : f∗E → L.
We define operations φ′k : Sym
k L → L of degree zero by φ′1 = idL, and
φ′k = ι φk, for k > 1.
There exists a unique sequence of operations λ′ : Symk L → L of degree 1,
such that φ′ ◦ λ = λ′ • φ′. (Simply solve this equation recursively for λ′k.) Thus
(M,L, λ′) is a derived manifold, and (idM , φ
′) : (M,L, λ) → (M,L, λ′) is an
isomorphism of derived manifolds (see Proposition 1.8).
Then we have π • φ′ = φ and µ • π = π ◦ λ′. The latter equation can be
checked after applying •φ′ on the right, as φ′ is an isomorphism. Note that we
have φ ◦λ = µ •φ, by assumption, and hence (µ •π) •φ′ = µ • (π •φ′) = µ •φ =
φ ◦ λ = (π • φ′) ◦ λ = π(φ′ ◦ λ) = π(λ′ • φ′) = (π ◦ λ′) • φ′.
We have proved that (f, π) : (M,L, λ′)→ (N,E, µ) is a linear morphism of
derived manifolds, and that (f, π) ◦ (idM , φ
′) = (f, φ). 
Remark 1.23 Suppose π : L→ E is a linear fibration of curved L∞[1]-algebras
over a manifold M . Then K = kerπ is a curved L∞[1]-ideal in L. This means
that, for all n, if for some i = 1, . . . , n we have xi ∈ K, then λn(x1, . . . , xn) ∈ K.
(It does not imply that λ0 ∈ K.) Here λ is the curved L∞[1]-structure on L.
Proposition 1.24 (i) Pullbacks of fibrations exist in the category of derived
manifolds, and are still fibrations.
(ii) Pullback of derived manifolds induces a pullback of classical loci.
Proof. Let (p, π) : (M ′, L′, λ′) → (M,L, λ) be a fibration, and (f, φ) :
(N,E, µ)→ (M,L, λ) an arbitrary morphism of derived manifolds. Without loss
of generality, we assume that π is linear. We denote the corresponding sheaves
of algebras by A = SymOM L
∨, A ′ = SymO′
M
L′
∨
, and B = SymON E
∨.
We define the manifold N ′ to be the fibered product N ′ = N ×M M
′, and
endow it with the sheaf of differential graded algebras
B
′ = B|N ′ ⊗A |N′ A
′|N ′ .
To prove (N ′,B′) is a derived manifold, let E′ = E×LL
′ be the fibered product
of the smooth maps φ1 : E → L and π1 : L
′ → L, and consider the projection
map E′ → N ′. It is straightforward to see that the latter is naturally a graded
vector bundle and B′ = SymON′ E
′∨. And it is clear that (N ′, E′)→ (N,E) is
a fibration. It follows from the fact that tensor product is a coproduct in the
category of sheaves of differential graded algebras, that (N ′,B′) is the fibered
product of (N,B) and (M ′,A ′) over (M,A ) in the category of differential
graded manifolds.
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For the second claim, about classical loci, one can prove it by Remark 1.4
and the universal property of pullbacks. 
Proposition 1.25 Pullbacks of e´tale fibrations are e´tale fibrations.
Proof. Let M ′ → M be an e´tale fibration of derived manifolds, and N → M
an arbitrary morphism of derived manifolds. Let N ′ = N ×M M
′ be the
fibered product, and S′ a classical point of N ′. Denote the images of S′ under
the maps N ′ → N , N ′ →M and N ′ →M ′ by S, P , and P ′, respectively. One
checks that
TN ′|S′ = TN |S ×TM |P TM
′|P ′ .
The result follows. 
A trivial fibration is a weak equivalence which is also a fibration.
Corollary 1.26 Pullbacks of trivial fibrations are trivial fibrations.
Therefore, the only thing left to prove that derived manifolds form a category
of fibrant objects is the factorization property.
Openness
Let (f, φ) : (M,E, λ) → (N,F, µ) be a morphism of derived manifolds, and
P ∈M a point. We say that (f, φ) is a fibration at P , if
(i) Tf |P : TM |P → TN |f(P ) is surjective,
(ii) φ1|P : E|P → F |f(P ) is degree-wise surjective.
Note that being a fibration is an open property: if (f, φ) is a fibration at P ∈M ,
then there exists an open neighborhood P ∈ U ⊂ M , such that the restriction
of (f, φ) to U is a fibration in the sense of Definition 1.20.
Proposition 1.27 Let (f, φ) : (M,E, λ) → (N,F, µ) be a fibration of derived
manifolds. Let P be a classical point of (M,E, λ). Suppose that (f, φ) is e´tale
at P . Then there exists an open neighborhood U of P in M , such that (f, φ) is
e´tale at every classical point of (U,E|U , λ|U ).
Proof. For any derived manifold M = (M,E, λ), the tangent complexes at
the points of Z = π0(M ) fit together into a topological vector bundle over
the topological space Z. The morphism (f, φ) defines a degree-wise surjective
morphism of complexes over Z. Hence the kernel is a complex of vector bundles
on Z, which is acyclic at the point P ∈ Z. For a bounded complex of topological
vector bundles, the acyclicity locus is open. 
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1.4 Global section functor
If (M,A , Q) is a differential graded manifold,
(
Γ(M,A ), Q
)
is a differential
graded commutative algebra, called the algebra of global sections of (M,A , Q).
Every morphism of differential graded manifolds induces a morphism of differ-
ential graded algebras of global sections in the opposite direction.
Definition 1.28 A morphism of differential graded manifolds is a quasi-
isomorphism, if it induces a quasi-isomorphism on algebras of global sections.
Remark 1.29 We conjecture that a morphism of derived manifolds is a weak
equivalence, if and only if the induced morphism of differential graded manifolds
is a quasi-isomorphism. We prove the ‘only if’ part in Theorem 3.13. As evi-
dences for the ‘if’ part, we include Proposition 1.30 and Proposition 1.31 below.
Note that our conjecture is indeed true in the case when the base manifold M
is a point {∗} due to Hinich [28, Proposition 3.3.2].
Proposition 1.30 If a morphism of derived manifolds induces a quasi-
isomorphism on global section algebras, it induces a bijection on classical loci.
Proof. Let M and N be derived manifolds with base manifolds M and N ,
respectively. We denote by A and B the corresponding cdgas of global sections.
Let (f, φ) : M → N be a morphism of derived manifolds. Note that the set of
points of M is identified with the set of R-algebra morphisms A0 → R, where
A0 = C∞(M). See [46, Problem 1-C]. It follows that the set of classical points
of M is equal to the set of algebra morphisms H0(A) → R. Similarly, the set
of classical points of N is the set of algebra morphisms H0(B)→ R. Since the
quasi-isomorphism B → A induces an isomorphism H0(B)→ H0(A), it follows
that f induces a bijection π0(M )→ π0(N ) on classical loci. 
Proposition 1.31 If a fibration of quasi-smooth derived manifolds induces a
quasi-isomorphism of dg manifolds, it is a weak equivalence.
Proof. We are in the quasi-smooth case. So L = L1, and E = E1. By
assumption, the following three-term sequence is exact on the right:
Γ(M,Λ2L∨)
y λ // Γ(M,L∨)
yλ // Γ(M,O)
Γ(N,E∨)
yµ //
OO
Γ(N,O)
OO
As a formal consequence, the following diagram is exact on the left:
Γ(M,O)∗ //

Γ(M,L∨)∗ //

Γ(M,Λ2L∨)∗
Γ(N,O)∗ // Γ(N,E∨)∗
(7)
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Here the asterisques denote R-linear maps to R. Our claim is that for P ∈
Z(λ) ⊂M , the square
TM |P //

L|P

TN |f(P ) // E|f(P )
(8)
is exact. By our assumption that (f, φ) is a fibration, the vertical maps are
surjective, so we need to prove that (8) induces a bijection on kernels. The
point P defines a Γ(M,O)-module structure on R, and the point f(P ) defines
a Γ(N,O)-module structure on R. The vector space
TM |P ⊂ Γ(M,O)
∗
consists of the linear maps Γ(M,O) → R which are derivations. The vector
space
L|P ⊂ Γ(M,L
∨)∗
consists of the Γ(M,O)-linear maps Γ(M,L∨)→ R.
Consider an element x ∈ L|P , mapping to zero in E|f(P ). The element
x maps to zero in Γ(M,Λ2L∨)∗, because the map L|P → Λ
2L|P induced by
multiplication by λ is zero, as λ vanishes at P . Comparing with (7), we see that
there exists a unique R-linear map v : Γ(M,O)→ R, such that
(i) v ◦ f ♯ : Γ(N)→ R vanishes,
(ii) v ◦ ( yλ) : Γ(L∨)→ R is equal to x.
We need to show that v is a derivation, i.e., that for g, h ∈ Γ(M,O), we have
v(gh) = v(g)h+ gv(h) .
Since Γ(M,O) is generated as an R-vector space by the images of Γ(N,O) and
Γ(M,L∨), it suffices to consider the following two cases.
Case 1. Assume both g, h are pullbacks from N . So there exist g˜, h˜ : N →
R, such that g = g˜ ◦ f and h = h˜ ◦ f . We have
v(gh) = v((g˜◦f)(h˜◦f)) = v((g˜h˜)◦f) = 0 = v(g˜◦f)h+gv(h˜◦f) = v(g)h+gv(h) .
Case 2. Assume that h = α yλ comes from α ∈ Γ(M,L∨). We have
v(gh) = v(g(α yλ)) = v((gα) yλ) = x(gα) = g(P )x(α) ,
and
v(g)h+ gv(h) = v(g)(α yλ)(P ) + g(P )v(α yλ) = 0 + g(P )x(α) .
This finishes the proof. 
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1.5 The shifted tangent derived manifolds
Let M = (M,A , Q) be a dg manifold. Let Ω1
A
be the sheaf of differentials of
A , which is a sheaf of graded A -modules. Then SymA (Ω
1
A
[1]) is new sheaf
of graded OM -algebras on M , and
(
M, SymA (Ω
1
A
[1])
)
is a graded manifold,
denoted TM [−1]. The Lie derivative LQ with respect to Q defines the structure
of a sheaf of differential graded A -modules on Ω1
A
. We pass to SymA (ΩA [1])
to define new sheaf of differential graded R-algebras on M . Thus TM [−1] =
(M, SymA (Ω
1
A
[1]),LQ) is a dg manifold.
Remark 1.32 For a graded manifold M = (M,A ), TM is the graded man-
ifold (M,TA ), where TA = SymA Der
∨
A is a sheaf of graded OM -algebras on
M . Here DerA stands for the sheaf of graded derivation of A , which is a sheaf
of graded A -modules. TM is called the tangent bundle of M and TM → M
is a vector bundle in the category of graded manifolds. If M = (M,A , Q)
is a dg manifold, it is standard [44, 38] that its tangent bundle TM is natu-
rally equipped with a homological vector field Qˆ, called the complete lift [57],
which makes it into a dg manifold. The degree 1 derivation Qˆ : TA → TA is
essentially induced by the Lie derivative LQ. According to Mehta [43], Qˆ is a
linear vector field with respect to the tangent vector bundle TM → M , there-
fore the shifted functor makes sense [43, Proposition 4.11]. As a consequence,
TM [−1], together with the homological vector field Qˆ[−1], is a dg manifold. It
is simple to check that the resulting dg manifold coincides with the dg manifold
(M, SymA (Ω
1
A
[1]),LQ) described above. Note that in this case both TM → M
and TM [−1]→ M are vector bundles in the category of dg manifolds.
If (M,A , Q) comes from a derived manifold (M,L, λ) via the comparison
functor (6), then so does (M, SymA (ΩA [1]),LQ) as we shall see below.
The underlying graded manifold of TM [−1] is TL[−1], which admits a dou-
ble vector bundle structure
TL[−1] //

TM [−1]

L //M
(9)
A priori, TL[−1] is not a vector bundle over M . However, by choosing a con-
nection ∇ on L → M , one can identify TL with L ×M TM ×M L. Hence, one
obtains a diffeomorphism
φ∇ : TL[−1]
∼=
−→ L×M TM ×M L . (10)
The latter is a graded vector bundle over M . On the level of sheaves, (10)
is equivalent to a splitting of the following short exact sequence of sheaves of
graded A -modules over OM
0 // Ω1M [1]⊗OM A // Ω
1
A
[1] // Ω1
A /OM
[1] // 0 . (11)
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where A = SymOM L
∨.
Thus one can transfer, via φ∇, the homological vector field LQ on TL[−1]
into a homological vector field Q˜ on the graded vector bundle TM [−1]⊕L[−1]⊕
L. In what follows, we show that Q˜ is indeed tangent to the fibers of the graded
vector bundle TM [−1]⊕L[−1]⊕L. Therefore, we obtain a derived manifold with
base manifold M . To describe the L∞[1]-operations on TM [−1]⊕ L[−1]⊕ L,
induced by Q˜, let us introduce a formal variable dt of degree 1, and write
TM [−1] = TM dt and L[−1] = Ldt. In the sequel, we will use both notations
[−1] and dt interchangely.
Proposition 1.33 Let M = (M,L, λ) be a derived manifold. Any connection
∇ on L induces a derived manifold structure on (M, TM dt⊕Ldt⊕L, µ), where
µ = λ+ λ˜+∇λ .
Here, for all k ≥ 0, λ, λ˜, and ∇λ are given, respectively, by
λk(ξ1, . . . , ξk) = λk(x1, . . . , xk), (12)
λ˜k(ξ1, . . . , ξk) =
k∑
i=1
(−1)|xi+1|+...+|xk|λk(x1, . . . , yi, . . . , xk) dt , (13)
(∇λ)k+1(ξ0, . . . , ξk) =
k∑
i=0
(−1)|xi+1|+...+|xk|(∇viλk)(x0, . . . , xˆi, . . . , xk) dt , (14)
∀ ξi = vi dt+ yi dt+ xi ∈ TM dt⊕ Ldt⊕ L, i = 0, . . . k.
Moreover, different choices of connections ∇ on L induce isomorphic derived
manifold structures on TM dt⊕ Ldt⊕ L.
Proof. Let A = SymOM L
∨ be the sheaf of functions on M , R = Γ(M,OM )
the algebra of C∞-functions on M , and A = Γ(M, SymL∨) the space of the
global sections of A being considered as fiberwise polynomial functions on L.
To describe the homological vector field Q˜ on the graded vector bundle
TM dt⊕Ldt⊕L, we will compute its induced degree 1 derivation on the algebra
of global sections of the sheaf of functions. First of all, since Q is tangent to the
fibers of π : L→M , it follows that
Q˜(f) = LQ(π
∗f) = 0, ∀f ∈ R.
As a consequence, the induced homological vector field Q˜ on TM dt⊕ Ldt⊕ L
is tangent to the fibers. Hence we indeed obtain a derived manifold on TM dt⊕
Ldt⊕ L with base manifold M .
To compute the L∞[1]-operations, we need to compute Q˜ on the three types
of generating functions Ω1(M)[1], Γ(M,L∨[1]) and Γ(M,L∨), by using the iden-
tification φ∇ in (10) and applying LQ.
Note that the identification φ∇ induces the identity map on A =
Γ(M, SymL∨). Therefore, for any ξ ∈ Γ(M,L∨),
Q˜ξ = LQξ = Q(ξ) =
∑
k=0
λ∨k (ξ) ∈
⊕
k
Γ(M, Symk L∨)
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Hence, by taking its dual, we obtain λ as in Eq. (12).
The map φ∇ in (10) induces an isomorphism:
ψ∇ : Γ(M,Ω1A [1])
∼=
−→
(
Ω1(M)[1]⊕ Γ(M,L∨[1])
)
⊗R A . (15)
From now on, we identify the right hand side with the left hand side. Denote
by d the composition of the de Rham differential (shifted by degree 1) with the
isomorphism ψ∇ as in (15):
d : A
dDR−−−→ Γ(M,Ω1A [1])
ψ∇
−−→
(
Ω1(M)[1]⊕ Γ(M,L∨[1])
)
⊗R A
By d∇, we denote the covariant differential (shifted by degree 1) induced by the
connection ∇:
d∇ : A→ Ω1(M)[1]⊗R A →֒
(
Ω1(M)[1]⊕ Γ(M,L∨[1])
)
⊗R A
It is simple to see that the image (d − d∇)(A) ⊆ Γ(M,L∨[1]) ⊗R A. Thus we
obtain a map
drel : A→ Γ(M,L
∨[1])⊗R A
such that
drel = d− d
∇.
It is easy to check that drel is in fact R-linear, and therefore it corresponds to a
bundle map
drel : SymL
∨ → L∨[1]⊗ SymL∨
over M , by abuse of notations. Furthermore, for any η ∈ Γ(M,L∨) considered
as a linear function, we have
drelη = η[1] .
That is, when being restricted to L∨, the bundle map drel becomes the degree
shifting map L∨ → L∨[1], and for general SymL∨, one needs to apply the
Leibniz rule.
Since [LQ, d] = 0, it thus follows that, for any η ∈ Γ(M,L
∨),
Q˜(η[1]) = LQ ◦ drelη = −drel ◦ LQη − [LQ, d
∇]η .
Now LQη ∈ A and −drel ◦LQη ∈ Γ(M,L
∨[1])⊗R A. By taking its dual, it gives
rise to λ˜.
On the other hand, it is simple to see that
[LQ, d
∇](η) = (d∇Q)(η) ∈ Γ(M,T∨M ⊗ SymL∨),
where the homological vector field Q is considered as a section in Γ(M, SymL∨⊗
L), and d∇Q ∈ Γ(M,T∨M⊗SymL∨⊗L). Hence it follows that −[LQ, d
∇](η) =
−(d∇Q)(η) ∈ Γ(M,T∨M ⊗ SymL∨). By taking its dual, we obtain ∇λ.
Finally, since π∗Q = 0, it follows that
Q˜θ = LQ(π
∗θ) = 0, ∀θ ∈ Ω1(M)[1].
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Hence the Ω1(M)[1]-part does not contribute to any L∞[1]-operations. There-
fore we conclude that µ = λ+ λ˜+∇λ.
To prove the last part, let ∇ and ∇¯ be any two connections on L. De-
note by µ∇ and µ∇¯ their corresponding L∞[1]-operations on TM dt⊕Ldt⊕L,
respectively. There exists a bundle map α : TM ⊗ L → L such that
α(v, x) = ∇¯vx−∇vx, ∀ v ∈ Γ(TM), x ∈ Γ(L). Let φ∇¯ and φ
∇ be the maps de-
fined as in (10). Although the map Φ∇¯,∇ = φ∇¯ ◦ (φ∇)−1 is not an isomorphism
of vector bundles over M , it induces an isomorphism of derived manifolds:
Φ∇¯,∇ :
(
M,TM dt⊕ Ldt⊕ L, µ∇
)
→
(
M,TM dt⊕ Ldt⊕ L, µ∇¯
)
(16)
given explicitly by
Φ∇¯,∇1 = id,
Φ∇¯,∇2 (ξ1, ξ2) = α(v2, x1) dt+ (−1)
|x2|α(v1, x2) dt,
Φ∇¯,∇n = 0, ∀n ≥ 3,
for any ξi = vi dt + yi dt+ xi ∈ TM dt⊕ Ldt⊕ L, i = 1, 2. This concludes the
proof. 
Definition 1.34 Let M = (M,L, λ) be a derived manifold. Choose a connec-
tion ∇ on L. We call the induced derived manifold (M,TM dt⊕Ldt⊕L, µ) as
in Proposition 1.33 the shifted tangent bundle of M , denoted TM [−1].
Twisted shifted tangent derived manifolds
Recall that a degree 0 vector field τ ∈ X(L) is said to be linear [40] if τ is
projectible, i.e. π∗(τ) = X ∈ X(M) is a well-defined vector field on M , and,
furthermore, the diagram
L

τ // TL

M
X
// TM
is a morphism of vector bundles. Geometrically, linear vector fields correspond
exactly to those whose flows are automorphisms of the vector bundle L.
Given a linear vector field τ ∈ X(L), consider the map δ˜ : L→ L[−1] defined
by
δ˜(l) = τ |l − X̂(π(l))|l, ∀l ∈ L,
where X̂(π(l))|l ∈ TL|l denotes the horizontal lift of X(π(l)) ∈ TM |π(l) at l.
Lemma 1.35 The map δ˜ : L→ L[−1] is a bundle map.
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Proof. Let α be a path in M such that α(0) = π(l), α′(0) = X(π(l)), and let
γ(l, t) be the parallel transport of l along α(t). Then the horizontal lift of X at
l is γ′(l, 0). Since the parallel transport L|α(0) → L|α(t) : l 7→ γ(l, t) is linear at
each t, the horizontal lift of X at l + l˜ is γ′(l + l˜, 0) = γ′(l, 0) + γ′(l˜, 0). Hence
δ˜(l + l˜) = τ(l + l˜)− (γ′(l, 0) + γ′(l˜, 0)) = δ˜(l) + δ˜(l˜). 
Consider the dg manifold
(TL[−1], ιτ )
Again, a priori, this dg manifold is not a derived manifold over M . However, if
τ is a linear vector field on L, a connection ∇ on L will make it into a derived
manifold.
The following proposition follows from a straightforward verification, which
is left to the reader.
Proposition 1.36 Let L be a positively graded vector bundle, and τ ∈ X(L) a
linear vector field on L. Then any connection ∇ on L induces a derived manifold
structure on (M,TM dt⊕ Ldt⊕ L, ν), where
ν = X + δ.
Here X = π∗(τ) ∈ Γ(M,TM dt ) is the curvature, and δ is the degree 1 bundle
map on TM dt ⊕ Ldt ⊕ L naturally extending the bundle map δ˜ : L → Ldt as
in Lemma 1.35.
Moreover, different choices of connections ∇ on L induce isomorphic derived
manifold structures on TM dt⊕ Ldt⊕ L.
Below is the situation which is a combination of Proposition 1.33 and Propo-
sition 1.36.
Proposition 1.37 Let M = (M,L, λ) be a derived manifold with Q being its
corresponding homological vector field. Let τ ∈ X(L) be a degree 0 linear vector
field on L such that π∗(τ) = X ∈ X(M). Assume that
[τ, Q] = 0. (17)
Choose a connection ∇ on L. Then there is an induced derived manifold struc-
ture on (M,TM dt⊕Ldt⊕L, ν + µ), where µ and ν are described as in Propo-
sition 1.33 and Proposition 1.36, respectively.
Moreover, different choices of connections ∇ on L induce isomorphic derived
manifold structures on TM dt⊕ Ldt⊕ L.
Proof. Consider the graded manifold TL[−1]. Both ιτ and Q˜ are homological
vector fields on TL[−1]. Now
[ιτ + Q˜, ιτ + Q˜] = 2[ιτ , Q˜]
= 2[ιτ ,LQ]
= ι[τ,Q]
= 0.
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Therefore
(
TL[−1], ιτ + Q˜
)
is indeed a dg manifold. Choosing a connection ∇
on L, one can identify TL[−1] with TM dt ⊕ Ldt ⊕ L via the map φ∇ as in
(10). The rest of the proof follows exactly from that of Proposition 1.33 and
Proposition 1.36. 
Remark 1.38 Note that τ is degree 0 vector field on L, while Q is of degree
1. The commutator [τ, Q] is a vector field of degree 1. By φt, we denote the
(local) flow on L generated by τ . Then (17) is equivalent to saying that φt is
a family of (local) isomorphisms of the dg manifold (M , Q). Since τ is a linear
vector field, φt is a family automorphisms of the vector bundle L. Then (17) is
equivalent to saying that the (local) flow φt is a family of isomorphisms of the
derived manifold M = (M,L, λ).
2 The derived path space
The purpose of what follows is to construct the derived path space of a derived
manifold. This will lead to a proof of the factorization property for derived
manifolds.
2.1 The case of a manifold
Short geodesic paths
We choose an affine connection in M , which gives rise to the notion of geodesic
path in M , and defines an exponential map for M .
Let I = (a, b) be an open interval containing [0, 1]. We will use I as domain
for all our paths.
Proposition 2.1 There exists a family of geodesic paths, parameterized by a
manifold PgM
PgM × I −→M , (γ, t)→ γ(t) (18)
such that, in the diagram
PgM
γ(0)×γ(1)
$$❏❏
❏❏
❏❏
❏❏
❏
γ(0)×γ′(0)
{{①①
①①
①①
①①
TM M ×M
M ,
0
cc●●●●●●●●●
const
OO
∆
::tttttttttt
(19)
the two upper diagonal maps are open embeddings. We call PgM a manifold of
short geodesic paths in M .
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Proof. Let V ⊂ TM be an open neighborhood of the zero section, where the
exponential map is defined. Replacing V by a smaller open neighborhood, if
necessary, we may assume exp(tv) is defined for any t ∈ (a, b), v ∈ V . Then V
parameterizes a family of geodesic paths with domain I:
V × I −→M
(x, v, t) 7−→ γx,v(t) = expx(tv) .
By considering the derivatives of the maps
V −→ TM , (x, v) 7−→
(
γx,v(0), γ
′
x,v(0)
)
,
and
V −→M ×M , (x, v) 7−→
(
γx,v(0), γx,v(1)
)
,
at the zero section, we can find an open neighborhood U ⊂ V of the zero section,
such that both induced maps U → TM and U →M ×M are diffeomorphisms
onto open submanifolds. Then U = PgM works. 
For any t ∈ I, the map evt : PgM → M , t 7→ γ(t), (see (18)) is called the
evaluation map.
Note that as a smooth manifold, PgM is diffeomorphic to an open neigh-
borhood of the zero section of the tangent bundle TM via the left upper di-
agonal map in diagram (19). Under such an identification, the evaluation map
ev0 : PgM → M becomes the projection TM → M , while ev1 : PgM →M be-
coming the map TM →M, vx → expx vx. The combination of upper diagonal
maps in diagram (19) gives rise to a diffeomorphism from an open neighbor-
hood of the zero section of the tangent bundle TM to an open neighborhood
of the diagonal of M ×M , known as tubular neighborhood theorem of smooth
manifolds.
The derived path space of a manifold
Over PgM , we consider the vector bundle PconTM , whose fiber over the short
geodesic path γ is the set of covariant constant sections of γ∗TM over I. We
can identify PconTM with the pullback of TM to PgM via any evaluation map
PgM →M , see Lemma A.3.
There is a canonical section of PconTM over PgM , which maps a path to its
derivative, see Lemma A.1. We denote it by D : PgM → PconTM . Then
P = (PgM,PconTM dt,D)
is a derived manifold of amplitude 1, the derived path space of M . (Here dt
is a formal variable of degree +1.) The classical locus of P is the set of constant
paths, as a geodesic path is constant if and only if its derivative vanishes.
Mapping a point P ∈M to the constant path at P gives rise to a morphism
of derived manifolds M → P. In fact, this map is a weak equivalence: It is a
bijection on classical loci because the classical locus of P consists of the constant
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paths. To see that it is e´tale, consider a point P ∈ M , and the corresponding
constant path a : I →M . Then we have a short exact sequence of vector spaces
TM |P −→ T (PgM)|a −→ TM |P . (20)
The first map is the map induced by M → PgM on tangent spaces, the second
is the derivative of D, occurring in the definition of the tangent complex of P.
To see that this sequence is exact, identify PgM with an open neighborhood of
the zero section in TM . This identifies T (PgM)|a with TM |P × TM |P . The
first map in (20) is then the inclusion into the first component. The second
map is the projection onto the second component. Hence (20) is a short exact
sequence, and M → P is e´tale.
Moreover, the product of the two evaluation maps defines a fibration of
derived manifolds P →M ×M . We have achieved the desired factorization of
the diagonal of M via P, proving that P is, indeed, a path space for M in the
sense of a category of fibrant objects [11].
2.2 The general case
The derived path space of a derived manifold
Now we extend the construction above to a general derived manifold. The main
theorem is summarized below. See Section A.3 for the notations of Pcon and
Plin.
Theorem 2.2 Let M = (M,L, λ) be a derived manifold. Choose an affine
connection on M and a connection on the vector bundle L. There is an induced
derived manifold
PM =
(
PgM,Pcon(TM ⊕ L) dt⊕ PlinL, δ + ν
)
, (21)
such that
1. the bundle map
L

ι // Pcon(TM ⊕ L) dt⊕ PlinL

M ι
// PgM
(22)
is a linear weak equivalence of derived manifolds M → PM , where ι
stands for the natural inclusion map of constant paths.
2. The bundle map
Pcon(TM ⊕ L) dt⊕ PlinL

(ev0 ⊕ ev1)◦pr// ev∗0 L⊕ ev
∗
1 L

PgM ev0 × ev1
// M ×M
(23)
24
is a linear morphism of derived manifolds PM → M ×M .
Moreover, for any two choices of affine connections on M and connections on
L, there exists an open neighborhood U of the constant paths in PgM such that
the restrictions to U of their corresponding derived path spaces are isomorphic.
The derived manifold PM in (21) is called the derived path space of M .
Remark 2.3 As graded vector bundles over PgM , Pcon(TM ⊕ L) dt⊕ PlinL is
isomorphic to ev∗0(TM ⊕ L) dt⊕ ev
∗
0 L⊕ ev
∗
1 L, where ev0, ev1 : PgM →M are
the evaluation maps at 0 and 1, respectively. (When PgM is identified with
an open neighborhood of the diagonal of M ×M , ev0 and ev1 correspond to
the projections to the first and the second component, respectively.) Under this
identification, the bundle map (22) becomes
L

0⊕∆ // ev∗0(TM ⊕ L) dt⊕ ev
∗
0 L⊕ ev
∗
1 L

M
ι
// PgM
(24)
where ∆ : L → ev∗0 L ⊕ ev
∗
1 L is the diagonal map. Similarly, the bundle map
(23) becomes
ev∗0(TM ⊕ L) dt⊕ ev
∗
0 L⊕ ev
∗
1 L

pr // ev∗0 L⊕ ev
∗
1 L

PgM ev0 × ev1
// M ×M
(25)
Remark 2.4 Theorem 2.2 (2) is equivalent to stating that for t = 0 and 1, the
bundle map
Pcon(TM ⊕ L) dt⊕ PlinL

evt ◦ pr // L

PgM evt
// M
is a linear morphism of derived manifolds PM → M . This, however, may be
false for arbitrary t ∈ I, which may need a morphism with higher terms.
Our approach is based on path space construction of derived manifolds to-
gether with the L∞[1]-transfer theorem. We will divide the proof of Theorem
2.2 into several steps, which are discussed in subsequent subsections.
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The path space of the shifted tangent bundle
We first construct an infinite-dimensional curved L∞[1]-algebra over each path
a in M . The consideration of path spaces is motivated by AKSZ construction
which is summarized in Appendix C.
Here we prove Proposition 2.5 by a direct verification, without referring to
the infinite dimensional derived manifolds of path spaces. The discussion in
Appendix C, however, gives a heuristic reasoning as to where such a curved
L∞[1]-structure formula comes from.
Recall from Proposition 1.33 that, for each derived manifold M = (M,L, λ)
and a connection ∇ on L, we have an associated derived manifold, the shifted
tangent bundle, TM [−1] = (M,TM dt ⊕ Ldt ⊕ L, µ). The family of L∞[1]-
operations is µ = λ+ λ˜+∇λ.
For every path a : I → M in M , we get an induced curved L∞[1]-structure
in the vector space Γ(I, a∗TM [−1]) = Γ(I, a∗(TM ⊕ L) dt ⊕ a
∗L), by pulling
back µ via a.
The covariant derivative with respect to a∗∇ is a linear map δ : Γ(I, a∗L)→
Γ(I, a∗L) dt. That is, δ(l(t)) = (−1)k∇a′(t)l(t) dt, ∀l(t) ∈ Γ(I, a
∗Lk). As
δ2 = 0, it induces the structure of a complex on Γ(I, a∗TM [−1]).
We also consider the derivative a′ dt ∈ Γ(I, a∗TM ) dt.
Proposition 2.5 The sum a′ dt +a∗µ is a curved L∞[1]-structure on the com-
plex
(
Γ(I, a∗TM [−1]), δ
)
=
(
Γ(I, a∗(TM ⊕ L) dt⊕ a
∗L), δ
)
.
Proof. The condition we need to check is
(δ + a′ dt+ a∗µ) ◦ (δ + a′ dt+ a∗µ) = 0 .
This reduces to the condition
δ ◦ a∗λ+ a∗λ˜ ◦ δ + a∗∇λ ◦ a′ dt = 0 ,
as all other terms vanish, either for degree reasons, or because µ ◦ µ = 0.
Let x1, . . . , xn, n ≥ 0, be homogeneous elements in Γ(I, a
∗L). We need to
prove that
δ
(
(a∗λn)(x1, . . . , xn)
)
+
∑
i
(−1)|xi|(1+|x1|+...+|xi−1|)(a∗λ˜n)(∇a′xi dt, x1, . . . , xˆi, . . . , xn)
+ (a∗∇λn)(a
′ dt, x1, . . . , xn) = 0 .
Using the definitions of λ˜, and ∇λ, and canceling a factor of dt, we are reduced
to
(−1)1+|x1|+...+|xn|∇a′
(
λn(x1, . . . , xn)
)
+
∑
i
(−1)|xi|(|x1|+...+|xi−1|)+|x1|+...+|xn|(a∗λ˜n)(∇a′xi, x1, . . . , xˆi, . . . , xn)
+ (−1)|x1|+...+|xn|(∇a′λn)(x1, . . . , xn) = 0 .
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which is true by the definition of ∇a′λn. 
The diagram below describes all operations with 0 or 1 inputs:
a′ ∈ Γ(I, a∗TM) dt
a∗∇λ0 // Γ(I, a∗L1) dt
a∗λ˜1 // Γ(I, a∗L2) dt
a∗λ˜1 // . . .
a∗λ0 ∈ Γ(I, a
∗L1)
δ
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
a∗λ1
// Γ(I, a∗L2)
δ
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
a∗λ1
// Γ(I, a∗L3)
δ
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥
a∗λ1
// . . .
Remark 2.6 When the base manifold M is a point {∗}, a derived manifold is
simply a curved L∞[1]-algebra (g, λ). One can check that the curved L∞[1]-
algebra described in Proposition 2.5 can be identified with the one on Ω(I)⊗ g
induced from (g, λ) by tensoring the cdga (Ω(I), dDR), where dDR stands for
the de Rham differential. We are thus reduced to the case studied by Fiorenza-
Manetti [23] (they consider L∞-algebras without curvatures and differential
forms of polynomial functions).
Restriction to short geodesic paths
We now choose an affine connection in M , and restrict to the case where a ∈
PgM is a short geodesic path. Write Γcon(I, a
∗TM) for the subspace of covariant
constant sections of a∗TM over I. Then D(a) = a′ dt ∈ Γcon(I, a
∗TM) dt, and
we have a curved L∞[1]-subalgebra
P˜TM [−1]|a := Γcon(I, a
∗TM) dt⊕ Γ(I, a∗L) dt⊕ Γ(I, a∗L)
in Γ(I, a∗TM) dt⊕ Γ(I, a∗L) dt⊕ Γ(I, a∗L).
The contraction and transfer
Inspired by [23], we define
η : Γ(I, a∗Lk) dt −→ Γ(I, a∗Lk)
α(t) dt 7−→ (−1)k
( ∫ t
0
α(u) du− t
∫ 1
0
α(u) du
)
.
The connection ∇ trivializes the vector bundle a∗L over the one-dimensional
manifold I, i.e., we have a canonical identification a∗L ∼= I × V , where V =
Γcon(I, a
∗L). This identifies Γ(I, a∗L) with C∞(I, V ). Then
∫
α(u) du is the
Riemann integral of the vector valued function α defined on the open interval
I.
We consider η as a linear endomorphism of degree −1 in the graded vector
space P˜ TM [−1]|a. We check that
(i) η2 = 0,
(ii) ηδη = η.
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Therefore, δη and ηδ are orthogonal idempotents in P˜ TM [−1]|a, and hence
decompose this space into a direct sum
P˜ TM [−1]|a = H ⊕ im δη ⊕ im ηδ , H = ker δη ∩ ker ηδ .
The differential δ preserves H . The inclusion ι : H → P˜ TM [−1]|a, and the
projection π = 1 − [δ, η] : P˜ TM [−1]|a → H set up a homotopy equivalence
between (H, δ) and (P˜ TM [−1]|a, δ).
The transfer theorem for curved L∞[1]-algebras, Proposition B.2, gives rise
to a curved L∞[1]-structure on (H, δ), and a morphism of curved L∞[1]-algebras
from (H, δ) to (P˜ TM [−1]|a, δ). To apply the transfer theorem, we use the
filtration given by Fk = Γ(I, a
∗L≥k ⊕ L≥k dt)), for k ≥ 1.
The kernel of δη on Γ(I, a∗L) dt is the space of covariant constant sections
V dt = Γcon(I, a
∗L) dt.
The kernel of ηδ on Γ(I, a∗L) is the space of linear sections, denoted
Γlin(I, a
∗L). These are the maps s : I → V which interpolate linearly between
s(0) and s(1), i.e., which satisfy the equation
s(t) = (1− t) s(0) + t s(1) , for all t ∈ I .
The projection πlin : Γ(I, a
∗L)→ Γlin(I, a
∗L) maps the path α to the linear
path with the same start and end point:
πlin(α)(t) = (1 − t)α(0) + t α(1) . (26)
The projection πcon : Γ(I, a
∗L) dt → Γcon(I, a
∗L) dt maps the path αdt to its
integral:
πcon(αdt) =
(∫ 1
0
α(u) du
)
dt . (27)
To sum up, for each a ∈ PgM , we have a curved L∞[1]-algebra(
Γcon(I, a
∗TM) dt⊕ Γcon(I, a
∗L) dt⊕ Γlin(I, a
∗L), δ + ν
)
(28)
together with L∞[1]-morphisms
φ : Γcon(I, a
∗TM) dt⊕ Γcon(I, a
∗L) dt⊕ Γlin(I, a
∗L) −→ P˜ TM [−1]|a (29)
π˜ : P˜ TM [−1]|a −→ Γcon(I, a
∗TM) dt⊕ Γcon(I, a
∗L) dt⊕ Γlin(I, a
∗L) (30)
obtained from the homotopy transfer theorem. See Proposition B.2.
The L∞[1]-operations
We apply Proposition B.2 to compute the zeroth and first L∞[1]-operations in
(28).
Recall that we transfer the L∞[1]-structure δ+ a
′ dt + a∗λ+ a∗λ˜+ a∗∇λ on
P˜ TM [−1]|a to an L∞[1]-structure δ+ ν on Γcon(I, a
∗TM) dt⊕Γcon(I, a
∗L) dt⊕
Γlin(I, a
∗L). The transfer is via the homotopy operator η, and the associated
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projection is π = πcon+πlin as defined in (26) and (27). All the L∞[1]-operations
and morphisms are considered as maps SymE → F , where E and F denote the
source and target spaces of the L∞[1]-operations/morphisms, respectively. The
compositions are denoted by • or ◦ as defined in Appendix B.
The transferred curvature is
π(µ0) = a
′ dt + πlin(a
∗λ0) . (31)
Here the second term is the linearization of the curvature: the linear path from
the starting point of the curvature to the end point of the curvature along the
geodesic path a.
Let φ be the L∞[1]-morphism (29) induced from the homotopy transfer, and
ι : Γcon(I, a
∗TM⊕a∗L) dt⊕Γlin(I, a
∗L)→ P˜ TM [−1]|a the inclusion map. Since
the homotopy operator η vanishes on Γ(I, a∗L) and Γ(I, a∗TM)dt, it follows
that η(a′ dt + a∗λ) •φ = 0. Hence the homotopy transfer equation (40) reduces
to
φ = ι− η (a∗λ˜) • φ− η (a∗∇λ) • φ. (32)
The transferred L∞[1]-structure is δ + ν, where
ν = π (a′ dt + a∗λ+ a∗λ˜+ a∗∇λ) • φ. (33)
Lemma 2.7 π(a∗λ) • φ = π(a∗λ) • ι.
Proof. The output of η consists of sections α ∈ Γ(I, a∗L) such that α(0) =
α(1) = 0. For any n ≥ 1, by multi-linearity of λn, (a
∗λn)
(
. . . , η(sth), . . .
)
(t) =
0, for t = 0 and t = 1. As the projection onto PlinL is the linear interpolation, it
follows that π(a∗λ)
(
. . . , η(sth), . . .
)
= 0. Therefore, by (32) and the definition
of •,
π(a∗λ) • φ = π(a∗λ) • ι+ π(a∗λ)
(
. . . , η(sth), . . .
)
= π(a∗λ) • ι.

In particular, if we are given only one input, the recursive equation (32)
reduces to
φ1 = ι− η (a
∗λ˜1 + a
∗∇λ0)φ1, (34)
and thus
ν1 = π (a
∗λ1)φ1 + π (a
∗λ˜1 + a
∗∇λ0)φ1
= π (a∗λ1)ι+ π (a
∗λ˜1 + a
∗∇λ0)ι+ π (a
∗λ˜1 + a
∗∇λ0)
(
η(sth)
)
= π (a∗λ1)ι+ π (a
∗λ˜1 + a
∗∇λ0)ι
= πlin a
∗λ1 + πcon a
∗λ˜1 + πcon a
∗∇λ0.
Here we applied Lemma 2.7 in the second equality.
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The operations with 0 and 1 inputs are summarized as follows.
a′ dt ∈ Γcon(I, a
∗TM) dt
πcona
∗(∇λ0) // Γcon(I, a∗L1) dt
πcona
∗λ˜1 // . . .
πlina
∗λ0 ∈ Γlin(I, a
∗L1)
δ
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
πlina
∗λ1
// Γlin(I, a∗L2)
δ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
πlina
∗λ1
// . . .
(35)
We need the following:
Lemma 2.8 For any v1, . . . , vn ∈ Γlin(I, a
∗L), we have
(i) φ1(v1) = ι(v1), φn(v1, . . . , vn) = 0, ∀n ≥ 2;
(ii) νn(v1, . . . , vn) = πlin
(
(a∗λn)(v1, . . . , vn)
)
, ∀n ≥ 1.
Proof. By (33), the second statement follows from the first one and the fact
a∗λ˜+ a∗∇λ vanishes on Γlin(I, a
∗L). To prove the first assertion, we will show
the following claim by induction on n.
Claim. The image of Γlin(I, a
∗L)⊗n under φn is still in Γlin(I, a
∗L).
In fact, since the operation a∗λ˜+a∗∇λ vanishes if all the inputs are elements in
Γlin(I, a
∗L), Equation (32), together with the claim, imply that φn(v1, . . . , vn) =
0, for any n ≥ 2 and any v1, . . . , vn ∈ Γlin(I, a
∗L).
We start with computing φ1. Since the operator
(
η(a∗λ˜1 + a
∗∇λ0)
)2
van-
ishes, it follows from (34) that
φ1 = ι− η (a
∗λ˜1 + a
∗∇λ0)φ1
= ι− η (a∗λ˜1 + a
∗∇λ0)
(
ι− η (a∗λ˜1 + a
∗∇λ0)φ1
)
= ι− η (a∗λ˜1 + a
∗∇λ0)ι +
(
η(a∗λ˜1 + a
∗∇λ0)
)2
φ1
= ι− η(a∗λ˜1 + a
∗∇λ0)ι.
Thus, the restriction of φ1 on Γlin(I, a
∗L) coincides with ι, which verifies the first
part of (i). Now assume the claim is true for n. Then since a∗λ˜+a∗∇λ vanishes
on Γlin(I, a
∗L), it follows from (32) that the claim is also true for n+ 1. 
Differentiability
The vector spaces Γcon(I, a
∗TM) dt, as a varies over PgM , combine into a vector
bundle PconTM over PgM , as mentioned above. Similarly, the vector spaces
Γcon(I, a
∗L) dt and Γlin(I, a
∗L) combine into vector bundles PconLdt and PlinL
over PgM , respectively. Note that PlinL = ev
∗
0 L⊕ ev
∗
1 L, canonically.
We have constructed curved L∞[1]-structures in the fibers of (PconTM ⊕
PconL) dt ⊕ PlinL over PgM . These combine into a bundle of smooth curved
L∞[1]-algebras, because all ingredients, D, λ, δ and η are differentiable with
respect to the base manifold PgM , and all transferred operations are given by
explicit formulas involving finite sums over rooted trees (see Remark B.3).
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Factorization property
Let M = (M,L, λ) be a derived manifold. Consider the derived path space
PM =
(
PgM,Pcon(TM ⊕ L) dt⊕ PlinL, δ + ν
)
.
Let us denote the embedding of constant paths by ι : M → PM . By
Lemma 2.8, the map ι is an embedding of derived manifolds.
Proposition 2.9 The morphism ι : M → PM of constant paths is a weak
equivalence.
Proof. The classical locus of M is the zero locus of λ0 :M → L
1. The classical
locus of PM is the zero locus of
D + Plinλ0 : PgM −→ PconTM dt ⊕ PlinL
1 : a 7→ a′ dt + πlina
∗λ0.
The canonical inclusion of the former into the latter is a bijection, because we
can first compute the zero locus of D, which consists of constant paths.
We compute the induced map on tangent complexes at a classical point P
of M . It is given by the following
TM |P
DPλ0 //
∆

L1|P
λ1|P //
0⊕∆

L2|P
λ1|P //
0⊕∆

. . .
TM |P ⊕ TM |P
DP ν0
// TM dt|P ⊕ (L1 ⊕ L1)|P
(δ+ν1)|P
// L1 dt|P ⊕ (L2 ⊕ L2)|P
(δ+ν1)|P
// . . .
Here the bottom row, i.e., the tangent complex of PM at the classical point
P , follows from (35). More explicitly, the maps are
(DP ν0)(v, w) =
(
(w − v) dt, DPλ0(v), DPλ0(w)
)
,
(δ + ν1)|P (v dt, y1, z1) =
(
DPλ0(v) dt+ (y1 − z1) dt , λ1(y1), λ1(z1)
)
,
(δ + ν1)|P (xk dt, yk+1, zk+1) =
(
λ1(xk) dt + (−1)
k+1(zk+1 − yk+1) dt , λ1(yk+1), λ1(zk+1)
)
,
where v, w ∈ TM |P , xk, yk, zk ∈ L
k|P . Note that the first component (w− v) dt
in (DP ν0)(v, w) is computed by the composition
T (M ×M)|(P,P )
T (exp∇)−1|(P,P )
−−−−−−−−−−−→ T (TM)|0P
pr
−→ T fiber0P (TM)
∼= TM |P .
After computing cohomology vertically, we are left with the mapping cone
of the identity cochain map of the tangent complex of M at P . Since the
remaining complex is exact, a standard spectral sequence argument shows that
the morphism induced on tangent complexes at P is a quasi-isomorphism, as
required. 
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This concludes the proof of Theorem 2.2 (1).
We define a morphism PM → M × M as the fiberwise composition of
L∞[1]-morphisms
PM |a
φ
−→ P˜ TM [−1]|a
ev0 ⊕ ev1−−−−−−→ L|a(0) ⊕ L|a(1), (36)
where φ is defined by the homotopy transfer equation (32), and evt is the com-
position of the projection onto Γ(I, a∗L) followed by the evaluation map at t.
Proposition 2.10 The morphism PM → M ×M defined above is the linear
morphism given by projecting onto PlinL composing with evaluation at 0 and 1.
Proof. It suffices to show that the composition of L∞[1]-morphisms (36) is a
linear morphism. To prove linearity, we observe from (32) that im(φ−ι) ⊂ im(η).
Here φ and ι are considered as maps SymPM |a → P˜ TM [−1]|a. Thus, the
linearity follows from the fact im(η) ⊂ ker(ev0⊕ ev1). 
This concludes the proof of Theorem 2.2 (2).
Canonicality
We now prove the last part of Theorem 2.2: canonicality. First, different choices
of affine connections on M result diffeomorphic PgM (along an open neighbor-
hood of constant paths). Hence, without loss of generality, we may fix any affine
connection on M and the corresponding PgM .
Let ∇ and ∇¯ be any two connections on L. We will construct a morphism
Ψ : P∇M → P∇¯M of the corresponding derived manifolds such that it is an
isomorphism in an open neighborhood of constant paths in PgM .
Following the notations in the proof of Proposition 1.33, we denote by α the
bundle map α : TM⊗L→ L such that α(v, x) = ∇¯vx−∇vx, ∀ v ∈ Γ(TM), x ∈
Γ(L), and denote by Φ = Φ∇¯,∇ the isomorphism (16).
Lemma 2.11 The morphism Φ induces a morphism of curved L∞[1]-algebras
a∗Φ : P˜∇TM [−1]|a → P˜
∇¯TM [−1]|a at each short geodesic path a ∈ PgM .
Proof. To prove a∗Φ is a morphism, we check the defining equation of L∞[1]-
morphism:
a∗Φ ◦ (a′ dt + δ∇ + a∗µ∇) = (a′ dt + δ∇¯ + a∗µ∇¯) • a∗Φ
which is considered as a sequence of equations labeled by the number of inputs.
In fact, it is simple to see that the higher equations (with 2 or more inputs)
follow from the fact Φ is an L∞[1]-morphism: Φ ◦ µ
∇ = µ∇¯ •Φ, and the zeroth
equation a∗Φ1(a
′ dt+ a∗µ∇0 ) = a
′ dt+ a∗µ∇¯0 simply follows from the definitions
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of µ∇, µ∇¯ and the fact Φ1 = id. Thus, it remains to check the first equation:
For any ξ = v dt+ y dt+ x ∈ P˜∇TM [−1]|a, we have
a∗Φ2(a
′ dt+ a∗µ∇0 , ξ) + a
∗Φ1
(
(δ∇ + a∗µ∇1 )(ξ)
)
= α(v, a∗λ0) dt + (−1)
|x|α(a′, x) dt
+ (−1)|x|∇a′xdt + a
∗(∇vλ0) dt + a
∗λ1(y) dt + a
∗λ1(x)
= (−1)|x|∇¯a′xdt + a
∗(∇¯vλ0) dt + a
∗λ1(y) dt + a
∗λ1(x)
= (δ∇¯ + a∗µ∇¯1 )
(
Φ∇¯,∇1 (ξ)
)
.
This completes the proof. 
By Proposition B.2, we have the L∞[1]-morphisms
φ∇ : P∇M |a −→ P˜
∇TM [−1]|a,
π˜∇¯ : P˜ ∇¯TM [−1]|a −→ P
∇¯
M |a.
See also (29) and (30). We define Ψ : P∇M → P∇¯M by
Ψ|a := π˜
∇¯ • (a∗Φ∇¯,∇) • φ∇.
Proposition 2.12 There exists an open neighborhood U of constant paths in
PgM such that the L∞[1]-morphism Ψ|a : P
∇M |a → P
∇¯M |a is an isomor-
phism for any a ∈ U .
Proof. For a ∈ PgM , the linear part Ψ1|a is given by
Ψ1|a = π˜
∇¯
1 idφ
∇
1
= π∇¯(id+ν∇¯1 η
∇¯)−1(id+η∇ν∇1 )
−1ι∇ (by Remark B.5)
= π∇¯(id−ν∇¯1 η
∇¯)(id−η∇ν∇1 )ι
∇
= π∇¯ι∇ − π∇¯ν∇¯1 η
∇¯ι∇ − π∇¯η∇ν∇1 ι
∇
= π∇¯ι∇.
Here we used the equations η∇¯η∇ = 0, π∇¯ν∇¯1 η
∇¯ = 0 and π∇¯η∇ = 0. The last
two equations can be proved by a similar argument as in the proof of Lemma 2.7.
Now let a : I →M be a constant path at P ∈M . Under the identification in
Remark 2.3, the map Ψ|a = π
∇¯ι∇ is the identity map and hence an isomorphism.
Therefore, Ψ|a is an isomorphism in an open neighborhood of constant paths. 
The following example shows that Ψ|a might not be an isomorphism when
a is far away from constant paths.
33
Example 2.13 LetM = R, L =M×R2[−1]. Let∇0 and ∇ be the connections
with the properties:
∇0∂te1 = 0, ∇
0
∂te1 = 0;
∇∂te1 = −2π e2, ∇∂te2 = 2π e1;
where {e1, e2} is the standard frame for L. For the path a(t) = t, the ∇-constant
paths Γ∇
con
(I, a∗L) over a is the subspace in Γ(I, a∗L) ∼= C∞(R,R2) spanned by
the basis
e∇1 = cos(2πt)e1 + sin(2πt)e2,
e∇2 = − sin(2πt)e1 + cos(2πt)e2.
Then
Ψ∇
0∇
1 |a(e
∇
1 dt) = π
∇0ι∇(e∇1 dt)
=
(∫ 1
0
cos(2πs) ds · e1 +
∫ 1
0
sin(2πs) ds · e2
)
dt = 0.
In fact, one can show that Ψ∇
0∇
1 |a is isomorphic to the projection operator
R dt⊕R2[−1] dt⊕R4[−1]→ R dt⊕R2[−1] dt⊕R4[−1] : v dt+y dt+x 7→ v dt+x.
Categorical structure
The composition M → PM → M ×M is clearly the diagonal.
Proposition 2.14 The morphism PM → M × M is a fibration of derived
manifolds.
Proof. On the level of the base manifolds, this morphism is the open embed-
ding PgM →M ×M . The linear part (which is the whole, by Proposition 2.10)
of the L∞[1]-morphism from Pcon(TM ⊕L) dt⊕PlinL to ev
∗
0 L⊕ ev
∗
1 L is simply
the projection onto PlinL, followed by the identification PlinL ∼= ev
∗
0 L ⊕ ev
∗
1 L.
This is an epimorphism of vector bundles. 
Theorem 2.15 The category of derived manifolds forms a category of fibrant
objects.
Proof. The factorization M → PM → M ×M of the diagonal proved above
was the last ingredient needed. 
We denote the category of derived manifolds by C .
According to Factorization Lemma [11], we have the following:
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Corollary 2.16 Any morphism M → N of derived manifolds can be factorized
into the following commutative diagram in C
P
~~~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
!! !!❈
❈❈
❈❈
❈❈
❈
M
∼
22
// N ,
where P ։ N and P ։ M are fibrations, and M → P is a weak equivalence
and a section of the trivial fibration P ։ M .
Remark 2.17 Given morphisms M −→ N ←− M˜ in C , one can construct
a homotopy fiber product M ×h
N
M˜ as follows. By Corollary 2.16, we can
decompose M˜ −→ N as M˜ → P˜ ։ N , where M˜ → P˜ is a weak equivalence
and P˜ ։ N is a fibration. Now we replace M˜ → N by P˜ ։ N and
define the homotopy fiber product M ×h
N
M˜ := M ×N P˜, which exists by
Proposition 1.24. One can check the homotopy fiber product is well-defined in
the homotopy category of C .
Further remarks
As we have seen in the previous subsections, the derived path space PM of
the derived manifold M = (M,L, λ) is given by the graded vector bundle
PM = Pcon(TM ⊕ L) dt⊕ PlinL ,
over the manifold PgM . Here Pcon(TM ⊕L) dt is a curved L∞[1]-ideal in PM .
The fibration PM → M ×M is given by dividing out by this L∞[1]-ideal, and
identifying the quotient PlinL with ev
∗
0 L ⊕ ev
∗
1 L, over the embedding PgM ⊂
M ×M .
Note that PlinL ⊂ PM is not a curved L∞[1]-subalgebra, as the embedding
does not preserve the curvature.
If M is of amplitude n, then PM is a derived manifold of amplitude n+1,
and thus for degree reasons, the k-th brackets on PM vanish for all k ≥ n+1.
The curvature on PM is given in (31). In general, the operations on PM
can be computed by the recursive formulas (32) and (33), or by the tree formulas
in Remark B.3. More explicitly, the operations δ + ν on PM decompose into
a part that has image in PlinL, and a part that has image in Pcon(TM ⊕ L) dt.
The part that has image in PlinL is the term π(a
∗λ) •φ in (33) and is identified
with ev∗0 L⊕ ev
∗
1 L, as seen in Lemma 2.7.
So the only interesting part is that which has image in Pcon(TM ⊕L) dt. The
tree sum for this part is such that the operation on every node is ∇λ+ λ˜ with
exactly one of the incoming edges is labeled with an input from Pcon(TM ⊕L) dt.
Let us work out a few examples. The case where M is a manifold was treated
in Section 2.1.
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Example 2.18 Suppose that L = L1. This is the quasi-smooth case. Then
the derived path space of M = (M,L, F ) is the following derived manifold of
amplitude 2: the base is PgM , the manifold of short geodesic paths. The vector
bundle in degree 1 has fiber Γcon(I, a
∗TM) dt ⊕ Γlin(I, a
∗L) over the geodesic
path a : I → M . The curvature is a′dt ∈ Γcon(I, a
∗TM) dt, and the linear
interpolation between F |a(0) and F |a(1) in Γlin(I, a
∗L). In degree 2, the vector
bundle has fiber Γcon(I, a
∗L) dt, and the twisted differential is given by
Γcon(I, a
∗TM) dt −→ Γcon(I, a
∗L) dt
v 7−→
( ∫ 1
0
∇v(u)F (u) du
)
dt
and
Γlin(I, a
∗L) −→ Γcon(I, a
∗L) dt
α 7−→ δα = −
(
α(1)− α(0)
)
dt .
All the higher operations vanish.
Example 2.19 If M = (M,L, λ) is of amplitude 2, the only non-zero op-
erations are the curvature λ0 and the differential λ1. In this case PM has
amplitude 3. The binary bracket on PM is the sum of two operations
πcon∇λ1 : Γcon(I, a
∗TM) dt⊗ Γlin(I, a
∗L1) −→ Γcon(I, a
∗L2) dt
and the operation
Γcon(I, a
∗TM) dt⊗ Γcon(I, a
∗TM) dt −→ Γcon(I, a
∗L2) dt
given by
x⊗ y 7−→ −πcon(∇λ1)
(
η∇λ0(x), y
)
− πcon(∇λ1)
(
x, η∇λ0(y)
)
.
3 Inverse function theorem
3.1 The inverse function theorem for derived manifolds
Theorem 3.1 Let M = (M,L, λ) and N = (N,L′, λ′) be derived manifolds,
and (f, φ) : M → N a fibration. Let Z ⊂ π0(M ) be a subset of points at which
(f, φ) is e´tale. Then there exists a local diffeomorphism of manifolds Y → N
and a commutative diagram
Z //

M

Y //
==⑤⑤⑤⑤⑤⑤⑤⑤
N .
Here Y is the pullback of (L′, λ′) via Y → N , and the lower triangle consists
of morphisms of derived manifolds.
If, moreover, π0(M )→ π0(N ) is injective, we can choose Y to be an open
submanifold of N .
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Corollary 3.2 A fibration admits local sections through every point at which it
is e´tale.
Every trivial fibration of derived manifolds admits a section, after restricting
the target to an open neighborhood of its classical locus.
Proof. Apply the theorem for either Z being a single point, or Z = π0(M ). 
Remark 3.3 Therefore, if we replace all derived manifolds by the germ or ∞-
jets around its classical locus, then we have a category of fibrant objects where
every trivial fibration has a section. This would have important consequences
about the Hom-categories in the simplicial localization.
Remark 3.4 Let M and N be smooth manifolds (i.e. L = M × 0 and L′ =
N × 0). Then a morphism (f, 0) : M → N is e´tale at P if and only if the
tangent map of f is an isomorphism at P . In this extreme case, Corollary 3.2
reduces to the inverse function theorem for smooth manifolds.
Remark 3.5 In classical differential geometry, any fibration, i.e. submersion,
admits a local section through any point. This may not be true for derived
manifolds. It would be interesting to investigate when a local section exists in
general.
3.2 Proof of Theorem 3.1
Without loss of generality, we will assume the fibration (f, φ) : M → N is
linear, i.e. φ = φ1.
We proceed the proof of Theorem 3.1 in two steps:
(i) construct a weak equivalence (M,H, µ)→ (M,L, λ) such that the compo-
sition
(M,H, µ)→ (M,L, λ)→ (N,L′, λ′)
is a linear fibration whose restriction
(
M,H≥2
)
→
(
N, (L′)≥2
)
is an iso-
morphism of graded vector bundles;
(ii) construct a derived submanifold (Y,E, ν) →֒ (M,H, µ) such that Z ⊂ Y
and the composition
(Y,E, ν)→ (M,H, µ)→ (M,L, λ)→ (N,L′, λ′)
is a fiberwise linear isomorphism of bundle of curved L∞[1]-algebras.
Here by a derived submanifold, we mean Y is a submanifold of M and E is a
subbundle of H |Y such that the inclusion map is a linear morphism of derived
manifolds.
Definition 3.6 A morphism (M,H, µ) → (M,L, λ) of derived manifolds is
called a transferred inclusion if (M,H, µ) is a bundle of curved L∞[1]-
algebras over M obtained from (M,L, λ) by applying the homotopy transfer
theorem (Proposition B.2).
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A morphism (M,H, µ)→ (M,L, λ) of derived manifolds is a called a strong
embedding if it is the composition of a (finite) sequence of transferred inclu-
sions.
Lemma 3.7 Consider a fixed base manifold M , with a linear morphism of bun-
dles of curved L∞[1]-algebras φ : (L, λ)→ (L
′, λ′) over it. Suppose that
(i) φ : L → L′ is an isomorphism of vector bundles in degrees ≥ k + 1, and
an epimorphism in degrees ≤ k.
(ii) Moreover, let Z ⊂MC(L) be a subset of the Maurer-Cartan locus of (L, λ)
such that at every point P of Z we have that h(L|P , λ1)→ h(L
′|P , λ
′
1) is
an isomorphism in degrees ≥ k and surjective in degree k − 1.
Then, after restricting to an open neighborhood of Z in M , if necessary, there
exists a transferred inclusion ι : H → L such that the composition φ◦ ι : H → L′
is a linear morphism of bundles of L∞[1]-algebras, which is an isomorphism in
degrees ≥ k and an epimorphism in degrees ≤ k − 1.
Proof. Denote by K the kernel of φ : L → L′. It is a graded vector bundle,
and an L∞[1]-ideal in L. Consider the diagram
Kk−1
j

λ1 // Kk
j

Lk−2 // Lk−1
λ1 // Lk // Lk+1 .
A diagram chase proves that at all points of Z, the vector bundle homomor-
phism λ1 : K
k−1 → Kk is surjective. This will still be the case in an open
neighborhood, so we may assume, without loss of generality, that this map is
an epimorphism over all of M . We then choose a section χ : Kk → Kk−1 of λ1,
and a retraction of θ : Lk → Kk of j : Kk → Lk, and define η : Lk → Lk−1 to
be equal to η = jχθ.
Kk−1
j

λ1 // Kk
j

χ
ll
Lk−2 // Lk−1
δ=λ1
// Lk //
θ
II
η=jχθ
rr
Lk+1
We also write δ for λ1 : L
k−1 → Lk, but set δ = 0 elsewhere, to define a
differential δ : L→ L of degree 1. Our definition ensures that δ2 = 0, although
λ21 6= 0.
One checks that ηδη = η, and so ηδ and δη are projection operators, so in
both cases kernel and image are bundles. Let Hk−1 = ker ηδ, and Hk = ker δη.
For i 6= k, k − 1, we set Hi = Li.
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The two projection operators jθ = δη coincide, and hence Hk = ker δη is a
complement for Kk = im jθ. Therefore, the composition Hk → Lk → L′
k
is an
isomorphism.
We have Lk−1 = ker ηδ + im ηδ ⊂ ker ηδ +Kk−1 = Hk−1 +Kk−1, because
η factors through Kk−1, by definition. It follows that the composition Hk−1 →
Lk−1 → L′
k−1
is surjective.
Now λ−δ is a curved L∞[1]-structure on the complex of vector bundles (L, δ),
and η is a contraction of δ. We apply the transfer theorem: Proposition B.2 for
bundles of curved L∞[1]-algebras. This gives rise to a structure µ, of a bundle
of curved L∞[1]-algebras on the complex (H, δ), together with a morphism of
curved L∞[1]-structures ι : H → L, whose linear part is given by the inclusion
H ⊂ L. Here the linear part is the inclusion because η(λ1−δ) = 0. We consider
δ + µ as a curved L∞[1]-structure on H .
The composition φ • ι is linear, because all non-trivial trees involved in ι
have η at the root, and φ ◦ η = 0.
In order to apply the transfer theorem, we use the variation of the natural
filtration at level k, see Example B.9, on L. Both δ and η preserve this filtration,
hence H inherits this filtration, and the transfer theorem applies. 
Lemma 3.8 Let (f, φ) : (M,H, µ)→ (N,L′, λ′) be a linear fibration of derived
manifolds such that φ : Hk → f∗(L′)k is an isomorphism, for all k ≥ 2. Let
Z ⊂ MC(H) be a subset of the Maurer-Cartan locus of (H,µ), such that the
morphism of derived manifolds (f, φ) is e´tale at every point of Z. After restrict-
ing to an open neighborhood of Z in M , there exists a submanifold Y ⊂M , and
subbundle E1 of H1|Y , such that
(i) Z ⊂ Y ,
(ii) the restriction of the curvature λ0|Y is contained in Γ(Y,E
1) ⊂
Γ(Y,H1|Y ), so that E := E
1 ⊕ H≥2|Y is a bundle of curved L∞[1]-
subalgebras of H |Y ,
(iii) the composition Y →M → N is a local diffeomorphism,
(iv) the map φ|Y : E
1|Y → f
∗(L′)1|Y is an isomorphism of vector bundles,
so that the composition (Y,E) → (Y, f∗L′|Y ) is a linear isomorphism of
bundles of curved L∞[1]-algebras.
In particular, the composition (Y,E)→ (N,L′) is e´tale at all points of Z ⊂ Y .
Proof. We have a diagram
M
s //
f

H1
φ

N
t // (L′)1
Here f : M → N is a submersion, and φ : H1 → f∗(L′)1 an epimorphism. We
have written s = µ0 and t = λ
′
0 for the respective curvatures.
We denote by K the kernel of φ : H1 → f∗(L′)1. We choose
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(i) a connection in (L′)1,
(ii) a retraction θ : H1 → K = ker(φ) of the inclusion K → H1, giving rise
to a splitting H1 = K ⊕ E˜1, where E˜1 ⊂ H1 is a subbundle such that
φ : E˜1 → f∗(L′)1 is an isomorphism,
(iii) a connection in K, giving rise to the direct sum connection in H1.
The curvature s ∈ Γ(M,H1) splits into a sum
s = u+ f∗t, (37)
where u ∈ Γ(M,K) is a section of K.
Consider the diagram of vector bundles over M :
TM/N
j

(∇u)◦j // K

TM
∇s //

∇u
::✉✉✉✉✉✉✉✉✉✉
H1
φ

θ
HH
f∗TN
f∗(∇t)// f∗(L′)1 .
Both squares with downward pointing arrows commute. Moreover, we have
θ ◦ (∇s) = ∇u.
Let P ∈ Z. The fact (f, φ) is e´tale at P means that in the morphism of
short exact sequences of vector spaces
TM/N |P //

K|P

TM |P //

H1|P

TN |φ(P ) // (L
′)1|φ(P ) ,
the map TM/N |P → K|P is an isomorphism.
Note that the composition (∇u) ◦ j is an isomorphism at points P ∈ Z,
because at these points, our second diagram is equal to the first. Then (∇u) ◦ j
is still an isomorphism in a neighborhood of Z, so we will assume that it is true
everywhere: (∇u) ◦ j is an isomorphism.
We note that u ∈ Γ(M,K) is a regular section, by which we mean that for
every P ∈ Z(u), the derivative TM |P → K|P is surjective. This is true, because
at points where u vanishes, the derivative TM |P → K|P coincides with (∇u)|P ,
but ∇u : TM → K is an epimorphism because (∇u) ◦ j is an isomorphism.
Hence, Y = Z(u) is a submanifold ofM , and we have a short exact sequence
of vector bundles TY → TM |Y → K|Y . Note that Z ⊂ Y .
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Since TM/N |Y is a complement for TY in TM |Y , it follows that the compo-
sition TY → TM |Y → (f
∗TN)|Y is an isomorphism, so that the composition
Y →M → N is e´tale.
By definition u|Y = 0, so after restricting to Y , the curvature s|Y is contained
in the subbundle E1 := E˜1|Y ⊂ H
1|Y . 
Lemma 3.9 Let f : M → N be a local diffeomorphism, and Z ⊂ N a closed
subset, with preimage X = f−1(Z) ⊂M . Assume that the induced map X → Z
is injective. Then there exists an open neighborhood V of X in M , such that
f |V : V → N is a diffeomorphism onto an open neighborhood of Z in N .
Proof. It suffices to prove that there exists an open neighborhood V of X in
M , such that f |V : V → N is injective.
Case I. Z is compact.
Choose a sequence of relatively compact open neighborhoods V1 ⊃ V2 ⊃ . . .
of X in M , such that ⋂
i
Vi = X .
We claim that there exists an i, such that f is injective when restricted to Vi.
If not, choose in every Vi a pair of points (Pi, Qi), such that f(Pi) = f(Qi).
Upon replacing (Pi, Qi) by a subsequence, we may assume that limi→∞ Pi = P ,
and limi→∞Qi = Q. We have P,Q ∈ X , and by continuity, f(P ) = f(Q).
This implies P = Q. Let V be a neighborhood of P = Q in M , such that
f |V is injective. For sufficiently large i, both Pi and Qi are in V , which is a
contradiction.
Case II. General case.
Let (Ui)i∈I be a locally finite open cover of N , such that all Ui are relatively
compact. It follows that, for every i ∈ I, the set
Ii = {j ∈ I | Uj ∩ Ui 6= ∅}
is finite. Hence,
U˜i =
⋃
j∈Ii
Uj
is still relatively compact, and by Case I, there exists an open neighborhood V˜i
of X ∩ f−1U˜i on which f is injective. We may assume that V˜i ⊂ f
−1U˜i. Define
Vi = f
−1Ui ∩
⋂
j∈Ii
V˜j .
This is an open subset of M . If P ∈ X , such that f(P ) ∈ Ui, then f(P ) ∈ U˜j,
for all j ∈ Ii. Hence, P ∈ f
−1U˜j ⊂ V˜j , for all j ∈ Ii, and so P ∈ Vi. Thus,
X ∩ f−1Ui ⊂ Vi.
We define
V =
⋃
i∈I
Vi .
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This is an open neighborhood of X in M . We claim that f is injective on V .
So let P,Q ∈ V be two points such that f(P ) = f(Q). Suppose P ∈ Vi and
Q ∈ Vj . Then f(P ) ∈ Ui, and f(Q) ∈ Uj , so that Ui and Uj intersect. Hence
i ∈ Ij , and so Vj ⊂ V˜i. Since we have Vi ⊂ V˜i, we have that both P,Q ∈ V˜i.
Since f is injective on V˜i, we conclude that P = Q. 
Proof of Theorem 3.1. To prove Theorem 3.1, we factor the linear fibration
(f, φ) : M → N into (M,L, λ) → (M, f∗L′, f∗λ′) → (N,L′, λ′). Both mor-
phisms in this factorization are linear fibrations, but they may not be e´tale at
Z.
We apply Lemma 3.7 recursively to (M,L, λ) → (M, f∗L′, f∗λ′), starting
with k ≫ 0. The smallest k to which the lemma applies is k = 2. We end up
in the situation as in the assumption of Lemma 3.8. (The L∞[1]-algebra H is
constructed recursively by applying Lemma 3.7.)
Applying Lemma 3.7 and Lemma 3.8, we achieve the first part of Theo-
rem 3.1. To finish the proof, we now assume π0(M ) → π0(N ) is injective.
Since Y was chosen to be the zero locus of u in Lemma 3.8, it follows from (37)
that f−1
(
Z(t)
)
∩Y ⊂ Z(s), and thus f maps f−1
(
Z(t)
)
∩Y injectively to Z(t).
Therefore, by Lemma 3.9, the space Y can be chosen to be an open submanifold
of N . This concludes the proof. 
As a byproduct of the sequence of above lemmas, we obtain the follow propo-
sition which will be useful for investigating quasi-isomorphisms in the next sec-
tion.
Proposition 3.10 Let (f, φ) : (M,L, λ) → (N,L′, λ′) be a linear trivial fibra-
tion of derived manifolds. Then there exists a strong embedding (M,H, µ) →
(M,L, λ) of derived manifolds, and a derived submanifold (Y,E, ν) →֒ (M,H, µ)
such that
(i) the composition (M,H, µ) → (M,L, λ) → (N,L′, λ′) is a linear fibration
such that H≥2 → f∗(L′)≥2 is an isomorphism of graded vector bundles;
(ii) the morphism (Y,E, ν) → (N,L′, λ′)|f(Y ) is a linear isomorphism of de-
rived manifolds.
More explicitly, by choosing a splitting of the short exact sequence 0→ K →֒
H1
ψ1
−−→ f∗(L′)1 → 0 of vector bundles, one has a decomposition
H1 = K ⊕ f∗(L′)1,
µ0 = u + f
∗λ′0 .
Then u is a regular section of K = ker(ψ1) over M . One can choose Y to
be an open neighborhood of π0(M ) in Z(u) and E
1 = f∗(L′)1|Y such that the
restriction f |Y is a diffeomorphism from Y to an open submanifold of N which
contains π0(N ).
Proof. The strong embedding in Proposition 3.10 is constructed by applying
Lemma 3.7 recursively. The derived manifold (Y,E, ν) is obtained by the con-
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struction in Lemma 3.8 with Z = π0(M ), and the rest of required properties
follow from Lemma 3.9 and the proof of Lemma 3.8. 
3.3 Applications to quasi-isomorphisms
Let us start with the case (M,E, u) where M is a manifold, and u a regular
section of a vector bundle E over M . This means that for every point P ∈ M ,
such that u(P ) = 0, the derivative induces a surjective linear map Du|P =
DPu : TM |P → E|P . In other words, u being a regular section is equivalent to
that u is transversal to the zero section of E. Let Y ⊂ M be the zero locus of
u, which is a submanifold of M . We have a canonical epimorphism of vector
bundles Du|Y : TM |Y → E|Y , whose kernel is TY .
We will place E in degree 1, so that (M,E, u), as well as (Y, 0, 0) are derived
manifolds, and (Y, 0, 0) → (M,E, u) is a morphism of derived manifolds (in
fact, a weak equivalence of derived manifolds). We claim that it induces a
quasi-isomorphism on function algebras.
Proposition 3.11 The restriction map Γ(M, SymE∨, ιu) → Γ(Y,OY ) is a
quasi-isomorphism.
Proof. Let Y ⊂ U ⊂M be an open neighborhood of Y in M .
Claim. The restriction map
Γ(M, SymE∨, ιu) −→ Γ(U, SymE
∨|U , ιu)
is a quasi-isomorphism. To prove this, let f : M → R be a differentiable function
such that f |Y = 1, and f |M\U = 0. Multiplication by f defines a homomorphism
of differential graded Γ(M, SymE∨, ιu)-modules
Γ(U, SymE∨|U , ιu) −→ Γ(M, SymE
∨, ιu) ,
in the other direction, which is a section of the restriction map. We now
claim that for every i ≤ 0, multiplication by f induces the identity on
Hi(Γ(M, SymE∨, ιu)). This follows from the fact that f restricts to the identity
in Γ(Y,OY ), and that every H
i(Γ(M, SymE∨, ιu)) is a Γ(Y,OY )-module.
By the claim, we can replace M by any open neighborhood of Y . In fact,
we will assume that M is a tubular neighborhood of Y , with Euler vector field
v and projection ρ : M → Y . We denote the relative tangent bundle by TM/Y .
The Euler vector field is a regular section of TM/Y , with zero locus Y .
Claim. After restricting to a smaller neighborhood of Y if necessary, there
exists an isomorphism of vector bundles Ψ : TM/Y → E, such that Ψ(v) = u.
To prove this claim, first assume that there exists a normal coordinate system
(xi)i=0,...,n on M , compatible with the tubular neighborhood structure. This
means that the Euler vector field has the form v =
∑k
i=1 x
i∂i, where k is the
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rank of E, and the codimension of Y in M . Also assume that E is trivial, with
basis (ei)i=1,...,k. We have u =
∑
uiei, and define Ψ : TM/Y → E in coordinates
by the matrix
Ψji =
∫ 1
0
(∂iu
j)(tx1, . . . , txk, xk+1, . . . , xn) dt .
Then Ψ(v) = u, and Ψ|Y is the canonical isomorphism Du|Y .
For the general case, construct a family of Ψα locally, and define a global
endomorphism Ψ : TM/Y → E using a partition of unity (ψα):
Ψ =
∑
α
ψαΨα .
We have that Ψ(v) = u, and Ψ|Y = Du|Y . Hence Ψ is an isomorphism in
an open neighborhood of Y . Upon replacing M by this neighborhood we may
assume that Ψ is an isomorphism globally.
We are now reduced to the case where E = TM/Y [−1], and u is the Euler
vector field. In this case, SymE∨ = Sym(T∨M/Y [1])
∼= ΛT∨M/Y . We define a
contraction operator η : Γ(M,ΛT∨M/Y )→ Γ(M,ΛT
∨
M/Y ) by the formula
η(ω) =
∫ 1
0
σ∗dω ∧
dt
t
,
where σ : [0, 1] ×M → M is the multiplicative flow of v in the tubular neigh-
borhood M .
Claim. [η, ιv] = id−ρ
∗ ◦ ι∗.
Here, ρ : M → Y is the projection, ι : Y → M is the inclusion morphism;
ρ∗ : Γ(Y,OY ) → Γ(M,ΛT
∨
M/Y ) and ι
∗ : Γ(M,ΛT∨M/Y ) → Γ(Y,OY ) are the
corresponding induced maps on function algebras.
The claim can be checked locally, so we may assume given normal coordinates
(xi), as above. The the multiplicative flow is given by
σ(t, x1, . . . , xn) = (tx1, . . . txi, xi+1, . . . , xn) ,
and using this, the claim is straightforward to prove.
Thus,
(
Γ(Y,OY ), 0
)
is homotopy equivalent to
(
Γ(M,ΛT∨M/Y ), ιv
)
. This
completes the proof. 
We need the following more general case.
Suppose (L, λ) is a bundle of curved L∞[1]-algebras over the manifold M .
Suppose that L1 is split into a direct sum L1 = E ⊕H , in such a way that the
curvature λ0 ∈ Γ(M,L
1) splits as λ0 = u+ s, where u is a regular section of E.
Let Y = Z(u) be the vanishing locus of u, and consider the induced morphism
of derived manifolds
(Y,H |Y ⊕ L
≥2|Y , λ) −→ (M,L, λ) .
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Corollary 3.12 The restriction map
Γ(M, SymL∨, Qλ) −→ Γ
(
Y, Sym(H∨|Y ⊕ L
≥2,∨|Y ), Qλ
)
is a quasi-isomorphism.
Proof. Let us write L˜ = H⊕L≥2. By the decomposition L = E⊕ L˜ of graded
vector bundles, we obtain an induced morphism of sheaves of differential graded
algebras SymE∨ → SymL∨ overM . Since SymL∨ is locally free over SymE∨,
the morphism SymE∨ → SymL∨ is flat. Therefore the quasi-isomorphism
SymE∨ → OY gives rise to another quasi-isomorphism
SymE∨ ⊗SymE∨ SymL
∨ ∼−→ OY ⊗SymE∨ SymL
∨ .
The left hand side is equal to SymL∨, and the right hand side is equal to
OY ⊗OM Sym L˜
∨, proving that we have a quasi-isomorphism SymL∨ → OY ⊗OM
Sym L˜∨. 
Theorem 3.13 Suppose that (M,L, λ) → (N,L′, λ′) is a weak equivalence of
derived manifolds. Then the induced morphism of differential graded algebras
Γ
(
N, Sym(L′)∨
)
→ Γ(M, SymL∨) is a quasi-isomorphism.
Proof. By Proposition 1.22 and Corollary 2.16, we may assume that
(M,L, λ) → (N,L′, λ′) is a linear trivial fibration of derived manifolds. Then
we produce a retraction of (M,L, λ) → (N,L′, λ′) in two steps as in Proposi-
tion 3.10. It suffices to prove that both (Y,E, ν)→ (M,H, µ) and (M,H, µ)→
(M,L, λ) induce quasi-isomorphisms on differential graded function algebras.
The former is done in Corollary 3.12. The latter follows from the following
general fact. 
Proposition 3.14 Any transferred inclusion (id, φ) : (M,H, µ)→ (M,L, λ) of
derived manifolds induces a quasi-isomorphism on differential graded function
algebras.
Proof. We assume that H → L is obtained by an application of the trans-
fer theorem for bundles of curved L∞[1]-algebras as in Proposition B.2. More
precisely, let (M,L, δ) be a bundle of complexes endowed with the curved L∞[1]-
structure λ, let η be a contraction of δ and (M,H, δ) the bundle of complexes
onto which η contracts (M,L, δ). Let µ be the family of transferred curved
L∞[1]-structures on (M,H, δ) and φ : H → L the transferred inclusion mor-
phism.
Let A = Γ(M, SymL∨) and B = Γ(M, SymH∨). Let us denote the deriva-
tions induced by the dual maps of δ and λk on A by δ and qk, respectively.
Similarly, denote the derivations induced by the dual maps of δ and µk on B by
δ and rk, respectively.
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Claim. The morphism of function algebras
φ♯ : (A, δ + q) −→ (B, δ + r) ,
associated to the morphism of derived manifolds φ : (M,H, δ+µ)→ (M,L, δ+λ)
is a quasi-isomorphism.
To prove the claim, refine the grading on A to a double grading
Ak,ℓ = Γ(M, Sym−ℓ L∨)k+ℓ .
It is contained in the region defined by ℓ ≤ 0 and k+ℓ ≤ 0. Moreover A has only
finitely many non-zero terms for each fixed value of k + ℓ. This will imply that
the spectral sequences we construct below will be bounded and hence convergent
to the expected limit.
Note that δ and all qn are bigraded: the degree of δ is (1, 0), and the degree
of qn is (n, 1− n).
If we filter A by FkA = A
•,≥k, the differential δ + q preserves the filtra-
tion, and we obtain a bounded spectral sequence Ek,ℓn , which is convergent to
Hk+ℓ(A, δ + q).
Ek,ℓn =⇒ H
k+ℓ(A, δ + q) .
The same construction applies to (B, δ + r), and we get a bounded spectral
sequence
E˜k,ℓn =⇒ H
k+ℓ(B, δ + r) .
The morphism of differential graded algebras φ♯ induces a morphism of spectral
sequences E → E˜, because φ respects the filtrations introduces above.
So to prove our claim, it will be enough to show that φ♯ induces a quasi-
isomorphism E1 → E˜1.
The differential on E1 is induced by δ + q1 on the cohomology of E0 with
respect to q0. Similarly, the differential on E˜1 is induced by δ + r1 on the
cohomology of E˜0 with respect to r0. The homomorphism E1 → E˜1 is induced
by φ♯1.
Recall the deformed projection π˜1 : L→ H . It induces an algebra morphism
B → A, which we will denote by π˜♯1.
Also recall the deformed contraction η˜ : L→ L of degree −1. We extend its
dual to a fiberwise derivation SymL∨ → SymL∨, which we also denote by η˜.
We denote by η˜′ : SymL∨ → SymL∨ the endomorphism obtained by dividing
the derivation η˜ by the weight (and setting η˜′(1) = 0).
We will now construct a fiberwise homotopy operator h : SymL∨ → SymL∨,
with the property that
[δ + q1, h] = 1− φ
♯
1π˜
♯
1 . (38)
To do this, recall that SymL∨ is a bundle of Hopf algebras. Let us denote the
coproduct by ∆, the product by m. Then we define h fiberwisely by the formula
h = m ◦ w ◦ (φ♯1π˜
♯
1 ⊗ η˜
′) ◦∆ .
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Here w : SymL∨ ⊗ SymL∨ → SymL∨ ⊗ SymL∨ is the operator that divides
an element of bi-weight (k, ℓ) by the binomial coefficient (k+ℓ)!k!ℓ! .
We conclude that φ induces a homotopy equivalence on E1. This concludes
the proof. 
We note that a transferred inclusion (id, φ) : (M,H, µ) → (M,L, λ) of de-
rived manifolds is a weak equivalence according to Proposition B.7.
A Some remarks on diffeology
Although all our constructions have inputs and outputs in finite-dimensional
manifolds and finite-rank vector bundles over them, some constructions have
infinite-dimensional intermediate steps.
This does not cause problems in any of the proofs of the paper. Neverthe-
less, it is possible to endow these infinite-dimensional intermediate spaces with
diffeologies, turning them into geometric objects. It helps to understand some
of the constructions in Section 2 in a more conceptual way.
We will collect all the constructions and facts we need here. They are all
straightforward to check. As reference, we refer to the textbook [29].
We denote by Hom the degree preserving linear maps, by Mor the morphisms
of graded manifolds, and by Map the general smooth maps which may not
preserve degrees.
A.1 Diffeological spaces
A domain is an open subset of a cartesian space Rn, n ≥ 0.
A diffeological space is a set X , together with a distinguished family D of
maps U → X , where U is a domain, called the family of plots of X , or the
diffeology on X , such that the three diffeology axioms are satisfied:
(i) if V → U is a differentiable map between domains, and U → X is a plot,
then so is the composition V → X ,
(ii) if a map U → X is locally (in U) a plot, then it is a plot,
(iii) every map from the one-point domain R0 to X is a plot.
A map f : X → Y is called smooth, if the composition of f with every plot
of X is a plot of Y . A morphism of diffeological spaces is a smooth map.
Isomorphisms of diffeological spaces are called diffeomorphisms. We say Y is
a diffeological space over X (or Y is a X-space) if we are given a smooth map
Y → X .
Products and fibered products of diffeological spaces are defined in the ob-
vious way. If Y is a diffeological space over X , and U → X is a morphism, we
often write the fibered product U ×X Y as Y |U .
We denote by Map(X,Y ) the set of smooth maps from X to Y . It is the
diffeological space, whose underlying set of points also denoted Map(X,Y ),
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which is characterized by the property
Map(U,Map(X,Y )) = Map(U ×X,Y ) .
(The category of diffeological spaces is cartesian closed.) Sometimes, we will
abbreviate Map(X,Y ) by Y X . When we have fixed an interval I ⊂ R, we
denote XI also by PX , and call it the path space of X .
If Y, Z are two diffeological spaces over the diffeological space X , we denote
by Map
X
(Y, Z) the diffeological space of smooth maps over X , whose fiber over
x ∈ X is the set of maps Y |x → Z|x. For every diffeological X-space U , we have
MapX(U,MapX(Y, Z)) = MapX(U ×X Y, Z) .
We denote the diffeological space of sections of Map
X
(Y, Z) over X by
MapX(Y, Z). For a diffeological space V , we have
Map(V,MapX(Y, Z)) = MapX(V × Y, Z) .
A diffeology D on X is finer than another diffeology D ′, if every D-plot is a
D ′-plot. If D is finer than D ′, then (X,D)→ (X,D ′) is smooth.
Any subset Z of a diffeological space X is a diffeological space by endowing
it with the coarsest diffeology making the inclusion Z → X smooth (this is the
subspace diffeology). If Z is endowed with the subspace diffeology, then a map
U → Z is a plot of Z if and only if the composition U → X is a plot of X .
If Z is a smooth retract of the diffeological space X , then Z is diffeomorphic
to the image of Z in X endowed with the subspace diffeology.
Diffeological spaces are topological spaces: a subset V ⊂ X is open if and
only if for every plot U → X , the inverse image of V in U is open in U .
Every manifold M is a diffeological space by defining a map U →M , from a
domain U to M , to be a plot if it is differentiable. A map between manifolds is
differentiable, if and only if it is a smooth map of the diffeological spaces defined
by the manifolds. The category of manifolds and differentiable maps is a full
subcategory of the category of diffeological spaces and smooth maps.
A.2 Diffeological vector spaces
Let X be a diffeological space. Following [17], we define a diffeological vector
space over X , or a diffeological X-vector space, to be a diffeological space E,
endowed with a smooth map E → X , and vector space structures on all fibers
of E → X , such that addition E ×X E → E, scalar multiplication R× E → E
and the zero section X → E are smooth.
For X = R0, we get the definition of diffeological vector space.
Morphisms of diffeological vector spaces over X are smooth maps, which are
fiberwise linear.
Pullbacks of diffeological vector spaces are diffeological vector spaces, and
for a diffeological X-vector space E, the set of global sections Γ(X,E) is a
diffeological vector space, in fact a subspace of Map(X,E).
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A morphism φ : V → W of diffeological vector spaces is an epimorphism if
every plot of W admits local lifts to V . Suppose φ : V →W is an epimorphism
of diffeological vector spaces over X . The kernel K of φ is the fibered product
K = V ×X,0 W . The formation of the kernel commutes with arbitrary base
changes Y → X . Moreover, for every section s : Y → W , the preimage V ×W,sY
is a principal homogeneous KY -space.
IfM is a manifold, and E a vector bundle overM , then E defines a diffeolog-
ical vector space overM . The category of vector bundles overM , with fiberwise
linear differentiable maps is a full subcategory of the category of diffeological
vector spaces over M .
For diffeologicalX-vector spaces E and F , we have the diffeologicalX-vector
space HomX(E,F ) of linear maps from E to F . (It is a subspace of the space
of morphisms Map
X
(E,F ) where E and F are considered as X-spaces without
vector spaces structure.) The fiber of HomX(E,F ) over x ∈ X is the set of linear
maps from E|x to F |x. The set of global sections of HomX(E,F ) is denoted by
HomX(E,F ). We also have X-spaces of (symmetric) multilinear maps from E
to F , and their spaces of global sections.
Let M be a manifold and E a vector bundle over M . Let I ⊂ R be an open
interval. Let PM = Map(I,M) and PE = Map(I, E) be the respective path
spaces. Then PE is a diffeological vector space over PM . The fiber of PE over
the path a ∈ PM is Γ(I, a∗E).
Lemma A.1 If E = TM is the tangent bundle of M , then a 7→ a′ is a smooth
section of PTM → PM .
Proof. This amounts to saying that whenever U × I → M is a differentiable
family of paths in M (U a domain), then the partial derivative U × I → TM
with respect to the second component is again differentiable. 
A.3 Path spaces and connections
Fix an open interval I ⊂ R. Let ∇ be a connection in the vector bundle E over
the manifoldM . In the following, dt is a formal symbol of cohomological degree
1.
Lemma A.2 The covariant derivative is a smooth linear map δ : PE → PE dt
over PM .
Proof. If a : I →M is a path in M , the map δ is given in the fiber over a by
the covariant derivative of the pullback connection
Γ(I, a∗E) −→ Γ(I, a∗E ⊗ Ω1I) = Γ(I, a
∗E) dt .
To prove that that δ is smooth as a map from PE to PE dt, we need to prove
that for every differentiable family of paths α : U × I → E, the partial co-
variant derivative dt∇ ∂
∂t
in the direction of I gives rise to a differentiable map
(−1)|α|∇ ∂
∂t
αdt : U × I → E dt. (The sign (−1)|α| appears if E is a graded vec-
tor bundle.) This is, of course, simply the covariant derivative of the pullback
connection a∗∇ : a∗E → a∗E ⊗ Ω1U×I , followed by the projection Ω
1
U×I → Ω
1
I .
Here a : U × I →M is the projection of α to M . 
Often we will suppress dt from the notation.
Let PconE ⊂ PE be the kernel of δ : PE → PE. It is the diffeological
subspace consisting of paths in E which are horizontal with respect to ∇. The
fiber of PconE over a ∈ PM consists of all covariant constant sections of a
∗E.
Lemma A.3 The map PconE → PM is a vector bundle of rank rkE. For any
point t ∈ I, parallel transport gives rise to a pullback diagram of diffeological
spaces
PconE
evt //

E

PM
evt // M .
More universally,
PconE × I
ev //

E

PM × I
ev // M
is a pullback diagram of diffeological spaces.
Proof. Let a : U × I → M be a family of paths in M , and f : U → I a
differentiable function. Furthermore, let s : U → E be a lift of the composition
a ◦ (id×f) : U →M . We need to prove that the associated family of horizontal
lifts s˜ : U × I → E is differentiable,
U
s //
id×f

E

U × I
a //
s˜
;;
M
which is a standard fact. 
Lemma A.4 The contraction operator η : PLdt → PL defined in Section 2.2
is a morphism of diffeological vector spaces over PM .
Proof. Fix a plot a : U → PM , giving rise to the family of paths a˜ : U × I →
M . (For this proof it will be appropriate to distinguish between a and a˜.) A
plot α : U → PLdt, lying over the plot a of PM , is the same thing as a section
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of a˜∗L over U × I. Consider the pullback diagram (see Lemma A.3)
PconL× I //

L

U × I
α
99
a˜
22
a×idI // PM × I
ev // M .
It shows that a section of a˜∗L over U × I is the same thing as a dotted arrow.
This, in turn, is the same thing as a lift in the diagram
PconL

U × I
α
::
a×proj // PM ,
or a section of a∗PconL over U × I:
a∗PconL

U × I
α
99
proj // U
The associated section η(α) is defined by
(x, t) 7−→ (−1)|α|
( ∫ t
0
α(x, u) du− t
∫ 1
0
α(x, u) du
)
, (39)
where the integrals are computed inside the fiber of a∗PconL over x, which is
Γcon(I, a
∗
xL).
To prove that η(α) is differentiable is a local claim in U , and so we may
assume that the vector bundle a∗PconL over U is trivial. Then α is a map
α : U×I → Rk and (39) is visibly differentiable, combining differentiation under
the integral sign (for differentiability with respect to x), and the fundamental
theorem of calculus (for differentiability with respect to t.) 
Corollary A.5 We define PlinE ⊂ PE as the kernel of δ
2 : PE → PE. It is a
vector bundle of rank 2 rkE over PM .
B The curved L∞[1]-transfer theorem
B.1 Symmetric multilinear operations and curved L
∞
[1]-
algebras
Let X be a diffeological space. We will adapt the definition of curved L∞[1]-
algebras to diffeological X-vector spaces. We refer the readers to [41, 36, 35, 52]
for a general introduction to L∞-algebras.
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Let E and F be graded diffeologicalX-vector spaces, concentrated in finitely
many positive degrees. Following [26], we denote by Symn,i
X
(E,F ), for n, i ≥ 0,
the diffeological X-vector space whose fiber over x ∈ X is the space of graded
symmetric multilinear maps (E|x)
n → F |x of degree i. The space of global
sections of Symn,i
X
(E,F ) is equal to Symn,iX (E,F ), the vector space of smooth
maps
E ×X . . .×X E︸ ︷︷ ︸
n
−→ F
which are fiberwise graded symmetric multilinear maps of degree i. Note that
Symn,i
X
(E,F ) vanishes, as soon as n + i exceeds the highest degree of F . We
write
Symi
X
(E,F ) =
⊕
n≥0
Symn,i
X
(E,F ) .
There is a binary operation
Symi
X
(E,F )×X Sym
j
X
(E,E) −→ Symi+j
X
(E,F ) ,
defined by
(λ◦µ)n(x1, . . . , xn) =
∑
σ∈Sn
(−1)ǫ
n∑
k=0
1
k!(n− k)!
λn+1−k
(
µk(xσ(1) . . .), . . . , xσ(n)
)
,
for x1, . . . , xn elements of a (common) fiber of E. Here (−1)
ǫ is determined by
Koszul sign convention. This operation is linear in each argument. It is not
associative, but it does satisfy the pre-Lie algebra axiom. In particular, taking
F = E, the graded commutator with respect to ◦ defines the structure of a
diffeological graded Lie algebra over X on
Sym
X
(E,E) =
⊕
i≥0
Symi
X
(E,E) .
In particular, the space of global sections SymX(E,E) is a diffeological graded
Lie algebra.
If δ is a smooth differential in E, then [δ, · ] is an induced differential
on Sym
X
(E,E) (acting by derivations with respect to the bracket), turning
Sym
X
(E,E) into a diffeological differential graded Lie algebra over X . The
global sections SymX(E,E) form a diffeological differential graded Lie algebra.
If we fix the complex of diffeological X-vector spaces (E, δ), then the struc-
ture of a diffeological curved L∞[1]-algebra on on E is a Maurer-Cartan
element in SymX(E,E), i.e. a global section λ of Sym
1
X
(E,E), satisfying the
Maurer-Cartan equation
[δ, λ] + λ ◦ λ = 0 .
The case where δ = 0 is no less general than the case of arbitrary δ, because we
can always incorporate δ into λ by adding it to λ1. In the case where δ = 0, the
Maurer-Cartan equation reduces to
λ ◦ λ = 0 .
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Nevertheless, for the transfer theorem, the case of general δ will be important
to us.
Lemma B.1 Suppose L is a vector bundle over the manifold M , and λ ∈
SymiM (L,L) a family of smooth graded symmetric operations in L, then
we get an induced family of smooth graded symmetric operations Pλ ∈
SymiPM (PL, PL).
Proof. Consider PL as a diffeological vector space overX = PM . Let a ∈ PM
be a path in the base. The fiber of PL → PM is Γ(I, a∗L). The operation
Pλ is given in this fiber as the operation induced on global sections by the
pullback a∗λ. Let us prove that Pλ is smooth. For this choose a smooth fam-
ily of paths a : U × I → M , and a family of lifts α1, . . . , αn : U × I → L.
Then λn(α1, . . . , αn) : U × I → L is smooth by the definition of the diffeol-
ogy on PL×X . . .×X PL︸ ︷︷ ︸
n
and the fact that compositions of smooth maps are
smooth. 
There is another binary operation
Symi
X
(E,E)×X Sym
0
X
(F,E) −→ Symi
X
(F,E) ,
defined by
(λ • φ)n(x1, . . . , xn) =
∑
σ∈Sn
(−1)ǫ
n∑
k=0
1
k!
∑
n1+...+nk=n
1
n1! . . . nk!
λk
(
φn1(xσ(1), . . .), . . . , φnk(. . . , xσ(n))
)
.
This operation is linear only in the first argument, but it is associative.
If λ and µ are curved L∞[1]-structures on (E, δ) and (F, δ
′), respectively,
and φ ∈ Sym0(E,F ), then φ is a morphism of diffeological curved L∞[1]-
algebras if
φ ◦ (δ + λ) = (δ′ + µ) • φ .
The proof from [26], that any composition of morphisms of curved L∞[1]-
algebras is another morphism of curved L∞[1]-algebras, carries over to this
more general context.
For example, if λ is a curved L∞[1]-structure on (E, δ), and F ⊂ E is a
subcomplex preserved by all operations λ, then the inclusion F → E, without
any higher correction terms is a morphisms of curved L∞[1]-algebras. We say
that F is a curved L∞[1]-subalgebra of E.
B.2 The transfer theorem
Let M be a manifold, and (L, δ) a complex of diffeological vector spaces over
M . Assume that L = L1 ⊕ . . . Ln+1 is concentrated in finitely many positive
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degrees. Assume also given a descending filtration
L = F0L ⊃ F1L ⊃ . . .
on L, such that both the grading and the differential δ are compatible with F .
We assume that FkL = 0, for k≫ 0.
Let η be a smooth map of degree −1 on L, which is compatible with the
filtration F , and satisfies the two conditions
η2 = 0 , ηδη = η .
(We call η a contraction of δ.)
Under these hypotheses, δη and ηδ are idempotent operators on L. We
define
H = ker[δ, η] = ker(δη) ∩ ker(ηδ) = im(idL−[δ, η]) .
Then H is a graded diffeological vector subspace of L. Let us write ι : H → L
for the inclusion, and π : L→ H for the projection. We have
ιπ = idL−[δ, η] , and πι = idH .
We write δ also for the induced differential on H . Then ι : (H, δ)→ (L, δ) is a
homotopy equivalence with homotopy inverse π.
Let λ = (λk)k≥0 be a curved L∞[1]-structure in (L, δ). We assume that
this L∞[1]-structure is nilpotent, i.e., that λ increases the filtration degree by
1. This means that, for n ≥ 1, we have λn(Fk1 , . . . , Fkn) ⊂ Fk1+...+kn+1. It
puts no restriction on λ0. (This convention on λ0 is different from [24, 26]. In
[24, 26], it is assumed that the image of λ0 is contained in F1L
1. We do not
need this stronger requirement, because all our L∞[1]-algebras are in bounded
degree.)
Proposition B.2 (Transfer Theorem) There is a unique φ ∈ Sym0(H,L)
satisfying the equation
φ = ι− ηλ • φ . (40)
Setting
µ = πλ • φ ∈ S1(H,H)
defines a curved L∞[1]-structure on (H, δ), such that φ is a morphism of curved
L∞[1]-structures from (H, δ + µ) to (L, δ + λ).
Furthermore, there exists a morphism of curved L∞[1]-algebras π˜ : (L, δ +
λ)→ (H, δ + ν) satisfying the equations π˜1 = π − π˜1λ1η and π˜ • φ = idH .
Proof. The proof in [26] applies to our situation. Our assumptions imply that
the number of internal nodes (i.e., nodes of valence at least 2) is bounded above
by the highest filtration degree in L, and the valence of all nodes is bounded by
the highest degree in L. This bounds the number of trees itself, and hence the
number of transferred operations.
For the last part, since the curved L∞[1]-algebras are assumed to be bounded
positively graded and nilpotent, one may modify the approach in [8] to obtain
the transferred projection π˜. 
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λ3
λ2
ιι
η
ι
λ1
ι
η
η
(a) A tree for transferred inclusion
ι
(b) The tree without nodes
Figure 1: Decorated trees in the formulas of transferred inclusion
Remark B.3 One can find φ : H → L (and µ) explicitly by solving (40)
recursively. The result is as follows.
Consider rooted trees with a positive number n of leaves, and a non-negative
number of nodes. For every such tree define an element of Sn,0(H,L) by dec-
orating each leaf (an edge without a node at the top) with ι, each node with
the applicable λk, and all edges other than leaves with η. See Figure (1a) for
an example. (So the root is labeled with η, unless the root is a leaf, which
happens only for the tree without any nodes as in Figure (1b).) Then φ is equal
to the sum over all such trees of the corresponding element of S0(H,L) with
proper coefficients. Since λ is nilpotent, only finitely many trees give non-zero
contributions.
Consider also rooted trees with a non-negative number n of leaves, and a
positive number of nodes. For every tree of this kind, define an element of
Sn,1(H,H) by decorating each leaf with ι, each node with the applicable λk,
all internal edges with η, and the root with π. See Figure (2a) for an example.
Then µ is equal to the sum over all such trees of the corresponding element of
S1(H,H) with proper coefficients. Again, only finitely many trees contribute
to the sum.
A priori, one may have a tree with λ0 labeled at a node such as Figure (2b).
Nevertheless, it follows from our degree assumptions that η(λ0) = 0, and thus
the terms associated with such trees vanish except the transferred curvature
π(λ0).
In the homotopy transfer theorem for non-curved L∞[1]-algebras [3, 23], the
cochain differential δ is assumed to be the first bracket, and λ consists of the
operations with two or more inputs. Thus, the nodes in the tree formulas [23]
have at least two ascending edges, while the nodes in our trees may have only
one ascending edge as in Figure (2a).
Remark B.4 Consider the case λ = λ1. Then ηλ and λη are nilpotent linear
operators on L. The transfer theorem yields
φ = φ1 = (1 + ηλ)
−1ι ,
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(a) A tree for transferred operations
λ3
λ2
ιι
η
ι
λ0
η
π
(b) An ignorable tree
Figure 2: Decorated trees in the formulas of transferred operations
and
µ = µ1 = πλ(1 + ηλ)
−1ι = π(1 + λη)−1λι .
In this case we have more: if we define
π˜ = π(1 + λη)−1 and η˜ = η(1 + λη)−1 = (1 + ηλ)−1η ,
we obtain a deformation of the ‘context’ given by the pair (δ, η). In fact, φ :
(H, δ + µ)→ (L, δ + λ) and π˜ : (L, δ + λ) → (H, δ + µ) are homomorphisms of
complexes, π˜φ = idH , and φπ˜ = idL−[δ + λ, η˜]. This is a special case of the
homological perturbation lemma [12, 21].
Remark B.5 In the general case, we always have
φ1 = (1 + ηλ1)
−1ι ,
µ0 = π(λ0) , µ1 = πλ1(1 + ηλ1)
−1ι = π(1 + λ1η)
−1λ1ι ,
as well as
π˜1 = π(1 + λ1η)
−1 .
Remark B.6 Let P ∈ M be a point. Since π˜1 ◦ φ1 = id, we have that φ1 :
H1 → L1 is an isomorphism onto a subbundle of L1, and thus µ0(P ) = 0 is
equivalent to λ0(P ) = 0. In other words, the Maurer-Cartan loci of (M,H, δ+µ)
and (M,L, δ + λ) are equal.
Suppose P is a Maurer-Cartan point. Then (H |P , δ + µ1) and (L|P , δ + λ1)
are complexes of vector spaces, and φ1 is a morphism of complexes. In fact,
φ1 : (H |P , δ + µ1)→ (L|P , δ + λ1)
is a quasi-isomorphism. To prove it, considering the spectral sequence induced
by the given filtration, one can reduce the proof to the fact that
ι : (H |P , δ) −→ (L|P , δ)
is a quasi-isomorphism.
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Remark B.6 leads to the following:
Proposition B.7 Let (M,L, δ+λ) be a derived manifold, and (M,H, δ+µ) the
derived manifold obtained from applying the transfer theorem to (M,L, δ + λ).
The transferred inclusion (id, φ) : (M,H, δ + µ) → (M,L, δ + λ) is a weak
equivalence of derived manifolds.
Proof. By Remark B.6, it suffices to show that for any Maurer-Cartan point
P ∈M , the vertical maps
TM |P //
id

H˜1|P
φ1|P

TM |P // L˜1|P
form a quasi-isomorphism, where H˜1 = ker(µ1|H1) and L˜
1 = ker(λ1|L1). By
Remark B.6 again, the map φ1|P : H˜
1|P → L˜
1|P is an isomorphism of vec-
tor spaces. Thus the vertical maps are an isomorphism of complexes and, in
particular, a quasi-isomorphism. 
Example B.8 The natural filtration of L is given by
FkL =
⊕
i≥k
Li .
Every L∞[1]-structure on L is filtered with respect to this natural filtration.
Example B.9 In the proof of Lemma 3.7, we need the following variation of
the natural filtration F at level n. In fact, we define
F˜k = Fk , for all k 6= n, n+ 1 ,
and
F˜n =
⊕
j≥n−1
Lj ,
F˜n+1 =
⊕
j≥n+1
Lj .
The claim (which is easy to check) is that the only operation which is not of
filtered degree 1 with respect to F˜ is λ1 : L
n → Ln+1.
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C Path space construction
In this section, we present constructions of an infinite dimensional dg mani-
folds and derived manifolds of path spaces. The first subsection is to use AKSZ
construction, while the second subsection is to apply the derived manifold con-
struction in Section 1.5 formally to vector bundles of path spaces.
The discussion here aims to give a heuristic reasoning as to where the curved
L∞[1]-structure formula in Proposition 2.5 comes from.
We will not address the subtle issues such as in which sense a path space
is an infinite dimensional smooth manifold. It can be understood as a smooth
manifold in the sense of diffeology as in Section A or in the sense of [45].
C.1 Mapping spaces: algebraic approach
Let L =
⊕n
i=1 L
i be a graded vector bundle over a manifold M , and M =
(M,A ) the associated graded manifold of amplitude [1, n]. For any P ∈ M ,
l ∈ L|P , one has the evaluation map
evl : Γ(M,A )
evP−−→ SymL∨|P → R,
where the second map is the evaluation of a polynomial on L|P at l.
Lemma C.1 The evaluation map defines a bijection from L to the algebra mor-
phism (which may not preserve degrees) from Γ(M,A ) to R.
Proof. It is clear that evl is an algebra morphism. Conversely, let φ :
Γ(M,A ) → R be an algebra morphism. Then φ is uniquely determined by
its restriction to the generators Γ(M,OM ) ⊕ Γ(M,L
∨). Decomposing the re-
striction according to degrees, we have
(i) an algebra morphism φ0 : Γ(M,OM )→ R, and
(ii) φi : Γ(M,L
i∨)→ R such that
φi(ab) = φ0(a)φi(b),
for any a ∈ Γ(M,OM ), b ∈ Γ(M,L
i∨).
It is well-known that such an algebra morphism φ0 is of the form evP for some
P ∈M , and such a map φi is equal to evl for some l ∈ L
i|P . 
Proposition C.2 There is a bijection between TL[−1] and the set of algebra
morphisms from Γ(M,A ) to Γ(∗,R[1]) ∼= R⊕ R[−1].
Proof. Let ψ : Γ(M,A ) → R ⊕ R[−1] be any algebra morphism, and let ψ0
and ψ1 be the compositions of ψ followed by the projections onto R and R[−1],
respectively. Since ψ is algebra morphism, so is ψ0. Thus ψ0 = evl for some
l ∈ L.
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Since ψ is an algebra morphism, from the algebra morphism property
(ψ0 + ψ1)(ab) = (ψ0 + ψ1)(a)(ψ0 + ψ1)(b),
it follows that
ψ1(ab) = ψ1(a)ψ0(b) + ψ0(a)ψ1(b)
= ψ1(a) evl(b) + evl(a)ψ
1(b)
for any a, b ∈ Γ(M,A ). Therefore ψ1 can be identified with a tangent vector
in TL|l. This completes the proof. 
Identifying mapping spaces with algebra morphisms of function algebras in
the converse direction, we therefore have that
Map(R[1],M ) ∼= TM [−1]. (41)
C.2 Motivation: AKSZ
Recall the following folklore concerning graded manifolds and dg manifolds fol-
lowing AKSZ [2, 16, 34]. Here we follow [16] closely. Let N and M be graded
manifolds. Then Map(N ,M ) is a (usually infinite dimensional) graded mani-
fold satisfying
Mor(Z ×N ,M ) ∼= Mor(Z ,Map(N ,M )).
If, moreover, both N and M are dg manifolds, then homological vector
fields on N and M induce a homological vector field QMap(N ,M ) so that(
Map(N ,M ), QMap(N ,M )
)
is a dg manifold.
Indeed, we have
QMap(N ,M ) := φ
L(QN ) + φ
R(QM ),
where QL
N
and QR
M
denote the homological vector fields on N and M , respec-
tively, and φL and φR are the natural morphisms:
X(N )
φL // X(Map(N ,M )) X(M ).
φRoo
Now let N = TI[1] be the natural dg manifold with the homological vector
field QN being the de Rham differential, and M = (M,L, λ) be a derived
manifold with homological vector field Q on M . Then it is known [16, 34] that
as a graded manifold: (See also (41) and Proposition C.2.)
Map(N ,M ) = Map(TI[1], M )
= Map(I × R[1], M )
= Map
(
I,Map(R[1], M )
)
∼= Map
(
I, TM [−1]
)
= PTM [−1]
∼= T (PM )[−1].
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Moreover, φL(QN ) = ιτ , where τ ∈ X(PM ) is the tautological vector field
on PM , and φR(Q) = P̂Q[−1], the shifted complete lift on T (PM )[−1] of
the homological vector field PQ ∈ X(PM ). As a consequence, it follows that(
T (PM )[−1], ιτ + P̂Q[−1]
)
is an (infinite dimensional) dg manifold.
We summarize the discussion above in the following
Proposition C.3 Let τ ∈ X(PM ) be the tautological vector field on PM , then(
T (PM )[−1], ιτ + P̂Q[−1]
)
is a dg manifold.
C.3 Path space of derived manifolds
Indeed, the fact above can be derived from a direct argument. The flow of τ is
simply just a linear re-parameterization of the path space, which preserves the
path derived manifold PM = (PM,PL, Pλ). It thus follows that
[τ, PQ] = 0, (42)
where PQ denotes the corresponding homological vector field on PM . See
Remark 1.38.
From the proof of Proposition 1.37, it follows that ιτ + P̂Q[−1] is indeed a
homological vector field on T (PM )[−1].
It is simple to see that τ ∈ X(PM ) is indeed a linear vector field on the
underlying vector bundle π : PL→ PM , and
π∗τ = D ∈ X(PM),
where D denotes the tautological vector field on PM . Choose a connection ∇
on L → M , which induces a connection on PL → PM . Now we can apply
Proposition 1.37 formally to the path derived manifold PM = (PM,PL, Pλ)
to obtain the path space of shifted tangent bundle.
We need a lemma first.
Given a path l : I → L in L, let a(t) = π(l(t)), t ∈ I, be its corresponding
path in M . Then l˙(t) ∈ Tl(t)L and
π∗(l˙(t)) = a˙(t) ∈ Ta(t)M
By ̂˙a(t)|l˙(t) ∈ Tl(t)L, we denote the horizontal lift of a˙(t) ∈ Ta(t)M at l(t).
The following lemma is standard. See [37, Theorem 12.32] or [33, page 114].
Lemma C.4
l˙(t) = ̂˙a(t)|l˙(t) +∇a˙(t)l(t)
as tangent vectors at Tl(t)L
Applying Proposition 1.37 formally to this situation, we obtain the following:
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Proposition C.5 Let M = (M,L, λ) be a derived manifold, and ∇ a connec-
tion on L. Then (PM,PTM dt ⊕PLdt⊕PL,D+δ+Pµ) is a derived manifold,
where µ = λ + λ˜ +∇λ are as in Proposition 1.33, and δ : PL → PLdt is the
degree 1 map defined by δ(l(t)) = (−1)|l|∇a˙(t)l(t) dt.
As a consequence, for every path a : I →M in M , we get an induced curved
L∞[1]-structure in the vector space Γ(I, a
∗(TM ⊕ L) dt⊕ a
∗L) by restricting to
the fiber a ∈ PM .
As δ2 = 0, it induces the structure of a complex on Γ(I, a∗(TM⊕L) dt⊕a
∗L).
Also note that D|a is the derivative a
′ dt ∈ Γ(I, a∗TM ) dt. It is simple to see
that the resulting L∞[1]-operations on Γ(I, a
∗(TM ⊕ L) dt ⊕ a
∗L) are exactly
those in Proposition 2.5.
We summarize it in the following
Corollary C.6 Let δ be the covariant derivative of the pullback connection a∗∇
over a ∈ PM . The sum a′ dt + a∗µ is a curved L∞[1]-structure on the complex(
Γ(I, a∗TM [−1]), δ
)
=
(
Γ(I, a∗(TM ⊕ L) dt⊕ a
∗L), δ
)
.
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