Abstract. We consider stochastic systems with continuous time over observations with memory in the presence of an anomalous noise. The paper is devoted to analysis of some properties of an optimal unbiased in mean-square sense filter. In the case of anomalous noises action in the observation channel with memory, we have proved insensitivity of the filter to inaccurate knowledge of the matrix of anomalous noise intensity and its equivalence to a truncated filter constructed only over non-anomalous components of an observation vector.
Introduction
The article considers the topical estimations of multidimensional dynamic systems, the behavior of which is described by stochastic differential equations. In this paper some properties of the filter, the synthesis of which was carried out in [1] , are investigated. Problems of estimation of casual processes, and also problems of detection with anomalous noises, represent considerable interest both from the theoretical and practical points of view. The analysis of efficiency of the received algorithm of estimation is given for the model of measuring channels with memory of arbitrary multiplicity on the basis of the offered algorithm of the synthesis optimal in mean square sense of not displaced filterinterpolator.
Later: {} P ⋅ is a probability of an event; {} M ⋅ is a mathematical expectation; [ ] tr ⋅ is the trace of a matrix, "T" and "+" are transposition and pseudo-inversion of a matrix, if they stand as right superscripts; ( ) δ ⋅ is Dirac delta-function; 0 is zero vector of the appropriate size; О is zero matrix of an appropriate size, k I is identity ( )
is a positively (non-negatively) determined matrix.
Problem formulation
The system described by equations (a dot on top means derivative then everywhere on t) ( ) ( ) ( ) ( ), 0, x t F t x t t t = + ω ≥ ɺ 
where ( ) Q t is the intensity matrix.
The channel monitoring output is l-dimensional process ( ) z t which describes the state of the system and has the following form:
where 1 1 0 . , 0 ,
where
Sizes are ( ) ( )
where ( ) S t is the matrix, the choice of which is determined by the condition of estimates unbiasedness in [1] .
Analysis of sensitivity
Filter sensitivity, determined by theorem in [1] , to inaccurate knowledge of the matrix of anomalous noise intensity is investigated using the technique [2, 3] . Let us suppose
is the noise intensity matrix used in the filter, , and ( )
where ( ) r z t is real observations with the real matrix of intensity
t S t H t R t S t K t K t S t K t K t S t H t R t S t
where ( ) ( ) ( ) ( ) . 
F t F t K t H t
Hence, taking independence into account
, , x t t f t ω υ , it follows that the matrix of second moments of real estimation error
As ( ) t υ and ( ) f t are independent in the problem formulation, and a correct value of intensity matrix ( ) f t is equal to ( ) Θ * t , then according to [1] ( ) ( )
after substitution (13), (14) in (12), taking unbiasedness property ( ) 0
S t C = ɶ
and properties of δ -Dirac function into account, we get: 
This is a matrix of second moment's matrix
estimation error to ( ) , i j -element of the matrix of anomalous noise intensity. Then from (17) and (18) the following equation for ( ) ij t Ψ follows:
where I ij is a Boolean ( ) r r × -matrix, which unit is situated at a ( ) i j , -place, and other elements are equal to zero. As ( ) ( ) ( ) , T h e o r e m 1. An optimal unbiased filter, in the mean-square sense, synthesized in [1] , is insensitive to inaccurate knowledge of matrix of anomalous noise intensity. Let us investigate the Bayesian unbiased filter with memory for the property of sensitivity to inaccurate knowledge of the matrix of anomalous noise intensity. The filter is determined by equation in [1] :
K t K t S t
( ) ( ) ( ) ( ) ( ) ( ) 1 1 , , , N N N N
t F t t K t S t z t
+ + µ τ = µ τ + ɶ ɺ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ( ) ( ) ( ), 0 t Cf t z t z − = ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0 1 1 [ ( ) , ] , N j j N N j z
t z t H t t H t t z t H t t
Then the real estimation for it is ( ) 
t F t t K t z t H t t Cf t
which are obtained similarly to (6), (10) .
Introducing transfer matrix ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 
Thus, 
i.e. Bayesian filter with memory is insensitive to inaccurate knowledge of the matrix of anomalous noise intensity. 
Filter structure
is a ( ) l r − -vector, which is obtained from the vector of regular noises excluding components with numbers 1 2 , ,..., r i i i , which will be free from anomalous noises. Process ( ) z t will be called as a truncated vector of observations, and Bayesian optimal filter, in the mean-square sense, constructed over ( ) z t , will be called as a truncated filter. S t a t e m e n t. The truncated filter is determined by equations:
F t t H t R t z t
− µ = µ + ɶ ɶ ɺ (27) ( ) ( ) ( ) ( ) 1 , , 1; T k k t H t R t z t k N − µ τ = = ɶ ɶ ɺ (28) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 0 0 , T T
Ã t F t t t F t Q t H t R t H t
1, 2; , ,
This follows directly from the statement of [1] .
T h e o r e m 2. The filter determined by theorem in [1] , and the truncated filter are equivalent. Proof. It is evident that the truncated filter and the filter, determined in [1] are written in the form of ( ) ( ) ( ) ( ) ( ) 
K t z t dt
+ + µ τ = µ τ + ɶ ɶ ɶ ɶ ɶ ɶ(36)N N T N N N N T N N N N dГ t F t Г t Г t F t dt Г t H t R t H t Г t Q t + + + − + + τ = τ + τ − − τ τ + ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ (37) ( ) ( ) ( ) ( ) ( ) 1 1 , , , N N N N d t F t t K t z t dt + + µ τ = µ τ + ɺ ɶ ɶ ɶ ɶ ɶ ɶ ɶ (38) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1 1 1 1 1 , ,, , , ,N N T N N N N T N N N N dГ t F t Г t Г t F t dt Г t
H t R t S t H t Г t Q t
where ( ) ( ) ( ) ( ) 1 1 , , (37) it follows that the proof of the theorem can be reduced to proving relations
.
T T H t R t H t H t R t S t H t
Let us first prove (43). We will derive and consider Boolean ( ) .
T T E ER t E E R t S t
square, using the matrix identities from [4]
T T R t R t R t C t C R t C C R t
Multiplying both sides of (45) .
T T C R t C t C R t C
From (46), it follows that ( )
T T t C R t C C R t C
Multiplication of both sides of (47) by C on the left and by T C on the right, taking ( ) ( ) ( ) T R t R t C t C = + Θ ɶ into account, leads to the formula of the form of ( ) ( ) (
T T T T R t R t C C R t C C C C R t C C
Let us rewrite (48) as ( )
T T T T R t C C R t C C R t C C R t C C
From (49), taking into account ( ) ( ) 
. Let us suppose that ( )
T T T T R t R t R t C C R t C C R t R t R t R t R t C C R t C C R t R t
− − − − − − − − − −     − =           = −       ɶ ɶ ɶ ɶ ɶ ɶ(50)
