Abstract-Recently a kind of matrix-based discriminant feature extraction approach called 2DLDA have been drawn much attention by researchers. 2DLDA can avoid the singularity problem and has low computational costs and has been experimentally reported that 2DLDA outperforms traditional LDA. In this paper, we compare 2DLDA with LDA in view of the discriminant power and find that 2DLDA as a kind of special LDA has no stronger discriminant power than LDA. So, why 2DLDA outperforms LDA in some cases? Through theoretical analysis, we find it is mainly because of the difference of stability under nonsingular linear transformation and linear operation power between 2DLDA and LDA. In experimental parts, the results of experiments give enough proof on our claims and show in some cases the performance of 2DLDA will be possible superior to that of LDA and in other cases the performance of LDA will be possible superior to that of 2DLDA.
I. INTRODUCTION
Feature extraction is an important research field in pattern recognition, through which we can delete useless information and reduce the dimensionality of data effectively. Many feature extraction methods such as principal component analysis (PCA), linear discriminant analysis (LDA), independent component analysis (ICA), locality preserving projection (LPP), etc have been widely researched in pattern recognition fields.
Among the above mentioned methods, LDA is a kind of supervised feature extraction method which shows good performance to classification tasks. Its main idea is try to find the projective vectors which have the largest between-class distance and the shortest within-class distance. However, LDA will fail when the small sample size problem occurs. To deal with this problem, some effective approaches have been proposed such as PCA+LDA [1] , Nullspace LDA [2] [3] [4] , Regularized LDA [5] [6] [7] [8] , etc. The main idea of PCA+LDA method is reducing dimensionality of samples using PCA firstly in order to generate a full-ranked within-class matrix in reduced dimensional space, and then using LDA in this transformed space. The main idea of Nullspace LDA is searching Null space of within-class matrix firstly, and then extracting the discriminant information from between-class matrix in this Null space. The main idea of regularized LDA is generating a new full-ranked withinclass matrix by adding a minor perturbation diagonal matrix to original within-class matrix.
The above feature extraction methods all are vectorbased. Recently some matrix-based feature extraction methods have been proposed in image recognition research field such as two-dimensional principle component analysis (2DPCA) [9] [10] , two-dimensional linear discriminant analysis (2DLDA) [11] [12] [13] [14] [15] , twodimensional locality preserving projection (2DLPP) [16] [17] , etc. Because 2DLDA works in low dimensional space it can avoid the small sample size problem effectively and can achieve higher computational efficiency than LDA. Besides, the 2DLDA based algorithms have been experimentally reported even superior to traditional LDA based algorithms.
Are 2DLDA based algorithms always superior to traditional LDA based algorithms? If the answer is negative so why 2DLDA based algorithms are superior to traditional LDA based algorithms sometimes? Recently, there are some researchers who have made theoretical comparison between 2DLDA and LDA and tried to answer the above two questions. Zheng [18] compared 2DLDA with LDA from the statistical point of view. He indicated that 2DLDA is a kind of feature extraction method which loses covariance information and will be confronted with the "Herteroscedastic Problem" more seriously than LDA. As for the second question, they think it is mainly because that 2DLDA has more training "row/column samples" to be used which means 2DLDA might be more stable from the bias estimation point of view. Besides, Liang [19] compared 2DLDA with LDA in view of discriminant power. He indicated that 2DLDA is a kind of special LDA. So the discriminant power of 2DLDA is not stronger than that of LDA when considering the same dimensionality. As for the second question, they think the reason is the training samples size is too small. When the training samples size is large enough, the LDA based algorithms will always superior than 2DLDA based algorithms.
However, the key theorem in Liang's paper is not correct. In this paper, we continue to compare 2DLDA with LDA and try to answer the above two questions in view of discriminant power in different view. Firstly, we compare 2DLDA with LDA in view of discriminant power again by using a different criteria in contrast to Liang's paper [19] and indicate that the discriminant power of 2DLDA is not stronger than that of LDA. Then we discuss the stability of 2DLDA and LDA in view of nonsingular linear transformation and the difference of linear operation power between 2DLDA and LDA. Through our theoretical and experimental analysis, we find that because of the difference of linear operation power and stability between 2DLDA and LDA the 2DLDA based algorithms are superior to the LDA based algorithms in some cases. is the number of samples of class i. LDA method tries to find the most discriminant projection opt w which can be defined as below: In Liang's paper [19] , they indicated that 2D methods are a kind of special 1D methods (see [19] , the equation (17~21)):
Where () vec denotes the vec operator which convert the matrix into a vector by stacking the columns of the matrix. Hence, (7) can be rewritten as:
We can use a formation like (2) to measure the class separability of 2D samples: In this section, we compare LDA with 2DLDA in view of discriminant power. This concept was first introduced by Liang et al [19] . In their paper, Liang indicated that 2DLDA has no stronger discriminant power than LDA. This conclusion is right. However, the Theorem 1 as the main theoretical proof on this conclusion in their paper is not correct. We think that is mainly because the comparison criteria selected in their paper are not appropriate. So we use another criteria to measure the discriminant power of LDA and 2DLDA. Besides, we analyze the stability of 2DLDA and LDA under nonsingular linear transformation and the linear operation power of 2DLDA and LDA. We also indicate the attributes of 2DLDA and LDA which lead to difference performances.
A. the discriminant power of 2DLDA and LDA
Liang [19] compared the discriminant power of LDA with 2DLDA using criterion (1) and criterion (11) . They tried to prove a theorem that 21 (,)() JLRJw ≤ when the dimensionally reduced samples using LDA and 2DLDA are of the same dimensionality. However, this theorem is not right in general case.
Here we give a counterexample about this theorem. 21 (,)() optopt JLIJw ≥ the discriminant power of LDA is also stronger than that of 2DLDA. So we think that this counterexample means the criteria for measuring discriminant power used in their paper are not appropriate.
So we have to choose another discriminant power measurement of LDA and 2DLDA. Here we use (2) and (12) From above analysis, we can see that the performance of 2DLDA on the samples under different full ranked linear transformation will be different. If the discriminant information of transformed samples were mainly located along column/row direction, the performance of 2DLDA would be satisfying. However, the discriminant information of transformed samples were not mainly located along column/row direction, the performance of 2DLDA would be degenerate.
Besides, because of the deficiency of linear operation power of 2DLDA, 2DLDA can not abstract all discriminant information. However, when the small sample size problem occurs, the whole discriminant information will contain some illusive discriminant information. In this case, 2DLDA can avoid the influence of illusive discriminant information come from different columns/rows effectively and the performance of 2DLDA will be possible to superior to that of LDA.
Ⅳ. EXPERIMENTS RESULTS
In this section, we do comparative experiments on an artificial dataset and ORL face dataset [21] . In our experiments, we choose the nearest-neighbor (NN) classifier. In the experiments on artificial dataset and ORL dataset, because the matrix w S is not full-ranked the inverse matrix of w S does not exist. Here a kind of regularized LDA is used. In regularized LDA method [22] ,
Where λ is a regularized parameter, I is a unit matrix. In our experiments, the regularized parameter λ is fixed as 0.0001 λ = . All the algorithms are developed using Matlab 6.5. (1) and (11). 
A. experimental counterexample about Liang's theorem

B. Comparative experiment on artificial dataset
Here we construct a three-class classification task. The 2D sample y R × ∈ using Left/Right 2DLDA and Bilateral 2DLDA the best classification performance is obtained. In this case the number of dimension is not reduced apparently using 2DLDA. As shown in Table 2 , we can find that the decent rate of eigenvalues is low which means the dimensional reduced efficiency using 2DLDA is weak in this case.
Besides, as shown in Fig 1, the best classification performance using LDA is apparently superior to it using 2DLDA.
We do this experiment 10 times and the experimental results are shown in Table 1 x is reduced to 2d130 y R × ∈ using Left/Right/ Bilateral 2DLDA the average classification error rates are 0 and are apparently superior to it using LDA. As shown in Table 3 , we can find that the decent speed of eigenvalue is high which means the dimensional reduced efficiency using 2DLDA is high in this case.
From this experiment on artificial dataset, the main comparative conclusions between 2DLDA and LDA have been proven clearly. When discriminant information is not located along the row/column direction, the performance of 2DLDA is not superior to that of LDA because of its limited linear operation power and its smaller discriminant power than LDA. However, when discriminant information is located along the row/column direction the performance of 2DLDA is possible to be superior to that of LDA for the same reason. In this case, the illusive discrimiant information from different row/column elements is excluded. 
C. Comparative experiment on ORL dataset
The third experiment is completed on ORL human face dataset. ORL dataset contains forty classes. There are 10 samples per class. All image samples have the resolution of 112×96 pixels. For the computational efficiency, here samples are resized to 56×48 pixels. We random select the training samples and the left samples treated as test samples.
After samples are rotated to the 45  direction which are illustrated in Fig 2, the experiment is done again. In this case, the samples are enlarged to 74×74 pixels in order to keep the original samples not changed and the blank part of every sample is filled with 255(white). We do this experiment 10 times. The average misclassification rates using LDA and 2DLDA are shown in table 4 . The values in parentheses denote the standard deviations of error rates. From Table 4 , we can see that 2DLDA methods outperform 1DLDA method when the number of training samples is 2/4/6/8 per person. However, when the image samples are rotated the classification results degenerate and 2DLDA methods do not outperform 1DLDA anymore. 
Ⅴ. CONCLUTIONS
In this paper, we discuss the differences between traditional vector-based LDA and matrix-based 2DLDA. It is found that the discriminant power of LDA is always larger than that of 2DLDA. Furthermore, we try to answer the question why 2DLDA outperforms LDA sometimes and we think the main reasons accounting for it are the difference of the stability under nonsingular linear transformation and the power of linear operation between LDA and 2DLDA.Experimental results show that when discriminant information is mainly located along the row/column direction the performance of 2DLDA is superior to that of LDA.
