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Abstract
A recently proposed alternative to multifractional Brownian motion (mBm)
with random Hurst exponent is studied, which we refer to as Itoˆ-mBm. It is
shown that Itoˆ-mBm is locally self-similar. In contrast to mBm, its pathwise
regularity is almost unaffected by the roughness of the functional Hurst parameter.
The pathwise properties are established via a new polynomial moment condition
similar to the Kolmogorov-Chentsov theorem, allowing for random local Ho¨lder
exponents. Our results are applicable to a broad class of moving average processes
where pathwise regularity and long memory properties may be decoupled, e.g. to
a multifractional generalization of the Mate´rn process.
Keywords: multifractional Brownian motion, random Ho¨lder exponent, Mate´rn
process, local self-similarity, random field
1 Introduction
Regularity or roughness of the sample paths of a stochastic process Yt, t ≥ 0, is a cru-
cial property, e.g., when studying models defined by stochastic integrals with respect to
(w.r.t.) Yt. It can be measured in terms of the (local) p-variation, a non-increasing func-
tion of 0 < p <∞, and paths with infinite 1-variation are called rough. Properties and
the related calculus of rough functions is reviewed and discussed in [23]. Alternatively,
one may establish Ho¨lder-continuity and make use of the fact that α-Ho¨lder continu-
ity implies bounded 1/α-variation. A convenient criterion is the Kolmogorov-Chentsov
Theorem (see e.g. [16, Thm. 2.8]), which links Ho¨lder-regularity of the paths to absolute
moments of the increments. This well-known result can be used to establish Ho¨lder
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coefficients which (i) hold uniformly on the interval of interest and (ii) are deterministic.
This is satisfactory for most conventional processes of interest, e.g. fractional Brownian
motion or solutions of stochastic differential equations. For general stochastic processes,
the regularity of sample paths neither needs to be deterministic nor globally constant.
A very simple example is the stopped Brownian motion (Wt∧τ )t≥0 for a random stop-
ping time τ > 0. On [0, τ), the process is (almost) 1/2 Ho¨lder continuous, whereas it is
arbitrarily smooth on (τ,∞) as a constant. Hence, the smoothness at any fixed time t
is random.
The process primarily considered in this paper is closely related to the class of multi-
fractional Brownian motion (mBm), which generalize fractional Brownian motion (fBm)
by allowing the Hurst exponent to vary in time. Multifractional Brownian motions have
been used as a model for stochastic volatility in finance [11], for network traffic [8], and
for temperature time series [20], among others. As there exist various definitions of mBm
in the literature leading to slightly different processes [25, 7, 29, 18], we shall confine our
discussion to a special case of [29, Def. 1.1]. Let Wt be a Brownian motion defined on a
filtered probability space (Ω, (Ft)t∈R,F , P ), and define
B(t,H) =
∫ t
−∞
(t− s)H−
1
2
+ − (−s)H−
1
2
+ dWs, t ∈ R, H ∈ (0, 1), (1)
which is a random field indexed by t andH. For fixedH, B(t,H) is a fBm with parameter
H. For a deterministic process Ht, the mBm may be defined as B
H
t = B(t,Ht), i.e.
BHt = B(t,Ht) =
∫ t
−∞
(t− s)Ht−
1
2
+ − (−s)Ht−
1
2
+ dWs, t ∈ R. (2)
Intuitively, BHt behaves like a fractional Brownian motion with Hurst parameter Ht
locally around t.
To describe the local regularity of a stochastic process such as BHt , we define for a
generic process Yt the pointwise Ho¨lder coefficient as
αt(Y ) = sup
{
α : lim sup
→0
sup
|h|<
|Yt+h − Yt|
|h|α = 0
}
. (3)
It has been shown by [14, Prop. 13] that for any t, almost surely,
αt(B
H) = Ht ∧ αt(H). (4)
That is, αt(B
H) is a modification of Ht ∧ αt(H), but the latter two processes are in
general not indistinguishable [2].
The identity (4) for the pointwise Ho¨lder exponent reveals that the regularity of
the functional Hurst exponent Ht itself significantly affects the smoothness of B
H
t . In
the extreme case that Ht has a discontinuity, we readily find from (2) that B
H
t itself
is discontinuous. This invalidates the intuition that BHt should behave locally like a
fBm with Hurst parameter Ht. The relevance of the regularity of Ht even extends to
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the statistical estimation of Ht for a fixed t. For example, the rates of convergence of
the nonparametric estimators of [6] are vacuous unless αt(H) > Ht (see Proposition 3
therein). While nonparametric estimators always require some smoothness of the target
quantity, i.e. αt(H), the relevance of the difference αt(H) − Ht is a special feature of
inference for mBm. When estimating the global Ho¨lder regularity inftHt, [19] also
require that Ht is η-Ho¨lder continuous for some η > suptHt.
Another shortcoming of defining a multifractional process in terms of (2) is that this
construction can not easily be extended to a stochastic (Ft-adapted) process Ht. In
fact, if Ht in (2) is random, the integrand is in general no longer Fs-adapted and the
stochastic integral can not be interpreted in the Itoˆ sense. A possible remedy is to either
assume Ht to be independent of the driving Gaussian noise (Wt)t∈R, or to employ an
alternative representation of the random field B(t,H) [5].
As an alternative to overcome the latter measurability issues, [4] suggest to instead
study the process1
KHt =
∫ t
−∞
σs
[
(t− s)Hs−
1
2
+ − (−s)Hs−
1
2
+
]
dWs. (5)
By making the integrand depend on Hs instead of Ht, the integral in (5) can be defined
in the classical Itoˆ sense. A similar process has also been proposed by [30], though for
a deterministic Hurst function Hs. The process K
H
t has been called a multifractional
process with random exponent (MPRE) by [4]. To contrast this process with mBm, we
will refer to KHt as an Itoˆ-mBm. To study the regularity of K
H
t , [4] derive a series rep-
resentation based on a wavelet basis, which can be investigated via analytical methods.
Their findings suggest that the smoothness of (5) is less sensitive to the regularity of Ht.
In particular, under the condition that inftHt > 1/2 and that Ht is η-Ho¨lder continuous
for η > 1/2, they find that the Ho¨lder regularity of KHt on any interval [t1, t2] is at least
infs∈[t1,t2] Hs. Although the applicability of this result is restricted, it allows for the case
η < Ht, much unlike (4).
The regularity results derived by [4] are based on a wavelet representation of KHt .
In contrast, the novel Kolmogorov-Chentsov type result presented in Section 2 allows
us to simplify the analysis of the Itoˆ-mBm by probabilistic methods, and we are able to
obtain refined results on its pathwise regularity. In particular, we show in Section 3 that
its pointwise Ho¨lder exponent satisfies αt(K
H) ≥ Ht if Ht is continuous, irrespective of
the regularity of Ht. Different from the analysis of [4], we may include the cases Ht ≤ 12
and αt(H) ≤ 12 . In contrast to the classical mBm BHt , the paths of Ht may be rougher
than those of the corresponding Itoˆ-mBm KHt . For the case that Ht is discontinuous,
we also obtain similar results which are only slightly weaker. Notably, in the latter case,
KHt is still continuous, in contrast to the process B
H
t .
To show that our estimates of the pointwise Ho¨lder exponent are sharp, i.e. that
αt(K
H) = Ht, we establish a rescaling limit showing that, for each fixed t, as h→ 0,
h−Ht(KHt+hr −KHt ) ⇒ σt
∫ r
−∞
(r − s)Ht−
1
2
+ − (−s)Ht−
1
2
+ dW˜s, (6)
1In [4], only the term
∫ t
0
(t− s)Hs−1/2+ dWs is considered in detail.
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for a Brownian motion W˜s independent of Ht. That is, the process K
H
t behaves locally
near t like a fractional Brownian motion with Hurst parameter Ht. The precise limit
theorem is presented in Section 3. All our results hold for a broader class of moving
average processes which contains, for example, a multifractional generalization of the
Ma´tern process, see Section 3.
The processes KHt and B
H
t are in general different, except for the trivial case where
Ht is constant. Nevertheless, both processes may serve as a non-stationary generalization
of fractional Brownian motion. In particular, the scaling relation (6) also holds for BHt if
Ht is sufficiently smooth, since H 7→ B(t,H) is C∞ [2]. Thus, the presented smoothness
results for KHt could be an argument to use the latter process in practice.
This paper is structured as follows. In Section 2, we present the continuity criterion
result for random fields with random, local Ho¨lder exponents. These results are applied
in Section 3 to study the smoothness of the Itoˆ-mBm KHt . All proofs are gathered in
Section 4.
Notation
For two real numbers a, b, we denote a ∧ b = min(a, b), a ∨ b = max(a, b), and (a)+ =
max(a, 0). To make clear where we study random fields, we denote scalar indices s, t ∈ R
by normal letters and vector indices s, t ∈ Rd by bold letters. We denote by C a generic
constant, the value of which might change from line to line. If the factor C depends on
the quantities a, b, c, we denote this as C(a, b, c). Weak convergence in metric spaces is
denoted as ⇒. For an interval I ⊂ R, the space of continuous functions equipped with
the supremum norm is denoted by C(I).
2 Pathwise Ho¨lder continuity of random fields
On a probability space (Ω,F , P ), we consider a real-valued random field (Yt)t indexed
by t ∈ [0, T ]d, i.e. each Yt is a random variable. The Kolmogorov-Chentsov theorem
requires that there are two positive real numbers α, β > 0, and a constant C, such that
for all s, t ∈ [0, T ]d, it holds
E|Ys − Yt|α ≤ C‖s− t‖d+β, (7)
where ‖ · ‖ is an arbitrary norm on Rd. If (7) holds, there exists a modification Y˜t
of Yt, i.e. P (Y˜t = Yt) = 1, such that the paths of Y˜t are η-Ho¨lder continuous for any
η ∈ (0, β/α). While this is a result on the global Ho¨lder continuity of Y˜t, it can be
localized by requiring (7) to hold in a neighborhood of some point t0. However, this
moment condition does not generalize to random Ho¨lder exponents as it is only sensible
for deterministic values α and β. As a remedy, we suggest to let β be random, and
to treat it jointly with the expectation. This leads to the moment criterion (9) below.
Note that Theorem 2.1 allows for both, randomness and local variation of the Ho¨lder
exponent.
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Theorem 2.1 (Local continuity criterion). Let Yt ∈ R, at ∈ (0, 1), t ∈ (0, T )d be random
fields, such that inft∈(0,T )d at > 0. For s, t ∈ (0, T )d, denote by [s, t] = {r ∈ (0, T )d : (si∧
ti) ≤ ri ≤ (si ∨ ti)} the induced hyper-rectangle. Furthermore, for any set B ⊂ (0, T )d,
denote aB = inft∈B at. We require that the random field at is lower semicontinuous, i.e.,
almost surely, it holds for all t ∈ (0, T )d that
lim
→0
inf
‖s−t‖≤
as ≥ at. (8)
Suppose that for some p > 0, there exists an  > 0 and a constant C(p, ) such that for
all s, t ∈ (0, T )d with ‖s− t‖ ≤ , it holds
E
∣∣∣∣ Ys − Yt‖s− t‖a[s,t]
∣∣∣∣p ≤ C(p, )‖s− t‖d. (9)
Then there exists a modification Y˜t of Yt such that,
P
∀γ > 0 ∀B ∈ B : sup
s,t∈B
s6=t
|Y˜s − Y˜t|
‖s− t‖aB−γ <∞
 = 1, (10)
where B is the collection of closed subsets of (0, T )d.
If higher moments can be bounded, the same property can be established by checking
the following criterion.
Corollary 2.2. Let Yt and at as in Theorem 2.1, and assume that inft at = a > 0 and
that at is lower semicontinuous. Suppose that for each p > 1 and each δ > 0, there exists
an  > 0 and a constant C(p, ) such that for s, t ∈ (0, T )d, ‖s− t‖ ≤ , it holds
E
∣∣∣∣ Ys − Yt‖s− t‖a[s,t]−δ
∣∣∣∣p ≤ C(p, , δ). (11)
Then there exists a modification Y˜t of Yt such that (10) holds.
Remark 1. The lower semicontinuity is necessary due to our chaining construction in the
proof of Theorem 2.1, and it can be dropped in the case d = 1. However, this assumption
is rather mild, since continuity of t 7→ at is sufficient. If at is discontinuous, the lower
semicontinuity basically requires that at each point of discontinuity, the random field
attains the lower value. In particular, if condition (9) holds for some random field at,
it also holds for the canonical lower semicontinuous variant a∗t = lim→0 inf‖s−t‖< as.
Hence, we may conclude that (10) holds with at replaced by a
∗
t.
The result (10) yields that, almost surely, the paths of Y˜ are almost aB Ho¨lder
continuous on any closed set B ⊂ (0, T )d. Note that this holds pathwise, as aB is
possibly random. Furthermore, this local smoothness holds simultaneously for all closed
sets B. This allows us to study the pointwise Ho¨lder exponent αt(Y˜ ) given by (3), which
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can be defined in the same way for random fields. In particular, (10) establishes that
almost surely,
αt(Y˜ ) ≥ lim
→0
inf
‖r−t‖<
ar, ∀t ∈ (0, T )d.
If the field at itself is continuous or lower semicontinuous, this simplifies to
αt(Y˜ ) ≥ at, ∀t ∈ (0, T )d. (12)
Thus, at is a lower bound on the pointwise Ho¨lder exponent. We highlight that this lower
bound holds with probability 1 uniformly in t. To obtain an equality in (12), further
properties of the process Y resp. Y˜ are required. For the special case of an Itoˆ-mBm,
we establish the equality in Theorem 3.4 below.
3 A multifractional Gaussian process
The aim of this section is to apply the results of the previous section to the Itoˆ-mBm KHt
employing a random but adapted functional Hurst exponent and to study some prop-
erties of the process. But before proceeding, let us recall some notions. A stationary
process has long memory, if its correlations are not integrable. If its correlation func-
tion, c(·), exhibits a power-law behavior at infinity, c(τ) ∼ |τ |−γ, for some γ ∈ (0, 1), the
process has long memory with Hurst exponent H = 1−γ/2. Thus, for 1/2 < H < 1 the
fBm has long memory and Hurst parameter H. The local properties of the correlations
near 0, however, determine the regularity of the paths and the fractal dimension. If
c(τ) = 1 − b|τ |α, τ → 0, for some 0 < α ≤ 2, then, in the sense of [17], the process is
locally self-similar of order α/2, also called similarity index, and the paths have fractal
dimension D = d + 1 − α/2. For Gaussian processes with stationary increments, such
as fBm, the local behavior of the incremental variance function (twice the variogram)
V 2(t) = E(Xs+t−Xs)2, given by 2[c(0)− c(t)] for a stationary process, characterizes the
Ho¨lder exponent and fractal dimension via its expansion in terms of powers of |t|α, see
[24] and [1]. Since for fBmB(·, H) it holdsB(x,H)−B(0, H) d= a−H(B(ax,H)−B(0, H))
for all scales a > 0, local and global properties are linked and the parameter H appears
as the Hurst coefficient describing long-memory as well as the self-similiarity index. In
general, the Hurst parameter as defined above and the local self-similiarity are not nec-
essarily related [13]. One of the motivations to study multifractional Brownian motions
is to have processes which inherit the local behavior of fBm, decoupled from possible
long memory effects. In the sequel, we consider a class of multifractional processes where
local and global properties may be decoupled by a suitable choice of an integral kernel,
and which contains as a special case the Itoˆ-mBm KHt with a time-varying and random
exponent Hs. Despite the above discussion on the Hurst coefficient and the self-similarity
index, we follow part of the literature and call Hs (functional) Hurst parameter.
Let (Ω, (Ft)t∈R,F , P ) be a filtered probability, and let (Ws)s∈R be a standard Brow-
nian motion w.r.t. Ft. Furthermore, for each t ≥ 0, let gs(t) be Fs-adapted such that
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gs(t) = 0 for s > t. We study the process Xt given by
Xt =
∫ t
−∞
gs(t) dWs, (13)
where the kernel gs(t) satisfies
∫ t
−∞ |gs(t)|2 ds < ∞ for all t. Furthermore, we assume
that the integrand is of the following form.
Condition (A). The function t 7→ gs(t) is differentiable in t > s for all s. There exist
Fs-adapted processes Hs, Ls, and Rs, such that Hs ∈ (0, 1), Rs > 12 , and it holds for all
t ≥ 0,
|gs(t)| ≤ Ls|t− s|Hs− 12 , s ∈ (t− 1, t), (14)
|∂tgs(t)| ≤ Ls|t− s|Hs− 32 , s ∈ (t− 1, t). (15)
|∂tgs(t)| ≤ Ls|t− s|−Rs , s ∈ (−∞, t− 1]. (16)
We will restrict ourselves to stochastic processes indexed by a univariate time pa-
rameter t. While the primary example to satisfy Condition A is the Itoˆ-mBm (5), our
condition allows for more general processes. For example, we may introduce a logarith-
mic factor and consider
gs(t) = [(t− s)+ log(t− s)+]Hs−
1
2 − [(−s)+ log(−s)+]Hs−
1
2 .
Moreover, short term and long term behavior may be decoupled, e.g. by defining
gs(t) = (t− s)Hs−
1
2
+ φ(|s− t|)
for a bounded function φ such that φ(x) = 1 near zero, and φ(x)→ 0 rapidly as x→∞.
If φ is compactly supported, the process Xt will have a finite memory. As a further
example, let us consider a generalization of the well known Mate´rn process. The Mate´rn
process, see [21], is given by
gMs (t) =
1
Γ(H + 1/2)
(t− s)H−
1
2
+ e
−λ(t−s),
for a parameter λ > 0 which has the interpretation of a damping factor, as the spectrum
is flat and white-noise like for frequencies ω¯  λ and has a power-law decay for high
frequencies ω¯  λ. For |τ |  1/λ the autocovariance function, γM(τ), behaves like
|λτ |H−1/2e−λ|τ |, such that the process has short memory. For small scales |τ |  1/λ
one has γM(τ) ≈ σ2 −MH |τ |2H , where σ2 denotes the variance and MH is a constant.
This means, the Mate´rn process is (only) locally self-similar, see [17], whereas fBm is
self-similar at all scales. Let us introduce the following generalization given by
gs(t) = (t− s)Hs−
1
2
+ e
−λ(t−s). (17)
for an Fs-adapted process Hs ∈ (0, 1). We will call the process corresponding to the ker-
nel (17) the multifractional Mate´rn process, a sample path of which is depicted in Figure
7
Figure 1: Left: sample path of the multifractional Mate´rn process with kernel (17) and
parameter λ = 4. Right: corresponding path of Hs.
1. As we will see below, the local regularity of Xt is determined by Ht. The generalized
Mate´rn process and the above discussion illustrates that the class of processes satisfying
Condition (A) is large and covers short memory as well as long memory processes with
locally varying and random self-similarity index Ht.
To complement the assumptions on gs(t), we require the following conditions.
Condition (B). There exist real numbers H, H, L, and R, such that for all t ≥ 0
0 < H ≤ Ht ≤ H < 1,
|Lt| ≤ L, and |Rt| ≥ R > 1
2
.
(18)
Condition (C). There exists a continuous, increasing function ω(h) with ω(0) = 0, such
that almost surely, it holds for all t ≥ 0 and h > 0 that
|Ht+h −Ht| ≤ ω(h), (19)
Condition B imposes a convenient type of boundedness, and Condition C requires
that Ht is uniformly continuous with a deterministic bound on the modulus of continuity.
The assumptions on ω are minimal. Condition C is satisfied, for instance, if Ht is a
deterministic continuous function which is not even Ho¨lder continuous.
While conditions B and C might seem restrictive for random integrands gs(t), they
can be relaxed by a localization procedure [15, Sec. 4.4.1]. For a sequence of stopping
times τn →∞, the stopped process Xt∧τn may be represented as (13) with integral kernel
gns (t) = gs(t ∧ τn). Nevertheless, pathwise regularity of the stopped processes Xt∧τn
readily transfers to Xt. Hence, instead of conditions B and C, we could alternatively
impose the following localized assumptions.
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Condition (L-BC). There exists a sequence of stopping times τn → ∞, real numbers
Hn, H
n
, L
n
, Rn, and a sequence of continuous, increasing functions ωn(h) with ωn(0) =
0, such that
|H(t+h)∧τn −Ht∧τn| ≤ ωn(h), (20)
0 < Hn ≤ Ht∧τn ≤ Hn < 1,
|Lt∧τn| ≤ Ln, and |Rt∧τn| ≥ Rn >
1
2
.
(21)
The local boundedness assumption (21) is rather mild, and it is satisfied whenever
the processes are continuous, or have bounded jumps. Furthermore, while (20) requires
Ht to be continuous, we do not impose any Ho¨lder regularity as the restrictions on ωn
are minimal. In fact, a suitable sequence of stopping times can be constructed if only Ht
is ηT -Ho¨lder continuous on [0, T ] for any T . The value ηT > 0 might even be random.
To be precise, for two sequences γn ↓ 0, Mn →∞, we could define
τn = inf
{
t ≥ 0 : sup
r,s∈(0,t)
|Hr −Hs|
|r − s|γn > Mn
}
.
Clearly, τn are stopping times such that condition L-BC holds, and τn →∞ holds if Ht is
Ho¨lder continuous as in the current situation. For instance, the continuity condition (20)
is satisfied by a continuous Itoˆ process, or fractional Brownian motion with any Hurst
exponent. In this case, the local boundedness of Ht may be achieved by a repelling drift
term.
To simplify the proofs in the following, we will work without loss of generality with
the stronger assumptions B and C. Using the previous assumptions, we can establish the
following moment inequalities, which are a prerequisite for the application of Theorem
2.1.
Lemma 3.1. Let conditions A, B, and C hold, and let  ∈ (0, 1). Then for all h ∈ (0, ),
δ > 0, any t ≥ 0, and any p > 1,
E
∣∣∣∣Xt+h −XthHt
∣∣∣∣p ≤ C(H,H,L,R, , p, δ)h−2pω(2)−pδ. (22)
Alternatively, allowing Ht to be discontinuous such that conditions A and B hold,
E
∣∣∣∣Xt+h −XthH
∣∣∣∣p ≤ C(H,H,L,R, , p, δ)h−pδ. (23)
Finally, suppose Ht is deterministic and potentially discontinuous, such that conditions
A and B hold. Denote Ht = infs∈[t−,t+] Hs. Then
E
∣∣∣∣Xt+h −XthHt
∣∣∣∣p ≤ C(H,H,L,R, , p, δ)h−pδ. (24)
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These moment bounds can be used to derive the local regularity of the paths of Xt
via the continuity criterion of Theorem 2.1.
Theorem 3.2. Let conditions A and B hold. If Ht satisfies condition C, then there
exists a version of X, also denoted as X, such that
P (αt(X) ≥ Ht ∀t ∈ (0, T )) = 1. (25)
Alternatively, if Ht is potentially discontinuous, then
P (αt(X) ≥ H ∀t ∈ (0, T )) = 1. (26)
If Ht is potentially discontinuous but deterministic, then
P (αt(X) ≥ H∗t ∀t ∈ (0, T )) = 1, (27)
where H∗t = lim→0 inf |r−t|<Hr is the lower semicontinuous variant of Ht.
This regularity result can be compared to the properties derived by [4]. Therein, it
is shown that the Ho¨lder exponent α(X, [s, t]) on any interval [s, t] satisfies α(X, [s, t]) ≥
infr∈[s,t] Hr almost surely, where
α(X, [s, t]) = sup
{
γ ∈ [0, 1] : sup
r1,r2∈[s,t]
|Xr1 −Xr2|
|r1 − r2|γ <∞
}
.
The same property is established in the proof of Theorem 3.2 above, see (38), which also
establishes the inequality uniformly in s, t. Furthermore, [4] requires Ht >
1
2
and that
Ht is η-Ho¨lder continuous for some η >
1
2
. In contrast, we do not restrict the range of
Ht, and our continuity assumption on Ht is much weaker. As a result, the regularity of
Xt is mostly decoupled from the regularity of Ht.
This finding is illustrated by Figure 2, where we depict sample paths of the classical
mBm BHt and the Itoˆ-mBm Xt = K
H
t , for the same functional Hurst parameter Ht.
Here, the Hurst parameter is constructed as Ht = 0.9 + 0.05 tanh(B˜
0.2
t ) for a fractional
Brownian motion B˜0.2t with Hurst parameter 0.2, independent of Wt. In particular,
Ht ∈ (0.85, 0.95), and Ht is almost 0.2-Ho¨lder continuous, which is rather rough. The
plot demonstrates that the process Xt is almost 0.85-Ho¨lder continuous, irrespective of
the roughness of Ht. In contrast, B
H
t is as rough as Ht.
It is natural to ask whether equality holds in (25) and (27). In order to obtain upper
bounds on the Ho¨lder smoothness of Xt, we study the local behavior of increments
Xt+h − Xt as h tends to zero. For the commonly studied multifractional Brownian
motion BHt = B(t,Ht), it is known that
h−Ht [B(t+ hr,Ht+hr)−B(t,Ht)]⇒ B(r,Ht),
whenever Ht is a smooth deterministic function. This can be seen, e.g., by using that
H 7→ B(t,H) is C∞ [2]. Hence, locally around t, the mBm behaves like a fractional
Brownian motion with Hurst parameter Ht. Intuitively, this bounds its pointwise Ho¨lder
exponent from above by Ht. For our process Xt, the same scaling behavior holds, as
established in the sequel. To this end, we need to impose further restrictions on the
integral kernel gs(t), which could also be localized by a sequence of stopping times.
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Figure 2: Sample paths of multifractional Brownian motion (left) and Itoˆ-mBm (right)
for σt = 1 and a rough local Hurst parameter Ht ∈ (0.85, 0.95) constructed as Ht =
0.9 + 0.05 tanh(B0.2t ).
Condition (A*). There exists a continuous process σt satisfying |σt| ≤ Lt for the same
Lt as above, and a ρ > 0, such that for all t ≥ 0∣∣∣gs(t)− σs(t− s)Hs− 12 ∣∣∣ ≤ Ls|t− s|Hs− 12+ρ, s ∈ (t− 1, t),∣∣∣∂tgs(t)− ∂tσs(t− s)Hs− 12 ∣∣∣ ≤ Ls|t− s|Hs− 32+ρ, s ∈ (t− 1, t).
Note that condition A* amounts to imposing assumption A for the difference kernel
gs(t) − σs|t − s|Hs− 12 , with slightly larger exponents. The small ρ > 0 is required to
ensure that the approximation error is asymptotically negligible.
The following limit theorem establishes weak convergence of the locally rescaled
process to a fractional Brownian motion. This convergence is functional, i.e. it holds
in the space C(I) of continuous functions on an interval I. Furthermore, we show that
the convergence holds Ft−-stably in distribution [26]. This property is not used in the
sequel, but might be interesting for future statistical applications.
Theorem 3.3 (Rescaling limit). Suppose that conditions A, A*, B, and C hold. Assume
furthermore that the modulus of continuity satisfies ω() log()→ 0 as → 0. Let t > 0
be fixed, a < 0 < b and I = (a, b), and Z be any bounded random variable which is
Ft−-measurable. Then(
h−Ht (Xt+hr −Xt)r∈I
Z
)
⇒
(∫ r−∞ σt[(r − z)Ht− 12+ − (−z)Ht− 12+ ] dW˜z
)
r∈I
Z

as h → 0, where W˜z is a Brownian motion independent of Ft−. Convergence holds in
C(I)× R.
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In view of the previous rescaling limit, the Itoˆ-mBm may be considered as a non-
stationary generalization of fBm. Note that the condition ω() = o(log ) is also required
by [30, Thm. 3.2], where a rescaling limit for a related multifractional process is derived.
The processes studied therein are defined in terms of an integral representation similar
to (5), but they are not contained in our framework (13).
As the weak convergence in Theorem 3.3 is functional, we are able to derive an upper
bound on the pointwise Ho¨lder exponent at time point t of the paths of X.
Theorem 3.4. If the conditions of Theorem 3.3 hold, then for each t > 0 and any
continuous version of Xt, we have
P (αt(X) = Ht) = 1.
Moreover, we may describe the Ho¨lder exponent uniformly on all intervals (s, t) by
P
(
∀s, t ∈ [0, T ), s < t : inf
r∈[s,t]
Hr = sup
{
α : lim
→0
sup
r,v∈(s,t),|r−v|<
|Xr −Xv|
|r − v|α = 0
})
= 1.
Let us briefly discuss some implications and applications of the above results for a
Ho¨lder-continuous process Xt of regularity α = H. As α-Ho¨lder continuous functions
have bounded p-variation, p = 1/α, for any function h with bounded q-variation, 1/q +
α > 1, the integrals
∫ t
0
hs− dXs and
∫ t
0
Xs− dhs exist a.s. as pathwise refinement of
Riemann Stieltjes integrals (also called Young-type integral), and the associated integral
operator is continuous, since∣∣∣∣∫ t
0
hs dXs − h0(Xt −X0)
∣∣∣∣ ≤ C‖X‖[1/α],[0,t]‖h‖[q],[0,t]
for some constant C = C(α, q), see [12] and [23]. Here ‖ · ‖[r],[0,t] is the r-variation norm
w.r.t. the interval [0, t]. The integrand hs can also be a ca`dla`g process with paths of
finite q-variation. Morever, the Young inequalities∣∣∣∣∫ t
s
hs− dXs − hs−(Xt −Xs)
∣∣∣∣ ≤ C‖h−‖[q],[s,t]‖X‖[p],[s,t],∣∣∣∣∫ t
s
hs− dXs − hs(Xt −Xs)
∣∣∣∣ ≤ C‖h‖[q],[s,t]‖X‖[p],[s,t]
hold.
Fractional Brownian motion and multifractional Brownian motion are often studied
in terms of their covariance function. The covariance function of fBm as in (1) is given
by [22, Thm. 1.3.1]
E [B(t,H)B(s,H)] =
A(H)
2
(|t|2H + |s|2H − |t− s|2H) , (28)
A(H) =
Γ(H + 1
2
)2
2H sin(piH)Γ(2H)
, H ∈ (0, 1).
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The process Xt given by (13) is not fully specified, hence the complete covariance
function can not be determined in closed form. However, we may obtain an explicit limit
expression for the covariance when rescaling the increments of the process. In fact, the
proof of Theorem 3.3 reveals that in addition to the weak convergence, we also obtain
convergence of the local covariance function.
Corollary 3.5. Under the conditions of Theorem 3.3, for any fixed t > 0, the covariance
function γt,h of the rescaled process satisfies,
γt,h(r, v) = E
[
h−Ht (Xt+hr −Xt)h−Ht (Xt+hv −Xt)
]
→ E
[
σ2t
A(Ht)
2
(|r|2Ht + |v|2Ht − |r − v|2Ht)] , (29)
for any r, v ∈ R, as h→ 0.
Equation (29) yields that conditionally on Ht the process Xt is locally self-similar
in the sense of [10, Section 2]. If Ht is deterministic, (29) is precisely the covariance
function of fractional Brownian motion with Hurst parameter H = Ht.
In order to study the long-term covariances of Xt, we need to specify the integrand
gs(t) in (13) more explicitly. To this end, we investigate the Itoˆ-mBm K
H
t given by (5).
Itoˆ’s isometry yields that, for s, t ∈ R,
E
(
KHt , K
H
s
)
= E
∫ ∞
−∞
σ2r
[
(t− r)Hr−
1
2
+ − (−r)Hr−
1
2
+
] [
(s− r)Hr−
1
2
+ − (−r)Hr−
1
2
+
]
dr. (30)
This expression is inconvenient as it depends on the whole path of Ht. In contrast,
for the classical mBm, it can be readily checked that the covariance E[BHt BHs ] depends
on the function H only via the values Hs and Ht. Definition (2) with deterministic
Hurst function corresponds to the process Y(1,0) as considered by [29], hence Theorem
4.1 therein demonstrates that
E
[
BHt B
H
s
]
= D(Ht, Hs)
[
|t|2Ht,s cos(pi(H˜t,s − sign(t)Ht,s))
+|s|2Ht,s cos(pi(H˜t,s + sign(s)Ht,s))
−|t− s|2Ht,s cos(pi(H˜t,s − sign(t− s)Ht,s))
]
,
(31)
D(Ht, Hs) =
Γ(Ht +
1
2
) Γ(Hs +
1
2
) Γ(2− 2Ht,s)
2piHt,s(1− 2Ht,s) ,
Ht,s =
Hs+Ht
2
, ∆H˜t,s =
Hs−Ht
2
.
Note that (31) reduces to (28) if Ht = Hs. There exist alternative definitions of mBm
for which the covariance function has a slightly simpler form, e.g. based on the harmo-
nizable representation of fractional Brownian motion studied in [3]. These alternatives
are compared by [29].
Despite its path-dependence, the covariance (30) of the Itoˆ-mBm can be simplified
in the case where Ht and σt are stationary processes.
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Proposition 3.6. Suppose that Ht ∈ (0, 1) and σt > 0 are stationary adapted processes.
Then
E
(
KHt , K
H
s
)
= E
[
σ20
A(H0)
2
(|t|2H0 + |s|2H0 − |t− s|2H0)] , s, t ∈ R,
provided that the latter value is finite for all s, t ∈ R.
In particular, we may compute the autocovariance function of the stationary incre-
ment process (KHt+1 −KHt ) as
γ(∆) = E
[
(KHt+1 −KHt )(KHt+∆+1 −KHt+∆)
]
= E
[|∆ + 1|2H0 − 2|∆|2H0 + |∆− 1|2H0] , ∆ ∈ N.
This expression could be used to derive the long range dependence of the stationary
increments.
4 Proofs
Proofs of Section 2
Recall that any lower semicontinuous function f : Rd → R, lim→0 infy:‖y−x‖< f(y) ≥
f(x), has a minimimum over any compact set B. The proof of Theorem 2.1 requires the
following preliminary result, which asserts that the minimum over B equals the limiting
infimum over its ε-enlargements, as ε→ 0.
Lemma 4.1. Let B ⊂ Rd be a compact set, and let f : Rd → R be lower semicontinuous.
Then
lim
→0
inf
x∈B
inf
y:‖y−x‖<
f(y) = inf
x∈B
f(x).
Proof of Lemma 4.1. Clearly, it suffices to show ’≤’. Let η > 0. By the lower semiconti-
nuity, for each x ∈ B, there exists an δx > 0 such that f(y) ≥ f(x)−η for all y ∈ Bδx(x).
The balls Bδx(x) are a covering of the compact set B. Hence, there exist x1, . . . , xn ∈ B
such that B ⊂ ⋃ni=1Bδxi (xi). Furthermore, for  = (η) sufficiently small, it holds that
B ⊂ ⋃ni=1 Bδxi (xi), where B = ⋃x∈B B(x) is the open -neighborhood of B. Thus,
inf
x∈B
f(x) ≥ inf
y∈B
f(y) ≥ min
i=1,...,n
inf
y∈Bδxi (xi)
f(y)
≥ min
i=1,...,n
f(xi)− η
≥ inf
x∈B
f(x)− η.
Since η > 0 is arbitrary, this establishes the claim of the Lemma.
Clearly, Lemma 4.1 also holds if we replace the whole space Rd by some open set,
e.g. (0, T )d.
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Proof of Theorem 2.1. The proof mimics central arguments of the standard Kolmogorov-
Chentsov theorem (see e.g. [16, Thm. 2.2.8, Prob. 2.2.9]). For completeness, we repeat
some arguments given there. Fix some value  > 0 such that (9) holds, and some γ > 0,
γ < inft at. Let T = 1 without loss of generality. Furthermore, conditions and claims of
the Theorem are unaffected by choosing an equivalent norm, such that we may assume
that ‖ · ‖ = ‖ · ‖∞. Denote by Dn the discrete grid of mesh size 2−n,
Dn = {(k12−n, . . . , kd2−n) : ki = 1, . . . , 2n − 1, i = 1, . . . , d} ⊂ (0, 1)d.
For n such that 2−n < , Markov’s inequality and the union bound yield
P
 ⋃
s,t∈Dn,‖s−t‖∞=2−n
{
|Ys − Yt| ≥ 2−n(a[s,t]−γ)
}
≤
∑
s,t∈Dn,‖s−t‖∞=2−n
P
(
|Ys − Yt| ≥ 2−n(a[s,t]−γ)
)
≤ 3d|Dn|C(p, )2−nd2−nγp
= 3dC(p, )2−nγnp.
Note that
∑∞
n=1 2
−nγnp <∞. Thus, the Borel-Cantelli Lemma yields that almost surely,
there exists a (random) N such that for all n ≥ N and all s, t ∈ Dn, ‖s− t‖∞ = 2−n,
|Ys − Yt| < 2−n(a[s,t]−γ). (32)
Denote by D = ⋃n∈NDn the set of dyadic rationals in (0, 1)d. For two values s, t ∈
Dn, let l(s, t) be the unique integer l such that ‖s − t‖∞ ∈ [2−l−1, 2−l). Using the
construction of [27, p. 341], there exist sequences sk, tk ∈ Dk, k = l(s, t), . . . , n, such
that
sn = s, tn = t, sl(s,t) = tl(s,t),
‖sk − tk‖∞ ≤ ‖sk+1 − tk+1‖∞,
‖sk − sk+1‖∞ = 2−(k+1), ‖tk − tk+1‖∞ = 2−(k+1) .
In particular, ‖sk − s‖∞ ≤
∑n
j=l+1 2
−j ≤ 2−l ≤ 2‖s − t‖∞ for k = l(s, t), . . . , n, and
‖tk − t‖∞ ≤ 2‖s− t‖∞.
We denote by B the collection of closed sets in (0, 1)d and introduce the notation
aB := infr∈B∩(0,1)d ar for any closed set B ∈ B and  > 0, where B =
⋃
t∈B B
‖·‖∞
 (t)
denotes the open -neighborhood around B. Whenever ‖s− t‖∞ < , we thus have that
sk, tk ∈ [s, t], such that a[sk,tk] ≥ a[s,t]. If ‖s− t‖∞ < 2−N , then iterating (32) yields the
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inequality
|Ys − Yt| ≤
n∑
k=N+1
|Ysk − Ysk+1|+ |Ytk − Ytk+1|
≤
∞∑
k=N+1
2−k(a

[s,t]
−γ)
≤ 2−N(a[s,t]−γ)
≤ (2‖s− t‖∞)a

[s,t]
−γ .
Hence, almost surely, Yt is uniformly continuous on the set D, since by construction
inft∈(0,T )d at − γ > 0. Denote this event by Ω˜, P (Ω˜) = 1.
On Ω˜, we define Y˜t = Yt for t ∈ D, and Y˜t = lims→t,s∈D Ys. The limit is independent
of the specific sequence sn → t due to the uniform continuity of Yt. Now note that
(9) yields in particular that Yt is continuous in probability, such that for each t /∈ D,
Y˜t = Yt almost surely. That is, Y˜t is a uniformly continuous modification of Yt. For this
modification, we have
P
(
lim sup
→0
sup
s,t∈(0,1)d,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖a[s,t]−γ ≤ 1
)
= 1, ∀0 < γ < inf
t
at.
Since the event is decreasing as γ ↓ 0, we conclude that
P
(
∀γ > 0 : lim sup
→0
sup
s,t∈(0,1)d,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖a[s,t]−γ ≤ 1
)
= 1.
Now note that
1 = P
(
∀γ > 0 : lim sup
→0
sup
s,t∈(0,1)d,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖a[s,t]−γ ≤ 1
)
= P
(
∀γ > 0∀B ∈ B : lim sup
→0
sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖a[s,t]−γ ≤ 1
)
≤ P
(
∀γ > 0 ∀B ∈ B : lim sup
→0
sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−γ ≤ 1
)
since aB ≤ a[s,t] for s, t ∈ B,
≤ P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−γ ≤ 2
)
≤ P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−2γ ≤ 2
)
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since aB → aB as → 0 by virtue of Lemma 4.1, such that |aB−aB| < γ for  sufficiently
small,
≤ P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B, ‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−γ <∞
)
.
The continuity of s 7→ Y˜s implies that, for all  > 0 and δ ∈ R,
sup
s,t∈(0,1)d,‖s−t‖≥
|Y˜s − Y˜t|
‖s− t‖δ <∞.
Hence,
P
(
∀γ > 0 ∀B ∈ B : sup
s,t∈B
|Y˜s − Y˜t|
‖s− t‖aB−γ <∞
)
= P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−γ <∞
)
= 1.
In the special case d = 1, the construction slightly simplifies as we may choose the
sequences sk, tk ∈ [s, t], which is in general not possible for d ≥ 2. Thus, all occurrences
of a[s,t] above may be replaced by a[s,t]. The same steps as for the general case then yield
(10), without requiring a to be lower semicontinuous.
Proof of Corollary 2.2. For any δ ∈ (0, a), choose p large enough such that δp/2 ≥ d.
Then, for ‖s− t‖ ≤  and  sufficiently small,
E
∣∣∣∣ Ys − Yt‖s− t‖a[s,t]−δ
∣∣∣∣p = E
∣∣∣∣∣ Ys − Yt‖s− t‖a[s,t]− δ2
∣∣∣∣∣
p
‖s− t‖ δ2p ≤ C(p, , δ/2)‖s− t‖d
We may now apply Theorem 2.1 for the random fields Yt and at − δ2 . That is, there
exists a modification Y˜t of Yt such that, for all δ ∈ (0, a),
1 = P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB− δ2−γ
<∞
)
.
Now note that the latter event is monotone in δ ↓ 0. Hence,
1 = P
(
∀δ > 0 ∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB− δ2−γ
<∞
)
= P
(
∀γ > 0 ∀B ∈ B ∃ > 0 : sup
s,t∈B,‖s−t‖<
|Y˜s − Y˜t|
‖s− t‖aB−γ <∞
)
,
which establishes (10).
17
Proofs of Section 3
To apply the results of Section 2, we need to bound higher moments of stochastic pro-
cesses defined via stochastic integrals. The main technical tool applied in the derivations
below is the Burkholder-Davis-Gundy (BDG) inequality, see e.g. [28, Theorem IV.48].
For a standard Wiener process Wt and an adapted, left-continuous integrand hs, and
any p ≥ 1, it yields that
E
∣∣∣∣∫ ∞−∞ hs dWs
∣∣∣∣p ≤ CpE ∣∣∣∣∫ ∞−∞ h2s ds
∣∣∣∣ p2 , (33)
for a universal constant Cp. In the following, it will thus typically suffice to derive
bounds on various integral expressions corresponding to the right hand side of (33).
Proof of Lemma 3.1. Let  ∈ (0, 1/2), δ = ω(2), and h ∈ (0, ). We decompose
Xt+h −Xt =
∫ t−
−∞
[gs(t+ h)− gs(t)] dWs +
∫ t
t−
[gs(t+ h)− gs(t)] dWs
+
∫ t+h
t
gs(t+ h)dWs
= D + E + F.
Note that E|D+E+F |p ≤ 3p(E|D|p+E|E|p+E|F |p), such that it suffices to bound the
three terms individually. In the following we denote H t = infs∈[t−,t+] Hs. We consider
the continuous case first, i.e. (22).
Bounding D: To bound the term D, we apply the mean value theorem to obtain
for some h˜s,t ∈ [0, h],∫ t−
−∞
|gs(t+ h)− gs(t)|2 ds
= h2
∫ t−
−∞
∣∣∣∂tgs(t+ h˜s,t)∣∣∣2 ds
≤ L2h2
[∫ t−
−∞
|t+ h˜s,t − s|2Hs−31|t+h˜s,t−s|≤1 + |t+ h˜s,t − s|−2Rs1|t+h˜s,t−s|>1 ds
]
≤ L2h2
[∫ t−
−∞
|t− s|2H−31|t+h˜s,t−s|≤1 + |t− s|−2R1|t+h˜s,t−s|>1 ds
]
≤ L2h2
[∫ t−
t−1
|t− s|2H−3 ds +
∫ t− 1
2
−∞
|t− s|−2R ds
]
= L
2
h2
[∫ 1

z2H−3 dz +
∫ ∞
1
2
|z|−2R dz
]
≤ 2L2h2
[
2H−2
2− 2H +
22R−1
2R− 1
]
≤ C(H,L,R)h22H−2.
18
Then, the Burkholder-Davis-Gundy inequality yields for any p > 1,
E
∣∣Dh−Ht∣∣p ≤ h−pHE |D|p (34)
≤ h−pHCpE
[∫ t−
−∞
|gs(t+ h)− gs(t)|2 ds
] p
2
≤ hp(1−H)C(H,L,R, p)p(H−1)
≤ C(H,L,R, p, ),
where C(H,L,R, p) is a constant depending on H,L, R, and p.
Bounding E: Special care is needed if Hs is close to
1
2
. For this reason, we define for
any δ > 0 the process
Hδs =
{
1
2
− δ, Hs ∈
[
1
2
− δ, 1
2
+ δ
]
,
Hs, otherwise.
We also extend the notation Hδt = infr∈[t−,t+] H
δ
r . Now write gs(t + h) − gs(t) =∫ t+h
t
g′s(r) dr. Since H
δ
s ≤ Hs, we obtain∫ t
t−
|gs(t+ h)− gs(t)|2 ds ≤
∫ t
t−
∣∣∣∣∫ t+h
t
|g′s(r)| dr
∣∣∣∣2 ds
≤
∫ t
t−
∣∣∣∣∫ t+h
t
Ls|r − s|Hs− 32 dr
∣∣∣∣2 ds
≤
∫ t
t−
∣∣∣∣∫ t+h
t
Ls|r − s|Hδt− 32 dr
∣∣∣∣2 ds
≤ L
2∣∣Hδt − 12 ∣∣2
∫ t
t−
∣∣∣|t+ h− s|Hδt− 12 − |t− s|Hδt− 12 ∣∣∣2 ds
≤ L2h
2Hδt
δ2
∫ ∞
0
∣∣∣(r + 1)Hδt− 12 − rHδt− 12 ∣∣∣2 dr. (35)
The latter equality follows by substitution. Note that |Hδt − 1/2| ≥ δ. Moreover, there
exists a constant C(H,H) such that for all H ∈ (H,H),∫ ∞
0
∣∣∣(r + 1)H− 12 − rH− 12 ∣∣∣2 dr
=
∫ 1
0
∣∣∣(r + 1)H− 12 − rH− 12 ∣∣∣2 dr + ∫ ∞
1
∣∣∣(r + 1)H− 12 − rH− 12 ∣∣∣2 dr
≤ 2
∫ 1
0
[
(r + 1)2H−1 + r2H−1
]
dr + 2
∫ ∞
1
sup
H∈(H,H)
|2r|2H−3 dr
≤ 2
∫ 2
1
r2H−1 dr + 2
∫ 1
0
r2H−1 dr + 2
∫ ∞
1
r2H−3 dr ≤ C(H,H). (36)
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We now apply the Burkolder-Davis-Gundy inequality to the local martingale defined by
h−Ht−
∫ r
t− [gs(t+ h)− gs(t)] dWs. By additionally exploiting the continuity of Ht, we
find that
E|Eh−Ht |p ≤ h−pω()E|h−Ht−E|p
≤ h−pω()CpE
[
h−2Ht−
∫ t
t−
|gs(t+ h)− gs(t)|2 ds
] p
2
≤ h−pω(2)CpE
[
L
2
δ−2C(H,H)h2H
δ
th−2Ht−
] p
2
≤ h−2pω(2)CpE
[
L
2
δ−2C(H,H)h2(H
δ
t−Ht)
] p
2
≤ h−2pω(2)−2pδC(L,H,H, p, δ),
since |Hδt − H t| ≤ δ. Here, it is crucial to use the value Ht− instead of Ht in the
expectation to ensure that the integrand is adapted, such that the BDG inequality is
applicable.
Bounding F : Since gs(t) = 0 for s > t, we obtain from (14)∫ t+h
t
|gs(t+ h)|2 ds ≤ L
∫ h
0
r2Ht−1 dr ≤ C(H,L)h2Ht . (37)
Then, just as for the term E, the Burkholder-Davis-Gundy inequality and the continuity
of Ht yields
E|h−HtF |p ≤ h−2pω(2)C(L,H,H, p).
This completes the proof of (22).
Discontinuous Ht: If Ht is discontinuous, (34) still applies and yields E|Dh−Ht|p ≤
C(H,L,R, , p). Moreover, if Ht is deterministic, we obtain from (37) and (35),
E
∣∣h−Ht(E + F )∣∣p ≤ C(H,H,L, p)h−2HtE ∣∣∣∣∫ t+h
t−
|gs(t+ h− s)− gs(t− s)|2 ds
∣∣∣∣
p
2
≤ C(H,H,L, p, δ)h−pδ.
This establishes (24).
Moreover, for discontinuous but possibly random Ht, (37) and (35) yield E|h−H(E+
F )|p ≤ C(H,H,L, p, δ)h−pδ and E|h−HD|p ≤ C(H,L,R, p, ), such that (23) holds.
Proof of Theorem 3.2. Property (23) implies that, if |s− t| < ,
E
∣∣∣∣ Xs −Xt|s− t|H−δ
∣∣∣∣p ≤ C(H,H,L,R, , p, δ).
Hence, Corollary 2.2 is applicable and yields the existence of a continuous modification
with Ho¨lder exponent H, such that (26) holds.
20
Moreover, (22) implies that, for s < t, |s− t| < ,
E
∣∣∣∣ Xs −Xt|s− t|H[s,t]−δ−2ω(2)
∣∣∣∣p ≤ C(H,H,L,R, , p, δ)
Recall the notation H [s,t] = infr∈[s,t] Hr. Since ω() → 0 as  → 0, we may apply
Corollary 2.2 to obtain, for a modification Xt,
1 = P
(
∀γ > 0 ∀ 0 < a < b < T : sup
s,t∈[a,b]
|Xs −Xt|
|s− t|H[a,b]−γ <∞
)
. (38)
Now use that the the continuity of t 7→ Ht implies that H [t−|h|,t+|h|] → Ht for each t, as
h→ 0. Hence,
1 = P
(
∀γ > 0, t ∈ (0, T ) : lim sup
|h|→0
sup
s,r∈[t−|h|,t+|h|]
|Xs −Xr|
|s− r|H[t−|h|,t+|h|]−γ <∞
)
= P
(
∀γ > 0, t ∈ (0, T ) : lim sup
|h|→0
|Xt+h −Xt|
|h|H[t−|h|,t+|h|]−γ <∞
)
= P
(
∀γ > 0, t ∈ (0, T ) : lim sup
|h|→0
|Xt+h −Xt|
|h|Ht−γ <∞
)
= P
(
∀γ > 0, t ∈ (0, T ) : lim sup
|h|→0
|Xt+h −Xt|
|h|Ht−γ = 0
)
= P (αt(X) ≥ Ht ∀t ∈ (0, T )) .
This establishes (25).
For the discontinuous case (27) we replace Ht = infr∈[t−,t+] Hr by its lower semicon-
tinuous version H,∗t ≤ Ht, given by H,∗t = limδ→0 infs∈[t−δ,t+δ] Hs. Just as in Theorem
2.1, we also denote, for 0 < s < t < T ,
H,∗[s,t] = inf
r∈[s,t]
H,∗r .
Then (24) yields, for all s, t ∈ (0, T ),
E
∣∣∣∣∣ Xt −Xs|t− s|H,∗[s,t]−δ
∣∣∣∣∣ ≤ C(H,H,L,R, , p, δ)
Hence, Theorem 2.1 yields, for any  ∈ (0, 1),
1 = P
(
∀γ > 0 ∀ 0 < a < b < T : sup
s,t∈[a,b]
|Xs −Xt|
|s− t|H,∗[a,b]−γ
<∞
)
.
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We may now proceed just as for the proof of (25), since H,∗[t−|h|,t+|h|] → H,∗t , to obtain
1 = P (αt(X) ≥ H,∗t , ∀t ∈ (0, T )) .
Now note that H,∗t ↑ H∗t as  → 0. Since  > 0 may be chosen arbitrarily small, we
conclude that
P (αt(X) ≥ H∗t , ∀t ∈ (0, T )) = 1,
establishing (27).
Proof of Theorem 3.3. We will first establish that, for q ∈ (0, 1) sufficiently small,
h−Ht (Xt+hr −Xt)
= h−Ht−hq
∫ ∞
t−hq
σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dWs + oP (1).
(39)
Step (i): Note that we established in (34) that
E
∣∣∣∣h−Ht ∫ t−hq−∞ [gs(t+ hr)− gs(t)] dWs
∣∣∣∣2 ≤ C(H,L,R, 2)h2(1−H)h−2 q (1−H), (40)
which tends to zero for q sufficiently small. In particular,
h−Ht (Xt+hr −Xt) = h−Ht
∫ ∞
t−hq
[gs(t+ hr)− gs(t)] dWs + oP (1)
= h−Ht−hq
∫ ∞
t−hq
[gs(t+ hr)− gs(t)] dWs (1 + oP (1)) + oP (1).
The latter step is valid because by the mean value theorem
|hHt−Ht−hq − 1| ≤ exp(− log(h)ω(hq)) |ω(hq) log(h)| ,
and the assumptions on ω imply that
lim
h→0
ω(hq) log(h) = lim
h→0
ω(h) log(h
1
q ) = 0.
Step (ii): Let r > 0 without loss of generality. If r < 0, we may just exchange the
roles of t and t+ hr in the following derivations. Define the integral kernel
g˜s(t) =
[
gs(t)− σs(t− s)Hs−
1
2
+
]
1s≥t−hq .
Now observe that condition A* implies that g˜s(t) satisfies condition A with exponent
H˜s = Hs+ρ. Then the same arguments as in the proof of Lemma 3.1, i.e. (35) and (37),
yield, for any δ > 0,∫ t+hr
t−hq
|g˜s(t+ hr)− g˜s(t)|2 ds ≤ h2(infs∈[t−hq,t+h]Hs+ρ−2δ)C(L,H,H, δ, ρ)
≤ h2(Ht−hq−ω(hq+h|r|)+ρ−2δ)C(L,H,H, δ, ρ).
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Now choose δ < ρ/4. Since hω(h
q+h|r|) = exp(log(h)ω(hq + h|r|)) → 1, the latter bound
is of order h2Ht−hq+ρ. Then the Burkholder-Davis-Gundy inequality yields
h−Ht−hq
∫ ∞
t−hq
[g˜s(t+ hr)− g˜s(t)] dWs P−→ 0 as h→ 0,
such that
h−Ht−hq (Xt+hr −Xt)
= h−Ht−hq
∫ ∞
t−hq
σs
[
(t+ hr − s)Hs−
1
2
+ − (t− s)Hs−
1
2
+
]
σs dWs (1 + oP (1)) + oP (1).
Step (iii): In the integrand, we approximate the exponent Hs by Ht−hq . Indeed, the
technical Lemma 4.2 below establishes that∫ ∞
t−hq
∣∣∣[(t+ hr − s)Hs− 12+ − (t− s)Hs− 12+ ]− [(t+ hr − s)Ht−hq− 12+ − (t− s)Ht−hq− 12+ ]∣∣∣2 ds
=
∫ hr
−hq
∣∣∣[(hr − s)Ht+s− 12+ − (−s)Ht+s− 12+ ]− [(hr − s)Ht−hq− 12+ − (−s)Ht−hq− 12+ ]∣∣∣2 ds
≤ sup
s∈[t−hq ,t+hr]
|Hs −Ht−hq | |hr|2Ht−hq−2ω(hq+h|r|) log(h|r|)2C(H,H)
≤ ω(hq + h|r|)2|hr|2Ht−hq−2ω(hq+h|r|) log(h|r|)2C(H,H)
≤ ω(2hq)2h2Ht−hq log(h)2C(H,H, r) P→ 0
because ω(2hq) log(h)→ 0. Since σs is bounded, the Burkholder-Davis-Gundy inequality
yields
h−Ht(Xt+hr −Xt)
= h−Ht−hq
∫ ∞
t−hq
σs
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dWs (1 + oP (1)) + oP (1).
Step (iv): The term σs in the integrand can be approximated by σt−hq . In fact, a
substitution yields
h−2Ht−hq
∫ t∨(t+hr)
t−hq
|σs − σt−hq |2
∣∣∣[(t+ hr − s)Ht−hq− 12+ − (t− s)Ht−hq− 12+ ]∣∣∣2 ds
≤ sup
s∈[t−hq ,t]
|σs − σt−hq |2
∫ ∞
−∞
∣∣∣(t+ r − s)Ht−hq− 12+ − (t− s)Ht−hq− 12+ ∣∣∣2 ds.
The second term is bounded by a constant C(H,H, r), as established in (36). Since σs
is continuous and bounded by a constant, we also have E(sups∈[t−hq ,t] |σs − σt−hq |2)→ 0
as h→ 0. Thus,
h−Ht(Xt+hr −Xt)
= h−Ht−hq
∫ ∞
t−hq
σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dWs (1 + oP (1)) + oP (1),
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which establishes (39).
Step (v): To study the dependency with Z, let Zh = E(Z|Ft−hq). Applying the
martingale convergence theorem, it can be established that Zh
P−→ E(Z|Ft−) = Z as
h→ 0. Hence, (39) yields(
h−Ht(Xt+hr −Xt)
Z
)
=
h−Ht−hq ∫ ∞
t−hq
σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dWs
Zh
 (1 + oP (1)) + oP (1)
= Ξh (1 + oP (1)) + oP (1).
Note that both, Zh and the integrand of the stochastic integral, are independent of
Ws −Wt−hq , s ≥ t − hq. Therefore, we may introduce a standard Brownian motion W˜t
independent of the processes W and H, such that
Ξh
d
=
h−Ht−hq ∫ ∞
t−hq
σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dW˜s
Zh

d
=
h−Ht−hq ∫ ∞−∞ σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dW˜s
Z
+ oP (1)
= Ξ˜h + oP (1).
Here, we also applied (40) in the second step. Now, self-similarity of W˜s and the domi-
nated convergence theorem for stochastic integrals yield
Ξ˜h
d
=
∫ ∞−∞ σt−hq
[
(r − s)Ht−hq−
1
2
+ − (−s)Ht−hq−
1
2
+
]
dW˜s
Z

=
∫ ∞−∞ σt
[
(r − s)Ht−
1
2
+ − (−s)Ht−
1
2
+
]
dW˜s
Z
+ oP (1).
The same reasoning applies for multiple values r1, . . . , rk ∈ R. Hence, we obtain the
multivariate convergence in distribution by Slutsky, as h→ 0,
(
h−Ht
(
Xt+hrj −Xt
)k
j=1
Z
)
⇒

(∫ ∞
−∞
σt
[
(rj − z)Ht−
1
2
+ − (−z)Ht−
1
2
+
]
dW˜z
)k
j=1
Z
 . (41)
Step (vi): Let I = (a, b) be a finite interval with a < 0 < b. To show that the weak
convergence (41) also holds in a functional sense, it suffices to show that the sequence
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of probability measures on C(I) induced by (X˜ t,hr )r∈I = h
−Ht(Xt+hr − Xt)r∈I is tight.
Then, for r, s ∈ I, r < s, |r − s| < 1,
E
∣∣∣∣∣X˜ t,hr − X˜ t,hs|r − s|H
∣∣∣∣∣
p
= E
∣∣∣∣Xt+hr −Xt+hshHt|r − s|H
∣∣∣∣p
≤ E
∣∣∣∣ Xt+hr −Xt+hshHt−Ht+hr |hr − hs|Ht+hr
∣∣∣∣p
≤ E
∣∣∣∣Xt+hr −Xt+hs|hr − hs|Ht+hr
∣∣∣∣p h−pω(h|b−a|).
Since hω(h|b−a|) → 1 by assumption, Lemma 3.1 yields for h|r − s| ∈ (0, ),  > 0 and
δ > 0 sufficiently small,
E
∣∣∣∣∣X˜ t,hr − X˜ t,hs|r − s|H
∣∣∣∣∣
p
≤ C(H,H,L,R, , p, δ) |hr − hs|−2pω(2)−δ.
Thus, Corollary 2.2 applies and yields
P
(
lim sup
→0
sup
r,s∈I,|r−s|<
|X˜ t,hr − X˜ t,hs |
|r − s|H/2 ≤ 1
)
= 1. (42)
The fact that X˜ t,h0 = 0 for all h > 0, in combination with (42), establishes tightness of
X t,hr in the space of continuous functions C(I) [9, Thm. 2.8.1].
Lemma 4.2. Let as, bs ∈ [c, c] ⊂ (0, 1), and |as − bs| ≤ ∆ for all s ∈ R. Then for all
h ∈ (0, 1), ∫ 0
−∞
∣∣∣[(h− s)as− 12 − (−s)as− 12 ]− [(h− s)bs− 12 − (−s)bs− 12]∣∣∣2 ds
≤ ∆2h2c log(h)2C(c, c),
(43)
and ∫ h
0
∣∣∣(h− s)as− 12 − (h− s)bs− 12 ∣∣∣2 ds ≤ ∆2h2c log(h)2C(c, c). (44)
Proof. Let h ∈ (0, 1). For some value csh between ash and bsh, the mean value theorem
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yields∫ 0
−∞
∣∣∣[(h− s)as− 12 − (−s)as− 12 ]− [(h− s)bs− 12 − (−s)bs− 12 ]∣∣∣2 ds
=
∫ 0
−∞
∣∣∣has− 12 [(1− s/h)as− 12 − (−s/h)as− 12 ]− hbs− 12 [(1− s/h)bs− 12 − (−s/h)bs− 12 ]∣∣∣2 ds
subst.
=
∫ 0
−∞
∣∣∣hash [(1− s)ash− 12 − (−s)ash− 12]− hbsh [(1− s)bsh− 12 − (−s)bsh− 12]∣∣∣2 ds
=
∫ 0
−∞
(ash − bsh)2 h2csh
∣∣∣ log(h) [(1− s)csh− 12 − (−s)csh− 12]
+
[
log(1− s) (1− s)csh− 12 − log(−s) (−s)csh− 12
] ∣∣∣2 ds
≤ 2∆2h2c log(h)2
[∫ 0
−∞
∣∣∣(1− s)csh− 12 − (−s)csh− 12 ∣∣∣2 ds
+
∫ 0
−∞
∣∣∣log(1− s) (1− s)csh− 12 − log(−s) (−s)csh− 12 ∣∣∣2 ds].
The first integral terms may be bounded as∫ 0
−∞
∣∣∣(1− s)csh− 12 − (−s)csh− 12 ∣∣∣2 ds ≤ ∫ 1
0
[
(1 + s)2c−1 + s2c−1
]
ds+
∫ ∞
1
s2c−3 ds
≤ C(c, c),
where we applied the mean value theorem for s > 1. Analogously,∫ 0
−∞
∣∣∣log(1− s) (1− s)csh− 12 − log(−s) (−s)csh− 12 ∣∣∣2 ds
≤
∫ 1
0
[
log(1 + s)2(1 + s)2c−1 + log(s)2s2c−1
]
ds+
∫ ∞
1
(2 + log(s))2s2c−3 ds
≤ C(c, c).
This establishes (43). Regarding (44), note that∫ h
0
∣∣∣(h− s)as− 12 − (h− s)bs− 12 ∣∣∣2 ds ≤ ∆2 ∫ h
0
log(h− s)2(h− s)2cs−1 ds
≤ ∆2
∫ h
0
log(s)2s2c−1 ds
= ∆2h2c
∫ 1
0
(log h+ log s)2s2c−1 ds.
The latter integral is finite because c ∈ (0, 1).
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Proof of Theorem 3.4. Theorem 3.3 implies that almost surely for each  > 0 and γ > 0,
sup
h∈(0,)
|Xt+h −Xt|
|h|Ht+γ =∞.
In particular, αt(X) ≤ Ht almost surely, and we conclude that P (αt(X) = Ht,∀t ∈
[0, T ) ∩Q) = 1. Now note that, for all s, t,
sup
{
α : lim
→0
sup
r,v∈(s,t),|r−v|<
|Xr −Xv|
|r − v|α = 0
}
≤ sup
{
α : lim
→0
sup
q∈(s,t)∩Q
sup
0<h<s−q,|h|<
|Xq+h −Xq|
|h|α = 0
}
≤ sup
{
α : sup
q∈(s,t)∩Q
lim
→0
sup
0<h<t−q,|h|<
|Xq+h −Xq|
|h|α = 0
}
≤ inf
q∈(s,t)∩Q
αq(X) = inf
q∈(s,t)∧Q
Hq,
which equals H [s,t] = infr∈[s,t] Hr, because Ht is continuous. Furthermore, we have shown
in (38) that
sup
{
α : lim
→0
sup
r,v∈(s,t),|r−v|<
|Xr −Xv|
|r − v|α = 0
}
≥ inf
r∈[s,t]
Hr,
completing the proof.
Proof of Corollary 3.5. In the proof of Theorem 3.3, all approximations based on the
Burkholder-Davis-Gundy inequalities hold not only in probability, but also in L2(P ).
That is, for a standard Brownian motion W˜t independent of the filtration Ft, we have
shown that for some q > 0 sufficiently small,
h−Ht−hq (Xt+hr −Xt)
d
= h−Ht−hq
∫ ∞
−∞
σt−hq
[
(t+ hr − s)Ht−hq−
1
2
+ − (t− s)Ht−hq−
1
2
+
]
dW˜s + oL2(1)
= Zt,r,h + oL2(1).
Conditionally on Ft−, the process r 7→ Zt,r,h is a fractional Brownian motion as in (1),
with scaling factor σt−hq and Hurst parameter Ht−hq , the covariance of which is given
by (28). Hence, for r, v ∈ R,
E (Zt,r,h · Zt,v,h|Ft−) =
σ2t−hqA(Ht−hq)
2
(|r|2Ht−hq + |v|2Ht−hq − |r − v|2Ht−hq ) .
Since σs is continuous and bounded deterministically, we have σt−hq → σt in L2(P ) as
h → 0. The equicontinuity of Ht yields that hHt−hq−Ht → 1 and |r|2Ht−hq → |r|2Ht in
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L2(P ) as h→ 0, as well as A(Ht−hq)→ A(Ht) by continuity of A. Hence, as h→ 0,
E
[
h−Ht−hq (Xt+hr −Xt)h−Ht−hq (Xt+hv −Xt)
]
= E [E (Zt,r,h · Zt,v,h|Ft−)] + o(1)
→ E
[
σ2tA(Ht)
2
(|r|2Ht + |v|2Ht − |r − v|2Ht)] .
By the mean value theorem we have∣∣E [h−Ht (Xt+hr −Xt)h−Ht (Xt+hv −Xt)]
− E [h−Ht−hq (Xt+hr −Xt)h−Ht−hq (Xt+hv −Xt)] ∣∣
= |E [(exp(−2 log(h)Ht)− exp(−2 log(h)Ht−hq)) (Xt+hr −Xt) (Xt+hv −Xt)]|
≤ 2ω(hq) log(h) exp(2ω(hq) log(h))
·
√
E
[
h−2Ht−hq |Xt+hr −Xt|2
]√
E
[
h−2Ht−hq |Xt+hv −Xt|2
]
−→ 0,
as h→∞. Thus, we obtain the desired result.
Proof of Proposition 3.6. Itoˆ’s isometry and the stationarity of Ht and σt yield
E
(
KHt ·KHs
)
=
∫ ∞
−∞
E
{
σ2r
[
(t− r)Hr−
1
2
+ − (−r)Hr−
1
2
+
] [
(s− r)Hr−
1
2
+ − (−r)Hr−
1
2
+
]}
dr
=
∫ ∞
−∞
E
{
σ20
[
(t− r)H0−
1
2
+ − (−r)H0−
1
2
+
] [
(s− r)H0−
1
2
+ − (−r)H0−
1
2
+
]}
dr
= E
∫ ∞
−∞
σ20
[
(t− r)H0−
1
2
+ − (−r)H0−
1
2
+
] [
(s− r)H0−
1
2
+ − (−r)H0−
1
2
+
]
dr
= E
[
σ20A(H0)
2
(|t|2H0 + |s|2H0 − |t− s|2H0)] ,
where we applied (28) in the last step. Exchanging the integrals is justified by virtue of
Fubini’s theorem, since∫ ∞
−∞
σ2r
∣∣∣(t− r)Hr− 12+ − (−r)Hr− 12+ ∣∣∣ ∣∣∣(s− r)Hr− 12+ − (−r)Hr− 12+ ∣∣∣ dr
≤
√
E(KHt )2
√
E(KHs )2,
which is finite by assumption, using the identity for E(KHt )2 which we have already
established.
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