Computational models of cognitive processes based on neural substrates clarify our understanding of the ongoing mechanisms during these high order processes. These models also inspire new approaches and techniques for implementing intelligent systems. Here, an implementation of goal-directed behaviour on Khepera II mobile robot will be presented. The main point of this work is to show the potential use of robot models for tasks requiring high order processes like goal-directed behaviour.
INTRODUCTION
The computational models of neural systems can be considered as tools to understand the cognition. Thus obtaining these models and showing their effectiveness would stimulate studies in cognitive science and inspire the development of new approaches for intelligent systems.
Amongst the wide spectrum of high order cognitive processes such as planning, selective attention, decision making; goal-directed behaviour has driven a specific attention. To consider goaldirected behaviour as composed of two processes: action selection and reinforcement learning bore a computationally tractable model (Sengor, 2008) . Though there are numerous computational models for action selection (Gurney, 2001) , (Taylor, 2000) and reinforcement learning (Schultz, 1997) , (Dayan, 2009) , few consider them together (Sengor, 2008) , (Humphrys, 1997) . These models consider the role of neural structures especially the basal ganglia, so they are biologically plausible models. Based on the models of basal ganglia behavioural disorders such as addiction (Gutkin, 2006) , and different processes as feature detection are studied (Saeb, 2009 ).
There are also some work considering the robot models of neural substrates and some others where cognitive processes are investigated considering these robot models (Webb, 2000) , (Fleischer, 2009) , (Prescott, 2006) . In the well-known work of Prescott (Prescott, 2006) a robot model for action selection is given. This robot model mimics the behaviour of a rat in an unfamiliar environment and it is based on mathematical model of basal ganglia which is inspired by neurophysiologic studies (Gurney, 2001) . In this robot model which is implemented on Khepera II, it is shown that basal ganglia take part in selecting an action amongst different choices based on the saliencies of each possibility.
Here, the idea is to develop the work in (Prescott, 2006) , further by implementing reinforcement learning to determine the saliencies which influence the choice of the rat. The process of learning has not been considered in (Prescott, 2006) , where the choices depend only on a priori saliencies. So the saliencies are reconsidered and priority of one over the other is determined according to the environmental conditions with reinforcement learning. It is shown that a simpler model of the cortico-striato-thalamic circuit considered for action selection can fulfil the expected behaviour based on these saliencies. Thus, the improvement of this work over (Prescott, 2006) , is the utilization of reinforcement learning to determine the choices and this is provided by using a simpler model of corticostriato-thalamic circuit for action selection (Sengor, 2008) .
In the sequel, first the computational model proposed in (Sengor, 2008) will be summarized, than the task and implementation of the model on the Khepera II mobile robot will be given. In section 3, simulation results will be given, and in the last section the expected improvements will be discussed.
COMPUTATIONAL MODEL
In this section, first a model for goal-directed behaviour (Sengor, 2008) will be introduced. Then it will be shown that the model is capable of selecting an appropriate action under changing environmental conditions and the implementation of this model on Khepera II will be discussed.
Modelling Goal-Directed Behaviour
The sub-regions of neural system communicate with each other by interconnection neurons and realize any process via neurotransmitters along neural pathways. One of these pathways is striatonigral pathway which is associated with motor control and related to dopaminergic pathway (Haber, 2010) . Dysfunction of this pathway causes disorders such as Parkinson's disease, Huntington's disease and Schizophrenia (Alexander, 1990) . Transmission of dopamine relates striatum with substantia nigra pars compacta. These regions are the part of the basal ganglia-thalamus-cortex circuits (Alexander, 1990) . Retrograde and anterograde tracing studies have shown that the basal ganglia-thalamus-cortex circuits and a.k.a. striatonigrostrital pathways have important role in action selection and learning phenomena. The cortico-striato-thalamic model considered in this work for implementation of goaldirected behaviour is based these neurophysiological facts and is capable to explain how primates make appropriate choices and learn associations between environmental stimuli and proper actions (Sengor 2008) . In (Alexander, 1990) , different regions of basal ganglia are considered for different neural circuits, but principle substructures are proposed to be striatum, subthalamic nucleus, globus pallidus internal and external, substantia nigra pars reticulate and compacta. Relationship between these substructures, cortex and thalamus is very complex. The model used in this work, consider only a subgroup of these relations which are important for action selection, so it is simpler. The connections considered in the model are illustrated in Figure 1 . This computational model of action selection has been shown to realize a sequence learning task (Sengor, 2008) . The parameters of the dynamical system corresponding to neurotransmitters are modified with reinforcement learning. In order to realize the task, input substructure of the model which is cortex transmits the sensory data to the striatum, thalamus and subthalamic nucleus. The main effect on cortex is due to excitatory signal from thalamus. In the model of cortico-striato-thalamic circuit for action selection (Sengor, 2008) all substructures act according to tangent hyperbolic function f(.). The activity in the cortex is demonstrated by a difference equation as follows:
The variables Thl C , denote vectors corresponding to cortex and thalamus and the matrix c W denotes the efficiency of sensory stimulus I and it is adapted through reinforcement learning. S in Figure 1 
. An action is selected, when the value of cortex variable C becomes almost one. This corresponds to firing of related neural structure.
The interconnections between substructures striatum, subthalamic nucleus and substantia nigra pars reticulate/globus pallidus interna, that are respectively denoted by
are modelled as in Eq. (2).
Here r W denotes the effect of dopamine on action selection. The action selection depends on two parameters: r c W W , . In (Sengor, 2008) , both of these parameters were adapted through reinforcement to determine the proper action.
In this work only the effect of sensory input on action selection will be considered and c W will be adapted. Adaptation of parameter c W due to reinforcement learning is given in Eq. 3:
Here μ is learning rate and ) (k δ corresponds to error in expectation and determined as in conventional reinforcement learning literature as follows:
Expectation error δ depends on the value v attained to the action selected and the reward i r and γ is discount factor. The value of the action is also updated as follows:
In the equations through 1to 5, only selecting one action is considered, so all variables are scalars.
When an action has to be selected amongst a number of possible actions, except reward i r and expectation error δ all the variables corresponding to neural substrates will be denoted by vectors and parameters by matrices.
Implementation of the Model
The computational model summarized in section 2.1 will be modified and implemented on mobile robot Khepera II. While implementing the model proposed in (Sengor, 2008) on Khepera II, first the saliencies are defined based on the sensory information obtained from mobile robot. Another modification is to consider δ as vector. The task of the robot is to mimic the behaviour of a rat's search for food in an unfamiliar environment. Here, using the mobile robot, rats' behaviour such as searching for the food, recognizing the food, and avoiding an obstacle and finding the nest is simulated. All these actions will be realized in the context of goal-directed behaviour, thus action selection based on reinforcement learning will be used. Thus behaviour of the rat will be realized mimicking the cognitive processes ongoing in neural structures. Figure 2 gives a schema of the whole implementation. First the perception of environment through sensors is realized and then these sensory data interacts with action selection and reinforcement learning blocks to fulfil the goaldirected behaviour. Based on the structure of Khepera II mobile robot, the distance and light sensors are used to collect data from environment. As it can be followed from . The dimension of this matrix is determined by the number of action choices and the saliencies build up the perceptual system. This matrix is modified through reinforcement learning process. In the problem considered, there are three saliencies corresponding to search, recognizing the food and recognizing the nest and they are formed with the data collected from sensors. This data is considered with three different aspects corresponding cylinder and nest distance and gripper position. So, the saliencies are defined as follows:
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Since there are three saliencies S built by weighting three sensor information I , the dimension of vectors and the matrix are
∈ R W C , respectively. Robot distance sensors give natural numbers between "0" to "1050" which means absence or presence of related object. These numbers are scaled in "0" to "1" so the variables corresponding to distance of cylinder, gripper position and distance of nest , , are denoted by rational numbers. This scaling is given in Eq. (7):
Once the saliencies are established, the corticostriato-thalamic circuit determines an action. This selected action and the reward obtained for it interacts with the learning block and the selection process in action selection block restarts at each time step. During this process,
is adapted continuously, till the robot comes across cylinders or nest. During the learning process, saliencies determine the action selected, and selected action is used to control the behaviour of robot. Unlike the work of Prescott et al., (Prescott, 2006) there is no need for a busy signal as the sensor data is considered constantly.
The action selection adapted by reinforcement learning block is the contribution of this work. In (Prescott, 2006) , the idea of behavioural selection is based only on certain targets and the sensor data and it is designed on a rule based algorithm. Early studies of action selection and reinforcement learning phenomena are proposed in different contexts for separate tasks. However, both tasks are considered together in this work.
SIMULATION RESULTS
Khepera II mobile robot is used to simulate the task of a rat searching for food in an unfamiliar environment, recognizing the nest and carrying food there. We simulated rats' intrinsic feelings in a simple learning task. The robot is placed in any starting point from which the rat could do any one of the three goal actions. Only one of the goal actions is chosen on each trial, and the chosen action is searching in the beginning of the experiment. The experiment is illustrated in Figure 3 (b) .
Experiments such as those illustrated in Figure 3 would clarify the difference between each process. The case in Figure 3 (a) corresponds to the work in (Prescott, 2006) where the saliencies are determined a priori. So robot begins to search instantly with the correct choice, it recognizes the obstacle and food without mistake. When food is picked up by the robot, the light sensor begins to search light source which is the indicator of the nest. Notice that for this process the search continues until light sensors recognize the nest.
In Figure 3(b) , there are no a priori determined saliencies, the robot learns the environment with the choices it makes and the rewards it obtains. Thus it begins with random search and it takes some trial and error steps till it finds food, picks it up and carries to the nest. Once the learning process is completed, it can immediately pick up the food and carry it to nest as shown in Figure 3(c) .
As the robot is not moving at the beginning of the experiment depicted in Figure 3(b) , the reinforcement learning block force it to move and begin to search. This is provided by increasing coefficient "a 11 " through reinforcement learning.
In Figure 4 , the adaptation of coefficient "a 11 ", change in expectation error and reward are given, respectively. Once "a 11 " is large enough and "search" salience is selected, robot begins to move. If Khepera II robot comes across to any one of the potential food, coefficient of "a 22 " begins to increase. This is the learning phase of recognizing food. Results of this phase are given in Figure 5 . Figure 4 : Simulation results for searching phase during learning process. After 80 th iteration, learning process ends for the search salience but the given illustration is continued till the 500 th iteration. Reward is 1.8 for this coefficient.
Once the robot learns to recognize food and picks it up, it has to begin searching the nest. In order to reach the nest the robot moves along the wall and seeks for the light source when it finds it, reward is given. This reward modifies the value of "a 33 " and when "a 33 " reaches a certain value, the robot learns the place of the nest. There are six coefficients besides "a 11 ", "a 22 ", "a 33 " but these are not necessary for the determination of saliencies, so they are kept constant.
Once, the robot places the food to the nest, the search for food begins again, but as it learned the food and the nest it picks up the first food it comes across and carries it to the nest directly. As, the robot do not learn the coordinates of the latest food it picked up, the searching process is made randomly. Learning the deposit of the food in the nest is same as the other learning routines and the results are given in Figure 6 . We can change the reward value for each step to examine the variation of process, so each reward selected differently. As it can be followed from Figure 4 , the small reward need more iteration to learn the task, and when the reward value is increased less iteration step is needed and less try outs to learn the task. In Figure  5 , the reward is chosen as 2.2 so robot learns the potential food in 6 try outs while in Figure 6 reward is increased and learning process for the nest ends in 4 try outs. This reinforcement learning results are drawn in MATLAB, but the data are collected from the environment where mobile is implemented. The mobile robot is trained to learn to recognize the food and the place of the nest and it is capable of completing the task even though the conditions in the environment changes. In 20 trials, mobile robot recognizes the food and the nest for 17 cases. Once the learning is completed the robot learns the place of the nest and deposits the food there. Figure 6 : Simulation results for learning to find the nest and deposit phase. After 1700 th iteration, learning process ends for finding the salience so in figure 1800 th iteration are shown. Reward is 3 for this coefficient.
CONCLUSIONS
In this work, it is shown that robot implementation of neural circuits which are capable of realizing reinforcement learning is possible. Here, the model proposed in (Sengor, 2008) is reconsidered and implemented on mobile robot Khepera II to mimic the behaviour of a rat searching for food in an unfamiliar environment. It has to be emphasized that a more complex cognitive process than action selection, i.e., goal-directed behaviour is implemented on a mobile robot. So, the work considered here improves (Prescott, 2006) , in two aspects, reinforcement learning process is implemented on Khepera II and goal-directed behaviour is realized. The task considered could be easily upgraded for more complex scenarios.
Here the choices of the robot are determined only by saliencies depending on sensor data. So the action selection is due to environmental inputs. In (Shultz 1997 , Dayan 2009 ), it has been discussed that the action selection is affected also by the dopamine value which is determined by emotional processes. Thus the choices of the robot should also be determined by r W parameter. So the adaptation of r W could be considered to model the emotional drives.
