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In the class T of triangular maps of the square we consider the strongest notion of
distributional chaos, DC1, originally introduced by Schweizer and Smítal [B. Schweizer,
J. Smítal, Measures of chaos and a spectral decomposition of dynamical systems on the
interval, Trans. Amer. Math. Soc. 344 (1994) 737–854] for continuous maps of the interval.
We show that there is a DC1 homeomorphism F ∈ T such that any ω-limit set contains
unique minimal set. This homeomorphism is constructed such that it is increasing on
some ﬁbres, and decreasing on the other ones. Consequently, F has zero topological
entropy. Similar behavior is impossible when F is nondecreasing on the ﬁbres, as shown by
Paganoni and Smítal [L. Paganoni, J. Smítal, Strange distributionally chaotic triangular maps,
Chaos Solitons Fractals 26 (2005) 581–589]. This result contributes to the solution of an
old problem of Sharkovsky concerning classiﬁcation of triangular maps but it is interesting
by itself since it implies interesting open problems concerning relations between DC1 and
minimality.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let ϕ be a continuous map of a compact metric space (Y ,ρ) into itself, and let DY = (0,diam(Y )]. For a pair (x, y) of
points in Y and a positive integer n, deﬁne a distribution function Φ(n)xy : DY → I := [0,1] by
Φ
(n)
xy (t) = 1n#
{
0 i < n; ρ(ϕ i(x),ϕ i(y))< t}.
Then Φ(n)xy is a nondecreasing function. Deﬁne the lower and upper distribution function DY → I generated by ϕ , x and y as
Φxy(t) = lim inf
n→∞ Φ
(n)
xy (t), and Φ
∗
xy(t) = limsup
n→∞
Φ
(n)
xy (t),
respectively. Obviously, Φxy Φ∗xy . If there are points x, y ∈ Y such that
Φ∗xy ≡ 1, and Φxy(t) = 0 for some t, (1)
then ϕ exhibits distributional chaos of type 1, brieﬂy, DC1. If, in (1), Φxy ≡ 0 then ϕ exhibits extremal DC1. Recall that DC1
was introduced in [10] for the continuous maps of the interval, weaker notions DC2 and DC3 were later introduced in [12]
for general continuous maps.
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( f (x), gx(y)), for any (x, y) in I2. Our main result reads as follows.
Theorem 1. There is a DC1 homeomorphism F ∈ T possessing a pair of points u, v with Φuv ≡ 0 and Φ∗uv ≡ 1, and such that any
ω-limit set of F contains a unique minimal set.
Recall that for the maps in T which are nondecreasing on the ﬁbres Ix = {x}× I , x ∈ I , similar example does not exist [8].
Theorem 1 contributes to the solution of the problem by Sharkovsky from the eighties concerning classiﬁcation of the maps
in T ; a survey of existing results and remaining open problems, with hopefully complete list of references can be found
in [11].
The proof of Theorem 1 is based on several lemmas and is given in the next section. In the paper we use the standard
terminology as, e.g., in [1] or in the papers listed in references.
2. Proof of Theorem 1
To get a function F : I2 → I2, F (x, y) = ( f (x), gx(y)), we proceed with four steps.
Step 1. We start with construction of the map f : I → I . Let C ⊂ I be the Cantor middle-third set. Thus x ∈ C if and
only if x =∑∞j=1 2x j/3 j , where {x j}∞j=1 ∈ {0,1}N =: X is the code ν(x) of x. Note that ν is order preserving isomorphism
with respect to the lexicographic ordering in X given by 0 < 1. It is easy to see that codes of the endpoints of the intervals
complementary to C are eventually 0 or eventually 1. In particular, ν(min C) = 0∞ and ν(maxC) = 1∞ . Hence the point
q ∈ C such that
ν(q) = ξ = 1m101m20 . . .01mj0 . . . , with mj > 0, for any j ∈ N, (2)
where 1m denotes the block of m ones, is interior in C , i.e., not isolated in C from the left or from the right. Let τ be the
adding machine, or odometer, given on X by τ (α) = α + 1 where adding is mod 2 from the left to right (i.e., τ (11001 . . .) =
00101 . . .). Since τ is a minimal homeomorphism, the map fC = ν−1 ◦ τ ◦ ν is a minimal homeomorphism of C . Since the
τ -orbit Orbτ (0∞) of 0∞ consists of all endpoints of the intervals complementary to C , it is disjoint from Orbτ (ξ). Thus,
Orb fC (0) ∩ Orb fC (q) = ∅. (3)
Now we extend the system (C, fC ) by (the standard technique of) blowing up Orb fC (q). By (3), this orbit consists of
bilaterally cluster points of C . Thus, we replace every point z = f jC (q), j ∈ Z, in the orbit of q by a compact interval
J z = [a j,b j], and compress the rest so that we obtain a (compact) subset C ′ of I . Then there is unique continuous extension
fC ′ :C ′ → C ′ of fC such that, for any j ∈ Z, fC ′ is linearly increasing on [a j,b j], and f jC ′ ([a0,b0]) = [a j,b j].
Let Q be the Cantor-type set obtained from C ′ by removing the open intervals (a j,b j). The coding of points in C can be
uniquely extended to ν : Q → X such that ν(a j) = ν(b j), for any j. Then fC can be uniquely extended to a homeomorphism
f Q : Q → Q such that ν ◦ f Q = τ ◦ ν .
Finally, let f : I → I be the continuous extension of f Q such that f is aﬃne on any interval complementary to Q . It is
well known (see, e.g., [3] where also details concerning blowing up orbits can be found) that f has the following properties:
Lemma 1. The map f : I → I is of type 2∞ , has a unique (hence, minimal) inﬁnite ω-limit set Q which is an extension of the adding
machine τ on X via semiconjugacy map ν : Q → X. Moreover, there is a point ξ ∈ X such that, for any integer j, ν−1(τ j(ξ)) is
a two-point set {a j,b j} with a j < b j , while ν−1(ζ ) is a singleton, if ζ /∈ Orbτ (ξ).
Consequently, by Lemma 1, we do not distinguish in what follows between points in Q and their codes if there is no
ambiguity (i.e., if the codes are not in the orbit of ξ ).
Step 2. Here we show how the argument can be reduced to ﬁnding points u, v exhibiting DC1. Let
F : Q × I → Q × I, with (x, y) → ( f (x), gx(y)), (4)
where f is the map from Lemma 1, and
gx is increasing with gx(I) = I if x a0, and gx(y) = 1− y if x b0. (5)
Continuous extension of F onto the whole square I2 (equipped, for convenience, with the max metric assigning to a pair
of points (xi, yi), i = 1,2, the distance max{|x1 − x2|, |y1 − y2|}), can be done by convex combinations. Thus, let J be
a component interval of I \ Q , with endpoints r < s. Then, for any t ∈ I , we let gtr+(1−t)s = tgr + (1− t)gs . Since f is aﬃne
on J (see Step 1), we obtain a map in T . Therefore, till the end of proof, F is the map given by (4) and (5), with f as in Lemma 1.
Lemma 2. If (2) and (5) are satisﬁed then M := Q × {0,1} is a minimal set.
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the decomposition of Q into periodic portions of period 2λ(n) . Let z ∈ M , and let F j(z) =: (x j, y j), for any j  0. We show
that ωF (z) = M . By (5), F (M) = M hence, y j = 0 or y j = 1, for any j  0. Let γ ∈ Xλ(n) . Then
γ 0∞ > ξ iff γ = 1m101m20 . . .1mk+1δ, for some k n and δ ∈ Xλ(n)−λ(k). (6)
The set of γ satisfying the condition in (6) has cardinality μ(n) = 2λ(n)−λ(1) + 2λ(n)−λ(2) + · · · + 2λ(n)−λ(n) which is an odd
number. Thus, y2λ(n) = θμ(n)(y0) = 1− y0 where θ : I → I is the function y → 1− y. To ﬁnish the argument note that λ(n)
is arbitrarily large hence either of the points (0,0), (0,1) ∈ Q 0λ(n) × I is a cluster point of the sequence {(x j, y j)}∞j=0. 
Lemma 3. Let (2) and (5) be satisﬁed and let, for u = (0,0), v = (0, 12 ),
Φuv ≡ 0 and Φ∗uv ≡ 1, (7)
where the distribution functions Φuv and Φ∗uv are generated by F . Then M = Q × {0,1} is the unique minimal subset of Q × I .
Proof. By Lemma 2, M is minimal so assume F has a minimal set P = M . Then P ∩ M = ∅ and, since Q is minimal, the
canonical projection of P to the ﬁrst coordinate is Q . Thus, P contains a point p = (0,w) with w = 0,1, i.e., w ∈ U =
(δ,1 − δ), for some δ > 0. The ﬁrst and the second condition in (7) imply that the trajectory of {0} × [ 12 ,1] or {0} × [0, 12 ],
respectively, is out of Q × U during arbitrarily long time intervals. Hence, the same is true for p, contrary to the fact that
Q × U is a neighborhood of a uniformly recurrent point p. 
Step 3. Let u, v be as in Lemma 3. To complete the proof it suﬃces to make the functions gx satisfy (7). We do this in
the last two steps. Denote F j(u) = (x j,u j), F j(v) = (x j, v j), and T = {x j}∞j=0. The idea is to deﬁne functions gx for x ∈ T
such that (7) is satisﬁed and the resulting map is uniformly continuous on T × I . Then it can be continuously extended to
the whole of Q × I . We assume that X is equipped with the metric ρ({r j}, {s j}) = 1n where n is the minimal index with
rn = sn (obviously, ρ is equivalent to the Euclidean metric on Q \ Orb f Q (q)), and I by the standard metric. Such a map can
be extended continuously to F without violating (7).
To start note that, by (5) and (6), we already have
gx(y) = 1− y iff x = 1m101m20 . . .1mj+1β, for any β ∈ X . (8)
Denote
λ(0) = 1, and λ( j) = 2m1+m2+···+mj+ j, j ∈ N. (9)
We take the maps gx , for x ∈ T , such that
uλ( j) = 1 (= 1− u0), and vλ( j) = 12 (= v0), for any j ∈ N. (10)
Fix a number α ∈ (0,1), and deﬁne auxiliary maps ϕ1, ψ1 by
ϕ1(y) = yα, and ψ1(y) = y1/α
(= ϕ−11 (y)), y ∈ I. (11)
Let Id denote the identity map, and θ the map y → 1− y. Put
δ j = 1− ϕ2 j1
(
1
2
)
, j ∈ N. (12)
Since α ∈ (0,1),
δ1 > δ2 > · · · , with lim
j→∞
δ j = 0. (13)
For any j > 1, let ϕ j be the continuous map of I such that ϕ j(y) = ϕ1(y) for 2δ j−1  y  1 − 2δ j−1, ϕ j(y) = y if
0 y  δ j−1 or 1− δ j−1  y  1, and ϕ j is linear otherwise. Then
‖ϕ1 − ϕ j‖ = ε(δ j) → 0, for j → 0. (14)
Similarly deﬁne ψ j , with ϕ1 replaced by ψ1. We may assume that α is so close to 1 that
ϕ j and ψ j are increasing, for any j ∈ N. (15)
Now gx j , for any j <
λ(1)
2 , is given by
gx j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ1 if 0 j < 2,
Id if 2 j < λ(1)2 − 3,
ψ1 if
λ(1)
2 − 3 j < λ(1)2 − 1,
Id if j = λ(1) − 1.
(16)2
1676 F. Balibrea, J. Smítal / Topology and its Applications 156 (2009) 1673–1678This yields vλ(1)/2 = vλ(1) = v0. Moreover,
|u j − v j | = |v j | 1− δ1 if 2 j < λ(1)2 − 2, (17)
hence,
Φ
λ(1)/2
uv (1− δ1) 8
λ(1)
. (18)
This is a special case of
Φ
λ( j)/2
uv (1− δ j) 18λ( j − 1)
λ( j)
, for any odd j ∈ N. (19)
If the sequence λ( j) is rapidly increasing, say, if
mj = 3+ j, j ∈ N, (20)
then, by (9) and (13), (19) implies the ﬁrst condition in (7). Similarly
Φ
λ( j)/2
uv (δ j) 1− 18λ( j − 1)
λ( j)
, for any even j ∈ N, (21)
implies the second condition in (7). It remains to design gx j , for j  λ(1), such that (19) and (21) are satisﬁed. We do this
in the last step.
Step 4. To make the construction transparent we denote by A′1 the formal composition of
λ(1)
2 maps gxλ(1)/2−1 ◦ · · · ◦
gx1 ◦ gx0 , described in (16). Thus,
A′1 = Id ◦ ψ1 ◦ ψ1 ◦ Id ◦ · · · ◦ Id ◦ ϕ1 ◦ ϕ1. (22)
Let A′′1 be obtained from A′1 by exchanging the last Id by θ , and let A1 = A′′1 ◦ A′1. This yields uλ(1) = A1(u0) = 1 − u0 and
vλ(1) = A1(v0) = v0, see (10). Note that substitution Id → θ is given by (8), since the map on the last position in A1 is
applied to u j and v j , with j = λ(1) − 1 = 1m1+1.
Substitution ψ1 → ψ2 in A1 gives block B1. Similarly, blocks C1 and D1 are obtained from A1 by substitutions ϕ1 → ϕ2
and ψ1 → ψ2, or by ϕ1 → ϕ2, respectively. Now the formal composition A′2 of maps gx j , j < λ(2)2 , is given as the composition
of λ(2)2λ(1) = 2m2 blocks of order 1,
A′2 = A1 ◦ A1 ◦ D1 ◦ C1 ◦ D1 ◦ C1 ◦ · · · ◦ C1 ◦ B1 ◦ C1 ◦ B1 ◦ A1. (23)
It contains three A1, two B1, and two D1. The remaining blocks are C1.
Next we need block A′′2 such that A2 = A′′2 ◦ A′2 is formal composition of the maps gxλ(2)−1 ◦ · · · ◦ gx0 . By (8), A2 must
contain θ at position corresponding to 1m101m21, i.e., at position λ(2)− λ(1)2 . Thus, let E1 be the block obtained from A1 by
replacing the map Id on position λ(1)2 by θ , and let A
′′
2 be obtained from A
′
2 by exchanging the last A1 for E1.
Since every block = E1 of order 1 contains θ only once (at the last position), application of any such block exchanges
the points 0 and 1. Block E1 contains two maps θ and since A2 consists of even number of blocks, application of A2
also exchanges 0 and 1, see (10). Consequently, while application of the ﬁrst two maps (i.e., maps ϕ1) in A1 increases the
distance between u0 = 1 and v0 = 12 to |u2 − v2| = 1− δ1, application of the same maps in block B1 decreases the distance
to δ1. Indeed, B1 is applied to uλ(1) = 1 and vλ(1) = 12 , whence uλ(1)+2 = 1 and uλ(1)+2 = 1 − δ1. Since any other map
in B1 but the last one ﬁxes the points in [1 − δ1,1] we have u2λ(1)−1 = 1 and v2λ(1)−1 = 1 − δ1 and hence, u2λ(1) = 0 and
v2λ(1) = δ1.
Then any map in C1 but the last one ﬁxes either 0 and δ1 hence, u3λ(1) = 1 and v3λ(1) = 1− δ1. Application of the fourth
block in A2, i.e., the second B1, yields u4λ(1) = 0, v4λ(1) = δ2. Thus, before application of the last ﬁve blocks A1 ◦ A1 ◦ D1 ◦
C1 ◦ D1 in A′2 we have uλ(2)/2−5λ(1) = 1, vλ(2)/2−5λ(1) = 1− δ2. Consequently,{
0 j < λ(2)
2
; |u j − v j | = δ2
}
⊃
{
j; 4λ(1) j  λ(2)
2
− 5λ(1)
}
, (24)
which yields (21), for j = 2. It is easy to see that also A2(v0) = v0, cf. (10).
To give a recursive formula for A j , j ∈ N, deﬁne ﬁrst blocks B j , C j and D j , for j > 1 as the blocks which can be obtained
from A j by substitutions ψ1 → ψ j−1, or ϕ1 → ϕ j−1 and ψ1 → ψ j−1, or ϕ1 → ϕ j−1, respectively. Now we let
A′j+1 = A j ◦ D j ◦ C j ◦ D j ◦ C j ◦ · · · ◦ C j ◦ B j ◦ C j ◦ B j ◦ A j ◦ A j, j > 1 even, (25)
A′j+1 = A j ◦ A j ◦ D j ◦ C j ◦ D j ◦ C j ◦ · · · ◦ C j ◦ B j ◦ C j ◦ B j ◦ A j, j odd, (26)
such that, for any j  1, A′ consists of three blocks A j , two B j , two D j , and λ( j+1) − 7 blocks C j .j+1 2
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v2λ( j) = v0, v3λ( j) = 1− δ j−1, v4λ( j) = δ j−1, v5λ( j) = 1− δ j, and u5λ( j) = 0. (27)
Then there are applied λ( j+1)2λ( j) − 9 blocks C j which preserve distances of the points u5λ( j) ∈ [0, δ j] and v5λ( j) ∈ [1 − δ j,1].
This implies (19). Similarly, (26) implies (21).
Finally, by (10), block A j+1 (of length λ( j + 1)) must contain θ at position
h( j) = λ( j + 1) − λ( j)
2
− λ( j − 1)
2
− · · · − λ(2)
2
− λ(1)
2
, (28)
corresponding to 1m101m201m30 . . .1mj01mj+11 ∈ Xλ( j+1) . Thus, λ( j + 1) − λ( j)2 > h( j + 1) > λ( j + 1) − λ( j) which means
that the new θ is in the ﬁrst half H j of the last block of A j+1 of order j. Similarly, this θ is in the ﬁrst half H j−1 of the
last block of H j of order j − 1, etc. Consequently, we exchange for θ the last Id in the ﬁrst half of a block of order 1. By
induction, it is easy to verify that actually at this position is Id since for any j, to get A j the substitution Id → θ is applied
to the second half of a block of length λ( j), while, in the next step we apply this substitution in the ﬁrst half of a block of
length λ( j).
By (15), (8) and the above construction, (5) is satisﬁed. It remains to show that the map gx is uniformly continuous on T .
So, let x, x′ ∈ X be close. This means that, for some j > 0, ρ(x, x′) < 1/λ( j) or, that x|λ( j) = x′|λ( j), cf. the ﬁrst paragraph of
Step 3. But then, by the substitution rules for the blocks Bi , Ci , Di , (26), (25), (14) and similar formula for ψ1 and ψ j imply
‖gx − gx′ ‖ < ε(δ j−1) → 0, for j → ∞. This completes proof of Theorem 1.
3. Concluding remarks
Theorem 1 is also related to open problems concerning distributional chaos on compact metric spaces. While a continu-
ous maps ϕ of the interval [10], or of another one-dimensional compact set like a ﬁnite graph [5], is DC1 if and only if its
topological entropy h(ϕ) is positive, in general, for continuous maps of a compact metric space, these two notions are inde-
pendent. Thus, there are DC1 systems with zero topological entropy; this is known since 1999 [13]. Our Theorem 1 provides
another example, since arbitrary triangular map F (x, y) = ( f (x), gx(y)), with h( f ) = 0 such that any gx is monotone, has
zero topological entropy (for reference, cf., e.g., [8]).
On the other hand, positive topological entropy does not imply DC1, even for maps in T [12]. Most recent example
concerning general continuous maps is given in [9]. These two examples involve nonminimal systems which are, however,
distributionally chaotic in the weaker sense, DC2 (cf. [12] for deﬁnition). Another example is a consequence of the next the-
orem. Recall that a point x ∈ Y is regularly recurrent if, for any neighborhood G of x there is an N > 0 such that ϕ jN (x) ∈ G ,
for any j ∈ N.
Theorem 2. Let ϕ be a minimal map of a compact metric space (Y ,ρ), and let Y contain a regularly recurrent point. Then ϕ /∈ DC1.
Proof. By [2] or [6], any minimal set Y containing a regularly recurrent point is almost one-to-one extension of an adding
machine Q , via semiconjugacy map π : Y → Q . Thus, for any k ∈ N, Q has a decomposition into p  k clopen periodic
portions forming a periodic orbit of period p, and the set of points t ∈ Q such that π−1(t) is a singleton, is dense in Q .
For any t ∈ Q , let δ(t) = diam(π−1(t)). It is easy to verify (or, cf., e.g., [1]) that δ(t) is upper semicontinuous. Thus, for
any t ∈ Q and any ε > 0 there is a neighborhood G of t such that δ(s) is contained in the ε-neighborhood of δ(t), for any
s ∈ G .
So if, for some a ∈ Q , δ(a) = 0 then there is a periodic portion Q p of Q of period p > 0 containing a such that
δ(t) < ε for any t ∈ Q p . (29)
Now assume that (1) is satisﬁed for some x, y ∈ Y . Then lim inf j→∞ ρ(ϕ j(x),ϕ j(y)) = 0, by the ﬁrst condition in (1). Hence,
π(x) = π(y) since no two distinct points in Q are proximal. Replacing the points x, y by some ϕ j(x), ϕ j(y), if necessary,
we may assume that π(x) ∈ Q p . Then, by (29), ρ(ϕ jp(x),ϕ jp(y)) < ε, for any j ∈ N. This implies Φxy(ε) 1p . Consequently,
Φxy(ε) > 0, for any ε > 0, contrary to the second condition in (1). 
Corollary. There is a minimal map ϕ on a compact metric space with positive topological entropy, which is not DC1.
Proof. There are minimal systems with positive topological entropy containing regularly recurrent points. The ﬁrst example
was given in [4]. 
In relation with the above results (Theorems 1 and 2, corollary, and results mentioned in the above text) the following
open problems seem to be of some interest.
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(i) Does there exist a minimal DC1 system?
(ii) In particular, does there exist a minimal DC1 system with positive topological entropy?
(iii) If the answer is positive, is it true that every minimal system with positive topological entropy is DC1 provided it
contains no regularly recurrent point?
(iv) Does there exist a map F ∈ T with an uncountable set S ⊂ I2 such that any distinct x, y in S exhibit the behavior
described in Theorem 1?
(v) If the answer to any of the problems (i)–(iii) is positive, does there exist an uncountable set S such that any two distinct
points exhibit DC1? Can be this chaos even extremal?
Concerning the Problem (v), recall strong suﬃcient conditions implying existence of extremal DC1 a.e. in the
n-dimensional Euclidean cube [7].
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