Abstract. Utilising the Beesack version of the Darst-Pollard inequality, some error bounds for approximating the Riemann-Stieltjes integral are given. Some applications related to the trapezoid and mid-point quadrature rules are provided.
Introduction
In 1970, R. Darst and H. Pollard [3] obtained the following inequality for the Riemann-Stieltjes integral: under the assumption that h is of bounded variation and g is continuous on [a, b] . As P.R. Beesack observed in [1] that, by replacing g with (−g) in (1.1), we can also obtain the "dual" Darst-Pollard inequality Beesack also showed that the inequalities (1.1) and (1.4) remain valid even if g is not continuous on [a, b] , provided only that g is bounded on [a, b] and
In a recent paper [6] , in order to approximate the Riemann-Stieltjes integral b a f (t) du (t) by the quadrature rule
where m ≤ f (t) ≤ M for each t ∈ [a, b] , the second author defined the error functional
and showed that
The constant 1 2 is the best possible in both inequalities. The last inequality in (1.5) is also sharp.
In the same paper [6] , in order to approximate the integral b a f (t) du (t) in terms of the generalised trapezoid rule
the second author introduced the error functional
The constant 1 2 is the best possible in (1.6) and the last inequality is sharp. In this paper, by use of the Beesack-Darst-Pollard inequalities (1.1) and (1.3), we provide other error bounds for the functionals ∆ and ∇. Applications for the generalised trapezoid and Ostrowski inequalities are also given.
The Results
We can state the following result concerning the error bounds for the error functional ∆ (f, u, m, M ; a, b) .
→ R be a function of bounded variation and assume that
If u is bounded and the Riemann-Stieltjes integral
The constant 1 2 is the best possible and the inequalities are sharp. Proof. If we apply the inequality (1.3) for h (t) = f (t) , g (t) = u (t) , we can write,
If we apply the same inequality (1.3) for h (t) = M − f (t) and g (t) = u (t) , we get
The inequalities (2.3) and (2.4) give the following double inequality that is of interest:
Now, if we subtract from all terms the same quantity
which is equivalent to
On utilising (1.1) we can also prove in a similar way that
These show that the first inequality in (2.2) is valid. The second part is obvious since for any α, β ∈ R, min (α, β) ≤ α+β 2 .
For the sharpness of the inequality, we assume that u (t) = t, t ∈ [a, b] . Since for this selection of u we have S (u; a, b) = b − a and s (u; a, b) = 0, hence the inequality (2.3) becomes
If we consider the function
a (f 0 ) = k and in all parts of (2.9) we get the same quantity 
If f is bounded and the Riemann-Stieltjes integral
The constant 1 2 is the best possible and the inequalities are sharp. Proof. Follows by Theorem 1 on utilising the identity
The details are omitted.
The following particular cases of Theorem 1 may be of interest in applications. where H > 0 and s ∈ (0, 1] are given, then
Proof. For any a ≤ α < β ≤ b we have, by (2.12), that
This implies that
Utilising (2.2) we deduce the desired inequality (2.13). 
The proof is obvious by Theorem 1 on taking into account that for the monotonic nondecreasing function u : [a, b] → R we have:
and s (u; a, b) = 0.
Applications
The following inequality obtained in [2] is known as the trapezoid inequality for functions of bounded variation:
where the constant 1 2 is best possible in the sense that it cannot be replaced by a smaller constant.
The following trapezoid inequality for the larger class of Riemann integrable functions can be stated:
Proof. We use the following identity holding for the Riemann integrable function f : [a, b] → R:
for any x ∈ [a, b] , see [2] . We observe that sup t∈ [a,b] 
and, applying Theorem 1 for the Stieltjes integral On utilising the identity (3.3) and the fact that b a (· − x) = b − a, we deduce from (3.4) the desired result (3.2).
In [5] , S.S. Dragomir obtained the following Ostrowski type inequality for functions of bounded variation: 
