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Abstract— This paper addresses a fault-tolerant periodic eco-
nomic model predictive control (MPC) strategy for differential-
algebraic-equation (DAE) systems. Fault tolerance evaluation
of the proposed economic MPC strategy uses set computations
and a performance degradation analysis. By means of the set
computations, the feasible solution set (including system states
and control inputs) can be determined as well as the admissible
performance set can be obtained when system reconfiguration
or fault accommodation strategies are used. The proposed
control strategy allows to carry out an analysis of performance
degradation by using the feasible and admissible performance
set. As a result, if the performance degradation is accepted,
the economic MPC controller can be applied using system
reconfiguration or fault accommodation. Finally, the proposed
fault-tolerant MPC strategy is verified through an illustrative
example.
I. INTRODUCTION
Fault-tolerant control (FTC) involves a variety of control
theories, which maintain control systems in presence of faults
running in a safe mode with an acceptable performance
degradation. Especially in a safety-critical application, the
use of FTC to adapt the control strategy in a faulty situation
is mandatory. Generally speaking, there are two kinds of FTC
techniques: active and passive. On the one hand, active FTC
adapts the control loop taking into account the information
from fault diagnosis. On the other hand, passive FTC consid-
ers the fault occurrences as system disturbances and makes
control systems robust against faults. Thus, passive FTC can
be also considered as an application of the robust control
technique. Faults are usually taken into account as unknown
but bounded in a known set.
Model predictive control (MPC) offers an alternative and
effective framework for FTC [1], [2]. Fault-tolerant MPC
allows adapting the configuration of the system model and
constraints along the prediction horizon to take into account
the fault effect. Recently, economic MPC (EMPC) has at-
tracted a lot of attention. In contrast with classical MPC,
EMPC aims at optimizing the economic system performance,
rather than tracking the reference trajectory. The optimal
control actions of EMPC are often found by means of an
economic cost function that measures the economic system
performance. Hence, the stage cost of EMPC is usually not
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in a quadratic form but in a time-varying manner depending
on an exogenous signal.
Differential-algebraic-equation (DAE) systems, which are
also known as singular or descriptor systems, have gained
a lot of attention in many important applications, such as
chemical processes [3], water systems [4] and electrical
systems [5], [6]. It is known that the DAE system has
two types of equations: differential and algebraic equations,
where differential equations mainly describe the system
dynamics and algebraic equations include the static relations
between some elements (such as manipulated variables and
algebraic variables) in the system.
This paper proposes a fault-tolerant periodic EMPC strat-
egy for uncertain DAE systems. An on-line planner in the
periodic EMPC strategy is used to produce the optimal steady
states in the open loop. The fault tolerance evaluation of the
EMPC controller is performed by means of a set compu-
tations. Therefore, the performance degradation is analyzed
through computing the economic performance set after the
faults occur. If the performance degradation is within the
acceptable set, then the EMPC strategy can continue to
be applied. A suitable fault diagnosis and identification
(FDI) module is assumed to be available in this paper
[7]. Depending on the information provided by the FTC
system, two types of fault-tolerant mechanisms can be used:
system reconfiguration and fault accommodation, both being
considered in the proposed FTC methodology [8].
The remainder of this paper is structured as follows. In
Section II, the periodic EMPC strategy for DAE systems
with an on-line planner is presented. Fault-tolerant periodic
EMPC strategy for DAE systems is proposed in Section III.
In Section IV, the set-based approach for DAE systems is
introduced. In Section V, an illustrative example is presented
in order to verify the effectiveness of the proposed control
strategy. Finally, some conclusions are drawn in Section VI.
Notations: The Minkowski sum of two sets X and
Y is denoted by X ⊕ Y , {x+ y | x ∈ X, y ∈ Y } and
the Pontryagin difference of two sets X and Y is denoted
by X 	 Y , {x ∈ X | x+ y ∈ X, y ∈ Y }. The inclu-
sion operator between two sets X and Y is defined by
X ⊆ Y , {x | if and only if ∀x ∈ X, then x ∈ Y }. The
intersection operator of two sets X and Y is defined by
X ∩ Y , {x | x ∈ X and x ∈ Y }.
An m-order zonotope Z ∈ Rn (m ≥ n) is defined by
a hypercube affine projection with the center p ∈ Rn and
a matrix H ∈ Rn×m as Z = p ⊕ HBm, where Bm
denotes m-dimensional unitary box. Consider a zonotope
Z = p⊕HBm, the smallest box (interval hull) containing the
zonotope is given by Z = p ⊕ rs(H)Bm, where rs(H)
is a diagonal matrix such that rs(H)j =
∑m
j=1 |Hj | with
Hj denoting the j-th column of the matrix H . Furthermore,
the reduction operator for the zonotope proposed in [9] is
denoted as ↓q , where q specifies the maximum number of
column of segment matrix H .
II. PERIODIC ECONOMIC MODEL PREDICTIVE CONTROL
FOR DAE SYSTEMS
A. Control-oriented Model
Consider the discrete-time time-varying uncertain DAE
system defined by
x(k + 1) = A(k)x(k) +B(k)u(k) +D(k)z(k) +Dw(k)ω(k), (1a)
0 = Cx(k)x(k) + Cu(k)u(k) + Cz(k)z(k) + Cw(k)ω(k), (1b)
where x(k) ∈ X ⊆ Rnx represents the vector of system
states limited by the physical bounds X, u(k) ∈ U ⊆ Rnu
represents the vector of control inputs within physical limits
U, z ∈ Rnz represents the vector of known exogenous
periodic signals, ω(k) ∈ Rnw denotes the vector of system
disturbances at time instant k ∈ N, respectively. A(k),
B(k), D(k), Dw(k), Cx(k), Cu(k) and Cz(k) are time-
varying system matrices of appropriate dimensions. (1a) is
the discrete-time differential equation describing the system
dynamics while (1b) is the discrete-time algebraic equation
including the static relations.
The closed-loop DAE system is operated by an opti-
mal periodic EMPC strategy. The performance of state
evolutions is evaluated by economic stage cost function
`(k, x(k), u(k), p(k)) that considers the system state, control
input and an exogenous time-varying parameter p(k). The
economic parameter p usually represents periodic cost, for
instance, electricity price and its variation is assumed as
known. Moreover, it is noted that the economic stage cost
function `(k, x(k), u(k), p(k)) is not necessarily positive
definite with respect to system states as it is in the classical
tracking MPC [10], [11].
Assumption 1 (Continuity): The system states are contin-
uous and the economic stage cost function `(·) are continu-
ous and differentiable.
Definition 1: A DAE system is called T-periodic with
respect to the exogenous periodic signal z(k) = z(k+T) and
parameter in economic stage cost function p(k) = p(k+ T)
if there exists a period T ∈ Z≥1 such that for all k ∈ N
it holds that x(k + 1) = x(k + T + 1) when the system
disturbances are ignored. Thus, the following equations hold
A(k) = A(k + T), B(k) = B(k + T),
D(k) = D(k + T), Cx(k) = Cx(k + T),
Cu(k) = Cu(k + T), Cz(k) = Cz(k + T).
B. EMPC Optimization Statement
The periodic behavior implies that the time-varying
economic stage cost function is T-periodic described by
`(k, x(k), u(k), p(k)) = `(k + T, x(k), u(k), p(k)). The
economic performance is measured with the average of the
time-varying economic stage cost function of the closed loop
as follows:
L∞(0, x, u, p) , lim
T→∞
1
T
T−1∑
i=0
`(i, x(i), u(i), p(i)). (3)
Assumption 2 (Robustness): The robustness of the EMPC
controller can be realized by means of an appropriate con-
straint tightening technique (see [12], [13], [14] and [15]).
Therefore, the tightened constraints on system states and
control inputs can be formulated as follows:
x(k) ∈ X (k), (4)
u(k) ∈ U(k). (5)
The optimal steady state-input pair (x∗∞,u
∗
∞) of the DAE
system in (1) can be derived by solving the following infinite-
horizon and open-loop optimization problem Ps∞ with free
initial state:
min
x∗∞(i),u∗∞(i)
L∞(0, x, u, p), (6a)
subject to
x(i+ 1) = A(i)x(i) +B(i)u(i) +D(i)z(i), (6b)
0 = Cx(i)x(i) + Cu(i)u(i) + Cz(i)z(i), (6c)
x(i+ 1) ∈ X r(i+ 1), (6d)
u(i) ∈ Ur(i). (6e)
where X r(i) and Ur(i) are subsets of X and U in order to
ensure that the robust tightened constraints X and U have
no influence on the system steady-state trajectory.
It is noticed that the above optimization problem considers
an infinite horizon. Thus, from the application point of view,
it is difficult and expensive to apply. However, considering
the periodic behavior of the DAE system, the optimal steady
trajectory can be obtained by a finite-horizon open-loop
optimization problem PsT with a periodic terminal constraint
as follows:
min
x∗s(i),u∗s(i)
LsT(i, x, u, p) ,
T−1∑
i=0
`(i, x(i), u(i), p(i)), (7a)
subject to
x(i+ 1) = A(i)x(i) +B(i)u(i) +D(i)z(i), (7b)
0 = Cx(i)x(i) + Cu(i)u(i) + Cz(i)z(i), (7c)
x(i+ 1) ∈ X r(i+ 1), (7d)
u(i) ∈ Ur(i), (7e)
x(0) = x(T). (7f)
Remark 1: The optimization problems Ps∞ and P
s
T are
only solved once. The solutions are regarded as the optimal
periodic steady states and control inputs.
The feasible solutions of the optimization
problem PsT denoted x
∗
s = {x∗s(1), . . . , x∗s(T)},
u∗s = {u∗s(0), u∗s(1), . . . , u∗s(T− 1)} are regarded as
the best feasible periodic steady-state pair (x∗s,u
∗
s).
Lemma 1 (The Equivalent Solutions): The solutions of
the optimization problems Ps∞ and P
s
T satisfy the following
conditions:
x∗s = x
∗
∞, (8)
u∗s = u
∗
∞, (9)
LsT(i,x
∗
s,u
∗
s, p) = TL∞(0,x
∗
∞,u
∗
∞, p). (10)
Proof: The proof can be found in [16].
Following the single-layer EMPC controller proposed in
[16], the steady state-input pair (x∗s,u
∗
s) can be found in
an on-line optimization planner as PsT. The cost function
includes two parts: (1) An economic term for the prediction
model with the enlarged prediction horizon as proposed in
[4] that governs the economic transient behavior. (2) An
economic term in the planner that measures the economic
performance. Therefore, this cost function is formulated as
LeT(k, x, u, p) ,
nT−1∑
i=0
`(i, x(i | k), u(i | k), p(i))
+ LsT(i, x
p, up, p), (11)
where xp and up denote the predicted state and input of the
on-line EMPC planner, respectively.
In general, the periodic economic MPC strategy for DAE
systems can be formulated by solving the following opti-
mization problem PeT(k):
min
x∗(k),u∗(k)
LeT(k, x, u, p), (12a)
subject to
x(i+ 1 | k) = A(k + i)x(i | k) +B(k + i)u(i | k) +D(k + i)z(i | k), (12b)
0 = Cx(k + i)x(i | k) + Cu(k + i)u(i | k) + Cz(k + i)z(i | k), (12c)
x(i+ 1 | k) ∈ X (i+ 1 | k), (12d)
u(i | k) ∈ U(i | k), (12e)
x(T | k) = xp(T), (12f)
x(0 | k) = x(k), (12g)
xp(i+ 1) = A(i)xp(i) +B(i)up(i) +D(i)z(i), (12h)
0 = Cx(i)x
p(i) + Cu(i)u
p(i) + Cz(i)z(i), (12i)
xp(i+ 1) ∈ X r(i+ 1), (12j)
up(i) ∈ Ur(i), (12k)
xp(0) = xp(T), (12l)
where constraints (12b)-(12g) represents the prediction
model of the DAE system. Constraints (12h)-(12l) denote
the on-line planner that is able to find the steady state xp(T)
that is subsequently set as the terminal state as the prediction
model of the DAE system.
After solving the above optimization problem PeT(k), the
optimal control law is determined by the receding horizon
approach such that the first value of a sequence of control
inputs u∗(0 | k), . . . , u∗(Hp − 1 | k) is the optimal control
action at current time instant:
u(k) , u∗(0 | k).
III. FAULT-TOLERANT MECHANISMS FOR ECONOMIC
MODEL PREDICTIVE CONTROL
A. Fault-tolerant Mechanisms
FTC can be included in the EMPC strategy presented in
the previous section in two ways depending of the informa-
tion provided by the FDI block:
1) System Reconfiguration: The first strategy to adapt
the control loop to the fault presence, known as system
reconfiguration, is based on changing the control law and
other elements of the closed-loop as required. This strategy
could be applied in case the FDI module does not provide
any information about the fault estimation. In this case, faulty
components are unplugged by the supervisory system and the
control objectives should be achieved using the non-faulty
components. In case that the faults appeared in a given set,
the control-oriented model of DAE systems in (1) is modified
as follows:
x(k + 1) = A(k)x(k) +
∑
i∈IN
Bi(k)ui(k) +D(k)z(k) +Dw(k)ω(k),
(13a)
0 = Cx(k)x(k) +
∑
i∈IN
Cu,i(k)ui(k) + Cz(k)z(k) + Cw(k)ω(k),
(13b)
where IN denotes the subset of healthy actuators.
2) Fault Accommodation: Fault accommodation involves
the estimation of actual system constraints and parameters
provided by the FDI module. By means of a suitable fault
diagnosis method, the control inputs are modified while
the rest of the elements within the control loop are kept
unchanged. After the faults occurred, the control-oriented
model of DAE systems in (1) is modified as follows:
x(k + 1) = A(k)x(k) +
∑
i∈IN
Bi(k)ui(k) +
∑
j∈IF
Φj(k, uj(k), θf )
+D(k)z(k) +Dw(k)ω(k), (14a)
0 = Cx(k)x(k) +
∑
i∈IN
Cu,i(k)ui(k) +
∑
j∈IF
Ψj(k, uj(k), θf )
+Cz(k)z(k) + Cw(k)ω(k), (14b)
where IF denotes the subset of faulty actuators. Φj(·)
and Ψj(·) denote the mapping functions estimated by the
FDI module. θf denotes the parameter depending on the
estimated faults. Note that this parameter can be estimated
by using the set-membership strategy proposed in [7] and the
multiple model (including faulty and healthy models) method
proposed in [17].
B. Fault-tolerant Periodic Economic MPC for DAE Systems
Taking into account the two types of fault-tolerant mech-
anisms presented in previous subsection, the fault-tolerant
EMPC strategy for periodic DAE systems can be im-
plemented by solving the following optimization problem
P
f
T(k):
min
x∗(k),u∗(k)
LeT(k, x, u˜, p), (15a)
subject to
x(i+ 1 | k) = A(k + i)x(i | k) + B˜(k + i)u˜(i | k) +D(k + i)z(i | k), (15b)
0 = Cx(k + i)x(i | k) + C˜u(k + i)u˜(i | k) + Cz(k + i)z(i | k), (15c)
x(i+ 1 | k) ∈ X (i+ 1 | k), (15d)
u(i | k) ∈ U(i | k), (15e)
x(T | k) = xp(T), (15f)
x(0 | k) = x(k), (15g)
xp(i+ 1) = A(i)xp(i) + B˜(i)u˜p(i) +D(i)z(i), (15h)
0 = Cx(i)x
p(i) + C˜u(i)u˜
p(i) + Cz(i)z(i), (15i)
xp(i+ 1) ∈ X r(i+ 1), (15j)
up(i) ∈ Ur(i), (15k)
xp(0) = xp(T), (15l)
where B˜, C˜u, u˜ and u˜p are associated with system configu-
ration or fault accommodation according to the information
provided by the FDI module. After the prediction model is
modified, the planner model is also needed to be adapted
since the equilibrium point of the DAE system is changed.
IV. SET-BASED APPROACH FOR FTC EVALUATION OF
DAE SYSTEMS
In this approach, the prediction model of the DAE system
with the system state feedback is considered. The procedure
of set-based approach for DAE systems mainly includes two
steps as shown in Figure 1: A forward propagation, in which
the direct image is built by using the differential equation
(1a) with the Minkowski sum operator. Then, this compact
set intersects with the polyhedral set built by algebraic
equation (1b) and the constraints on states X in a polyhedral
form as Px. A backward propagation, in which the inverse
image is built by using the transformed algebraic equation
based on (1b) with Pontryagin difference operator.
Forward Propagation
Backward Propagation
X¯k X¯k+1Px
Uck+1
U
Pexk+1
E˜uk+1Eu E¯uk+1
Xk+1 = F
(
Xk,U , z(k)
)
⊕W
Euk+1 = G
(
X¯k+1, z(k + 1)
)
	 V
Direct Image
Inverse Image
Fig. 1. Topology of Forward and Backward Propagation
System disturbance ω(k + i) is bounded by a known
zonotpic set with the center ωc and segment matrix Hω as
ω(k + i) ∈ W , ωc ⊕HωBnω , i ∈ Z[0,T−1].
A. Set Definitions
Before presenting the procedure of the calculations, some
necessary definitions are introduced as follows:
Definition 2 (Uncertain Dynamic and Static States Sets):
Consider a DAE system (1), the uncertain dynamic states
set X dk in (1a) is approximated by a zonotopic set and the
uncertain static states set X sk in (1b) is approximated by a
polyhedron set.
Definition 3 (Consistent States Set): Given a uncertain
DAE system (1) containing system dynamics (1a) and static
relations (1b), the consistent states set X¯k at time instant k is
defined by intersections of uncertain dynamic states set, static
states set and admissible states set as X¯k = X dk ∩X sk ∩X (k).
Definition 4 (Compatible Inputs Set): Given a DAE sys-
tem (1), the compatible input set at time instant k is de-
fined as Uck = U(k) 	 Urk , where Urk denotes the reverse
incompatible inputs set that can be found through backward
propagation.
Definition 5 (Feasible Solutions Set): The feasible solu-
tions set at time instant k is given by
Ωk ,
{
(x(k), u(k)) | x(k) ∈ X¯k, u(k) ∈ Uck ,
}
, (16)
and corresponds to the input and state sets compatible with
system constraints.
Definition 6 (Economic Performances Set): The feasible
economic performances set along the MPC prediction hori-
zon is given by
JΩk , {`(k, x(k), u(k), p(k)) ∈ R | (x(k), u(k)) ∈ Ωk} , (17)
and corresponds to the set of all values of JΩk obtained from
feasible solutions set Ωk.
Definition 7 (Admissible Economic Performances Set):
The nominal economic performance of the EMPC controller
can be computed taking into account the steady state-input
pair (x∗s,u
∗
s), which is given by
J cAk , `(k, x∗s(k), u∗s(k), p(k)), (18)
and consider a tolerance interval Fe, then the admissible
economic performance set is defined as
JAk , J cAk ⊕Fe. (19)
It is noted that the admissible economic performance set
can be changed when one of fault-tolerant mechanisms is
performed.
B. Forward Propagation
From the last state measurement xk−1, the set-based
approach for DAE systems is initialized. All the admissible
states can be included in a compact zonotopic set Xk =X ck ⊕ HXkBnx×rx and physical control input set U can
be also represented as a zonotope U = uc ⊕ HuBnu×ru .
The MPC prediction horizon is selected as the propagation
horizon. In forward propagation, the uncertain state set is
firstly computed as a zonotopic set by means of dynamic
equation (1a) as follows:
X ck = A(k − 1)x(k − 1) +B(k − 1)uc
+D(k − 1)z(k − 1) +Dw(k − 1)ωc, (20a)
HXk = [B(k − 1)Hu, Dw(k − 1)Hω] . (20b)
The zonotopic sets can be represented by polyhedral sets in
half-space form. The above zonotopic uncertain state set can
be transformed into a polyhedral set after using a reduction
operator to obtain ↓q (HXk) proposed in [9] as follows:
Pdxk , {x(k) ∈ Rnx | Qx(k)x(k) ≤ 1} . (21)
Besides, the polyhedral uncertain state set at time instant
k based on the algebraic equation (1b) can be obtained by
Pexk ,
{
x(k) ∈ Rnx | Cx(k)x(k) ≤ P0x(k)
}
, (22)
where
Cx(k) =
[
Cx(k)
−Cx(k)
]
, (23a)
P0x(k) =
[
CuHu + Cw(k)Hω − Ec(k)
CuHu + Cw(k)Hω + Ec(k)
]
, (23b)
Ec(k) = Cuu
c + Czz(k). (23c)
Then the consistent state set X¯k at time instant k can be
obtained by the following intersections:
X¯k , Pdxk ∩ Pexk ∩ Px. (24)
For the step k + i with i = 1, 2, . . . , N , the calculation
is similar but with a slight difference. Firstly, the zonotopic
uncertain state set is given as
X ck+i = A(k + i− 1)X¯k+i−1 +B(k + i− 1)uc
+D(k + i− 1)z(k + i− 1) +Dw(k + i− 1)ωc,
(25a)
HXk+i = [A(k + i− 1) ↓q (HXk+i−1), B(k + i− 1)Hu,
Dw(k + i− 1)Hω]. (25b)
With the reduction of segment matrix HXk+i , the polyhe-
dral representation of the uncertain state set is denoted by
Pdxk+i , {x(k + i) ∈ Rnx | Qx(k + i)x(k + i) ≤ 1} . (26)
In terms of the polyhedral uncertain state set based on
algebraic equation (1b), it is noticed that the system distur-
bance ωk has to be accumulated for the multiple propagation.
Thus, the polyhedral uncertain state set at time instant k+ i
by using algebraic equation (1b) can be computed as follows:
Pexk+i , {x(k + i) ∈ Rnx | Cx(k + i)xk+1 ≤ Px(k + i)} ,
(27)
where
Cx(k + i) =
[
Cx(k + i)
−Cx(k + i)
]
, (28a)
Px(k + i) =
[
CuHu + Eω(k + i)− Ec(k + i)
CuHu + Eω(k + i) + Ec(k + i)
]
, (28b)
Eω(k + i) = Cw(k + i)Hω. (28c)
Ec(k + i) = Cuu
c + Czz(k + i). (28d)
The consistent state set X¯k+i at time instant k + i can be
computed as
X¯k+i = Pdxk+i ∩ Pexk+i ∩ Px. (29)
After repeating calculations until time instant k + N , a
series of consistent state sets along the horizon N can be
obtained. Figure 2 shows sampled consistent state sets X¯k+i
of the example in Section V in the magenta polyhedron.
(a) i = 0 (b) i = 1
(c) i = 5 (d) i = 10
Fig. 2. Sampled consistent states sets obtained through forward prop-
agations: red box denotes the physical limitation of states Px, orange
polyhedron denotes the possible uncertain region of states at time instant k
and magenta polyhedron denotes the consistent state set X¯k at time instant
k.
C. Backward Propagation
As shown in Figure 1, the compatible input set Uck is diffi-
cult to obtain straightforwardly, because the inverse operator
of the Minkowski sum is not easy to implement. Hence, a
projection hyperplane is found by using the Cu-multiplier.
Then, this hyperplane is denoted as Eu = CuU. The inverse
image at time instant k + j with j = N,N − 1, . . . , 1 can
be mathematically formulated as follows:
E¯uk+j , X¯k+j 	 Czz(k + j)	W. (30)
The compatible input set E˜uk+j at time instant k+j can be
obtained by the intersection between the inverse image and
the projection of the physical limitation on control input as
follows:
E˜uk+j , E¯uk+j ∩ Eu. (31)
The set E˜uk+j can be represented in a polyhedral form:
E˜uk+j , {u(k + j) ∈ Rnu | Qu(k + j)Cu(k + j)u(k + j) ≤ 1} .
(32)
Then, the compatible control input set Uck+j can be ob-
tained by
Uck+j =
{
u(k + j) | u(k + j) ∈ U(k + j), u(k + j) ∈ E˜uk+j
}
. (33)
D. Economic Performance Degradation Analysis
After performing the forward and backward propagation,
the feasible solutions set in Definition 5 can be obtained at
each time instant. Then, the economic performance set in
Definition 6 can be computed by the direct image from the
economic stage function `(k, x(k), u(k)).
Given the admissible economic performance set JAk , the
analysis of the degradation performance can be proceed as
shown in Fig. 3. If JΩk ∩ JA 6= ∅ in Fig. 3(a), then the
closed-loop system can continue running after some faults
occurred. If JΩk ∩JA = ∅ in Fig. 3(b), then the admissible
economic performance cannot be achieved. Hence, it may
be necessary to add new actuators to the system in order to
increase the fault-tolerance.
Direct Image
`(k, x(k), u(k), p(k))
Ωk JΩk
JAk
Intersection
(a) Admissible Performance
Direct Image
`(k, x(k), u(k), p(k))
Ωk JΩk
JAk
No Intersection
(b) Non-admissible Performance
Fig. 3. Economic Performance Analysis
As shown in Algorithm 1, the analysis of the economic
performance with periodically admissible economic perfor-
mance set JAk is performed.
Algorithm 1 Fault-tolerant Periodic EMPC Strategy
1: for k := 1 to N do
2: Initialize x(0 | k)⇐= x(k)
3: Apply FDI module to the DAE system
4: Deploy the set-based approach to compute the X¯k+i, E˜uk+i
and JΩk+i for ∀i = 1, 2, . . . , nT
5: if JΩk+i ∩ JAk+i 6= ∅ for ∀i = 1, 2, . . . , nT then
6: Choose a fault-tolerant mechanism
7: Solve PfT(k)
8: else
9: Performance is non-admissible
10: end if
11: end for
V. ILLUSTRATIVE EXAMPLE
In order to illustrate the proposed fault-tolerant EMPC
strategy, a linear discrete-time DAE system is considered as
follows:
x(k + 1) = A(k)x(k) +Bu(k) +Dz(k) +Dwω(k), (34a)
0 = Cxx(k) + Cuu(k) + Czz(k) + Cwω(k), (34b)
where
A(k) =
[
0.8 0
0.2 1
]
+ 0.1sin(t),
B =
[
1 0 0.1
0 0.01 1
]
,
D =
[−1 0
0 −1
]
, Dw = 0,
Cx =
[
1 −1] , Cu = [1 1 1] ,
Cz =
[−1 −1] , Cw = 0,
The period of the DAE system is T = 24. The MPC
prediction horizon is chosen as the period T , that is n = 1
in (11). The initial state vector is given as x0 = [0.8, 0.6]
T .
The economic stage cost function is defined as
`(k, x(k), u(k), p(k)) = λ1x1(k) + λ2p(k)
Tu(k), (35)
where λ1 and λ2 denote the weights for each objective. In
the simulations, the following values are used: λ1 = 0.01
and λ2 = 1.
The set of the admissible economic performances is de-
fined as
JAk =
{
J ∈ R | J cAk ≤ J ≤ J cAk + 0.45
}
, (36)
where the performance degradation is decided as prior by
evaluating the system redundancy.
Considering the two FTC strategies introduced before,
the following scenarios will be considered for illustrative
purposes:
• System Reconfiguration: actuator u2(k) is in faulty
situation at time instant 48 and then this actuator is
removed since this step
B˜ =
[
1 0.1
0 1
]
,
C˜u =
[
1 1
]
,
with u˜ = [u1, u3]
T . The simulation result is shown in
Fig. 4. The system is running in a healthy mode at
the beginning. From the dash line, there is a fault in
actuator u2. Through the system reconfiguration, the
periodic steady-state trajectory is updated by the on-
line planner. With the economic performance analysis,
the admissible performance is accepted and then the
system can continue running.
• Fault Accommodation: actuator u2(k) partially mal-
functioned at time instant 48. Through a suitable fault
estimation module, the system model is modified as
B˜ =
[
1 0 0.1
0 0.02 1
]
,
C˜u =
[
1 0.2 1
]
,
with u˜(k) = u(k). The simulation is shown in Fig. 5.
Similar to the previous case, the periodic steady-state
trajectory is changed by removing partial performance
of the faulty actuator. Since Algorithm 1 is applied, if
the economic performance is admissible, the system can
continue running.
The costs of two cases are plotted in Fig. 6. From this
figure, the admissible economic performance is satisfied
under the specified performance degradation. Besides, the
cost of the system reconfiguration is larger than the one of the
fault accommodation since the faulty actuator is completely
removed in the system reconfiguration.
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Fig. 4. Fault-tolerant EMPC with System Reconfiguration
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Fig. 5. Fault-tolerant EMPC with Fault Accommodation
VI. CONCLUSIONS
In this paper, a fault-tolerant periodic EMPC strategy is
proposed for DAE systems. An on-line optimization planner
is used to find the optimal system steady trajectory. When
there are faults in the control system, the performance
degradation analysis is carried out by means of the proposed
set-based approach for FTC evaluation of DAE systems.
After faults occur, if the system can continue running, the
steady states with the periodic EMPC strategy are updated.
Hence, the on-line planner is appropriate for the inclusion of
the fault-tolerant mechanism.
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