In recent years, the diffusion of electric plants based on renewable non-dispatchable sources has caused large imbalances between the power generation schedule and the actual generation in real time operations, resulting in increased costs for dispatching electric power systems. Although this type of source cannot be programmed, their production can be predicted using soft computing techniques that consider weather forecasts, reducing the imbalance costs paid to the transmission system operator (TSO). The problem is mainly that the forecasting procedures used by the TSO, distribution system operator (DSO) or large producers and they are too expensive, as they use complex algorithms and detailed meteorological data that have to be bought, this can represent an excessive charge for small-scale producers, such as prosumers. In this paper, a cheap photovoltaic (PV) production forecasting method, in terms of reduced computational effort, free-available meteorological data and implementation is discussed, and the economic results regarding the imbalance costs due to the utilization of this method are analyzed. The economic analysis is carried out considering several factors, such as the month, the day type, and the accuracy of the forecasting method. The user can utilize the implemented method to know and reduce the imbalance costs, by adopting particular load management strategies.
Introduction
In recent decades, the development of small-scale generation technologies has contributed to the spread of distributed generation, particularly from renewable non-dispatchable (RnD) sources, especially small-size and building-integrated photovoltaic (PV) systems [1, 2] . The undeniable advantages of generating energy from renewables are accompanied by several problems, mainly due to the uncertainty of the source [3] [4] [5] [6] .
Such problems have increased the difficulty of managing electrical systems; as a consequence, the dispatching costs have increased due to the energy imbalance [7] [8] [9] . Such an energy imbalance is the deviation of the injection/consumption profile communicated to the transmission system operator (TSO) a day or more ahead, compared to the injection/consumption profile that is actually exchanged with the grid, as measured by the TSO at the same point.
This imbalance and the resulting complexity in dispatching power have led to extra costs, especially for prosumers with RnD power plants of a few kilowatts, such as building-integrated PV plants. For example, in the Italian electrical system, from December 2014, these prosumers are charged for the imperfect balancing caused by the non-programmability of their plants; before 2014, these types of plants had no imbalance costs. Moreover, in the Italian electrical system, in the last few years, the subsidies that led to the spread of PV systems have drastically decreased along with decreasing utility for prosumers, who are now remunerated for only their self-consumption; in addition, new dispatching costs causes the reduction of investment in renewable systems, especially in PV systems.
To limit these problems and their consequent costs as well as to increase the utility for the prosumers, it is necessary to use PV production forecasting methods with the best accuracy possible and/or storage systems that both reduce imbalance and increase self-consumption. Indeed, as [10] explains, deviation penalties promote issuing accurate forecasts to maximize the revenue. Moreover, storage systems can increase the utility for the prosumer if they are managed with an optimized strategy that considers market signals, such as in the market models presented in [11] , and understands the generation profiles as much as possible (as well as knowing the load profiles). Thus, to efficiently use storage systems, a good PV forecasting method is needed.
Many studies provide forecasting methods to predict PV power production from 6 h to 24 h ahead with good accuracy [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Generally, these methods are designed for the TSO and the distribution system operators; therefore, they are often very complex and require considerable input data not always available and free. In [19] the authors forecast the production of small-size plants, which are often difficult to equip with accurate measurement systems and which require ad hoc forecasting models. This emphasizes how forecasting services are also very useful for small-size plants, for which it is not convenient to implement sophisticated models, but simple models with good accuracy.
In the literature, the forecasting methods can be classified by different parameters such as time horizon, weather variables, mathematical methods, sky conditions [16] .
The classification made on the time horizon considers PV short-term power forecast (less than six hours) or long-term power forecast (more than six hours) methods [16] . For short-term forecasts, the measured data are required rather than the forecast data, vice-versa for long-term forecasts. For a short-term forecast, methods such as total sky imagery and the satellite cloud motion vector approach can be used [22] ; in these methods, sky image data is analyzed to identify clouds, and the cloud movement must be considered to calculate the irradiance and the PV power production. For long-term forecasts, predicted data rather than observed data become important, especially referring to meteorological data.
Regarding the classification made up using the input parameters in [10, 23] , wind speed, relative humidity, irradiance and temperature are used to forecast the power produced by the plant 24 h ahead. In [18] , the impossibility of performing the prediction using only one meteorological parameter is highlighted. As a consequence, the use of several variables in the implementation of the forecast method can result in more mistakes, especially when these weather variables are related to each other.
Instead, there are several mathematical methods used in the forecast process: in particular, artificial neural networks (ANNs) have become a valid and effective tool for conducting forecasts. In [24] , a comprehensive description of the state-of-the-art of this tool is presented.
In [25] , the authors propose an accurate PV forecasting method to provide an economical and user-friendly tool that allows prosumers equipped with small-size building integrated PV plants to approximate their production profiles using free and accessible data, to better manage storage systems and simultaneously avoid expensive imbalance costs when they approach the electricity market.
The PV power forecasting method is implemented using an ANN. Despite the use of such simple data, the forecast performances were very close to the results of method presented in the literature that uses more data and more complex forecast methods, as demonstrated by the obtained numerical results. Moreover, such a model becomes particularly interesting for use, thanks to the accessibility of the input data, by distributed generation systems, which want sell the energy autonomously in an energy local market context.
The basic aim of the paper is to quantify the imbalance costs (ICs) in the Italian electricity market, using forecasting methods such as that proposed in [25] ; this analysis will become essential to defining the financial investment plan for the installation of new PV plants, or can be useful to estimate the contribution of a storage system to reduce ICs, as reported in [26] . Moreover, many studies highlight that feedback on the use of energy and its costs leads to modified behavior [27] . For this reason, giving a tool to the user to know the production of their plant, the imbalances and the charges due to these imbalances, would lead them to take remedial actions to reduce the imbalances and to avoid stressing the grid.
In this paper, a building-integrated PV plant is considered and the forecasting method implemented for this plant is described. The proposed method has been tested in the Italian electricity market, supporting the PV plant selling energy through a bilateral contract. In the real operation, it was possible to quantify the cost of forecasting error by the calculus made by the Italian TSO.
This paper is structured as follows: in the second section, a brief reference to the Italian imbalance charges is reviewed; in the third part the PV system description, data analysis and the details of the proposed forecasting method are reported; in the last part, the simulation results and the comparisons with other PV forecast methods are shown, and the economic benefits of using the implemented PV forecast method are underlined.
Italian PV Subsidies and Imbalance Prices
In this paragraph, the Italian situation in terms of the presence of RnD generation plants in the last years and their effect on imbalance charges will be discussed.
It is worth to underline that, although in Europe every nation has its own electricity market structure, with its customized rules and schemes, the imbalances are always subjected to economic penalization in every structure. So the analysis that will be discussed, even though gaged on Italian case, is valid for any other European country [28] [29] [30] .
Starting from 2005, but particularly from 2008 to part of 2013, Italy experienced rapid growth in the number of PV plants installed. This phenomenon was mainly due to subsidy policies, incentivizing the installation of renewable production plants; the subsidies were decreased and then stopped in July 2013. As a consequence, another problem must be considered: the generation from RnD sources makes the management of the whole electrical system more complex because of the imbalance between production and consumption, especially when comparing the Italian situation with that of other major European countries [31] .
In these conditions, according to [7] , the users are charged with the obligation of dispatching; users must define the injection programs using the best forecasts of the electricity quantities actually produced and recalculate the imbalance duties. It is therefore clear that to avoid high charges for imbalance, it is necessary to obtain injection programs as similar as possible to the actual ones and to equip the users with production forecast systems and/or storage systems.
Actual Imbalance Payment in the Italian Electricity Market
The actual imbalance of a dispatching point per unit of injection/consumption is the deviation between the provisional injection/consumption profile (P p h ) communicated one or more days ahead to the TSO and the measured one (P r h ):
This imbalance is therefore economically enhanced through a payment equal to the product of the actual imbalance in a given period (i.e., an hour h) and the imbalance cost (C imb h ) applicable to the same period to the same dispatch point.
The cost C imb h depends on the rated power (P rated ) of the plant: it can be considered units enabled to participate in the market for ancillary services, which are units also known as relevant production units (P rated ≥ 10 MVA), and for non-enabled units, which are also known as not relevant production units (P rated ≤ 10 MVA). The unit considered in this paper has a rated power less than 10 MVA, so the regulation of imbalance charges (ICs) named "single pricing" can be applied. The cost C imb h depends on the overall sign of the macro-zone imbalances where the unit is located and on the of P imb h sign, as described in Table 1 . In Table 1 , the sign of Z imb h is given by the sum, with the opposite sign, of the amount of electricity supplied by the TSO in the ancillary services market, referring to a relevant period and a macro-zone. The cost P ZDA,h is the price of the sales offers accepted on the day-ahead market in the same relevant period in the area where the unit is located. The cost P Ave MBP is the average price of the purchase offers accepted in the balancing market (BM) for the use of secondary reserve (SR) and the use of other services (OS), weighted by related quantities, in the same relevant period in the macro-zone where the non-relevant unit is located. The cost P Ave MBS is the average price of the sales offers accepted in the BM for the use of SR and the use of OS, weighted by related quantities, in the same relevant period in the macro-zone where the irrelevant unit is located.
After these considerations, if the sign of P imb h and Z imb h are opposite, the user is not penalized by the imbalance, the factor C imb h both for P imb h > 0 and P imb h < 0 is equal to the zonal price (P ZDA,h ); the Equation (2) becomes:
However, if the sign of P imb h and Z imb h are equal, the user is penalized by the imbalance, so the factor C imb h is determined by the balancing market, in particular the following cost factors are considered: P Ave
MBP
and P Ave MBS . Obviously, P Ave MBP is greater than P ZDA,h , while P Ave MBS is lower than P ZDA,h . The ICs are obtained:
In this way, the ICs are calculated for the considered case study.
Test Case
To implement the forecast method, the PV plant production data were utilized. Thus, a real PV plant was analyzed and the production data were obtained from a monitoring system. Due to the presence of bad data, a preliminary analysis was necessary.
Below the data of the PV plant, the monitoring system and the implementation of the database are reported, to better understand the subsequent sections.
Power Plant Description
The PV plant used to implement the forecasting method is located in Crotone, southern Italy. The plant is building-integrated, so the tilt angle is equal to 13 • ; there is not a main exposition, but the PV plant is exposed in different directions. The PV plant rated power is approximately 980 kWp; it is divided into 20 sections, connected to 20 different inverters. Each section has a rated power of 33.3 kW to 95.8 kW; the panels are not all the same type; this results in a degree of complexity in implementing of the forecast method because every section has a specific behavior.
Data Acquisition and Monitoring System
The plant is equipped with a monitoring system that measures the power of each string in the different sections and calculates the total power of each section. The current and the voltage for each string is measured and saved. These data are useful for training and validating the forecasting method and to conduct economic evaluations. The acquired data are analyzed to implement and validate the method. First, it is necessary to eliminate any bad data that may affect the implementation of the method, even though the neural networks perform data filtering by their nature.
The analysis of the historical data considers two phases: an analytic and a graphical analysis, for example, the analytic analysis was conducted comparing the historical values of power to the maximum power in a considered hour and month, if the historical value was greater than the maximum, it was deleted. Similarly, the analysis was conducted in graphic form, observing the trends during the day and verifying any abnormalities. Moreover, the days for which less data was available have been deleted.
Database Description and Implementation
To implement and test the proposed forecasting method, it was necessary to provide a historical data set both as an input and as a target to train the ANN. The observed period was from July to December 2015. For that period, the production data and the weather data were collected and analyzed; these data were divided into three groups: the training set, the testing set and the validation set. Using the Matlab neural network toolbox, the data to train, validate and test the ANN were divided randomly with the sequent ratios: 0.7, 0.15 and 0.15, respectively. The implemented ANN has been utilized from January until today to forecast the PV plant production. The weather data were downloaded directly from a website [32] .
The Used Forecasting Method
The utilized forecasting method was implemented using an ANN. The utilized ANN architecture (multi-layer perceptron) involves the need of a training, testing and validation stage; the data have to be divided into three groups to be utilized at the different stages. Moreover the correct input data have to be chosen, using only those useful for the forecasting, thus the different steps for the implementation of the forecasting method are discussed.
Forecasting Method Implementation
To forecast power production at hour h, the ANN uses as input the meteorological condition of the considered hour h, meteorological condition of hour h + 1, meteorological conditions of hour h − 1, and the hourly theoretical irradiance. The weather data for the considered day are classified according to five different general descriptions (clear sky, nearly cloudless or scattered clouds, few clouds, partly cloudy, and covered or storm). It is worth underlining that such weather information is usually available from any free weather service and downloadable, theoretical irradiance can also be easily obtained (for instance using Photovoltaic Geographical Information System-PVGis).
Although the Matlab toolbox has been used for training and to implement the ANN, thanks to its low computational weight, the forecasting method, after being trained, can be easily loaded onto a local control system present at the prosumer level and able to interact with the market.
The selected ANN typology is a multi-layer perceptron (MLP) with a supervised training algorithm; in particular, the back-propagation algorithm is used. The activation function of all of the neurons is tan-sigmoidal, while the training function is the Levenberg-Marquardt method. The implemented MLP ANN consists of one input layer, one hidden layer and one output layer. To determine the number of neurons of the hidden layer, a sensitivity analysis was conducted. The input and target data are kept constant while the number of neurons of the hidden layer are changed; with these conditions, several tests were conducted to find the configuration with the minimum mean absolute percentage error (MAPE), defined in [33] as:
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where f i is the forecast value and y i is the actual value for the time period i. The optimum number of neurons for the hidden layer that minimized the MAPE is 30. Therefore, the implemented ANN consists of the following: five input, 30 hidden layer neurons, one output neuron (hourly forecast power production).
In Figure 1 , the complete ANN structure is reported for the i_th hour of the day (d) to be predicted.
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The optimum number of neurons for the hidden layer that minimized the MAPE is 30. Therefore, the implemented ANN consists of the following: five input, 30 hidden layer neurons, one output neuron (hourly forecast power production).
In Figure 1 , the complete ANN structure is reported for the i_th hour of the day (d) to be predicted. 
Training Stage
To obtain an ANN that performs well, a training stage was conducted using a specific data set. The data were taken from the database described in Section 3; using the Matlab neural network toolbox, the data to train, validate and test the ANN were divided randomly with the sequent ratios: 0.7, 0.15 and 0.15, respectively.
The mean squared error (MSE) is used to validate the performance of the ANN in the training stage. Several tests were conducted to reach a solution with better performance.
Forecasting Results
In this section, the results of the implemented forecasting method are reported, considering the daily data of March 2016. It is worth emphasizing that this month was selected due to the possibility of a greater variability of weather conditions and therefore, in the authors' opinion, more significant results.
The results are divided into three sub-sections: the first sub-section analyses the results obtained from the forecasting method for both clear and non-clear sky days; in the second sub-section, the comparison with other PV forecasting methods is evaluated; in the last sub-section, the economic considerations concerning the use of the proposed method in order to reduce the imbalance costs are reported.
Proposed Method Results
(a) PV power forecasting in the clear sky conditions First, the prediction for clear sky days was made. The input describing the weather conditions was equal to "1". Figure 2 depicts the results of the PV power forecast for four days (27 to 30 March); for these days, clear sky conditions were predicted. The resulting MAPE was calculated to be 9.8%. In the 
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Proposed Method Results
(a) PV power forecasting in the clear sky conditions First, the prediction for clear sky days was made. The input describing the weather conditions was equal to "1". Figure 2 depicts the results of the PV power forecast for four days (27 to 30 March); for these days, clear sky conditions were predicted. The resulting MAPE was calculated to be 9.8%. In the hours close to sunrise and sunset, the percentage error was at a maximum; in the considered case, this was equal to 45%. The percentage error was at its minimum (less than 1%) for the hours of higher production. hours close to sunrise and sunset, the percentage error was at a maximum; in the considered case, this was equal to 45%. The percentage error was at its minimum (less than 1%) for the hours of higher production. Three other important parameters for evaluating the performance are the maximum absolute error, and the mean absolute error (MAE) which is defined in [33] as:
where fi is the forecast value and yi is the actual value for the time period i, and the normalized MAE (nMAE), which is the ratio between the MAE and the rated power of the PV plant. These three values are 47 kW (6.7% of rated PV Power), 18 kW and 2.6%, respectively. It is also important to evaluate the sign of the error, that is if the error is negative (real production is higher than the forecast production) or positive (real production is less than the forecast production). This information can be used to find some possible corrections to the error and is important for the economic considerations, in particular for the estimation of ICs.
For negative errors, the MAPE was equal to 7.8%, while for positive errors, the MAPE was 13.6% ( Figure 3 ). Figure 3 shows that the number of samples with negative discrepancy was greater than those with positive discrepancy, but the values of the negative discrepancies were smaller than the positive ones. Therefore, it is more important to reduce the positive discrepancies because their values are farther from the threshold than to reduce negative discrepancies, whose values are almost all within the threshold of 15%. Three other important parameters for evaluating the performance are the maximum absolute error, and the mean absolute error (MAE) which is defined in [33] as:
where f i is the forecast value and y i is the actual value for the time period i, and the normalized MAE (nMAE), which is the ratio between the MAE and the rated power of the PV plant. These three values are 47 kW (6.7% of rated PV Power), 18 kW and 2.6%, respectively. It is also important to evaluate the sign of the error, that is if the error is negative (real production is higher than the forecast production) or positive (real production is less than the forecast production). This information can be used to find some possible corrections to the error and is important for the economic considerations, in particular for the estimation of ICs.
For negative errors, the MAPE was equal to 7.8%, while for positive errors, the MAPE was 13.6% ( Figure 3) . Figure 3 shows that the number of samples with negative discrepancy was greater than those with positive discrepancy, but the values of the negative discrepancies were smaller than the positive ones. Therefore, it is more important to reduce the positive discrepancies because their values are farther from the threshold than to reduce negative discrepancies, whose values are almost all within the threshold of 15%. Three other important parameters for evaluating the performance are the maximum absolute error, and the mean absolute error (MAE) which is defined in [33] as:
For negative errors, the MAPE was equal to 7.8%, while for positive errors, the MAPE was 13.6% ( Figure 3) . Figure 3 shows that the number of samples with negative discrepancy was greater than those with positive discrepancy, but the values of the negative discrepancies were smaller than the positive ones. Therefore, it is more important to reduce the positive discrepancies because their values are farther from the threshold than to reduce negative discrepancies, whose values are almost all within the threshold of 15%. Therefore, evaluating the permanence of the percentage error below a given threshold is necessary. This threshold operates in an easier way, without incurring excessive unbalance costs due to forecast errors. The permanence of the MAPE below the threshold of 15% was evaluated: 87% of the forecast power values remained below the given threshold, but higher variances were verified at sunrise and sunset, when power production is lower and so imbalance costs are negligible. As expected for the clear sky condition, on these days, the PV power forecast accuracy was greater than 90%. This is a good value considering the practicality of the method, the limited historical data, and the orientation of the PV plant.
(b) PV power forecasting in non-clear sky conditions
The same ANN was also trained for non-clear sky conditions. For non-clear sky conditions, the weather data for the ANN range from "2" to "5". Compared to the forecast in the clear sky conditions, a lower accuracy was expected. To show some results, four days (14 to 17 March 2016) were considered; for these days, the expected weather conditions were variable. In Figure 4 , the forecast results are shown. The calculated MAPE was 42%; in the hours close to sunrise and sunset, the maximum percentage error occurred and was equal to 169%. Similar to the clear sky forecast, the nMAE was calculated equal to 6.8%. The maximum absolute error was 180 kW, which is equal to 25.7% of the rated PV power.
The absolute error is relevant because it depends on the accuracy of the weather forecasts: an error in the weather forecast amplifies the error of the PV power forecasts. In Figure 4 , it is possible to observe the error due to the discrepancy between the expected and actual PV power production. For example, on 16 March, at 4:00 pm, the expected production was higher than the real production because the expected weather condition was "partly cloudy", while the actual weather was "rainy". The permanence of the percentage error below the 15% threshold was evaluated: 31% of the samples remained below this threshold. The sign of the prediction errors was evaluated. The MAPE calculated for negative errors was 40%, while for positive errors, it was 60% ( Figure 5 ).
More negative error samples exceeded the 15% thresholds than positive errors; therefore, the expected production was greater than the actual production. The high error is due to the lower reliability of the weather forecast when non-clear sky conditions are predicted; it is worth underlining that the weather reliability is given by a weather forecast website. The reliability of the weather forecast using ANN inputs was greater than 90% for clear sky conditions but less than 80% for non-clear sky conditions. As explained in [12] , this weather uncertainty led to a greater error. Therefore, evaluating the permanence of the percentage error below a given threshold is necessary. This threshold operates in an easier way, without incurring excessive unbalance costs due to forecast errors. The permanence of the MAPE below the threshold of 15% was evaluated: 87% of the forecast power values remained below the given threshold, but higher variances were verified at sunrise and sunset, when power production is lower and so imbalance costs are negligible. As expected for the clear sky condition, on these days, the PV power forecast accuracy was greater than 90%. This is a good value considering the practicality of the method, the limited historical data, and the orientation of the PV plant.
(b) PV power forecasting in non-clear sky conditions
The absolute error is relevant because it depends on the accuracy of the weather forecasts: an error in the weather forecast amplifies the error of the PV power forecasts. In Figure 4 , it is possible to observe the error due to the discrepancy between the expected and actual PV power production. For example, on 16 March, at 4:00 pm, the expected production was higher than the real production because the expected weather condition was "partly cloudy", while the actual weather was "rainy". The permanence of the percentage error below the 15% threshold was evaluated: 31% of the samples remained below this threshold. The sign of the prediction errors was evaluated. The MAPE calculated for negative errors was 40%, while for positive errors, it was 60% ( Figure 5 ). More negative error samples exceeded the 15% thresholds than positive errors; therefore, the expected production was greater than the actual production. The high error is due to the lower reliability of the weather forecast when non-clear sky conditions are predicted; it is worth underlining that the weather reliability is given by a weather forecast website. The reliability of the weather forecast using ANN inputs was greater than 90% for clear sky conditions but less than 80% for nonclear sky conditions. As explained in [12] , this weather uncertainty led to a greater error.
Comparison with Other Methods
To validate the proposed method, the results were compared with those obtained by other methods utilizing different techniques.
This comparison highlights how this method, although it is not sophisticated, can be utilized to forecast PV power production, avoiding excessive imbalances; moreover, if the forecasting methods results are comparable, it can be stated that the subsequent economic evaluations are not invalidated by the used predictive method.
In [14] , power forecasts for three different locations were realized; one of these locations is Catania (South Italy), similar to the location considered in this paper. For Catania, the following results were obtained: for non-clear sky days the nMAE was about 13%, while for clear sky days it was about 4%. In [34] , the obtained nMAE for non-clear sky days was between 9.12% and 12.42%, while for clear sky days was about 4.85%. Thus, the results of the proposed method in this paper are comparable with those of [14, 34] , which utilize elaborate techniques and input data not always available.
Below, a comparison with [12] is reported; the attention is focused on [12] because its implemented method is similar to that proposed in this paper; moreover, the comparison was been made also using graphic support. The method in [12] predicts the PV production 24 h ahead using an artificial neural network; the required inputs are past power measurements and meteorological forecasts of the solar irradiance, relative humidity and temperature at the site of the PV power plant.
The accuracy in [12] was evaluated using MAPE. This parameter was observed: for sunny days, the MAPE was 9% (from 8.29% to 10.8%), for cloudy days, the MAPE was an average of 10% (from 6.36% to 15.08%), and for rainy days, the MAPE was approximately 38% (from 24.16% to 54.44%). Comparing the MAPE calculated by the proposed method, the values are comparable, indeed, with the proposed method, for clear sky days the MAPE was 9.8%, while for non-clear sky days it was 42%.
Moreover, to compare the method implemented in [12] , in Figure 6 , the actual PV production was considered (line-1). Starting from actual production, an error band was obtained, utilizing the MAPE of the method [12] . Line-2 was obtained considering a constant error of 38% greater than the actual profile, while line-3 was obtained considering a constant error equal to 38%, lower than the actual profile. In this case, a cloudy day was considered. In Figure 7 , the same analysis was conducted for a sunny day; a percentage error equal to 9% was considered for line-2 and line-3. After obtaining this range, the forecast production obtained using the method implemented in this paper (line-4) was 
Comparison with other Methods
Moreover, to compare the method implemented in [12] , in Figure 6 , the actual PV production was considered (line-1). Starting from actual production, an error band was obtained, utilizing the MAPE of the method [12] . Line-2 was obtained considering a constant error of 38% greater than the actual profile, while line-3 was obtained considering a constant error equal to 38%, lower than the actual profile. In this case, a cloudy day was considered. In Figure 7 , the same analysis was conducted for a sunny day; a percentage error equal to 9% was considered for line-2 and line-3. After obtaining this range, the forecast production obtained using the method implemented in this paper (line-4) was evaluated to determine whether it remained within this error band. This comparison was performed for both a sunny day and a rainy day (Figures 6 and 7) .
In Figures 6 and 7 , for both sunny and rainy days, the forecast production profile obtained using the proposed method remained almost within the error range of the method proposed by [12] .
Energies 2017, 10, 1754 10 of 17 evaluated to determine whether it remained within this error band. This comparison was performed for both a sunny day and a rainy day (Figures 6 and 7) . In Figures 6 and 7 , for both sunny and rainy days, the forecast production profile obtained using the proposed method remained almost within the error range of the method proposed by [12] . 
Economic Evaluation
The forecasting model was operated and allowed to work with the considered test plant in the Italian PCE. Indeed, the model was utilized to generate the production schedule to send to the TSO. Figure 8 describes how the model operates: weather forecasts and average daily monthly radiation were downloaded and analysed to create the input vector for the ANN and the production schedule for 48 h ahead was returned. It was observed that this process employs a total time of about 30 s, which was less than that in [35] . Using the historical data, the operators carried out a consistency check; if this check was successful, the .xml file for the production schedule was uploaded, otherwise a correction was carried out. These operations were carried out every day, whereas at the end of month, the TSO calculates and invoices the producer for the imbalance costs. evaluated to determine whether it remained within this error band. This comparison was performed for both a sunny day and a rainy day (Figures 6 and 7) . In Figures 6 and 7 , for both sunny and rainy days, the forecast production profile obtained using the proposed method remained almost within the error range of the method proposed by [12] . 
The forecasting model was operated and allowed to work with the considered test plant in the Italian PCE. Indeed, the model was utilized to generate the production schedule to send to the TSO. Figure 8 describes how the model operates: weather forecasts and average daily monthly radiation were downloaded and analysed to create the input vector for the ANN and the production schedule for 48 h ahead was returned. It was observed that this process employs a total time of about 30 s, which was less than that in [35] . Using the historical data, the operators carried out a consistency check; if this check was successful, the .xml file for the production schedule was uploaded, otherwise a correction was carried out. These operations were carried out every day, whereas at the end of month, the TSO calculates and invoices the producer for the imbalance costs. 
The forecasting model was operated and allowed to work with the considered test plant in the Italian PCE. Indeed, the model was utilized to generate the production schedule to send to the TSO. Figure 8 describes how the model operates: weather forecasts and average daily monthly radiation were downloaded and analysed to create the input vector for the ANN and the production schedule for 48 h ahead was returned. It was observed that this process employs a total time of about 30 s, which was less than that in [35] . Using the historical data, the operators carried out a consistency check; if this check was successful, the .xml file for the production schedule was uploaded, otherwise a correction was carried out. These operations were carried out every day, whereas at the end of month, the TSO calculates and invoices the producer for the imbalance costs.
The evaluation of the imbalance costs from February 2016 to October 2016 is evaluated below. Table 2 shows, in the second and third columns, the values of the gain from the sale of measured energy (SME), that represents the total income of a zero-error prediction method, and the gain from the sale of the forecast energy (SFE), both valued at the zonal price. The fourth column shows the imbalance costs (IC) invoiced by the TSO and calculated as reported in Section 2.
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The evaluation of the imbalance costs from February 2016 to October 2016 is evaluated below. Table 2 shows, in the second and third columns, the values of the gain from the sale of measured energy (SME), that represents the total income of a zero-error prediction method, and the gain from the sale of the forecast energy (SFE), both valued at the zonal price. The fourth column shows the imbalance costs (IC) invoiced by the TSO and calculated as reported in Section 2. The fifth column represents the total earning (TE) for the producer, that is the sum of the SFE and IC, while the last column shows the real loss or gain (Δ) with respect to the SME, in fact Δ is defined as the difference between the TE and SME. To better understand the difference between IC and Δ, and the usefulness of the proposed method, the analysis is now focused on only March, because it was a particularly variable month. The fifth column represents the total earning (TE) for the producer, that is the sum of the SFE and IC, while the last column shows the real loss or gain (∆) with respect to the SME, in fact ∆ is defined as the difference between the TE and SME. To better understand the difference between IC and ∆, and the usefulness of the proposed method, the analysis is now focused on only March, because it was a particularly variable month. In Table 3 , to better understand how the imbalances costs are calculated, the imbalance and the corresponding payments are reported for a specific day (19 March 2016) . Table 3 reports, from the first to the sixth columns, the hour of the day, the energy forecast by the proposed method, the real energy measured by the TSO, the imbalance value, the sign of the imbalance in the referred area (provided by the TSO), and the zonal price P ZDA,h (day-ahead market price of the sales offers). In the seventh and eighth columns, P Ave MBP represents the lowest price among the purchase offers accepted for secondary reserve (SR) used in the balancing market (BM) and the use of other services (OS); P Ave MBS is equal to the highest price among the sale offers agreeing to the use of SR and the use of OS. The last two columns are the imbalance price obtained as described in Section 2 and the total imbalance cost for the examined day. Figure 9 shows the economic comparison between the forecast profile and the production profile with no errors (i.e., the measured profile) for March 2016. The three trends shown are as follows: black line represents the profit from the sale of forecast energy, supposing that the sale price is the zonal price (P ZDA,h ), red line represents the profit from the sale of measured energy and blue line shows the imbalance payments obtained using the proposed forecast method. If the measured energy was sold at the zonal price, the total gain would be equal to 2697.09 € in March; for the forecast production, the total gain would be equal to 2512.49 €, for a total difference of 184.59 €.
The daily imbalance payments can be positive or negative, depending on the sign of the zonal aggregated imbalance, as shown in the fifth column of Table 3 . In the examined case, when the imbalance payment is negative, the producer must pay a fee to the TSO, while if the imbalance payment is positive, the producer receives money from the TSO.
In the examined case, for the month of March, the imbalance payments, using the implemented PV forecasting method, are positive. Therefore, an amount of 92.73 € was received by the user from the TSO. The difference in the gain obtainable with the measured energy decreased to 91.85 €, which is a loss of 3.4% compared to a perfect dispatchable profile (zero prediction errors), with no additional costs for data used in the prediction method due to the weather forecast (which are about 60 € per month and for every user).
with no errors (i.e., the measured profile) for March 2016. The three trends shown are as follows: black line represents the profit from the sale of forecast energy, supposing that the sale price is the zonal price ( , ), red line represents the profit from the sale of measured energy and blue line shows the imbalance payments obtained using the proposed forecast method. If the measured energy was sold at the zonal price, the total gain would be equal to 2697.09 € in March; for the forecast production, the total gain would be equal to 2512.49 €, for a total difference of 184.59 €. 
Sensitivity Analysis
To evaluate the relation between the ICs and other parameters, ICs for different months were considered. First, starting from the obtained imbalances (using the implemented forecasting method), they were reduced, keeping their sign unchanged. For the different error reduction thresholds, the ICs and the economic losses/gains obtained from the sale of energy were calculated (Table 4) , as explained before; they were reported in relation to the total earning due to the sale of energy (∆ %). As the table shows, if the forecast accuracy increases, an increase or a decrease of ICs may occur (however, there was a decrease of the absolute value of the same ICs); as a consequence, the SFE varied. Overall there was a general increase of the TE, this increase was not verified for all the considered months, for some months the TE decreased with the increase of forecast accuracy, as for April. This is due to the factors related to ICs, as explained in the second paragraph, these charges depended on the zonal price and the sign of zonal aggregated imbalance.
Indeed, for the month of April it was observed that as the number of hours for which there was a positive production imbalance and a negative zonal imbalance was greater, the imbalance was evaluated positively to max (P ZDA,h and P Ave MBS ). In this way, the increase of forecast accuracy would lead to an estimation of the unbalanced energy to the zonal price which is less than or equal to the maximum (P ZDA,h , P Ave MBS ). In Figure 10 , the trend of ∆ % varying the accuracy of the forecasts, for the four considered months, is shown. It is possible to understand that there is not a preferred direction to IC reductions, so a way to operate a priori to reduce IC and increase TE does not exist. It is necessary to avoid excessive imbalances, because they would contribute heavily to an IC increase. It would be more useful for the user to understand the IC extent and how to reduce them in real-time, by knowing the electricity market results, without programming a priori any choices.
In fact, it is possible to observe that ICs depend on several factors, such as weather conditions. It is possible to analyze the ICs in relation to day type (clear/not-clear sky), calculate the ICs for the different day types, and relate them to the respective number of days. This analysis was carried out considering four months with a not negligible weather variation (Table 5) .
For the clear and non-clear sky days, the TE including and not including the IC were calculated. It is possible to observe that IC and Δ do not have a defined trend as a function of the considered day type; the particularity is that for the non-clear sky days there is greater instability in the IC calculation, as consequence a greater risk. By calculating the relationship with the energy produced in the two day types, it is possible to observe that this ratio (Δ/Prod.Energy) is greater (in absolute value) for the clear-sky days; this behavior is also observed by referring Δ to TE.
The user, knowing their production schedule and the weather forecast, should try as much as possible-especially for non-clear sky days-to follow this profile, for example by controlling storage It is possible to understand that there is not a preferred direction to IC reductions, so a way to operate a priori to reduce IC and increase TE does not exist. It is necessary to avoid excessive imbalances, because they would contribute heavily to an IC increase. It would be more useful for the user to understand the IC extent and how to reduce them in real-time, by knowing the electricity market results, without programming a priori any choices.
For the clear and non-clear sky days, the TE including and not including the IC were calculated. It is possible to observe that IC and ∆ do not have a defined trend as a function of the considered day type; the particularity is that for the non-clear sky days there is greater instability in the IC calculation, as consequence a greater risk. By calculating the relationship with the energy produced in the two day types, it is possible to observe that this ratio (∆/Prod.Energy) is greater (in absolute value) for the clear-sky days; this behavior is also observed by referring ∆ to TE.
