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Introduccio´n
Un cristal es un arreglo perio´dico de a´tomos o mole´culas y el patro´n con el que este
arreglo se repite en el espacio genera una red cristalina. Estos cristales presentan un
potencial perio´dico al cual esta sometida la propagacio´n de los electrones a trave´s de
su estructura, donde tanto los constituyentes del material como la geometr´ıa de la red
rigen las propiedades de conduccio´n del cristal. En este tipo de estructuras la meca´nica
cua´ntica explica la capacidad que tienen los electrones de propagarse como un gas difuso
de part´ıculas libres en un cristal conductor y muestra co´mo los electrones se comportan
como ondas. Estas ondas con ciertos criterios pueden propagarse a trave´s de un po-
tencial perio´dico con so´lo algunos pequen˜os efectos de dispersio´n debidos a impurezas
en el material [1]. En estos cristales la red puede prohibir la propagacio´n de ciertas
ondas presentando brechas o gaps en la estructura de bandas de energ´ıa. Esto implica
que los electrones con ciertas energ´ıas no se pueden propagar en ciertas direcciones
donde, si el potencial de la red es lo suficientemente fuerte, la brecha puede extenderse
hasta cubrir todas las direcciones de propagacio´n posibles, dando como resultado una
brecha completa o banda prohibida, como sucede en los semiconductores [2]. En cierto
sentido, un cristal foto´nico es el ana´logo o´ptico de los cristales electro´nicos, en el cual
los a´tomos o mole´culas son reemplazados por un medio macrosco´pico con diferentes
constantes diele´ctricas y el potencial perio´dico por una funcio´n diele´ctrica perio´dica. Si
los materiales en el cristal tienen una constante diele´ctrica lo suficientemente diferente,
la refraccio´n y reflexio´n de la luz desde todas las mu´ltiples interfaces pueden producir
para los fotones muchos de los feno´menos que los cristales electro´nicos presentan para
los electrones, como por ejemplo las brechas completas o bandas prohibidas.
De esta forma un cristal foto´nico es un medio diele´ctrico perio´dico, el cual podemos
disen˜ar y construir de tal forma que presenten determinadas bandas foto´nicas que pro-
hiban la propagacio´n de la luz en ciertas direcciones y frecuencias llamadas bandas
foto´nicas prohibidas [3].
Para determinar el taman˜o y posicio´n de las bandas foto´nicas se utiliza un ca´lculo
de simulacio´n nume´rica utilizando me´todos como: me´todo de expansio´n de ondas
planas [4], me´todo de diferencias finitas en el dominio del tiempo [5], me´todo espectral
de orden-N [6], entre otros, donde ba´sicamente se calculan las frecuencias del cristal
foto´nico para cada valor de direccio´n de propagacio´n dada por el vector de onda k.
xi
Cap´ıtulo 1
Planteamiento del problema
1.1 Definicio´n del problema
Se busca obtener la estructura de bandas de un cristal foto´nico bidimensional a trave´s
de la implementacio´n de un me´todo nume´rico en el cual se establecera´ una configuracio´n
de cristal determinada y un modelo que permita simular el feno´meno deseado.
1.2 Objetivos
1.2.1 Objetivo general
Establecer un modelo matema´tico para simular la estructura de bandas de un cristal
foto´nico bidimensional con el fin de obtener su estructura de bandas mediante la im-
plementacio´n de un me´todo nu´merico.
1.2.2 Objetivos espec´ıficos
• Realizar un ana´lisis comparativo entre los elementos teo´ricos correspondientes a
los cristales electro´nicos y foto´nicos.
• Establecer conceptos que nos permitan desarrollar la teor´ıa de bandas en cristales
foto´nicos bidimensionales.
• Determinar un tipo de configuracio´n para el cristal foto´nico que se quiere ana´lizar.
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• Seleccionar un me´todo nu´merico y un lenguaje de programacio´n con base en los
criterios impuestos por el tipo de problema a desarrollar.
• Utilizar los elementos seleccionados e implementados para obtener la estructura
de bandas del cristal foto´nico.
• Realizar un ana´lisis de los resultados obtenidos con el fin de estrablecer el alcance
en la ejecucio´n del proyecto y su correspondiente validacio´n.
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1.3 Justificacio´n
Desde el comienzo de la humanidad, el uso de los diversos materiales provistos por
la naturaleza ha sido fundamental para establecer mejores condiciones de vida y es el
entendimiento de las propiedades de dichos materiales lo que ha representado una de
las principales fuentes de tecnolog´ıa, adema´s de colaborar con el desarrollo de a´reas
del conocimiento como la ingenier´ıa y la f´ısica siendo uno de sus principales objetos
de estudio; con el pasar del tiempo y el avance tecnolo´gico, la humanidad aprendio´ a
manipular los materiales con el fin de mejorar e incluso obtener nuevas propiedades que
le permitieran depurar las aplicaciones existentes y desarrollar e implementar nuevas
tecnolog´ıas [7]. Todos estos avances se han realizado en diversos campos que van desde
la metalurgia la cual trabaja con propiedades macrosco´picas hasta la f´ısica del estado
so´lido, que se enfoca en propiedades microsco´picas y ha permitido el desarrollo del tran-
sistor y la electro´nica [8], que sin exagerar significo´ toda una revolucio´n tecnolo´gica que
hasta el d´ıa de hoy sigue mostrando grandes avances como el desarrollo de supercon-
ductores de alta temperatura [7] y otros materiales con propiedades particulares, los
cuales pueden formar la base de futuras tecnolog´ıas [9, 10].
En este orden de ideas, una nueva frontera se ha estado desarrollando en las u´ltimas
de´cadas, cuyo objetivo es lograr el control de las propiedades o´pticas de los materiales
con el fin de resolver ciertos problemas sujetos a nuevas aplicaciones, como por ejemplo:
obtener materiales que respondan a las ondas de luz sobre un rango de frecuencias
deseado para obtener su total reflexio´n o permitir que la luz se propague solo en ciertas
direcciones, o lograr su confinamiento en un volumen espec´ıfico; con esto en mente
los cristales foto´nicos se presentan como materiales atractivos por tener propiedades
o´pticas que permiten controlar y manipular el flujo de luz [11].
Ya se tienen algunos progresos en fibras o´pticas y gu´ıas de onda con estos materiales
[12, 13] tambie´n en recubrimientos [14] y computacio´n o´ptica [15], entre otros, que
significar´ıan un enorme desarrollo tecnolo´gico, y aplicaciones que llegar´ıan a ser posibles
una vez se logre controlar la fabricacio´n de estas estructuras. Es as´ı como creemos
pertinente el desarrollo de este proyecto no so´lo por su proceso formativo, sino tambie´n
por el recorrido y el aporte que desde una carrera af´ın al desarrollo y apropiacio´n de
nuevas tecnolog´ıas se puede hacer en un campo con un espectro de investigacio´n y
desarrollo tan amplio y au´n en evolucio´n.
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Cap´ıtulo 2
Marco de referencia
2.1 Antecedentes
Los cristales foto´nicos como estructuras unidimensionales formadas a partir de apilar
perio´dicamente varias laminas de diele´ctricos como en los espejos de Bragg empezaron
a ser estudiados en 1887 por Lord Rayleigh [16], obteniendo evidencia de que dichos sis-
temas poseen una banda foto´nica prohibida, es decir, un rango espectral que presentaba
una gran reflexio´n en una dimensio´n.
Previamente Bykov realizo´ un estudio teo´rico detallado sobre estructuras o´pticas uni-
dimensionales [17], siendo el primero en investigar el efecto de una banda foto´nica pro-
hibida sobre la emisio´n esponta´nea de a´tomos y mole´culas infiltradas en una estructura
con propiedades foto´nicas. Bykov incluso llego´ a predecir que pasar´ıa si se emplearan
estructuras bidimensionales y tridimensionales [18]. No obstante estas ideas no tuvieron
e´xito hasta despue´s de las dos publicaciones de Eli Yablonovitch y Sajeev John en 1987
[19, 20], ambos art´ıculos consideraron estructuras perio´dicas macrosco´picas.
La motivacio´n principal de Yablonovitch era eludir las densidades de estados foto´nicos,
con la intencio´n de controlar la emisio´n esponta´nea de materiales infiltrados en cristales
foto´nicos, mientras que la idea de Sajeev era utilizar los cristales foto´nicos para influir
la localizacio´n y el control de la propagacio´n de la luz.
A partir de 1987 el nu´mero de publicaciones cient´ıficas sobre cristales foto´nicos comenzo´
a crecer ra´pidamente. La mayor´ıa de estas investigaciones ten´ıan un enfoque teo´rico
debido a la gran dificultad que implica la fabricacio´n de estas estructuras a escala
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o´ptica. Los estudios que presentaban reportes experimentales se realizaron en el rango
de las microondas, donde los cristales foto´nicos pueden ser fabricados en la escala de
los cent´ımetros, lo que es mucho mas accesible.
Mas adelante en 1996 Thomas Krauss hizo la primera demostracio´n de un cristal
foto´nico en dos dimensiones para ondas electromagne´ticas con longitudes de onda en el
visible [21]. Esto abrio´ el camino a la fabricacio´n de cristales foto´nicos aprovechando
los me´todos y tecnolog´ıas empleados en la industria de los semiconductores.
Sin duda alguna el mayor desaf´ıo para obtener cristales foto´nicos de alta dimensional-
idad es lograr la fabricacio´n de estas estructuras con suficiente precisio´n para prevenir
pe´rdidas debidas a la dispersio´n, lo cual afectar´ıa sus propiedades. En este orden de
ideas, para cristales foto´nicos bidimensionales, un me´todo prometedor para su fabri-
cacio´n es utilizar las te´cnicas de grabado desarrolladas para fibras o´pticas permitiendo
obtener fibras de cristal foto´nico o fibras microestructuradas; las primeras fibras de
cristal foto´nico fueron desarrolladas por Philip Russell [22] y pueden disen˜arse para
obtener propiedades mejoradas sobre una fibra o´ptica convencional.
Otro me´todo para desarrollar cristales foto´nicos en dos dimensiones son los cristales
foto´nicos planares. Estas estructuras consisten en la´minas de un material (por ejemplo,
silicio) el cual es litografiado usando te´cnicas prestadas de la industria de los semi-
conductores. Estos disen˜os tienen el potencial de combinar las propiedades foto´nicas
y electro´nicas en un mismo circuito integrado. Las investigaciones en esta a´rea esta´n
enfocadas al uso de cristales foto´nicos planares en circuitos integrados de ordenadores
para mejorar el procesamiento o´ptico de comunicacio´n tanto dentro como entre los chips
[23].
Tambie´n se han estudiado y utilizado otros me´todos en los que part´ıculas diele´ctricas
suspendidas en un disolvente se depositan sobre un sustrato; este tipo de procedimiento
se puede llevar a cabo mediante “Spin Coating” [24].
El estudio de los cristales foto´nicos tridimensionales ha avanzado ma´s lentamente debido
a la mayor dificultad en su fabricacio´n, aunque se ha intentado adaptar algunos me´todos,
como la fotolitograf´ıa y te´cnicas de grabado similares a las usadas en la fabricacio´n de
circuitos integrados. Con esto se han obtenido importantes avances [25].
Actualmente se han logrado desarrollar algunas te´cnicas, como la fabricacio´n de estruc-
turas “woodpile”, constru´ıdas a base de depositar sucesivas capas de materiales [26].
Incluso ya se tienen algunas tecnolog´ıas disponibles como el “Nanoscibe Direct Laser
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Writing System” [27], Tambie´n se realizan investigaciones para fabricar estructuras
foto´nicas tridimensionales mediante “autoensamble”, donde esencialmente se busca que
nanoesferas diele´ctricas suspendidas en un disolvente se dispongan en arreglos perio´dicos
tridimensionales [28].
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Cap´ıtulo 3
Red cristalina
3.1 Cristales
En la f´ısica del estado so´lido se le llama cristal a un solido homoge´neo cuya estructura
interna presenta un patro´n ordenado en sus componentes reticulares, sean a´tomos, iones
o mole´culas. A diferencia de los so´lidos amorfos, los cristales tienen una geometr´ıa
regular y un grado de anisotrop´ıa en sus propiedades que depende de su estructura,
adema´s de tener la caracter´ıstica de poseer elementos de simetr´ıa. Sin embargo, la
concepcio´n de un cristal podr´ıa ir mas alla´ de aquellos estudiados por el estado so´lido
y la qu´ımica, en la cual consideramos un cristal como un ente matema´tico que cumple
las caracter´ısticas descritas previamente y en el que sus componentes reticulares son
simplemente puntos interpretados como nodos.
3.2 Red puntual
Con el fin de describir las estructuras cristalinas debemos introducir el concepto de red
puntual, un ente matema´tico sobre el cual se puede definir y construir una red cristalina.
E´sta consiste en un arreglo infinito de puntos discretos que llenan todo el espacio, en
el cual se define una base vectorial que genera la red a trave´s de un conjunto de de
operaciones de traslacio´n discretas sobre la base definida, formando las llamadas redes
de Bravais, dicha base esta´ compuesta por un conjunto de vectores llamados vectores
primitivos que definen la estructura o forma de la red, de manera que podemos definir
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una red respecto a su base a, la cual tiene la forma:
a =
{
n∑
i=1
Aiaˆi
}
, (3.1)
donde {aˆ1, · · ·, aˆn} es una base de Rn con Ai entero. En general una red se expresa en
te´rminos de un vector R llamado vector de red, el cual reu´ne todas las caracter´ısticas
de la red: su base a y sus propiedades de simetr´ıa al aplicar operaciones de traslacio´n
sobre dicha base, de tal forma que:
R =
n∑
i=1
lai, (3.2)
donde los coeficientes l son nu´meros enteros que indican la cantidad de desplazamientos
aplicados sobre la base de la red, generando as´ı, de forma parcial o total la red definida
por a. El entero contenido en los coeficientes l no necesariamente es el mismo para
cada componente y en el caso particular en el que todos los coeficientes l son iguales
a la unidad, el vector de red R es el mismo vector base o primitivo a, y describe la
mı´nima regio´n de la red a partir de la cual se puede generar dicha red en su totalidad,
esta regio´n se conoce como celda unitaria o primitiva.
3.3 Caracter´ısticas de la red
Para facilitar el estudio de una red, definida por un vector R, elegimos una regio´n del
espacio sobre la cual aplicando operaciones de traslacio´n podamos generar toda la red,
dicha zona es llamada la celda unitaria de la red y se caracteriza por poseer un solo
elemento reticular o nodo; en general su construccio´n puede abarcar un amplio nu´mero
de posibilidades, pero las ma´s importantes son: la que se define a partir de los vectores
primitivos trazando paralelas rec´ıprocas desde sus extremos hasta el punto en el que
se cruzan como se muestra en la Figura 3.1, y la que se forma a partir de la celda de
Wigner-Seitz [3] como veremos ma´s adelante.
Otra caracter´ıstica a tener en cuenta es el para´metro de red, dado por la longitud
de la celda unitaria, y con base en el cual se aplican las operaciones de simetr´ıa. Puede
haber mas de un para´metro diferente segu´n el tipo de red que se este´ estudiando. Los
vectores de red primitivos se definen respecto al para´metro de red, el cual queda incluido
en los coeficientes Ai de (3.1).
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a1
a2
a
a
(a)
(b)
Figura 3.1: Esquema de una red puntual bidimensional: (a) seccio´n de una red cuadrada
con vectores primitivos a1 y a2, (b) su correspondiente celda unitaria con para´metros
de red iguales a a.
3.4 Funciones perio´dicas en el espacio de frecuen-
cias
Una funcio´n f(r) es perio´dica si cumple la condicio´n de periodicidad dada por:
f(r) = f(r + R), (3.3)
en cuyo caso decimos que R es el periodo de la funcio´n. Se observa que si R es el
vector primitivo de una red, entonces se puede concluir que una red es una funcio´n
perio´dica, ya que si modelamos la funcio´n que describe su celda unitaria, dicha funcio´n
se mantendr´ıa invariante bajo operaciones de traslacio´n discreta, de manera que
al aplicar estas traslaciones sobre la celda unitaria generamos la red en su totalidad
llenando todo el espacio sobre la que esta definida. Ma´s adelante veremos con mas
detalle en que consisten estas operaciones.
Con esto en mente consideremos una funcio´n perio´dica f(r) asociada a una celda uni-
taria, para esa funcio´n se tiene que (3.3) debe cumplirse para todos los vectores de red
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R que trasladan la red al interior de si misma, es decir, que trasladan la celda unitaria
sobre todo el espacio en el que esta´ definida dicha red; veamos lo que sucede cuando
analizamos nuestra funcio´n en el espacio de frecuencias tambie´n conocido como espacio
rec´ıproco o de Fourier debido a que podemos ir del espacio directo al rec´ıproco y del
rec´ıproco al directo por medio de la transformada y transformada inversa de Fourier
respectivamente. En ese orden de ideas, para expresar nuestra funcio´n f(r) en te´rminos
de su transformada en el espacio de las frecuencias debemos utilizar la transformada
de Fourier, la cual nos permite construir una funcio´n a partir de integrar ondas planas
sobre todas las frecuencias y es por definicio´n [29]:
f(r) =
∫
v
g(k)eik·rd3k, (3.4)
donde g(k) representa la funcio´n en el espacio rec´ıproco y dice que´ tanto aporta a f(r)
una onda plana con vector de onda k; ahora, debido a la condicio´n de periodicidad
(3.3): ∫
v
g(k)eik·rd3k =
∫
v
g(k)eik·(r+R)d3k, (3.5)∫
v
g(k)eik·rd3k =
∫
v
g(k)eik·Reik·rd3k. (3.6)
La periodicidad de f(r) nos indica que para su transformada de Fourier g(k) se debe
cumplir que:
g(k) = g(k)eik·R. (3.7)
Esto so´lo es posible si g(k) = 0 o eik·R = 1; la primera condicio´n es la solucio´n trivial
y no tiene sentido en nuestro sistema, de manera que se debe cumplir eik·R = 1, lo
cual quiere decir que g(k) es cero en todas partes a excepcio´n de picos en los valores
de k en los cuales eik·R = 1 para cualquier R. De lo anterior concluimos que para
construir una funcio´n perio´dica de red f(r) a partir de ondas planas, so´lo necesitamos
considerar aquellas ondas planas con vectores de onda k tales que eik·R = 1, o de forma
equivalente, k ·R = 2pin con n entero. Estos vectores se denominan los vectores de red
rec´ıproca y los denotamos con la letra G. Ahora podemos expresar nuestra funcio´n f(r)
como una sumatoria ponderada sobre todos los vectores de red rec´ıproca, de manera
que:
f(r) =
∑
G
f(G)eiG·r. (3.8)
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3.5 Red rec´ıproca
Ya vimos co´mo una red puntual en el espacio directo y sobre la cual se construyen
las redes cristalinas, puede expresarse en te´rminos de una funcio´n f(r) que describe su
celda unitaria y vimos tambie´n co´mo dicha funcio´n puede expresarse en te´rminos de
una sumatoria que contiene los vectores G y que es el resultado de aplicar un ana´lisis
de Fourier sobre la funcio´n f(r), as´ı como de sus propiedades de simetr´ıa debido a su
periodicidad. Estos vectores G se relacionan directamente con los vectores de la red
espacial R de modo que G ·R = 2pin con n entero. Observemos que dada esta igualdad,
G esta´ relacionado con la periodicidad de la red espacial contenida en R, de manera que
pueden definir una red propia en el espacio de frecuencias cuya periodicidad se relaciona
directamente con la periodicidad de la red definida por R en el espacio directo; es as´ı
como podemos decir que la red definida por G es la red rec´ıproca de aquella definida
por R.
En general, segu´n el espacio en el que se este´ trabajando el te´rmino red rec´ıproca hace
referencia a la red correspondiente en el otro espacio, bien sea el espacial o directo, o
el de frecuencias, ya que ambos espacios son rec´ıprocos uno del otro. Sin embargo, en
nuestro estudio concentraremos el concepto de red rec´ıproca a la red en el espacio de
frecuencias, es decir aquella definida por los vectores G, los cuales llamamos vectores
de la red rec´ıproca. Como ya se ha visto, los vectores de red R pueden escribirse en
te´rminos de los vectores primitivos a que a su vez pueden ser escritos en te´rminos de
los vectores unitarios aˆi y el para´metro de red a, de tal forma que para una red cu´bica
en las tres dimensiones se tiene:
R =
n∑
i=1
lai = laaˆ1 + naaˆ2 +maaˆ3. (3.9)
De forma ana´loga, los vectores de la red rec´ıproca G pueden escribirse en te´rminos de
los vectores primitivos de la red rec´ıproca b con vectores unitarios bˆi y para´metro de
red b, de manera que:
b =
{
n∑
i=1
Bibˆi
}
, (3.10)
donde
{
bˆ1, · · ·, bˆn
}
es una base del espacio de frecuencias rectangular Kn con Bi entero.
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Ademas:
G =
n∑
i=1
Lbi = Lbbˆ1 +Nbbˆ2 +Mbbˆ3, (3.11)
donde los coeficientes L son nu´meros enteros no necesariamente iguales para cada com-
ponente y dan cuenta de la cantidad de desplazamientos aplicados sobre la base bˆi, de
manera que se pueda generar de forma parcial o total la red rec´ıproca. Conociendo la
forma de R y G, y debido al requerimiento:
G ·R = 2pin, (3.12)
se tiene que:
G ·R = (la1 + na2 +ma3) · (Lb1 +Nb2 +Mb3) = 2pin′, (3.13)
Para cualquier eleccio´n entera de (l, n,m, L,N,M) este requerimiento se debe satisfacer
para un determinado n′. Con esto en mente y dada la ortonormalidad de los vectores
base aˆi y bˆi, de forma intuitiva podr´ıamos pensar en construir los vectores bi de manera
que ai · bj = 2pi si i = j y ai · bj = 0 si i 6= j, es decir:
ai · bj = 2piδij. (3.14)
Ahora, para encontrar tales vectores bj dado un sistema determinado de vectores ai,
tenemos en cuenta la identidad vectorial v · (v×w) = 0 para cualquier par de vectores
v y w en el mismo espacio; de esta manera podemos construir los vectores bi como
sigue:
1 =
a1 · (a2 × a3)
a1 · (a2 × a3) ,
como ya es sabido a1 · b1 = 2pi, entonces:
a1 · b1 = 2pia1 · (a2 × a3)
a1 · (a2 × a3) ,
a1 · b1 = a1 · 2pi(a2 × a3)
a1 · (a2 × a3) ,
comparando te´rminos se puede ver que:
b1 =
2pi(a2 × a3)
a1 · (a2 × a3) .
Mediante un procedimiento ana´logo construimos b2 y b3 de manera que:
b1 =
2pi(a2 × a3)
a1 · (a2 × a3) , b2 =
2pi(a3 × a1)
a1 · (a2 × a3) , b3 =
2pi(a1 × a2)
a1 · (a2 × a3) . (3.15)
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3.6 Primera zona de Brillouin
Cuando analizamos una funcio´n perio´dica y tomamos su transformada de Fourier, en-
contramos que, dada la condicio´n de periodicidad (3.3) para su transformada g(k), se
debe cumplir (3.7) lo que impone el requerimiento (3.12) con n entero. Ahora con-
sideremos una funcio´n definida sobre una red de la forma eik·r. De la condicio´n de
periodicidad tenemos que:
eik·r = eik·(r+R), (3.16)
= eik·Reik·r. (3.17)
Observemos que para un determinado vector k la funcio´n es la misma salvo un multi-
plicador global que so´lo aporta informacio´n de amplitud y como veremos mas adelante,
dicha informacio´n no es relevante para nuestro estudio. Por lo tanto decimos que am-
bos lados de la igualdad representan la misma funcio´n. Ahora aumentemos el vector
de onda k en una cantidad entera de veces G, de tal manera que ahora k = k + mG
con m entero. Entonces:
ei(k+mG)·r = ei(k+mG)·(r+R),
= eimG·Reik·Rei(k+mG)·r,
= eik·Rei(k+mG)·r,
(3.18)
ya que G · R = 2pin. Cuando aumentamos el vector de onda k un nu´mero entero de
veces G se puede ver que para un determinado k + mG, al aplicar la condicio´n de
periodicidad (3.3) que se manifiesta como una operacio´n de traslacio´n bajo la cual la
funcio´n permanece invariante; se obtiene infinito nu´mero de funciones con el mismo
factor multiplicativo y la misma fase, debido a que el aumento de k en una cantidad
mG significa una traslacio´n de 2pin en el espacio rec´ıproco y como consecuencia de
esto se puede observar una grado de redundancia en el vector de onda k, de manera
que solo es necesario considerar aquellos valores de k contenidos en un intervalo de 2pi
en todas las direcciones cuando la red es cubica, y en general para cualquier tipo de
red, aquella regio´n de la red rec´ıproca cuyos k no se pueden obtener por la adicio´n de
vectores mG sobre algu´n otro k en dicha regio´n, particularmente aqu´ı G es el vector
de la red rec´ıproca primitivo.
Esta regio´n se define alrededor de un punto o nodo de la red rec´ıproca, en el cual se
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establece el origen k = 0 y es conocida como la primera zona de Brillouin. A partir
de este origen tambie´n se definen segundas, terceras y en general ene´simas zonas de
Brillouin segu´n el nu´mero entero de veces m que se puede adicionar el vector de red
rec´ıproca G sin generar una redundancia particular, de manera que esta regio´n sera´ la
|m|+ 1−e´sima zona de Brillouin. Las zonas de Brillouin se construyen como celdas de
Wigner-Seitz. En particular, para la primera zona como se muestra en la Figura 3.2,
esto es: se trazan los vectores de la red rec´ıproca G desde el punto de red establecido
como origen a los primeros vecinos y se trazan planos perpendiculares a dichos vectores
en sus puntos medios, la interseccio´n de estos planos define la celda de Wigner-Seitz
para la primera zona de Brillouin.
b1
b2
b
b
(a)
(b)
Figura 3.2: Esquema de una red puntual bidimensional en el espacio de frecuencias: (a)
seccio´n de una red cuadrada con vectores primitivos b1 y b2 y construccio´n de una celda
de Wigner-Seitz, (b) su correspondiente celda unitaria o primera zona de Brillouin.
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3.7 Condicio´n de difraccio´n
Como se introdujo previamente, un cristal foto´nico es una estructura macrosco´pica que
posee una funcio´n diele´ctrica perio´dica (r). En dicho sistema se identifica claramente
una disposicio´n de red puntual en la que los nodos contienen un medio con una constante
diele´ctrica diferente a la del resto del espacio; dado que (r) es una funcio´n perio´dica,
puede ser escrita como:
(r) =
∑
G
(G)eiG·r, (3.19)
donde G son los vectores de la red rec´ıproca del cristal foto´nico. Si se considera una
onda plana con vector de onda k que incide sobre el cristal, intuitivamente se puede
suponer que la amplitud de la onda dispersada por un elemento de volumen dV con
vector de onda k’ depende directamente de la constante diele´ctrica local (r), de manera
que la amplitud total de la onda dispersada A esta dada por la integral sobre todo el
sistema con (r)dV veces el factor de fase ei(k’−k)·r, por lo tanto:
k
k´
Dk
dV
Figura 3.3: Dispersio´n de una onda plana por un elemento de volumen dV .
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A =
∫
ei(k’−k)·r(r)dV,
A =
∫
e−i∆k·r(r)dV, (3.20)
donde:
k−∆k = k’. (3.21)
Como se ve en la Figura 3.3, ∆k representa la diferencia de fase, es decir, el cambio en
el vector de onda del haz dispersado respecto al haz incidente. Y ya sabemos que (r)
es una funcio´n perio´dica, de manera que podemos introducirla en (3.20) en te´rminos de
sus coeficientes de Fourier dados por (3.19), as´ı que:
A =
∫
e−i∆k·r
∑
G
(G)eiG·rdV,
lo cual puede reescribirse como:
A =
∑
G
∫
ei(G−∆k)·r(G)dV, (3.22)
observemos que cuando la diferencia de fase ∆k es igual a un vector de red rec´ıproca
particular tal que:
∆k = G, (3.23)
el te´rmino exponencial en (3.22) desaparece de modo que A = (G)V . En desarrollos
ana´logos hechos para cristales electro´nicos [1] se puede demostrar fa´cilmente que (3.22)
es muy pequen˜o cuando ∆k es significativamente distinto de G. Ahora, si se considera
dispersio´n ela´stica para los foto´nes, de tal forma que su energ´ıa ~ω sea conservada,
tenemos que la frecuencia ω′ = ck′ del haz dispersado es igual a la frecuencia ω = ck
del haz incidente, de manera que las magnitudes de los vectores de onda k = |k| y
k′ = |k’| son iguales y por lo tanto k2 = k′2. Retomando (3.21) y (3.23) encontramos
que:
k−G = k’,
entonces:
(k−G)2 =k2,
2k ·G−G2 =0. (3.24)
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Este resultado se conoce como la condicio´n de difraccio´n y dado que G es un vector
de la red rec´ıproca al igual que −G podemos reescribir (3.24) como:
2k ·G = G2, (3.25)
se observa que esta condicio´n se satisface siempre que:
k = ±G
2
. (3.26)
Una importante anotacio´n acerca de este resultado es que los k que satisfacen la
condicio´n de difraccio´n se encuentran en los extremos de la primera zona de Brillouin
de la red rec´ıproca con vector de red G.
17
Cap´ıtulo 4
Fundamentos y propiedades de los
cristales foto´nicos
4.1 Ecuaciones de Maxwell
Los cristales foto´nicos pueden ser tratados como un medio diele´ctrico mixto y para
estudiar cualquier tipo de feno´meno electromagne´tico inclusive la propagacio´n de la luz
en cristales foto´nicos, se debe partir de las ecuaciones de Maxwell, las cuales gobier-
nan todo el electromagnetismo macrosco´pico y nos permitira´n desarrollar un modelo
teo´rico que nos permita entender y analizar los conceptos f´ısicos asociados a los cristales
foto´nicos; a continuacio´n se presentan dichas ecuaciones respecto a las unidades del sis-
tema internacional y que sera´n la base de nuestro estudio.
∇ ·D = ρv,
∇ ·B = 0,
∇× E = −∂B
∂t
,
∇×H = J + ∂D
∂t
,
(4.1)
donde respectivamente E y H son los campos ele´ctrico y magne´tico macrosco´picos, D
y B son los campos de desplazamiento ele´ctrico e induccio´n magne´tica, y ρ y J son
las densidades de carga y corriente libres. En este trabajo nos restringimos bajo cinco
consideraciones que para muchos materiales diele´ctricos son muy razonables.
1. Se asume que la fuerzas de campo son lo suficientemente pequen˜as de modo que
18
nos encontremos en un re´gimen lineal.
2. Se considera que el material es macrosco´pico e isotro´pico, de manera que E(r, t) y
D(r, t) esta´n relacionados por 0 multiplicado por una funcio´n diele´ctrica escalar
r llamada permitividad relativa.
3. Se ignora cualquier dependencia explicita de la frecuencia con la constante diele´ctrica.
4. Nos enfocamos en materiales transparentes de manera que podemos tratar a (r)
como real y positivo.
5. No se tienen densidades de carga ni de corriente libres, as´ı que ρv = 0 y J = 0.
Como el sistema consiste en un material diele´ctrico mixto, en el cual la constante
diele´ctrica depende de la posicio´n en el sistema, tenemos que:
r = (r), (4.2)
ademas, sabemos que:
D(r) = 0(r)E(r),
B(r) = µ0µ(r)H(r).
(4.3)
Sin embargo para los materiales de nuestro intere´s la permeabilidad magne´tica relativa
es muy cercana a la unidad de manera que:
B(r) = µ0H(r). (4.4)
Con todas estas consideraciones en mente las ecuaciones de Maxwell (4.1) nos quedan:
∇ · ((r)E(r,t)) = 0,
∇ ·H(r, t) = 0,
∇× E(r, t) = −µ0∂H(r, t)
∂t
,
∇×H(r, t) = 0(r)∂E(r, t)
∂t
.
(4.5)
Bajo las restricciones que nos hemos impuesto claramente hay una parte fenomenolo´gica
que se pasa por alto. Sin embargo, muchas de las propiedades ma´s interesantes y u´tiles
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resultan de analizar el caso de materiales lineales y sin pe´rdida y establecen la base
de estudios ma´s espec´ıficos. Para separar la parte espacial de la parte temporal de
los campos E y H, hacemos una expansio´n de los campos en modos armo´nicos. As´ı
tendremos un patro´n de campo que var´ıa sinusoidalmente con el tiempo. Lo cual
nos permite escribir los modos armo´nicos como un patro´n espacial o perfil modal,
multiplicado por una exponencial compleja en el tiempo:
H(r, t) = H(r)e−iωt,
E(r, t) = E(r)e−iωt.
(4.6)
Con el fin de modelar los perfiles modales para una frecuencia determinada reem-
plazamos (4.6) en (4.5):
∇ · ((r)E(r)) = 0,
∇ ·H(r) = 0,
∇× E(r) = iωµ0H(r),
∇×H(r) = −iω0(r)E(r).
(4.7)
Al mirar las ecuaciones de divergencia en (4.7), su interpretacio´n f´ısica es la ausencia
de fuentes y sumideros de desplazamiento ele´ctrico y campo magne´tico. Adema´s, dado
que las ondas electromagne´ticas son transversales, si nuestro campo es de la forma
H(r) = aeik·r, para cualquier vector de onda k se tiene que:
a · k = 0, (4.8)
conocida como la condicio´n de ortogonalidad. Sin embargo, la mayor informacio´n es
aportada por las ecuaciones rotacionales:
∇× E(r) =iωµ0H(r), (4.9)
∇×H(r) =− iω0(r)E(r). (4.10)
Dividimos (4.10) por (r):
1
(r)
∇×H(r) + iω0E(r) = 0, (4.11)
Ahora tomamos el rotacional de (4.11):
∇×
(
1
(r)
∇×H(r)
)
+ iω0∇× E(r) = 0, (4.12)
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reemplazamos (4.9) en (4.12):
∇×
(
1
(r)
∇×H(r)
)
+ iω0(iωµ0H(r)) = 0. (4.13)
Utilizando la igualdad para la velocidad de la luz en el vac´ıo c =
1√
0µ0
y reorganizando
(4.13) obtenemos:
∇×
(
1
(r)
∇×H(r)
)
=
(ω
c
)2
H(r). (4.14)
La ecuacio´n (4.14) es llamada la ecuacio´n maestra o central y junto a las ecuaciones de
divergencia en (4.7) nos dira´ todo lo que queremos saber acerca de H(r), no obstante
nosotros nos enfocamos en encontrar las frecuencias ω de los modos, ya que nuestro
intere´s es hallar el diagrama de bandas del sistema.
4.2 El electromagnetismo como un problema de au-
tovalores
Como vimos previamente el estudio de las propiedades electromagne´ticas de medios
diele´ctricos mixtos queda sintetizado en la ecuacio´n (4.14) la cual es claramente una
ecuacio´n de autovalores y autovectores que tiene la forma:
Oˆv = λv, (4.15)
se puede identificar al lado izquierdo de la ecuacio´n (4.14) un conjunto de operaciones
que actu´an directamente sobre H(r) las cuales pueden reunirse en un u´nico operador
Θˆ, y al lado derecho se identifica ra´pidamente el te´rmino
(ω
c
)2
que reu´ne todos los
atovalores; de manera que (4.14) puede ser escrita como:
ΘˆH(r) =
(ω
c
)2
H(r). (4.16)
Los autovectores H(r) son los patrones espaciales de los modos armo´nicos donde los
autovalores (ω/c)2 son proporcionales a las frecuencias de dichos modos. Adema´s,
puede notarse que cualquier combinacio´n lineal de soluciones con una misma frecuencia
ω es en si misma una solucio´n de (4.16), por lo que Θˆ es un operador lineal y en
general podemos asumir aquellos patrones modales que difieren en un multiplicador
global como un mismo modo. En este punto, es evidente un grado de similitud en el
21
tratamiento que se esta´ llevando a cabo con aquel realizado en la meca´nica cua´ntica,
en el cual se obtiene una ecuacio´n de autovalores al operar sobre la funcio´n de onda
con el Hamiltoniano. Como sabemos, los autoestados del Hamiltoniano poseen algunas
propiedades importantes: sus autovalores son reales, son autoestados ortogonales y
pueden ser clasificados por sus propiedades de simetr´ıa [30]. Ahora veremos que todas
estas propiedades se cumplen para la formulacio´n del electromagnetismo. En primer
lugar, todas estas propiedades se basan en el hecho de que el operador es un tipo
especial de operador lineal conocido como operador hermı´tico y para verificar si Θˆ es
un operador de este tipo primero debemos definir un a´lgebra que nos permita formalizar
matema´ticamente nuestra formulacio´n electromagne´tica, as´ı como el a´lgebra de Dirac
lo hace para la meca´nica cua´ntica. En este orden de ideas, se debe partir por definir
en analog´ıa al producto interior de dos funciones de onda, un producto interno de dos
campos H(r), de manera que si F(r) y G(r) son dos campos, entonces:
(F,G) =
∫
v
F∗(r) ·G(r)d3r, (4.17)
donde F∗ es el complejo conjugado de F. De la definicio´n (4.17) se puede ver que
(F,G) = (G,F)∗, para cualquier F y G. Adema´s, se tiene que (F,F) es siempre real
y no negativo. Si F(r) es un modo armo´nico del sistema electromagne´tico se puede
establecer (F,F) = 1 con el fin de normalizar los modos, de manera que si (F’,F’) 6= 1,
entonces:
F(r) =
F’(r)√
(F’,F’)
. (4.18)
Puede notarse que en realidad F(r) y F’(r) son el mismo modo ya que so´lo difieren por
un multiplicador global. Sin embargo, tener los modos normalizados es de gran utilidad
en el desarrollo del formalismo matema´tico. Ahora, para verificar la Hermiticidad de
Θˆ, debemos comprobar que (F, ΘˆG) = (ΘˆF,G), esto es:
(F, ΘˆG) =
∫
v
F∗ · ∇ ×
(
1

∇×G
)
d3r. (4.19)
Se utiliza la identidad vectorial:
∇ · (A×B) = (∇×A) ·B−A · (∇×B), (4.20)
Se integra (4.20) a ambos lados y se hace uso del teorema de la divergencia:∫
s
(A×B) · d2r +
∫
v
A · (∇×B)d3r =
∫
v
(∇×A) ·Bd3r. (4.21)
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Ma´s adelante se vera´ que para los casos de intere´s los valores de los campos en las
fronteras de integracio´n pueden despreciarse debido a que los campos decaen a cero a
grandes distancias (modos evanescentes), o los campos son perio´dicos en la regio´n de
integracio´n. En ambos casos los te´rminos de superficie desaparecen de modo que:∫
s
A×B · d2r ≈0, (4.22)∫
v
A · (∇×B)d3r =
∫
v
(∇×A) ·Bd3r. (4.23)
Usando (4.23) y redefiniendo los campos en (4.19), con A = F∗ y B =
1

∇ × G se
obtiene:
(F, ΘˆG) =
∫
v
(∇× F)∗ · 1

∇×Gd3r. (4.24)
Se repite el procedimiento sobre (4.24) utilizando (4.23) con A =
1

(∇× F)∗ y B = G
para obtener:
(F, ΘˆG) =
∫
v
(
∇×
(
1

∇× F
))∗
·Gd3r, (4.25)
(F, ΘˆG) =(ΘˆF,G). (4.26)
De este modo se comprueba que Θˆ es un operador Hemı´tico ya que Θˆ∗ = Θˆ.
4.3 Propiedades generales de los modos armo´nicos
Ya se establecio´ que Θˆ es Hermı´tico. Ahora se debe mostrar que sus autovalores deben
ser nu´meros reales. Supongamos que H(r) es un autovector de Θˆ con autovalor (ω/c)2,
se toma el producto interior de la ecuacio´n maestra (4.16) con H(r):
(H, ΘˆH) =
(
ω2
c2
)
(H,H), (4.27)
se toma el complejo conjugado:
(H, ΘˆH)∗ =
(
ω2
c2
)∗
(H,H). (4.28)
De (4, 26) se observa que:
(H, ΘˆH) = (ΘˆH,H). (4.29)
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Adema´s, de la definicio´n de producto interior (4.17) se tiene que (H, OˆH)∗ = (OˆH,H)
para cualquier operador Oˆ; con esto en mente:
(H, ΘˆH)∗ = (ΘˆH,H), (4.30)
con (4.29) en (4.30):
(H, ΘˆH)∗ = (H, ΘˆH), (4.31)
y reemplazando (4.27), (4.28) en (4.31) se obtiene:(
ω2
c2
)∗
(H,H) =
(
ω2
c2
)
(H,H),(
ω2
c2
)∗
=
(
ω2
c2
)
,(
ω2
)∗
=ω2.
(4.32)
De manera que ω2 es un nu´mero real. Tambie´n se puede mostrar que ω2 es no negativo
para  > 0; si se reemplaza F = G = H en (4.19) se obtiene:
(H, ΘˆH) =
∫
v
1

|∇ ×H|2d3r, (4.33)
y de (4.27): ∫
v
1

|∇ ×H|2d3r =
(
ω2
c2
)
(H,H). (4.34)
Como (r) > 0 el valor del integrando en (4.34) siempre es no negativo, y por lo tanto
ω2 tambie´n lo es; decimos entonces que Θˆ es un operador semi-definido positivo. Por
ultimo se puede comprobar que dada la Hermiticidad de Θˆ, si se tienen dos modos
armo´nicos normalizados H1(r) y H2(r) con frecuencias diferentes ω1 y ω2 su producto
interior es cero, para ello se retoma (4.16) para los modos H1 y H2:
ΘˆH1 =
(
ω21
c2
)
H1, (4.35)
ΘˆH2 =
(
ω22
c2
)
H2. (4.36)
Ahora se forman los productos internos:
(H2, ΘˆH1) =
(
ω21
c2
)
(H2,H1), (4.37)
(ΘˆH2,H1) =
(
ω22
c2
)
(H2,H1), (4.38)
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como Θˆ = Θˆ∗, entonces:
(H2, ΘˆH1) = (ΘˆH2,H1), (4.39)
al reemplazar (4.37) y (4.38) en (4.39) se obtiene:
ω21
c2
(H2,H1) =
ω22
c2
(H2,H1), (4.40)
(ω21 − ω22)(H2,H1) =0. (4.41)
De (4.41) se puede observar que si ω1 6= ω2, entonces (H1,H2) = 0 y decimos que H1 y
H2 son modos ortogonales, y si ω1 = ω2, los modos son degenerados y so´lo difieren por
un multiplicador global. Por lo tanto definen el mismo modo.
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Cap´ıtulo 5
Simetr´ıas
5.1 Simetr´ıa de traslacio´n continua
Un sistema que posee una simetr´ıa de traslacio´n continua, se mantiene invariante bajo
cualquier desplazamiento continuo d aplicado sobre dicho sistema, para cada d se puede
definir un operador de traslacio´n Tˆd, que al operar sobre una funcio´n f(r) genera un
desplazamiento sobre el argumento de la funcio´n en una magnitud d; esto es:
Tˆdf(r) = f(r+d), (5.1)
si se tiene un sistema invariante bajo este tipo de transformacio´n, entonces:
Tˆdf(r) = f(r+d) = f(r). (5.2)
Por ejemplo, un sistema con simetr´ıa de traslacio´n continua en la direccio´n aˆx, dicho
sistema es invariante bajo todas la traslaciones en esa direccio´n; entonces, si para un
modo del sistema se propone la funcio´n:
H(x) = eik·x, (5.3)
se tiene que:
TˆdxH(x) =e
ik·(x+d), (5.4)
TˆdxH(x) =e
ikdeik·x, (5.5)
TˆdxH(x) =λH(x). (5.6)
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Donde λ es un nu´mero y representa el autovalor de operador Tˆdx. ya que H es un
autoestado tanto de Θˆ como de Tˆd, se puede identificar claramente una relacio´n de
conmutacio´n entre dichos operadores, lo cual quiere decir que:[
Θˆ, Tˆd
]
= ΘˆTˆd − TˆdΘˆ, (5.7)
debe ser igual a cero; para comprobar si esto se cumple, se aplica el conmutador sobre
el autoestado H: [
Θˆ, Tˆd
]
H =ΘˆTˆdH− TˆdΘˆH,
=ΘˆλH− Tˆdω
2
c2
H,
=
ω2
c2
λH− ω
2
c2
λH,
=0,
(5.8)
de manera que: [
Θˆ, Tˆd
]
= 0. (5.9)
El campo no se eligio´ de la forma (5.3) solo por conveniencia, si se piensa en un sis-
tema consistente en un cubo de material diele´ctrico homoge´neo y se quiere analizar la
propagacio´n de una onda electromagne´tica a trave´s de dicho sistema, se debe retomar
(4.14) donde para dicho sistema (r) = , entonces:
∇× 1

∇×H(r) =
(ω
c
)2
H(r), (5.10)
1

∇×∇×H(r) =
(ω
c
)2
H(r), (5.11)
∇×∇×H(r) =ω
2
c2
H(r), (5.12)
se utiliza la identidad vectorial:
∇× (∇×V) = ∇(∇ ·V)−∇2V. (5.13)
De manera que con (5.13) en (5.12) se obtiene:
∇(∇ ·H(r))−∇2H(r) = ω
2
c2
H(r). (5.14)
Se sabe que ∇ ·H(r) = 0, y con la relacio´n de dispersio´n:
k2 = |k|2 = ω
2
c2
, (5.15)
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se obtiene:
∇2H(r) + k2H(r) = 0, (5.16)
las soluciones de (5.16) son de la forma:
H(r) = Aeik·r ≡ H0eik·r. (5.17)
Donde H0 es un vector constante, puede verse que estas soluciones son ondas planas
polarizadas en la direccio´n H0 debido a la condicio´n de ortogonalidad, entonces:
∇ ·H(r) =0, (5.18)
∇ ·H0eik·r =0, (5.19)
ikxHxe
ik·r + ikyHyeik·r + ikzHzeik·r =0, (5.20)
k ·H0 =0. (5.21)
De esta forma se pueden clasificar las ondas planas por su vector de onda k, los cuales
dan informacio´n de co´mo los modos transforman bajo operaciones de traslacio´n con-
tinua. Ahora se analizara´ un sistema sencillo con simetr´ıa de traslacio´n continua que
sirve como una primera aproximacio´n a un cristal foto´nico, este sistema consiste en
un plano infinito de material diele´ctrico homoge´neo en el vac´ıo como se muestra en la
Figura 5.1, de manera que a lo largo del plano la funcio´n diele´ctrica es una constante;
si el plano es paralelo al plano xy, entonces el sistema es invariante bajo operaciones
de traslacio´n en las direcciones aˆx y aˆy ya que (x, y) = . Adema´s se observa que en
la direccio´n aˆz se tiene una funcio´n diele´ctrica (z) debido al cambio de medio experi-
mentado cuando nos movemos a lo largo de dicha direccio´n. En Primer lugar se analiza
lo que sucede al interior del plano de material diele´ctrico. Aqu´ı se pueden clasificar los
modos acorde a sus vectores de onda en el plano k = kxaˆx+kyaˆy, donde la dependencia
en x y y debe ser una onda plana dada la simetr´ıa:
H(r) = eik·vh(z), (5.22)
donde v = xaˆx + yaˆy. Estas ondas planas representan los modos paralelos al plano.
El te´rmino h(z) da cuenta de los modos perpendiculares al plano para los cuales hay
un efecto de confinamiento debido a la finitud del material en la direccio´n de z y
que no puede ser determinada siguiendo la l´ınea de razonamiento que se ha empleado
hasta el momento ya que no existen argumentos de simetr´ıa en esta direccio´n. Ahora
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Figura 5.1: Plano de grosor de un medio diele´ctrico en el vac´ıo. La constante diele´ctrica
del material es  y v es un vector en el plano xy.
extendamos el ana´lisis al exterior del plano, notemos que el sistema ahora contiene
dos interfaces en las que claramente se encuentra un cambio de medio, esto es vac´ıo-
diele´ctrico y diele´ctrico-vac´ıo. En primer lugar recordemos la ley de Snell para haces o
rayos que encuentran cambios de medio en su trayectoria:
n1 sen(θ1) = n2 sen(θ2). (5.23)
Si θ1 > sen
−1(n2/n1), se tendr´ıa que sen(θ2) > 1, para lo cual no se encontrar´ıa solucio´n
real; en este caso decimos que el haz es totalmente reflejado y θ1 es denominado el a´ngulo
cr´ıtico. El a´ngulo cr´ıtico θc = sen
−1(n2/n1) solo existe para n2 < n1, as´ı la reflexio´n
total interna ocurre solo en el medio de permitividad relativa (r) o indice de refraccio´n
n mas alto. De la Figura 5.2 puede verse fa´cilmente que en general k‖ = |k| sen(θ), y
de la relacio´n de dispersio´n (5.15) se ve que |k| = nω/c; con estas igualdades en mente
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Figura 5.2: Trayectoria de un haz de luz a trave´s de una interface plana entre dos
diele´ctricos 1 y 2.
veamos como de la ley de Snell establece que k‖ es igual ambos lados de la interface:
n1 sen(θ1) =n2 sen(θ2),
c
ω
(|k|)1 sen(θ1) = c
ω
(|k|)2 sen(θ2),
(k‖)1
sen(θ1)
sen(θ1) =
(k‖)2
sen(θ2)
sen(θ2),
(k‖)1 =(k‖)2.
(5.24)
Considerando los modos que no quedan confinados al material diele´ctrico, estos se
extienden al infinito a trave´s del vac´ıo convirtie´ndose en ondas planas, las cuales son
superposiciones de ondas con:
ω = c|k| = c
√
|k‖|2 + |k⊥|2. (5.25)
Para cualquier vector de onda perpendicular y real k⊥ y un valor determinado de k‖
se encuentran modos con cada posible frecuencia mayor a ck‖, ya que k⊥ puede tomar
cualquier valor. As´ı, el espectro de estados es continuo para todas las frecuencias por
encima de ω = ck‖, esta zona es llamada el cono de luz y los modos all´ı localizados son
soluciones de la ley de Snell con θ1 < θc. No obstante el plano de material diele´ctrico
introduce otras soluciones de campo que yacen bajo la linea ω = ck‖ y cuyas frecuencias
son menores a las que tendr´ıan sus modos en el vac´ıo ya que  es mayor en el diele´ctrico,
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estas soluciones deben estar localizadas al interior del diele´ctrico, para evidenciar esto se
comienza por considerar la solucio´n general de campo electromagne´tico en un diele´ctrico
homoge´neo (5.16):
H(r) = Aeik·r + Be−ik·r. (5.26)
De las condiciones de confinamiento se tiene que el campo debe ser igual a cero en
las fronteras, de manera que si el grosor del diele´ctrico es a y se ubica el sistema de
referencia en la frontera inferior, entonces:
H(0) =A + B = 0, (5.27)
A =−B. (5.28)
reemplazando (5.28) en (5.26):
H(r) =Aeik·r −Ae−ik·r,
H(r) =2iA
(
eik·r − e−ik·r
2i
)
,
H(r) =C sen(k · r).
(5.29)
Ahora, se hace uso de la condicio´n de confinamiento en la frontera superior:
H(a) = C sen(ka) = 0, (5.30)
como C 6= 0, entonces:
sen(ka) = 0. (5.31)
Esta igualdad se satisface para todo ka = npi (con n = 0, 1, 2, · · · ), as´ı que si se retoma
la relacio´n de dispersio´n k = |k| = ω
c
√
 se observa que:
k =
npi
a
=
ω
c
√
, (5.32)
de manera que:
ω =
npic
a
√

. (5.33)
Claramente estos modos forman una configuracio´n de frecuencias discretas para un
determinado k‖.
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5.2 Simetr´ıa de traslacio´n discreta
Al igual que los cristales de a´tomos y mole´culas, los cristales foto´nicos no presentan
una simetr´ıa de traslacio´n continua. En vez de eso poseen una simetr´ıa de traslacio´n
discreta; esto quiere decir que son invariantes bajo traslaciones en distancias que son
mu´ltiplo de un taman˜o de paso fijo definido, esto es:
TˆRf(r) = f(r±R) = f(r). (5.34)
Se considera una estructura diele´ctrica que es repetitiva en una direccio´n como se mues-
tra en la Figura 5.3. Para este sistema tenemos simetr´ıas de traslacio´n continua en las
direcciones x y z, sin embargo en la direccio´n y se presenta una simetr´ıa de traslacio´n
discreta. Recordando lo visto en el cap´ıtulo 3, se puede reconocer en este sistema una
estructura cristalina en la que podemos identificar una constante o para´metro de red
a. Este sera´ el taman˜o de paso fijo. Y el vector que nos indicara´ la direccio´n en la
cual se realizaran las traslaciones es el vector de red primitivo, el cual en este caso
es a = aaˆy. As´ı el sistema es un cristal foto´nico unidimensional donde la simetr´ıa de
traslacio´n discreta establece que:
(r) = (r± a). (5.35)
Si repetimos la operacio´n de traslacio´n un nu´mero de veces determinado, se observa
que:
(r) = (r±R). (5.36)
donde R = na con n entero.
Puede verse que la unidad de diele´ctrico que se considera para ser repetida una y otra
vez es justamente la celda unitaria, que por operaciones de traslacio´n puede generar
toda la estructura; en este caso la celda unitaria consiste en un bloque xz de espesor
a en la direccio´n y. Debido a las simetr´ıas traslacionales Θˆ debe conmutar con todos
los operadores traslacionales en la direccio´n x, en la que existe una simetr´ıa continua;
as´ı como con los operadores de traslacio´n discreta en la direccio´n y con vectores de red
R = naaˆy. Con esto en mente y recordando la relacio´n de conmutacio´n que vimos en la
seccio´n anterior, se pueden identificar los modos de Θˆ como autofunciones simultaneas
de ambos tipos de operadores de traslacio´n; como ya se ha visto, estas autofunciones
32
az
y
x
e1
e2
Figura 5.3: Arreglo perio´dico de capas de dos medios diele´ctricos 1 y 2 donde se
establece una funcio´n diele´ctrica que var´ıa perio´dicamente en la direccio´n y con periodo
a.
deben ser ondas planas. Para la simetr´ıa continua:
Tˆdxe
ikx·x = eikx·(x±d) =
(
e±ikxd
)
eikx·x, (5.37)
Tˆdze
ikz ·z = eikz ·(z±d) =
(
e±ikzd
)
eikz ·z. (5.38)
Y para la simetr´ıa discreta:
TˆRe
ikyy = eiky ·(y±R) =
(
e±ikyna
)
eiky ·y. (5.39)
Para el operador de traslacio´n discreta se observa que no todos los valores de ky tienen
diferentes autovalores. Veamos que´ ocurre si ky = ky+m
(
2pi
a
)
con m entero y a =
aˆy
a
:
33
TˆRe
i(ky+m2pi/a)·y =ei(ky+m2pi/a)·(y±na),
=ei(ky+m2pi/a)naei(ky+m2pi/a)·y,
=einm2pieikynaei(ky+m2pi/a)·y.
(5.40)
Como n y m son enteros entonces einm2pi = 1, luego:
TˆRe
i(ky+m2pi/a)·y = eikynaei(ky+m2pi/a)·y. (5.41)
Se observa que los modos con vectores de onda de la forma ky + m (2pi/a), con m
entero, forman un sistema degenerado donde todos ellos tienen el mismo autovalor
e±ikyna. notemos que el te´rmino 2pi/a corresponde a la magnitud del vector de la red
reciproca primitivo b = bbˆi donde b = 2pi/a, de manera que al aumentar ky en un
mu´ltiplo entero del vector de la red la reciproca b no se producen cambios en el estado
del sistema, evidenciando las facilidades de trabajar en el espacio rec´ıproco en virtud
de las propiedades que los sistemas perio´dicos poseen en dicho espacio, de manera que
so´lo es necesario considerar aquellos vectores de onda contenidos en la primera zona de
Brilouin como se evidencio´ en el cap´ıtulo 3. Ya que cualquier combinacio´n lineal de
estas autofunciones degeneradas es en s´ı misma una autofuncio´n con el mismo autovalor,
podemos tomar combinaciones lineales de los modos originales y ponerlos de la forma:
H(x, y, z) =eikxxeikzz
∑
m
Cky ,me
i(ky+mb)y, (5.42)
H(x, y, z) =eikxxeikzz
(
eikyy
∑
m
Cky ,me
imby
)
, (5.43)
H(x, y, z) =eik·r
∑
m
Cky ,me
imby. (5.44)
La sumatoria en (5.44) es claramente una funcio´n perio´dica en y de manera que la
dependencia del campo en esta direccio´n es simplemente el producto de una onda plana
con una funcio´n perio´dica en y, de forma que:
H(y) = eikyyu(y), (5.45)
donde:
u(y) = u(y + R). (5.46)
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Este resultado evidencia el teorema de Bloch y es la consecuencia de la periodicidad
discreta en y. Este teorema establece que el perfil modal de una onda plana que se
propaga a trave´s de una estructura perio´dica es la misma onda plana modulada por una
funcio´n que comparte la periodicidad de dicha estructura [1], donde estos estados son
llamados estados de Bloch. Para un sistema que posee simetr´ıa traslacional discreta
en las tres direcciones, sus modos o estados de Bloch pueden ser clasificados por un
vector k = k1b1 + k2b2 + k3b3 llamado vector de Bloch. Cada vector k identifica un
autoestado de Θˆ con frecuencia ω(k) y un autovector Hk de la forma:
Hk(r) = e
ik·ruk(r), (5.47)
donde:
uk(r) = uk(r + R), (5.48)
para todos los vectores de red R.
5.3 Estructura de bandas foto´nicas
Ya se ha visto como los modos electromagne´ticos de un cristal foto´nico con periodicidad
discreta en las tres dimensiones pueden ser escritos como estados de Bloch (5.47), as´ı
que toda la informacio´n sobre dichos modos esta´ dada por el vector de onda k y la
funcio´n perio´dica uk(r). Ya que se conoce la forma de los modos Hk, se puede resolver
(4.14) para uk(r):
∇×
(
1
(r)
∇×Hk(r)
)
=
(
ω(k)
c
)2
Hk(r), (5.49)
∇×
(
1
(r)
∇× eik·ruk(r)
)
=
(
ω(k)
c
)2
eik·ruk(r), (5.50)
usando la identidad vectorial:
∇× (φA) = ∇φ×A + φ∇×A, (5.51)
con φ = eik·r y A = uk(r) en (5.50):
∇×
(
1
(r)
(
ikeik·r × uk(r) + eik·r∇× uk(r)
))
=
(
ω(k)
c
)2
eik·ruk(r), (5.52)
∇×
(
eik·r
1
(r)
(ik +∇)× uk(r)
)
=
(
ω(k)
c
)2
eik·ruk(r), (5.53)
35
de nuevo se utiliza la identidad vectorial (4.51), con φ = eik·r y A =
1
(r)
(ik+∇)×uk(r)
en (5.53) se obtiene:
eik·r
(
(ik +∇)× 1
(r)
(ik +∇)× uk(r)
)
=
(
ω(k)
c
)2
eik·ruk(r), (5.54)(
(ik +∇)× 1
(r)
(ik +∇)×
)
uk(r) =
(
ω(k)
c
)2
uk(r), (5.55)
Θˆkuk(r) =
(
ω(k)
c
)2
uk(r). (5.56)
Se encuentra una nueva ecuacio´n de autovalores ahora para uk(r) con un nuevo oper-
ador Θˆk, este operador depende de k pero tiene las mismas propiedades y autovalores
de Θˆ en (4.16). Debido a la condicio´n de periodicidad (5.48) el sistema puede ser sim-
plificado a una sola celda unitaria del cristal foto´nico, y al restringir el problema a un
volumen finito debemos llegar a un espectro de autovalores discreto donde para un valor
determinado de k obtendremos un infinito sistema de modos con frecuencias discreta-
mente espaciadas, las cuales se pueden clasificar por un ı´ndice de banda n. Como k
es un para´metro continuo en el operador Θˆk, es de esperarse que banda de frecuencias
n var´ıe continuamente cuando k tambie´n lo hace; en este orden de ideas se pueden
describir los modos de un cristal foto´nico como una familia de funciones continuas con
una estructura de bandas ωn(k).
5.4 Electrodina´mica y meca´nica cua´ntica
De todo lo que se ha expuesto para el electromagnetismo en medios diele´ctricos mix-
tos se puede observar una clara analog´ıa con la meca´nica cua´ntica. En ambos casos
los campos se pueden expresar como un modo o patro´n espacial que var´ıan sinusoidal-
mente con el tiempo. La funcio´n de onda de la meca´nica cua´ntica es un campo escalar
complejo mientras que los campos de la electrodina´mica son vectoriales; observamos
que en ambos casos los sistemas esta´n determinados por una ecuacio´n de autovalores
con operador Hermı´tico. Adema´s por el teorema variacional [30], encontramos que en
la meca´nica cua´ntica el autoestado ma´s bajo suele ser aquel en el que la funcio´n de
onda concentra su amplitud en las regiones de bajo potencial mientras que en la elec-
trodina´mica los modos de mas baja frecuencia concentran su energ´ıa de campo ele´ctrico
en las regiones de constante diele´ctrica ma´s alta [3]. Al analizar los cristales foto´nicos
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Meca´nica cua´ntica Electrodina´mica
Campo Ψ(r, t) = Ψ(r)(r)e−iEt/~ H(r, t) = H(r)e−iωt
Ecuacio´n de autovalores HˆΨ = EΨ ΘˆH =
ω2
c2
H
Operador Hermı´tico Hˆ = − ~
2
2m
∇2 + V (r) Θˆ = ∇× 1
(r)
∇×
Simetr´ıa traslacional discreta V (r) = V (r + R) (r) = (r + R)
Relaciones de conmutacio´n [Hˆ, TˆR] = 0 [Θˆ, TˆR] = 0
Teorema de Bloch Ψk(r) = uk(r)e
ik·r Hk(r) = uk(r)eik·r
Tabla 5.1: Meca´nica cua´ntica vs. Electrodina´mica.
y los cristales electro´nicos, se puede ver que en ambos casos los sistemas presentan
simetr´ıa de traslacio´n discreta. En la Meca´nica cua´ntica el potencial V (r) es perio´dico
mientras que en el caso electromagne´tico la funcio´n (r) es perio´dica; debido a esta peri-
odicidad los operadores de traslacio´n conmutan con el operador diferencial principal de
cada caso, el hamiltoniano en los cristales electro´nicos y el operador electromagne´tico
Θˆ en los cristales foto´nicos. Los autoestados Ψk y Hk pueden clasificarse en funcio´n
del vector de onda k y la estructura de bandas; ademas ambos autoestados pueden ser
expresados como estados de Bloch: ondas planas moduladas por una funcio´n perio´dica.
En la Tabla 5.1 se presenta de forma resumida la comparacio´n hecha previamente entre
la meca´nica cua´ntica y la electrodina´mica.
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Cap´ıtulo 6
Cristales foto´nicos unidimensionales
En el cap´ıtulo anterior se desarrollaron las bases teo´ricas que nos permiten estudiar los
cristales foto´nicos. Se expusieron ligeramente sus propiedades y simetr´ıas y se introdujo
un primer sistema electromagne´tico consistente en un cristal foto´nico unidimensional
debido a su simetr´ıa de traslacio´n discreta en una direccio´n. En este capitulo se analizara´
con ma´s detalle dicho sistema con el fin de encontrar la estructura de bandas de un
cristal foto´nico unidimensional.
6.1 Estructura multicapa
Un cristal foto´nico unidimensional es aquel que posee una simetr´ıa de traslacio´n discreta
en una sola direccio´n, de manera que se tiene una red puntual unidimensional, en la
que los nodos son reemplazados por un medio diele´ctrico homoge´neo con una constante
diele´ctrica distinta a la del medio asignado al espacio entre los nodos de la red como se
muestra en la Figura 6.1.
Este sistema consiste en un arreglo perio´dico de dos capas de materiales con diferente
constante diele´ctrica, de manera que se obtiene un sistema con una constante diele´ctrica
alternada de forma perio´dica de tal forma que  = (z). Este sistema se conoce como
estructura multicapa y como se muestra en la Figura 6.1 es un sistema tridimensional
con simetr´ıa de traslacio´n discreta en una direccio´n por lo tanto es un cristal foto´nico
unidimensional.
De la Figura 6.1 y teniendo en cuenta lo visto en el cap´ıtulo 5 se puede identificar
claramente una simetr´ıa de traslacio´n continua en las direcciones x y y y una simetr´ıa
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z
x
y
az
e1 e2
a
Figura 6.1: Estructura multicapa construida con base en una red puntual unidimen-
sional con vector de red primitivo az y celda unitaria con para´metro de red a.
de traslacio´n discreta en la direccio´n z de manera que el vector de red es R = naaˆz con
n entero.
Debido a la simetr´ıa del sistema se puede centrar el estudio en la celda unitaria del
cristal. Con este fin se define la celda unitaria como la celda de Wigner-Seitz, de
manera que se elije como origen un punto de red y se trazan desde e´ste vectores de
red R a los primeros vecinos o puntos de red mas cercanos, luego se trazan lineas
perpendiculares en los puntos medios de dichos vectores como se muestra en la Figura
6.2, dado que se trata de una red unidimensional, la celda de Wigner-Seitz y por lo
tanto la celda unitaria, es la regio´n definida por las perpendiculares a los vectores de
red: Ya que se ha definido la celda unitaria, el siguiente paso es identificar la funcio´n
(z) que modela la constante diele´ctrica en esta regio´n, y como se puede observar en la
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xe1
a2_a2_- l2_l2_-e1 e1
e2
zy
az-aze2
celda unitaria
Figura 6.2: Celda unitaria de la estructura multicapa construida como una celda de
Wigner-Seitz y para la cual se define la forma de la funcio´n diele´ctrica (z).
Figura 6.2 la constante diele´ctrica es:
(z) =

1 si −a
2
< z < − l
2
,
2 si − l
2
< z <
l
2
,
1 si
l
2
< z <
a
2
,
(6.1)
donde 1 y 2 son las constantes diele´ctricas de los medios 1 y 2 respectivamente, en
nuestro sistema el medio uno es aire y el medio dos es un material de alta constante
diele´ctrica, adema´s por la simetr´ıa discreta en la direccio´n z los modos de Bloch son de
la forma:
H(r) = eik·ru(z), (6.2)
donde:
u(z) = u(z + R). (6.3)
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Ahora que se conoce la funcio´n diele´ctrica y la forma del campo H retomamos (5.56)
para encontrar las frecuencias ω y por lo tanto el diagrama de bandas del cristal:
(ik +∇)× 1
(r)
(ik +∇)× u(z) = ω
2
c2
u(z),
y como (r) = (z), entonces:
(ik +∇)× 1
(z)
(ik +∇)× u(z) = ω
2
c2
u(z). (6.4)
A diferencia del problema de autovalores para las funciones de onda en cristales electro´nicos
el cual es un problema escalar, dada la naturaleza de la fenomenolog´ıa electromagne´tica
nuestra ecuacio´n de autovalores es una ecuacio´n vectorial por lo que las soluciones
anal´ıticas son escasas y para sistemas muy restringidos; por lo tanto debemos recurrir
a me´todos aproximados los cuales implementamos computacionalmente.
6.2 Me´todos computacionales
Los me´todos aproximados son en esencia metodolog´ıas que permiten resolver proble-
mas cuya solucio´n no puede ser calculada de forma exacta, en general se plantea la dis-
cretizacio´n del modelo con el fin de llevar las ecuaciones continuas a un sistema matricial
truncado que puede resolverse mediante el a´lgebra lineal y de esta manera aproximar
la solucio´n del sistema; estas metodolog´ıas pueden desarrollarse anal´ıticamente aunque
ya no de forma exacta en su totalidad, desde el planteamiento del me´todo hasta la
solucio´n de la ecuacio´n matricial, sin embargo la ecuacio´n matricial que se obtiene al
aplicar un me´todo aproximado suele constar de matrices con un orden elevado lo que
hace engorroso y poco factible su solucio´n anal´ıtica, por lo tanto se recurre a las her-
ramientas computacionales que pueden hacer este trabajo de forma mas fa´cil y eficiente,
para esto se debe implementar el me´todo aproximado en un entorno computacional o
software en el cual se resuelve el problema nume´ricamente. Para la solucio´n de (6.4) se
escogieron dos me´todos aproximados que se ajustan muy bien a las caracter´ısticas de
sistema debido a sus propiedades.
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6.3 Diferencias finitas en el domino de frecuencias
(FDFD)
En general el me´todo de diferencias finitas busca discretizar los operadores diferenciales
de manera que se puedan expresar como simples operaciones alge´bricas. Para esto se
divide el dominio en una malla de puntos igualmente espaciados de manera que una
funcio´n f(x) continua sobre el dominio original 0 ≤ x ≤ L ahora se evalu´a de forma
discreta sobre cada subdominio representado por cada punto de la malla x0, x1, · · · , xL;
por lo tanto la malla constara´ de L + 1 puntos. Los operadores diferenciales pueden
ser aproximados utilizando la serie de Taylor [31] de manera que podemos escribir
exactamente:
f(xl+1) = f(xl) +
df(x)
dx
∣∣∣∣
l
(xl+1 − xl) + 1
2
d2f(x)
dx2
∣∣∣∣
l
(xl+1 − xl)2 + · · · , (6.5)
si el taman˜o de cada elemento es ∆x = xl+1 − xl, entonces:
f(xl+1) =f(xl) + ∆x
df(x)
dx
∣∣∣∣
l
+
∆x2
2
d2f(x)
dx2
∣∣∣∣
l
+ · · · , (6.6)
df(x)
dx
∣∣∣∣
l
≈
f(xl+1)− f(xl)
∆x
. (6.7)
El resultado (6.7) se conoce como aproximacio´n en deferencias hacia adelante. De forma
ana´loga podemos ultizar la series de Taylor para obtener:
f(xl−1) = f(xl) +
df(x)
dx
∣∣∣∣
l
(xl−1 − xl) + 1
2
d2f(x)
dx2
∣∣∣∣
l
(xl−1 − xl)2 + · · · , (6.8)
como ∆x = xl − xl−1, entonces:
f(xl−1) =f(xl)− ∆xdf(x)
dx
∣∣∣∣
l
+
∆x2
2
d2f(x)
dx2
∣∣∣∣ l + · · · , (6.9)
df(x)
dx
∣∣∣∣
l
≈
f(xl)− f(xl−1)
∆x
. (6.10)
Donde (6.10) es denominada aproximacio´n en diferencias hacia atra´s, tanto (6.7) como
(6.10) tienen un error dado por el tercer te´rmino de las expansiones (6.5) y (6.8) dado
por O(∆x) ya que se hizo una aproximacio´n de primer orden, de manera que para
tener una mejor aproximacio´n truncamos la serie en el tercer te´rmino haciendo una
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aproximacio´n a segundo orden, esto es:
f(xl+1) =f(xl) + ∆x
df(x)
dx
∣∣∣∣
l
+
∆x2
2
d2f(x)
dx2
∣∣∣∣
l
+
∆x3
6
d3f(x)
dx3
∣∣∣∣
l
+ · · · , (6.11)
f(xl−1) =f(xl)− ∆xdf(x)
dx
∣∣∣∣
l
+
∆x2
2
d2f(x)
dx2
∣∣∣∣
l
− ∆x
3
6
d3f(x)
dx3
∣∣∣∣
l
+ · · · , (6.12)
substrayendo (6.12) de (6.11) se obtiene:
f(xl+1)− f(xl−1) =2∆x df(x)
dx
∣∣∣∣
l
+
∆x3
3
d3f(x)
dx3
∣∣∣∣
l
+ · · · , (6.13)
df(x)
dx
∣∣∣∣
l
≈
f(xl+1)− f(xl−1)
2∆x
. (6.14)
El resultado (6.14) se denomina aproximacio´n en diferencias centrales y tienen un error
de O(∆x2) por lo tanto se tiene una mejor aproximacio´n para la primera derivada;
ahora, para la segunda derivada se suman (6.11) y (6.12):
f(xl+1) + f(xl−1) =2f(xl) + ∆x2
d2f(x)
dx2
∣∣∣∣
l
+ · · · , (6.15)
d2f(x)
dx2
∣∣∣∣
l
≈
f(xl+1)− 2f(xl) + f(xl−1)
∆x2
. (6.16)
Para solucionar el sistema se utilizaran las diferencias finitas en el dominio de frecuen-
cias, es decir, con fase estacionaria, en el que se formula el feno´meno como un problema
de autovalores con una matriz finita, con el fin de encontrar la estructura de bandas
ω(k) para un nu´mero de onda k fijo. Dada la naturaleza vectorial del campo en este
punto se deben imponer algunas restricciones segu´n el tipo de propagacio´n que se quiera
estudiar; esencialmente hay 4 modos de propagacio´n: Transversoele´trica con el campo
ele´ctrico perpendicular a la direccio´n de propagacio´n, Transversomane´tica en la cual
solo el campo magne´tico es perpendiculares a la direccio´n de propagacio´n, Transverso-
electromane´tica donde tanto el campo ele´ctrico como el magne´tico son perpendiculares a
la direccio´n de propagacio´n, y Omnidireccional donde no hay ningu´n tipo de restriccio´n
sobre la direccio´n de los campos.
Aqui se estudiara´ la propagacio´n transversoelectromagne´tica de manera que si la onda
se propaga en la direccio´n z con k = kaˆz, el campo debe estar contenido en el plano
xy y por lo tanto las componentes de u deben ser ux(z)aˆx y uy(z)aˆy, con esto en mente
se retoma (6.4) y se desarrollan las operaciones que actu´an sobre los autoestados u(z)
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donde sus componentes indican la direccio´n del campo H.
De (6.4) se toma:
(ik +∇)× u(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aˆx aˆy aˆz
∂
∂x
∂
∂y
(
ik +
∂
∂z
)
ux uy 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (6.17)
obteniendose:
(ik +∇)× u(z) =
(
−ikuy − d
dz
uy
)
aˆx +
(
ikux +
d
dz
ux
)
aˆy. (6.18)
Continuando con las operaciones en (6.4) donde:
(ik +∇)× 1
(z)
(ik +∇)× u(z) = Θˆku(z),
con (6.18):
Θˆku(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aˆx aˆy aˆz
∂
∂x
∂
∂y
(
ik +
∂
∂z
)
1
(z)
(
−ikuy − d
dz
uy
)
1
(z)
(
ikux +
d
dz
ux
)
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
se obtiene:
Θˆku(z) =
(
1
(z)
(
k2ux − 2ikdux
dz
)
− ikux d
dz
1
(z)
− 1
(z)
d2ux
dz2
− dux
dz
d
dz
1
(z)
)
aˆx+(
1
(z)
(
k2uy − 2ikduy
dz
)
− ikuy d
dz
1
(z)
− 1
(z)
d2uy
dz2
− duy
dz
d
dz
1
(z)
)
aˆy.
(6.19)
Como la funcio´n diele´ctrica es constante por tramos, se considera su derivada igual a
cero:
d
dz
1
(z)
= 0, (6.20)
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con (6.20) en (6.19):
Θˆku =
1
(z)
(
k2ux − 2ikdux
dz
− d
2ux
dz2
)
aˆx+
1
(z)
(
k2uy − 2ikduy
dz
− d
2uy
dz2
)
aˆy. (6.21)
Ahora se puede separar (6.21) por componentes:
1
(z)
(
k2ux − 2ikdux
dz
− d
2ux
dz2
)
aˆx =
ω2
c2
uxaˆx, (6.22)
1
(z)
(
k2uy − 2ikduy
dz
− d
2uy
dz2
)
aˆy =
ω2
c2
uyaˆy. (6.23)
Se obtiene un sistema de dos ecuaciones. Sin embargo, se observa que los autovalores
son los mismos para las dos ecuaciones y la u´nica diferencia entre las componentes ux
y uy estar´ıa dada por un multiplicador o factor de amplitud cuya informacio´n puede
introducirse para un campo particular, no obstante nuestro ana´lisis es independiente de
esto ya que so´lo interesan las frecuencias de los modos. En este orden de ideas se puede
continuar el estudio sobre so´lo una de las ecuaciones (6.22) o (6.23) independiente de
la componente, de manera que:
1
(z)
(
k2u− 2ikdu
dz
− d
2u
dz2
)
=
ω2
c2
u. (6.24)
Ahora se pueden aplicar las diferencias finitas de manera que, con (6.14) y (6.16) sobre
(6.24) se obtiene:
1
l
(
k2ul − 2ik
2∆z
(ul+1 − ul−1)− ul+1 − 2ul + ul−1
∆z2
)
=
ω2
c2
ul, (6.25)
reorganizando (6.25):
1
l
((
ik
∆z
− 1
∆z2
)
ul−1 +
(
k2 +
2
∆z2
)
ul −
(
ik
∆z
+
1
∆z2
)
ul+1
)
=
ω2
c2
ul. (6.26)
En (6.26) l representa el elemento de la malla en las diferencias finitas centrales y el
punto del dominio discreto z1, · · · , zn sobre el que se evalu´a la funcio´n u. el dominio
original yace sobre la celda unitaria del cristal de manera que −a/2 ≤ z ≤ a/2 donde
adema´s debemos distinguir las regiones con diferente constante diele´ctrica de tal forma
que l tomara´ un valor determinado para cada elemento, para una mejor aproximacio´n,
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sobre los elementos que quedan ubicados en las interfaces entre los dos diele´ctricos se
aplica un simple procedimiento para asignar una constante diele´ctrica efectiva sobre
dichos elementos, ya que al estar ubicados sobre las interfaces la longitud ∆z del ele-
mento queda distribuida entre los dos medios; por lo tanto la constante diele´ctrica se
determina en base a la proporcio´n del elemento en cada medio:
 = 1
L1
∆z
+ 2
L2
∆z
, (6.27)
donde L1 y L2 son las porciones de longitud del elemento en el medio uno y dos respec-
tivamente y ∆z = L1 + L2 es la longitud del elemento, entonces:
 =1
L1
L1 + L2
+ 2
L2
L1 + L2
,
 =1
L1
L1 + ∆z − L1 + 2
(∆z − L1)
L1 + ∆z − L1 ,
 =
L1
∆z
(1 − 2) + 2.
(6.28)
Se retoma (6.26) y se evalu´a para n elementos, de manera que el operador de la parte
izquierda de la ecuacio´n queda:
Θˆk =
1
l

k2 +
2
∆z2
− ik
∆z
− 1
∆z2
0 · · · 0
ik
∆z
− 1
∆z2
k2 +
2
∆z2
− ik
∆z
− 1
∆z2
. . .
...
0
. . . . . . . . . 0
...
. . .
ik
∆z
− 1
∆z2
k2 +
2
∆z2
− ik
∆z
− 1
∆z2
0 · · · 0 ik
∆z
− 1
∆z2
k2 +
2
∆z2

.
Obtenie´ndose una ecuacio´n de autovalores de la forma:
Θˆku = Au =
ω2
c2
u, (6.29)
donde A es una matriz cuadrada y es la representacio´n discreta del operador Θˆk. de
manera que al hallar los autovalores de A se encontrar´ıan las frecuencias de los modos
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en el cristal, pero primero se deben introducir las condiciones de frontera del sistema las
cuales son condiciones de periodicidad ya que u(z) = u(z+R) con R = ma y m entero,
esta condicio´n reu´ne todas las interacciones de la onda con cada capa del cristal y es
por ello que se puede sintetizar el sistema a su celda unitaria. En el dominio discreto
de las diferencias finitas esta condicio´n esta dada por:
ul = ul+ma. (6.30)
El u´ltimo elemento del dominio discreto es l = n ubicado en el extremo derecho de la
celda unitaria y representa justamente un desplazamiento de magnitud a respecto al
primer elemento ubicado en el extremo izquierdo de la celda, de manera que si se toma
m = 1 se puede reescribir (6.30) como:
ul = ul+n. (6.31)
al suministrar (6.31) en (6.26) se obtiene:
1
l
((
ik
∆z
− 1
∆z2
)
ul−1+n +
(
k2 +
2
∆z2
)
ul+n −
(
ik
∆z
+
1
∆z2
)
ul+1+n
)
=
ω2
c2
ul+n,
si el primer elemento es l = 1, entonces:
1
1
((
ik
∆z
− 1
∆z2
)
un +
(
k2 +
2
∆z2
)
un+1 −
(
ik
∆z
+
1
∆z2
)
un+2
)
=
ω2
c2
un+1. (6.32)
De (6.32) se observa que al aplicar la condicio´n de periodicidad aparece un nuevo
te´rmino que hace parte del dominio de evaluacio´n (1, · · · , n):
1
1
(
ik
∆z
− 1
∆z2
)
un. (6.33)
Ya que la condicio´n de periodicidad tambie´n satisface que u(z) = u(z − R) de forma
ana´loga a (6.31) se tiene que:
ul = ul−n. (6.34)
Aplicando (6.34) sobre (6.26) para el elemento l = n:
1
l
((
ik
∆z
− 1
∆z2
)
un−1−n +
(
k2 +
2
∆z2
)
un−n −
(
ik
∆z
+
1
∆z2
)
un+1−n
)
=
ω2
c2
un−n,
(6.35)
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de la misma forma, en (6.35) encontramos otro te´rmino que hace parte del dominio de
evaluacio´n (1, · · · , n):
− 1
n
(
ik
∆z
+
1
∆z2
)
u1. (6.36)
Ya establecidas las condiciones de frontera se construye nuevamente la matriz A de
(6.29) teniendo en cuenta (6.33) y (6.36):
A =
1
l

k2 +
2
∆z2
− ik
∆z
− 1
∆z2
0 · · · ik
∆z
− 1
∆z2
ik
∆z
− 1
∆z2
k2 +
2
∆z2
− ik
∆z
− 1
∆z2
. . . 0
0
. . . . . . . . .
...
...
. . .
ik
∆z
− 1
∆z2
k2 +
2
∆z2
− ik
∆z
− 1
∆z2
− ik
∆z
− 1
∆z2
0 · · · ik
∆z
− 1
∆z2
k2 +
2
∆z2

.
En este punto ya se pueden calcular los autovalores de Θˆk = A y por lo tanto las fre-
cuencias de u(z). Para facilitar el ca´lculo ya que el nu´mero de elementos puede llegar a
ser muy elevado se debe utilizar un software que permita resolver el problema computa-
cionalmente; en este orden de ideas se implemento´ un algoritmo sobre la plataforma
computacional Maple 13 [32] que se detalla en el co´digo A.1 del anexo. La eleccio´n
del software se debe a que, a pesar de no ser una herramienta nume´rica muy potente,
permite hacer ca´lculos nume´ricos de forma eficiente cuando los sistemas no son muy
grandes. Adema´s es una herramienta con una componente anal´ıtica muy poderosa que
permite resolver de forma ra´pida y eficiente todos los desarrollos de cara´cter anal´ıtico,
permitiendo integrar el modelo matema´tico y su desarrollo con los ca´lculos nume´ricos.
Por otro lado, la visualizacio´n de resultados es de fa´cil construccio´n y manipulacio´n.
Y al ser un lenguaje de alto nivel, simplifica el nu´mero de comandos requeridos en el
algoritmo.
Para el ca´lculo de la estructura de bandas se utilizaron los para´metros normalizados
que se muestran en la Tabla 6.1, evaluando para aquellos vectores de onda k con-
tenidos en la primera zona de Brillouin. En la Figura 6.3 se muestran los resultados
48
S´ımbolo valor normalizado
Para´metro de red a 1
Grosor de la capa de diele´ctrico 2 l 0.2
Constante diele´ctrica del medio 1 1 1
Constante diele´ctrica del medio 2 2 13
Nu´mero de elementos n 80
Tabla 6.1: Para´metros utilizados en el ca´lculo de la estructura de bandas del cristal
fo´tonico unidimensional utilizando las diferencias finitas.
obtenidos para algunos valores de k tomando para cada uno los primeros tres autoval-
ores, obtenie´ndose un diagrama de bandas ωn(k) donde el sub´ındice n denota el nu´mero
de banda y a su vez el nu´mero del autovalor, de manera que por ejemplo: los primeros
autovalores de cada k forman la primera banda y los segundos autovalores la segunda
banda; tanto los vectores de onda k como las frecuencias ω esta´n normalizados, por lo
tanto el diagrama de bandas es general y adimensional. Al analizar los resultados de
la Figura 6.3, la caracter´ıstica ma´s importante que se puede observar en el diagrama
de bandas son los intervalos en el eje de frecuencias para los cuales ningu´n vector de
onda tiene un valor posible, estos intervalos se denominan bandas prohibidas y su
interpretacio´n f´ısica es que una onda con una frecuencia ω perteneciente a una banda
prohibida no se puede transmitir a trave´s del cristal. Esta caracter´ıstica constituye la
propiedad ma´s importante de los cristales foto´nicos y es en base a la cual se pueden
realizar estudios ma´s espec´ıficos con el fin de desarrollar aplicaciones particulares. De la
Figura 6.3 tambie´n es importante notar que la primer banda prohibida esta´ definida en-
tre los k ubicados en los extremos de la zona de Brillouin y son aquellos que justamente
cumplen la condicio´n de difraccio´n (3.26), lo cual quiere decir que los efectos dispersivos
del cristal so´lo son importantes para aquellas ondas cuyas longitudes de onda tienen
una magnitud cercana a dos veces el periodo del cristal a. Retomando (3.26):
k =
G
2
=
pi
a
,
como:
k =
2pi
λ
,
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n=1
n=2
n=3
Figura 6.3: Diagrama de bandas del cristal foto´nico unidimensional obtenido mediante
diferencias finitas.
entonces:
pi
a
=
2pi
λ
,
λ=2a.
Ya que las bandas prohibidas son el intere´s esencial a la hora de encontrar el diagrama
de bandas de un cristal foto´nico, el estudio de las mismas puede centrarse en aquellos
k alrededor de los extremos de la zona de Brillouin simplificando au´n ma´s el ca´lculo.
6.4 Expansio´n en ondas planas
Este me´todo es un caso particular de un me´todo aproximado ma´s general llamado
Me´todo espectral [6], el cual consiste en expresar una funcio´n desconocida como una
expansio´n en series de un sistema completo de funciones base donde se trunca la serie
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para tener un nu´mero finito de te´rminos. En particular, cuando esta expansio´n se hace
en una serie de Fourier, obtenemos el me´todo de expansio´n en ondas planas y como en
el problema que se quiere resolver tanto (r) como u(r) son funciones perio´dicas que
pueden ser expresadas como una expansio´n en series de Fourier el me´todo de expansio´n
en ondas planas es visiblemente muy adecuado para el sistema. En primer lugar se
expresa la funcio´n diele´ctrica como una expansio´n en series de Fourier con el fin de
encontrar su transformada sobre el dominio de intere´s dado por la celda unitaria:
(z) =
∑
G
(G)eiGz, (6.37)
se multiplica a ambos lados de (6.37) por eiG
′z y se integra sobre el dominio de la celda
unitaria: ∫ a/2
−a/2
(z)e−iG
′zdz =
∑
G
(G)
∫ a/2
−a/2
e−iG
′zeiGzdz,∫ a/2
−a/2
(z)e−iG
′zdz =
∑
G
(G)(aδGG′),∫ a/2
−a/2
(z)e−iG
′zdz =a
∑
G
(G)δGG′ ,∫ a/2
−a/2
(z)e−iG
′zdz =a(G′),
y como G y G′ son indices mudos entonces:
(G) =
1
a
∫ a/2
−a/2
(z)e−iGzdz. (6.38)
Ya que (z) es una funcio´n constante por tramos, podemos partir la integral para cada
subdominio en el que (z) es constante:
(G) =
1
a
[∫ −l/2
−a/2
1e
−iGzdz +
∫ l/2
−l/2
2e
−iGzdz +
∫ a/2
l/2
1e
−iGzdz
]
, (6.39)
se resuelve (6.39) para G = 0:
(0) =
1
a
[∫ −l/2
−a/2
1dz +
∫ l/2
−l/2
2dz +
∫ a/2
l/2
1dz
]
,
(0) =
1
a
[
1
(
− l
2
+
a
2
)
+ 2
(
l
2
+
l
2
)
+ 1
(
a
2
− l
2
)]
,
(0) =1 +
l
a
(2 − 1). (6.40)
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Y para cualquier G 6= 0:
(G) =
1
a
(
e−iG(−l/2) − e−iG(−a/2)
−iG
)
+
2
a
(
e−iG(l/2) − e−iG(−l/2)
−iG
)
+
+
1
a
(
e−iG(a/2) − e−iG(l/2)
−iG
)
,
(G) =−
2
(
1 sen
(
1
2
lG
)
− 1 sen
(
2
2
lG
)
− 1 sen
(
1
2
aG
))
aG
, (6.41)
donde G es la magnitud del vector de la red rec´ıproca G, el cual para la red del sistema
es G =
2pin
a
aˆz con n entero, de manera que sen
(
1
2
aG
)
= 0 y (6.41) queda:
(G) =
2(2 − 1) sen
(
1
2
lG
)
aG
, (6.42)
ya que el cambio en G so´lo depende del nu´mero entero n se puede expresar (6.42) como
una funcio´n de n:
(n) =
2(2 − 1) sen
(
1
2
l
2pin
a
)
a
2pin
a
,
(n) =
(2 − 1) sen
(
lpi
a
n
)
pin
. (6.43)
Ahora, se debe reunir (6.40) y (6.44) de manera que la funcio´n  quede completa:
(n) =
[
1 +
l
a
(2 − 1)
]
δn,0 +
(2 − 1) sen
(
lpi
a
n
)
pin
 (1− δn,0). (6.44)
En el desarrollo realizado con las diferencias finitas se encontro´ que para los modos
transversoelectromagne´ticos, el estudio del sistema es independiente de la componente
de H en las ecuaciones (6.22) y (6.23), de manera que para el ana´lisis que se desarrollara´
a continuacio´n, de entrada se escoge H en una sola direccio´n de tal forma que H = Haˆy.
Ya que uz es una funcio´n perio´dica, si se expresa como una expansio´n en series de Fourier
queda de la forma:
u(z) =
∑
G
u(G)eiGzaˆy. (6.45)
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Al reemplazar (6.37) y (6.45) en (6.4) se obtiene:
(ik +∇)× 1∑
G′ (G
′)eiG′z
(ik +∇)×
∑
G
u(G)eiGz =
ω2
c2
∑
G
u(G)eiGz, (6.46)
entonces, de (6.46) se toma:
(ik +∇)×
∑
G
u(G)eiGz =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aˆx aˆy aˆz
∂
∂x
∂
∂y
(
ik +
∂
∂z
)
0
∑
G u(G)e
iGz 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
se obtiene:
(ik +∇)×
∑
G
u(G)eiGz =
(
−ik
∑
G
u(G)eiGz − iG
∑
G
u(G)eiGz
)
aˆx,
(ik +∇)×
∑
G
u(G)eiGz =− i
∑
G
(k +G)u(G)eiGzaˆx. (6.47)
Continuando con las operaciones en (6.46) donde:
(ik +∇)× 1∑
G′ (G
′)eiG′z
(ik +∇)×
∑
G
u(G)eiGz = Θˆku,
entonces con (6.47):
Θˆku =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aˆx aˆy aˆz
∂
∂x
∂
∂y
(
ik +
∂
∂z
)
−i∑G(k +G)u(G)eiGz∑
G′ (G
′)eiG′z
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Si se tiene en cuenta (6.20) se obtiene:
Θˆk =
1∑
G′ (G
′)eiG′z
∑
G
(k +G)2u(G)eiGzaˆy,
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y reemplazando en (6.46) se obtiene:
1∑
G′ (G
′)eiG′z
∑
G
(k +G)2u(G)eiGz =
ω2
c2
∑
G
u(G)eiGz. (6.48)
Reorganizando (6.48):∑
G
(k +G)2u(G)eiGz =
ω2
c2
∑
G′
(G′)eiG
′z
∑
G
u(G)eiGz,
∑
G
(k +G)2u(G)eiGz =
ω2
c2
∑
G′
∑
G
(G′)u(G)ei(G+G
′)z. (6.49)
Se multiplica a ambos lados de (6.49) por e−iG
′′z y se integra sobre la celda unitaria:
∑
G
(k +G)2u(G)
∫ a/2
−a/2
e−iG
′′zeiGzdz =
ω2
c2
∑
G′
∑
G
(G′)u(G)
∫ a/2
−a/2
e−iG
′′zei(G+G
′)zdz,
a
∑
G
(k +G)2u(G)δG,G′′ =
ω2
c2
a
∑
G′
∑
G
(G′)u(G)δG′+G,G′′ . (6.50)
Si se cumple que G′+G = G′′, entonces G′ = G′′−G de manera que (6.50) se convierte
en:
(k +G′′)2u(G′′) =
ω2
c2
∑
G
(G′′ −G)u(G). (6.51)
Dado que G, G′ y G′′ son ı´ndices mudos, (6.51) puede reescribirse como:
(k +G)2u(G) =
ω2
c2
∑
G′
(G−G′)u(G′). (6.52)
Y como ya se menciono´ previamente, los cambios en G so´lo dependen del nu´mero entero
n, entonces se puede expresar (6.52) en te´rminos de n:(
k +
2pin
a
)2
u(G) =
ω2
c2
∑
G′
(G−G′)u(G′),
(k′ + n)2u(n) =ω′2
∑
n′
(n− n′)u(n′), (6.53)
donde:
k′ =
ka
2pi
,
ω′ =
ωa
2pic
.
(6.54)
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De esta manera se obtiene una ecuacio´n de la forma:
Bu = ω′2Cu. (6.55)
Donde los valores de n′ en la sumatoria de (6.53) esta´n acotados por la base u(n) y se
barren para cada valor de n de tal forma que si se hace una expansio´n desde n = 0
hasta un n determinado se obtiene:
(k′ + 0)2 0 · · · 0
0 (k′ + 1)2
. . .
...
...
. . . . . . 0
0 · · · 0 (k′ + n)2

= ω′2

(0) (−1) · · · (−n)
(1) (0)
. . .
...
...
. . . . . . (1)
(n) · · · (1) (0)

,
donde cada columna corresponde a los estados u0, u1, · · · , un respectivamente. La
ecuacio´n (6.55) se puede reorganizar para obtener:
C−1Bu = ω′2u. (6.56)
Se observa que (6.56) es una ecuacio´n de autovalores de la forma:
Du = ω′2u, (6.57)
donde:
D = C−1B.
Ahora se pueden hallar las frecuencias ω′ al calcular los autovalores de D, para lo cual
se implemento´ un algoritmo en Maple el cual se detalla en el co´digo A.2 del anexo.
Se observa que (n) al ser la transformada de Fourier de una funcio´n perio´dica sin
desplazamientos, es una funcio´n de picos que decae ra´pidamente conforme nos alejamos
del origen, de manera que los picos ma´s cercanos al origen dados por los n ma´s pequen˜os
son los coeficientes que aportan ma´s informacio´n por lo que no se requiere de una base
muy extensa. Para llevar a cabo el ca´lculo de las frecuencias se utilizaron los para´metros
que se muestran en la Tabla 6.2, en la cual se puede observar que se escogieron los
mismos para´metros empleados con las diferencias finitas (Tabla 6.1) con el fin de realizar
55
S´ımbolo valor normalizado
Para´metro de red a 1
Grosor de la capa de diele´ctrico 2 l 0.2
Constante diele´ctrica del medio 1 1 1
Constante diele´ctrica del medio 2 2 13
Nu´mero de coeficientes m 9
Tabla 6.2: Para´metros utilizados en el ca´lculo de la estructura de bandas del cristal
fo´tonico unidimensional utilizando la expansio´n en ondas planas.
una comparacio´n entre los dos me´todos.
En la Figura 6.4 se muestran los resultados obtenidos utilizando el me´todo de expansio´n
en ondas planas. Al igual que en los resultados obtenidos con las diferencias finitas
(Figura 6.3), se muestran las primeras tres bandas para varios valores de k en la primera
zona de Brillouin.
En la Figura 6.5 se muestran los resultado obtenidos con ambas metodolog´ıas donde
se puede observar que con ambos me´todos se obtuvieron los mismos resultados para
las bandas n = 1 y n = 2 pero a partir de la banda n = 3 los resultados empiezan a
desfasarse. Esto se debe a que la base escogida para la expansio´n en ondas planas fue
de tan solo 9 coeficientes obteniendo una matriz 9× 9 mientras que con las diferencias
finitas se refino´ la malla con 80 elementos obteniendo una matriz 80× 80 mejorando la
precisio´n en los resultados. Sin embargo, como ya se menciono´, los primeros coeficientes
en la expansio´n en ondas planas son los que aportan ma´s informacio´n, por lo tanto
se puede ver que au´n con solo 9 coeficientes los resultados obtenidos son muy buenos,
haciendo que el me´todo de expansio´n en ondas planas sea muy adecuado para el estudio
realizado, adema´s de ser un me´todo muy fa´cil de implementar.
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n=1
n=2
n=3
Figura 6.4: Diagrama de bandas del cristal foto´nico unidimensional obtenido mediante
la expansio´n en ondas planas.
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n=1
n=2
n=3
Figura 6.5: Diagrama de bandas del cristal foto´nico unidimensional: (c´ırculos) uti-
lizando las diferencias finitas y (cruces) mediante la expansio´n en ondas planas.
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Cap´ıtulo 7
Cristales foto´nicos bidimensionales
7.1 Simetr´ıa discreta en dos direcciones
Como ya es sabido, la principal caracter´ıstica de una red cristalina es su simetr´ıa de
traslacio´n discreta, de manera que si se tiene esta simetr´ıa en dos direcciones se puede
definir una red cristalina bidimensional. Con esto en mente se considera una red puntual
bidimensional como la presentada en la Figura 3.1. E´sta es una red cuadrada con vector
de red R = nax + may. Sobre dicha red se puede definir un sistema electromagne´tico
asignando un medio diele´ctrico a los puntos de red y otro medio diele´ctrico al espacio
entre ellos, de esta forma se obtiene un cristal foto´nico bidimensional en el cual se tiene
una funcio´n diele´ctrica que depende de la posicio´n en el plano xy de manera que:
(r) = (x,y). (7.1)
Dada la periodicidad del cristal para (7.1) se tiene que:
(x,y) = (x + naaˆx,y +maaˆy). (7.2)
Retomando (5.47) y teniendo en cuenta la simetr´ıa del cristal foto´nico bidimensional,
los modos de Bloch son de la forma:
H(r) = eik·ru(x,y), (7.3)
donde:
u(x,y) = u(x + naaˆx,y +maaˆy). (7.4)
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Conociendo la forma del campo y la funcio´n diele´ctrica se retoma (5.56):
(ik +∇)× 1
(x,y)
(ik +∇)× u(x,y) = ω
2
c2
u(x,y). (7.5)
Con el fin de encontrar las frecuencias ω en (7.5), al igual que se hizo con (6.4) se
debe implementar un me´todo aproximado que nos permita resolver el problema com-
putacionalmente, pero primero se tiene que definir un sistema particular para el cual
se pueda identificar la funcio´n diele´ctrica.
7.2 Estructura de venas diele´ctricas
Esta estructura consiste en un arreglo de capas diele´ctricas dispuestas de forma perpen-
dicular, de manera que se cruzan sobre los nodos de la red puntual como se muestra en la
Figura 7.1. En esta estructura se puede identificar fa´cilmente una funcio´n diele´ctrica que
es perio´dica en las direcciones x y y y que depende del grosor de las venas diele´ctricas.
a1 a
a
a2 x
y
l
l
Figura 7.1: Estructura de venas diele´ctricas y su correspondiente celda unitaria.
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7.3 Expansion en ondas planas (PWE)
Para el ca´lculo de la estructura de bandas del sistema se empleara´ el me´todo de ex-
pansio´n en ondas planas. Ya que, como se menciono´ en el cap´ıtulo 6, es un me´todo
que no requiere de una base extensa y supone una implementacio´n menos tediosa que
el me´todo de diferencias finitas obtenie´ndose los mismos resultados.
En primer lugar, se debe calcular la transformada de Fourier de funcio´n diele´ctrica
(x, y) sobre la celda unitaria del sistema. En este punto se omitira´ el detalle del de-
sarrollo matema´tico ya que es el mismo que se realizo´ en el cap´ıtulo 6 para el caso
unidimensional, so´lo que ahora se debe tener en cuenta el desdoblamiento en las dos
direcciones del cristal bidimensional. Con esto en mente se retoma (6.38), que para la
dos dimensiones queda:
(Gx, Gy) =
1
a2
∫ a/2
−a/2
∫ a/2
−a/2
(x, y)e−iGxxe−iGyydxdy. (7.6)
Para la funcio´n diele´ctrica se propone una separacio´n de variables, de tal forma que
(x, y) = (x)(y) y se integra siguiendo los pasos (6.40), (6.41) y (6.43) para obtener:
(n,m) =
[
1 +
l
a
(2 − 1)
]
δn,0
[
1 +
l
a
(2 − 1)
]
δm,0+(2 − 1) sen
(
lpi
a
n
)
pin
 (1− δn,0)
(2 − 1) sen
(
lpi
a
m
)
pin
 (1− δm,0). (7.7)
Ahora, con el fin de analizar el efecto de la periodicidad del cristal en las direcciones x
y y se deben elegir los modos de tal manera que el vector de onda tenga componente
en ambas direcciones, por lo que los modos transversoelectromane´ticos no son los ade-
cuados para este estudio. En su lugar se tomara´n los modos transversomagne´ticos de
manera que la forma del campo H es:
H(x, y) = ei(kxx+kyy)u(x, y)aˆz, (7.8)
ya que (x, y) y u(x, y) son funciones perio´dicas, se pueden expresar como:
(x, y) =
∑
G′x
∑
G′y
(G′x, G
′
y)e
iG′xxeiG
′
yy, (7.9)
u(x, y) =
∑
Gx
∑
Gy
u(Gx, Gy)e
iGxxeiGyyaˆz, (7.10)
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al reemplazar (7.9) y (7.10) en (6.4) se obtiene:
(ik +∇)× 1∑
G′x
∑
G′y
(G′x, G′y)eiG
′
xxeiG
′
yy
(ik +∇)×
∑
Gx
∑
Gy
u(Gx, Gy)e
iGxxeiGyyaˆz =
ω2
c2
∑
Gx
∑
Gy
u(Gx, Gy)e
iGxxeiGyyaˆz,
(7.11)
y al desarrollar los productos cruz se obtiene:(
(kx +Gx)
2 + (ky +Gy)
2
)∑
Gx
∑
Gy
u(Gx, Gy)e
iGxxeiGyyaˆz =
ω2
c2
∑
G′x
∑
G′y
∑
Gx
∑
Gy
(G′x, G
′
y)u(Gx, Gy)e
i(Gx+G′x)xei(Gy+G
′
y)yaˆz. (7.12)
Aplicando lo hecho sobre (6.49) pero ahora para las dos dimensiones en (7.12) se obtiene:
(
(kx +Gx)
2 + (ky +Gy)
2
)
u(Gx, Gy) =
ω2
c2
∑
G′x
∑
G′y
(Gx −G′x, Gy −G′y)u(G′x, G′y).
(7.13)
Y como Gx y Gy so´lo dependen de los enteros n y m respectivamente, se puede expresar
(7.13) como:(
(k′x + n)
2 + (k′y +m)
2
)
u(n,m) = ω′2
∑
n′
∑
m′
(n− n′,m−m′)u(n,m). (7.14)
donde:
k′x =
kxa
2pi
,
k′y =
kya
2pi
,
ω′ =
ωa
2pic
.
(7.15)
Se obtiene una ecuacio´n ana´loga a (6.55), so´lo que ahora se debe realizar un barrido
sobre los coeficientes en dos direcciones. Sin embargo, se puede trabajar sobre una base
que contenga las dos componentes, y ya que la red es cuadrada se tomara´ como base el
vector G = Gx +Gy con |Gx| = |Gy| de manera que n = m.
Como ya se menciono´ en el ana´lisis de los resultados obtenidos para el cristal unidimen-
sional estudiado en el cap´ıtulo 6, lo ma´s importante a la hora de hallar la estructura
62
de bandas es ver si existen bandas prohibidas en el cristal, y se evidencio´ que dichas
bandas quedan definidas por aquellos vectores de onda k que cumplen la condicio´n de
difraccio´n (3.26) y que por lo tanto son los valores de k en los extremos de la primera
zona de Brilloiun; con esto en mente para el sistema bidimensional se puede simplificar
el ca´lculo de la estructura de bandas identificando aquellos puntos que satisfacen (3.26).
Ya que el sistema que se esta´ estudiando consiste en una red cuadrada, la primera
O A
B
y
x
(0,ky)
(kx,0)
(kx,ky)
(0,0)
(1/2,-1/2)(-1/2,-1/2)
(-1/2,1/2)
G
Figura 7.2: Primera zona de Brillouin normalizada de una red cuadrada en la que se
detallan: la zona irreducible de Brillouin (a´rea sombreada), el punto de red tomado
como origen (O), los puntos que satisfacen la condicio´n de difraccio´n (A y B) y el
contorno de la zona irreducible (linea roja).
zona de Brillouin es un cuadrado de lado b =
2pi
a
que de forma normalizada es
ba
2pi
= 1
centrado sobre un punto de la red rec´ıproca como se muestra en la Figura 7.2 en la cual
el a´rea sombreada se conoce como la zona irreducible de Brillouin y se define debido
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a que la forma de la Primera zona de Brillouin posee algunas simetr´ıas que permiten
simplificar el ana´lisis a la zona irreducible, ya que cualquier punto por fuera de dicha
zona puede ser obtenido mediante operaciones de rotacio´n e inversio´n sobre los vectores
k contenidos en la zona irreducible.
Sin embargo, el ana´lisis puede simplificarse au´n ma´s debido a (3.26); ya que en el sis-
tema bidimensional se pueden tener ondas cuyos vectores k solo tengan componente
en una direccio´n de manera que la condicio´n de difraccio´n (3.26) para dichas ondas se
cumplira´ en los puntos medios de las aristas de la primera zona de Brillouin (punto
A de la zona irreducible en la Figura 7.2), y para aquellas ondas cuyo vector k tenga
componente en las dos direcciones, (3.26) se satisface en los ve´rtices de la primera zona
de Brillouin (punto B de la zona irreducible en la Figura 7.2); por lo tanto se puede
sintetizar el ca´lculo al contorno de la zona irreducible (linea roja de la Figura 7.2) el
cual considera todas las posibles direcciones de la onda electromagne´tica pasando por
aquellos puntos donde se satisface la condicio´n de difraccio´n.
Para el ca´lculo se implemento´ un algoritmo en Maple el cual se detalla en el co´digo A.3
S´ımbolo valor normalizado
Para´metro de red a 1
Grosor de la capa de diele´ctrico 2 l 0.2
Constante diele´ctrica del medio 1 1 1
Constante diele´ctrica del medio 2 2 13
Nu´mero de coeficientes m 12
Tabla 7.1: Para´metros utilizados en el ca´lculo de la estructura de bandas del cristal
fo´tonico bidimensional (estructura de venas diele´ctricas) utilizando el me´todo de ex-
pansio´n en ondas planas.
del anexo y se evaluo´ para la magnitud de k sobre el contorno de la zona irreducible
utilizando los para´metros de la Tabla 7.1 y los resultados obtenidos se muestran en la
Figura 7.3.
De la Figura 7.3 se observa que, como era de esperarse, la banda prohibida esta´
definida entre los valores de k que satisfacen la condicio´n de difraccio´n (3.26) en este
caso particular en el punto M que corresponde al vector k de mayor magnitud sobre el
contorno de evaluacio´n; y debido a que se evaluo´ para todas las posibles direcciones de
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A BO O
n=1
n=2
Figura 7.3: Diagrama de bandas del cristal foto´nico consistente en una estructura de
venas diele´ctricas.
k la banda prohibida es omnidirecional en el plano xy de manera que sea cual sea la
direccio´n de una onda transversomagne´tica, si tiene una frecuencia perteneciente a la
banda prohibida, no podra´ transmitirse a trave´s del cristal.
Cabe sen˜alar que con el algoritmo implementado se puede obtener la estructura de
bandas para modos de propagacio´n transversomagne´tica de cualquier cristal foto´nico
bidimensional de red cuadrada, en la medida que se pueda conocer o calcular su funcio´n
(G).
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Cap´ıtulo 8
Conclusiones
En el desarrollo del trabajo se estudiaron los conceptos que permitieron el estudio
de medios diele´ctricos mixtos como cristales electromagne´ticos o cristales foto´nicos,
aprovechando las propiedades de simetr´ıa que poseen dichos sistemas. Adema´s se logro´
establecer una clara analog´ıa entre los cristales foto´nicos y los cristales electro´nicos,
tanto en el formalismo matema´tico como en la interpretacio´n de algunos feno´menos
presentes en ambos tipos de sistemas.
Con el fin de encontrar la estructura de bandas en un cristal foto´nico bidimensional se
estudio´ en primera instancia un sistema unidimensional para el cual se implementaron
rutinas con dos me´todos nume´ricos distintos que permitieron el ca´lculo de las frecuencias
y as´ı la construccio´n del diagrama de bandas. De los resultados obtenidos se realizo´
un ana´lisis que permitio´ interpretar el efecto que tienen los cristales foto´nicos sobre
la propagacio´n de ondas a trave´s de ellos. Adema´s se pudo realizar una comparacio´n
entre los me´todos implementados (FDFD y PWE) lo cual permitio´ elegir el me´todo que
se considero´ ma´s apropiado para resolver el caso bidimensional, de manera que con el
me´todo de expansio´n en ondas planas se implemento´ una rutina que permitio´ obtener
el diagrama de bandas para un sistema bidimensional y de los resultados obtenidos se
pudieron constatar las propiedades encontradas en el caso unidimensional pero ahora
para dos dimensiones, lo cual permite generalizar las propiedades dispersivas de un
cristal foto´nico a la propagacio´n de ondas electromagne´ticas en dos direcciones.
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8.1 Trabajo futuro
De todo el estudio realizado en el presente documento y de los resultados obtenidos se
espera generalizar el algoritmo implementado de manera que pueda:
• Obtener el diagrama de bandas para modos transversoele´ctricos y omnidirec-
cionales.
• Extender el estudio al ca´lculo de sistemas tridimensionales con el fin de obtener
bandas prohibidas para la propagacio´n de ondas electromagne´ticas en las tres
direcciones y de este manera obtener bandas prohibidas omnidireccionales.
De igual manera, a partir del trabajo desarrollado se pueden estudiar casos particulares
con el fin de evidenciar propiedades ma´s espec´ıficas, tanto en los sistemas unidimen-
sionales como en los bidimensionales como lo son:
• Inclusio´n de defectos locales en el cristal con el fin de obtener cavidades resonantes.
• Inclusio´n de defectos que abarquen todo el cristal para obtener sistemas de guiado
de ondas.
• Variar las constantes diele´ctricas de los cristales para obtener filtros de frecuencia
espec´ıficos.
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Anexo A
Co´digos de simulacio´n
En este anexo se presentan los co´digos implementados para el ca´lculo de la estructura
de bandas de los cristales foto´nicos estudiados; en general los co´digos implementados
consisten en construir la representacio´n discreta del operador Θˆk dando lugar a las
matrices que se explicaron en el cap´ıtulo 6 para luego hallar sus autovalores evaluando
sobre algunos valores del vector de onda k, luego se hace un barrido sobre todos los
autovalores obtenidos para cada valor de k y se seleccionan algunos atovalores siguiendo
un indice que representa el nu´mero del autovalor de menor a mayor y que a su vez indica
el nu´mero de banda y finalmente se grafican los autovalores seleccionados dando lugar
al diagrama de bandas.
Co´digo A.1: Co´digo implementado para el ca´lculo de la estructura de bandas de un
cristal foto´nico unidimensional utilizando el me´todo de diferencias finitas en el dominio
de las frecuencias
1 r e s t a r t ;
with ( LinearAlgebra ) , with ( p l o t s ) , with (MTM) ;
3
5 Entradas
a : /parametro de red
7 L1 : / g ro so r de l medio con ‘& ep s i l o n ; 2 ‘
‘& ep s i l o n ; 1 ‘ : / constante d i e l e c t r i c a 1
9 ‘& ep s i l o n ; 2 ‘ : / constante d i e l e c t r i c a 2
n : /numero de elementos
xiii
11 ////////////////////////////
l :=a/n ; /magnitud de l elemento
13
cons tante s d ie l A˜ c©ctr i cas e f e c t i v a s
15 ‘& ep s i l o n ; r1 ‘ :=( (1/2 )∗L1−l ∗ f l o o r (L1/(2∗ l ) ) )∗
( ‘& ep s i l o n ;1 ‘− ‘& ep s i l o n ; 2 ‘ ) / l+‘&ep s i l o n ; 2 ‘ ;
17 ‘& ep s i l o n ; r2 ‘ :=( (1/2 )∗L1+a−L1−l ∗ f l o o r ( ( ( 1/2 )∗L1+a−L1)/ l ) )∗
( ‘& ep s i l o n ;2 ‘− ‘& ep s i l o n ; 1 ‘ ) / l+‘&ep s i l o n ; 1 ‘ ;
19
d e f i n i c i o n de l a matr iz inc luyendo l a cond i c i on de pe r i od i c i d ad
21 u:=proc ( i , j ) options operator , arrow ; ( ( I ∗k/ l−1/ l ˆ2)∗
p i e c ew i s e ( i=j +1 ,1 , i<>j +1 ,0)+(kˆ2+2/ l ˆ2)∗ p i e c ew i s e ( i=j , 1 , i<>j ,0)−
23 ( I ∗k/ l+1/ l ˆ2)∗ p i e c ew i s e ( i=j −1 ,1 , i<>j −1,0)+
p i e c ew i s e ( i=n and j=1,− I ∗k/ l−1/ l ˆ2 , i=1 and j=n , I ∗k/ l−1/ l ˆ2))∗
25 p i e c ew i s e ( i<f l o o r ( (1/2)∗L1/ l )+
1 ,1/ ‘& ep s i l o n ; 1 ‘ , i=f l o o r ( (1/2)∗L1/ l )+1 ,1/ ‘& ep s i l o n ; r1 ‘ , f l o o r ( (1/2)∗L1/ l )+
27 1< i and i<f l o o r ((−(1/2)∗L1+a )/ l )+1 ,1/ ‘& ep s i l o n ; 2 ‘ , i=f l o o r ((−(1/2)∗L1+a )/ l )+
1 ,1/ ‘& ep s i l o n ; r2 ‘ , f l o o r ((−(1/2)∗L1+a )/ l )+1< i ,1/ ‘& ep s i l o n ; 1 ‘ )
29 end proc
31 cons t rucc i on de l a matr iz
Matrix (n , u)
33 c a l c u l o de bandas
for i from 1 by 1 to 3 do
35 i f n=1 then
b [ i ] := po inp lo t { for k from −e v a l f ( Pi/a ) by 0 ,1 to −e v a l f ( Pi/a ) do
37 [ k , s o r t (Re( e v a l f ( Eigenva lues (C) ) ) [ i ] ) ˆ ( 1 / 2 ) ] end do}
end i f
39 ////////////////////////////
Sa l ida
41 d i sp l ay ({b [ 1 ] , b [ 2 ] , b [ 3 ] } )
xiv
Co´digo A.2: Co´digo implementado para el ca´lculo de la estructura de bandas de un
cristal foto´nico unidimensional utilizando el me´todo de expansio´n en ondas planas
1 r e s t a r t ;
with ( LinearAlgebra ) , with ( p l o t s ) , with (MTM) ;
3
5 Entradas
a : /parametro de red
7 ‘& ep s i l o n ; 1 ‘ : / constante d i e l e c t r i c a 1
‘& ep s i l o n ; 2 ‘ : / constante d i e l e c t r i c a 2
9 l : / g ro so r de l medio con ‘& ep s i l o n ; 2 ‘
m: /nC : mero de c o e f i c i e n t e s
11 ///////////////////////
u:= proc ( i , j ) options operator , arrow ;
13 e ( i−j )∗ p i e c ew i s e ( i=j ,1)+
ep s i l o n ( i−j )∗ p i e c ew i s e ( i <> j , 1)
15 end proc
17 u [ tem ] :=proc ( i , j ) options operator , arrow ;
( k+i−f l o o r ( (1/2)∗m)−1)ˆ2∗ p i e c ew i s e ( i = j , 1)
19 end proc
21 ep s i l o n :=proc (w) options operator , arrow ;
( ‘& ep s i l o n ;2 ‘− ‘& ep s i l o n ; 1 ‘ ) ∗
23 s i n ( l ∗ e v a l f ( Pi )∗w/a )/( e v a l f ( Pi )∗w)
end proc ;
25
e := proc (w) options operator , arrow ;
27 ‘& ep s i l o n ;1 ‘+( ‘& ep s i l o n ;2 ‘− ‘& ep s i l o n ; 1 ‘ ) ∗ l /a
end proc ;
29
31 S := Matrix (m, u)
A := Matr ixInverse (S ) ;
33 B := Matrix (m, u [ tem ] ) ;
xv
C := s imp l i f y ( MatrixMatrixMult iply (A, B) ) ;
35
for i from 1 by 1 to 3 do
37 i f n=1 then
b [ i ] := po inp lo t { for k from −0.5 by 0 ,013 to 0 ,5 do
39 [ k , s o r t (Re( e v a l f ( Eigenva lues (C) ) ) [ i ] ) ˆ ( 1 / 2 ) ] end do}
end i f
41 //////////////////////////
Sa l ida
43 d i sp l ay ({b [ 1 ] , b [ 2 ] , b [ 3 ] } )
xvi
Co´digo A.3: Co´digo implementado para el ca´lculo de la estructura de bandas de un
cristal foto´nico bidimensional utilizando el me´todo de expansio´n en ondas planas
r e s t a r t ;
2 with ( LinearAlgebra ) , with ( p l o t s ) , with (MTM) ;
4
Entradas
6 a : /parametro de red
‘& ep s i l o n ; 1 ‘ : / constante d i e l e c t r i c a 1
8 ‘& ep s i l o n ; 2 ‘ : / constante d i e l e c t r i c a 2
l : / g ro so r de l medio con e2
10 m: /numero de c o e f i c i e n t e s
////////////////////////////
12 u:= proc ( i , j ) options operator , arrow ;
e ( i−j )∗ p i e c ew i s e ( i=j ,1)+
14 ep s i l o n ( i−j )∗ p i e c ew i s e ( i <> j , 1)
end proc
16
ep s i l ong :=proc (w) options operator , arrow ;
18 ( ‘& ep s i l o n ;2 ‘− ‘& ep s i l o n ; 1 ‘ ) ˆ2∗
s i n ( l ∗ e v a l f ( Pi )∗w/a )ˆ2/( e v a l f ( Pi )ˆ2∗wˆ2)
20 end proc ;
22 e := proc (w) options operator , arrow ; ( ‘& ep s i l o n ;1 ‘+
( ‘& ep s i l o n ;2 ‘− ‘& ep s i l o n ; 1 ‘ ) ∗ l /a )ˆ2
24 end proc ;
26 n:=1
while n<4 do
28 i f n=1 then
u [ tm] :=proc ( i , j ) options operator , arrow ;
30 ( ( k+i−f l o o r ( (1/2)∗m)−1)ˆ2+
(−1+i−f l o o r ( (1/2)∗m))ˆ2)∗ p i e c ew i s e ( i = j , 1)
32 end proc
end i f
xvii
34
i f n=2 then
36 u [ tm] :=proc ( i , j ) options operator , arrow ;
( ( ( kˆ2−1/4)ˆ(1/2)+ i−f l o o r ( (1/2)∗m)−1)ˆ2+
38 (−1/2+i−f l o o r ( (1/2)∗m))ˆ2)∗ p i e c ew i s e ( i = j , 1)
end proc
40 end i f
42 i f n=3 then
u [ tm] :=proc ( i , j ) options operator , arrow ;
44 2∗ ( (1/2)∗2ˆ(1/2)∗ ( kˆ2)ˆ(1/2)+
i−f l o o r ( (1/2)∗m)− 1)ˆ2∗ p i e c ew i s e ( i = j , 1)
46 end proc
end i f
48
S := Matrix (m, u [ e ] )
50 A := Matr ixInverse (S ) ;
B := Matrix (m, u [ tm ] ) ;
52 C := s imp l i f y ( MatrixMatrixMult iply (A, B) ) ;
54
for i from 1 by 1 to 3 do
56 i f n=1 then
b1 [ i ] := po inp lo t { for k from 0 by 0 ,033 to 0 ,5 do
58 [ k , s o r t (Re( e v a l f ( Eigenva lues (C) ) ) [ i ] ) ˆ ( 1 / 2 ) ] end do}
end i f
60
i f n=2 then
62 b2 [ i ] := po inp lo t { for k from 0 .5 by 0 ,013 to 0 ,7 do
[ k , s o r t (Re( e v a l f ( Eigenva lues (C) ) ) [ i ] ) ˆ ( 1 / 2 ) ] end do}
64 end i f
66 i f n=3 then
b3 [ i ] := po inp lo t { for k from 0 .7 by 0 ,013 to 0 do
68 [ k , s o r t (Re( e v a l f ( Eigenva lues (C) ) ) [ i ] ) ˆ ( 1 / 2 ) ] end do}
xviii
end i f
70 n:=n+1
en do
72 ////////////////////////////////
Sa l ida
74 d i sp l ay ({ b1 [ 1 ] , b1 [ 2 ] , b2 [ 1 ] , b2 [ 2 ] , b3 [ 1 ] , b3 [ 2 ] } )
xix
