We report the results of the first joint search for gravitational waves by the TAMA and LIGO collaborations. We looked for millisecond-duration unmodelled gravitational-wave bursts in 473hr of coincident data collected during early 2003. No candidate signals were found. We set an upper limit of 0.12 events per day on the rate of gravitational-wave bursts, at 90% confidence level. Using simulated signals, we estimate that our detector network was sensitive to gravitational-wave bursts with root-sum-square amplitude above approximately 1-3 × 10 −19 Hz −1/2 in the frequency band 700-2000 Hz. We describe the details of this collaborative search, with particular emphasis on its advantages and disadvantages compared to searches by LIGO and TAMA separately using the same data. We also highlight some of the challenges of searching for gravitational-wave bursts using a network of detectors with different sensitivities and orientations.
Introduction
At present several large-scale interferometric gravitational-wave detectors are operating or are being commissioned: GEO [1] , LIGO [2] , TAMA [3] , and Virgo [4] . In addition, numerous resonantmass detectors have been operating for a number of years [5, 6, 7] . Cooperative analyses by these observatories could be valuable for making confident detections of gravitational waves and for extracting maximal information from them. This is particularly true for gravitational-wave bursts (GWBs) from systems such as core-collapse supernovae [8, 9, 10, 11] , black-hole mergers [12, 13] , and gamma-ray bursters [14] , for which we have limited theoretical knowledge of the source and the resulting gravitational waveform to guide us. Advantages of coincident observations include a decreased rate of false alarms from random noise fluctuations, an increase in the total observation time during which some minimum number of detectors are operating, and the possibility to locate a source on the sky and extract polarization information [15] (when detectors at three or more sites observe a signal). Independent observations using different detector hardware and software also decrease the possibility of error or bias.
There are also disadvantages to joint searches. Most notably, in a straightforward coincidence analysis the sensitivity of a network is limited by the least sensitive detector. In addition, differences in alignment mean that different detectors will be sensitive to different combinations of the two polarization components of a gravitational wave. This complicates attempts to compare the signal amplitude or waveform as measured by different detectors. Finally, differences in hardware, software, and algorithms make collaborative analyses technically challenging.
In this article we present the first joint search for gravitational waves by the LIGO and TAMA collaborations. We perform a coincidence analysis targeting generic millisecond-duration GWBs. This effort is complementary to recently reported searches for GWBs performed independently by LIGO [16] and TAMA [17] using the same data that we analyse here. Our approach is similar in spirit to the IGEC search performed with a network of five resonant-mass detectors [7] ; however, the differences in the noise spectra and in the orientations of the LIGO and TAMA interferometers present challenges which have not been faced in earlier burst searches. We have chosen a search for high-frequency GWBs (in the range 700-2000 Hz) characterized by a low false alarm rate and a high duty cycle. We require a candidate GWB to be detected simultaneously by all operating detectors; while this results in some loss of sensitivity, it allows for a very low false alarm rate for the network. We adopt a conservative approach to detection in order to gain experience sharing data and performing combined analyses. This search could form a prototype for more comprehensive collaborative analyses in the future.
In Section 2 we review the performance of the LIGO and TAMA detectors during the joint observations used for this search. We describe the analysis procedure in Section 3, and the tuning of the analysis in Section 4. The results of the search are presented in Section 5. We conclude with some brief comments in Section 6.
LIGO-TAMA Network and Data Sets
The LIGO network consists of a 4km interferometer "L1" in Livingston, LA and a 4km "H1" and a 2km "H2" interferometer which share a common vacuum system in Hanford, WA. The TAMA group operates a 300m interferometer "T1" near Tokyo. These instruments attempt to detect grav- itational waves by monitoring the interference of the laser light from each of two perpendicular arms. Minute differential changes in the arm lengths produced by a passing gravitational wave alter this interference pattern. Basic information on the position and orientation of these detectors can be found in [18, 19] . Detailed descriptions of their operation can be found in [2, 16, 17] .
In a search for gravitational-wave bursts, the key characteristics of a detector are the orientation, the noise spectrum and its variability, and the observation time.
The response of an interferometer to a gravitational wave depends on the relative orientation of the gravitational-wave source and the detector, as well as on the signal polarization. Figure 1 shows the variation in the polarization-averaged sensitivities of the LIGO and TAMA detectors as a function of the sky position of the source. It is clear from these figures that LIGO and TAMA have maximum sensitivity to different portions of the sky. This has two unfortunate consequences for a search based on coincident detections: there is a loss of sensitivity to weak signals; and it is difficult to compare quantitatively the signal amplitude or waveform as measured by the LIGO and TAMA detectors since the measured amplitudes and waveforms will not, in general, be the same.
The data analysed in this search were collected during the LIGO science run 2 (S2) and the TAMA data taking run 8 (DT8), between 14 February 2003 and 14 April 2003. Figures 2 and 3 show representative strain noise spectra from each detector during S2/DT8. Ignoring differences in antenna response, requiring coincident detection of a candidate signal by both LIGO and TAMA means that the sensitivity of the network will be limited by the least sensitive detector. This motivates concentrating our efforts on the band where all detectors have comparable sensitivity; i.e., the minimum of the noise envelope, which occurs around 1kHz. Specifically, we choose to search for GWBs that have significant power in the frequency range 700-2000 Hz. Restricting the frequency range in this manner reduces the rate of false alarms due to coincident noise fluctuations, while preserving the sensitivity of the network to gravitational-wave bursts that are detectable by both LIGO and TAMA. Note also that the LIGO collaboration has carried out an independent GWB analysis of the S2 data concentrating on the band 100-1100 Hz [16] . There is thus no danger in missing a real detectable burst which might have occurred at lower frequencies, since it should have been detected by this complementary search. Table 1 shows the amount of time in S2/DT8 during which each detector was operating. As we shall see in Section 4.2, the LIGO-TAMA network achieved its lowest false alarm rate during periods when both of the LIGO Hanford interferometers (H1 and H2) and at least one of the LIGO Livingston and TAMA interferometers (L1 and T1) were operating. Restricting our analysis to these detector combinations gives us three independent data sets: the quadruple-coincidence data set, denoted H1-H2-L1-T1; the data set during which L1 was not operating, denoted H1-H2-nL1-T1, and the data set during which T1 was not operating, denoted H1-H2-L1-nT1 ("n" for "not operating"). The observation time for each of these data sets is also shown in Table 1 .
The LIGO-TAMA quadruple-coincidence data set (H1-H2-L1-T1) is particularly well-suited to making confident detections of gravitational-wave bursts, since combining so many detectors allows naturally for a very low false alarm rate -well below one per year, while maintaining high detection sensitivity. Meanwhile, the triple-coincidence data sets (H1-H2-nL1-T1 and H1-H2-L1-nT1) contribute the bulk of our observation time. In particular, the high T1 duty cycle (82%) allows us to use the large amount of H1-H2 data in H1-H2-nL1-T1 coincidence that would otherwise be lost because of the poor L1 duty cycle (33%). The LIGO-TAMA detector network therefore has more than twice as much useful data as the LIGO detectors alone. This increase in observation time allows a proportional decrease in the limit on the GWB rate which we are able to set with the The same amplitude noise spectra as in Figure 2 , focusing on the frequency range 700-2000 Hz. The peaks at multiples of 400/3 Hz in the TAMA spectrum are due to a coupling between the radio-frequency modulation signal and the laser source [?]; these frequencies are removed by the data conditioning discussed in Section 3.1.2. combined detector network, and increases the probability of seeing a rare strong gravitational-wave event. Furthermore, even though the LIGO-TAMA network uses only half of the TAMA data, the much lower false rate of the LIGO-TAMA network allows it to place stronger upper limits on weak GWBs than can TAMA alone. The LIGO and TAMA detectors had not yet reached their design sensitivity by the time of the S2/DT8 run; nevertheless, the quantity of coincident data available -nearly 600 hours -provided an excellent opportunity to develop and test joint searches between our collaborations. In addition, the sensitivity of these instruments in their common frequency band was competitive with other existing instruments (see for example [20] ), and there is always the possibility of a fortunate astrophysical event giving rise to a detectable signal.
Analysis Method
This joint search targets generic millisecond-duration gravitational-wave bursts in the frequency range 700-2000 Hz. Our analysis methodology is similar, though not identical, to that used in the LIGO S1 and S2 un-triggered bursts searches [16, 21] . The essential steps are illustrated in Figure 4 . These are:
1. Search the data from each detector separately for burst events.
2. Look for simultaneous ("coincident") events in all operating detectors.
3. Perform a waveform consistency test on the data from the LIGO interferometers around the time of each coincidence.
4. Estimate the rate of false alarms from accidental noise coincidences by repeating the coincidence and waveform consistency tests after artificially shifting in time the events from different sites. Figure 4 : Schematic of our analysis pipeline. Data from each detector is analysed for bursts using the TFClusters (TFC) or Excess Power (POW) algorithm. Optionally, a non-physical time shift is added to the event triggers from some sites. We look for simultaneous events from each operating detector, then apply the r-statistic waveform consistency test to the data from the LIGO detectors. Surviving coincidences are possible GWBs if no time shifts were used; otherwise they are false alarms. The detection efficiency of the network is estimated by adding simulated GWBs to the data from each detector and repeating the analysis. Note that one of the T1 or L1 detectors may not be operating.
5. Compare the number of coincidences without time shifts to that expected from the false alarm rate. A significant excess of events is a possible detection; otherwise we set an upper limit on the rate of detectable bursts.
6. Estimate the network sensitivity to true gravitational-wave bursts (i.e., the false dismissal probability) by adding simulated signals to the detector data and repeating the analysis.
In the following subsections we describe these steps in more detail. In addition, the various thresholds used for the event trigger generation, coincidence, etc., are tuned to maximize the sensitivity of the analysis; this tuning is described in Section 4.2.
Event Trigger Generation
To maintain sensitivity to the widest range of signals, our burst-detection algorithms do not use templates. Instead, they look for transient bursts of excess power in the detector output. This was done independently by LIGO and TAMA, using different algorithms. Since both of the algorithms used have been described elsewhere, we review them only briefly.
TFClusters
The LIGO triggers were produced using the TFClusters burst-detection algorithm [21, 22] . Before processing in TFClusters, the data from a given detector is first high-pass filtered and whitened using a linear predictor error filter [23] . The TFClusters algorithm then constructs a time-frequency spectrogram of the filtered data by segmenting the data into 50% overlapping time intervals and Fourier transforming. The fraction p of highest-power pixels in each frequency bin are selected as black pixels, where p is the black pixel probability. (Note that this thresholding is inherently adaptive, so that trigger generation is not unduly affected by slow trends in the noise floor. Without such adaptations, the false alarm rate would increase with increasing noise levels.) Event triggers are formed from clusters of nearest-neighbor black pixels that exceed a specified size; these clusters are then passed to a function which estimates the peak time, duration, central frequency, bandwidth, and signal-to-noise ratio of each trigger. In keeping with our choice of frequency band, only triggers that overlap 700-2000 Hz are retained; all others are discarded.
Excess Power
The TAMA triggers are generated using an excess power algorithm, following the procedure used in a TAMA-only search for GWBs [17] .
The TAMA data is first conditioned to remove lines (including the peaks at multiples of 400/3 Hz visible in Fig. 3 ). It is then divided into 87.5% overlapping segments and Fourier transformed. The resulting spectrogram is normalized by the background estimated over the previous 30min. The signal-to-noise ratio (SNR) is then summed over a fixed set of frequency bins in the range 230-2500 Hz, and a trigger produced when the SNR exceeds the threshold ρ 0 = 4. The peak time, duration, and SNR of the trigger are reported. (Due to the use of a fixed frequency mask, no frequency information is assigned to the trigger.) Finally, triggers occurring simultaneously with excursions in the intensity of the light in the recycling cavity are vetoed (ignored), as are triggers that fail a time-scale test designed to pass only millisecond-duration events [17] .
Coincidence and Background
To minimize the possibility of falsely claiming a gravitational-wave detection, we require any candidate GWB to be observed simultaneously by all operating detectors. In this section we explain how the coincidence test was imposed, and how the false alarm rate was estimated.
Coincidence
The coincidence test is very simple. Each event i is characterized by a peak time t i and a duration ∆t i . Events from two detectors are defined to be in coincidence if the difference in their peak times satisfies
Here w is a coincidence "window" which accounts for uncertainties in the estimation of the peak time and for the light travel time between the detectors in question. The duration-dependent term allows for the estimated peak time of coincident triggers to be farther apart if the triggers are long compared to the coincidence window.
1 A set of event triggers i, j, . . . , k is defined to be in coincidence if each pair (i, j), (i, k), (j, k), etc., is in coincidence. Ideally, the window w for each pair of detectors should be as short as possible, to minimize the rate of accidental coincidences between noise events in the various detectors, while still being long enough that all simulated signals detected are still in coincidence. The windows for our analysis are determined using the simulations described in Section 4.2.
It is observed that triggers in the S2 and DT8 data tend to be produced in clusters, on time scales of order 1s or less. The final step in coincidence is therefore to group, or "cluster," sets of coincident triggers that are separated in time by less than 200ms. Each cluster is counted as a single GWB candidate when estimating the GWB rate.
Note that no attempt is made to compare the amplitude or SNR of events between detectors; such comparisons are difficult due to the differences in alignment of the detectors (except for the H1-H2 pair); see Figure 1 . We do, however, impose a test on the consistency of the waveform shape as measured by the various LIGO detectors; see Section 3.3 below. Note also that the alignment differences could be exploited for determining the sky position and polarization of detected GWBs [15] ; the implementation of such a check is being explored and would be a significant improvement for any future analysis.
Background
Even in the absence of real gravitational-wave signals, one expects some coincidences between random noise-generated events. We estimate this false alarm rate by repeating the coincidence procedure after adding artificial relative time shifts of {−115, −110, . . . , −5, 0, 5, . . . 115} s to the triggers from the LIGO Hanford and/or TAMA sites, as indicated in Figure 4 . (We do not shift the triggers from H1 and H2 relative to each other, in case there are true correlated noise coincidences caused by local environmental effects.) These shifts are much longer than the light travel time between the sites, so that any resulting coincidence cannot be from an actual gravitational wave. They are also longer than detector noise auto-correlation times, and shorter than timescales on which trigger rates vary, so that each provides an independent estimate of the accidental coincidence rate.
The H1-H2-nL1-T1 and H1-H2-L1-nT1 data sets each come from 2 sites, so that we have 46 nonzero relative time shifts in {−115, −110, . . . 115} s. Hence, the smallest nonzero background rate that can be measured for these data sets is approximately (46T ) −1 , where T is the observation time.
2 The H1-H2-L1-T1 network has 3 sites, for a total of 47 2 −1 = 2208 independent time shifts. We use all of these time shifts, so the smallest nonzero background rate that we can measure for this data set is approximately (2208T ) −1 .
Waveform Consistency Test
The event generation and coincidence procedures outlined above are designed to detect simultaneous excesses of power in each detector, without being sensitive to the waveform of the event. To test if the waveforms as measured in each detector are consistent with one another (as one would expect for a GWB), we apply a cross-correlation test called the r-statistic [24] . The r-statistic is found to be very effective at eliminating false coincidences, with very little probability of rejecting a true gravitational-wave signal (as demonstrated with simulations).
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The r-statistic test consists of computing the cross-correlation of the time-series data from pairs of detectors around the time of a coincidence. A GWB will increase the magnitude of the crosscorrelation above that expected from noise alone. The measured cross correlations are compared to those expected from Gaussian noise using a Kolmogorov-Smirnov test with 95% confidence level. If not consistent, then the confidence (negative log of the probability) of each cross-correlation is computed and averaged over detector pairs. If the maximum averaged confidence exceeds a threshold β, then the coincidence is accepted as a candidate GWB; otherwise it is discarded. The threshold β is chosen sufficiently high to reduce the false alarm rate by the desired amount without rejecting too many real GWB signals. For more details, see [24] .
The r-statistic test was developed for use in LIGO searches, and it is based on the premise that a real gravitational-wave signal will have the same or very similar form in different detectors. It is not clear that it can be applied safely to detectors with very different orientations (such as LIGO and TAMA), which see different combinations of the two polarizations of a gravitational wave. Since this matter is still under study, we use the r-statistic test to compare data between the LIGO detectors only (i.e., not including TAMA).
Statistical Analysis
Our scientific goal of this search is to detect GWBs, or in the absence of detectable signals, to set an upper limit on their mean rate, and to estimate the minimum signal amplitude to which our network is sensitive.
The coincidence procedure described in Section 3.2 produces two sets of coincident events. The set with no artificial time shift is produced by background noise and possibly also by gravitational-wave bursts. The time-shifted set contains only events produced by noise, and hence characterizes the background.
Given the number of candidate GWBs and the estimate of the number of accidental coincidences expected from the background, we use the Feldman-Cousins technique [25] to compute the 90% confidence level upper limit or confidence interval on the rate of detectable gravitational-wave bursts. In practice, since we are not prepared to claim a detection based only on such a statistical analysis, we choose in advance to use only the upper value of the Feldman-Cousins confidence interval. We report this upper value as an upper limit on the GWB rate, regardless of whether the Feldman-Cousins confidence interval is consistent with a rate of zero. Because of this modification our upper limit procedure has a confidence level greater than 90%; i.e., our upper limits are conservative.
One minor complication of our analysis compared to LIGO-only and TAMA-only analyses to date is that our data consists of three independent sets with possibly different background rates, yielding three independent upper limits. As we shall see, the false alarm rate of our pipeline on each of these data sets is close to zero. For purposes of computing upper limits, this allows us to treat the three data sets as a single experiment with zero background by summing their livetimes and the number of surviving coincidences (if any).
The rate upper limit R 90% from the Feldman-Cousins procedure applies to GWBs for which our network has perfect detection efficiency. For a population of GWB sources for which our detection efficiency is (h), where h is the GWB amplitude and 0 ≤ (h) ≤ 1, the corresponding rate upper LIGO-P040050-01
This defines a region of rate-versus-strength space which is excluded at 90% confidence by our analysis. The exact domain depends on the signal type through our efficiency (h). We will construct such exclusion regions for one hypothetical population of GWB sources.
Simulations and Tuning
There are a number of parameters in the analysis pipeline of Figure 4 that can be manipulated to adjust the sensitivity and false alarm rate of our network. The most important are the thresholds for trigger generation (the TFClusters black pixel probability p and the Excess Power SNR threshold ρ 0 ), the r-statistic threshold β, and the coincidence windows w for each detector pair. Our strategy is to tune these parameters to maximize the sensitivity of the network to millisecond-duration signals while maintaining a false rate of much less than one surviving coincidence expected over the entire S2/DT8 data set. We estimate the sensitivity with simulations.
Simulations
To estimate the sensitivity of the LIGO-TAMA network we add (or "inject") simulated gravitational-wave signals into the data streams from each detector, and re-analyse the data in exactly the same manner as is done in the actual gravitational-wave search (this is indicated in Figure 4 by the "simulated signals" box). These simulations require that we specify a target population, including the waveform and the distribution of sources over the sky. We select a family of simple waveforms that have millisecond durations and that span the frequency range of interest, 700-2000 Hz. Specifically, we use linearly polarized Gaussian-modulated sinusoids:
(Efficiencies for other waveforms can be found in [16, 17, 21] .) The central frequency f 0 of each injection is picked randomly from the values 700, 849, 1053, 1304, 1615, 2000 Hz, which span our analysis band in logarithmic steps. The efficiency of detection of these signals thus gives us a measure of the network sensitivity averaged over our band. We set the envelope width as τ = 2/f 0 , which gives durations of approximately 1-3ms. The corresponding quality factor is Q ≡ √ 2πf 0 τ = 8.9, so the bandwith is ∆f = f 0 /Q 0.1f 0 and these are narrowband signals. The quantity h 0 in equation (3) is approximately the peak amplitude of the gravitational wave as seen by an optimally oriented detector. In practice we find the root-sum-square amplitude h rss to be a more convenient measure of the signal strength. For our Gaussian-modulated sinusoids h rss is related to h 0 by
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Note that h rss has the same units as the strain noise amplitude spectrum of the detectors, which allows for a direct comparison of the signal amplitude relative to the detector noise. All amplitudes quoted in this report are h rss amplitudes. Lacking any strong theoretical bias for probable sky positions of sources of short-duration bursts, we distribute the simulated signals isotropically over the sky. We select the polarization angle randomly over [0, π].
A total of approximately 16800 of these signals were injected. For each signal, the actual waveform h(t) as it would be seen by a given detector was computed,
and h(t) was added to the detector data. Here F + , F × are the usual antenna response factors, which are a function of the sky direction and polarization of the signal relative to the detector (see for example [19] ). The signals in the different detectors were also delayed relative to one another according to the sky position of the source.
These simulated signals were shared between LIGO and TAMA by writing the signals h(t) in frame files [26] ,including the appropriate detector response and calibration effects. These signal data were added to the data streams from the individual detectors before passing through TFClusters or Excess Power. In addition to providing estimates of the network detection efficiency, the ability of these two independent search codes to recover the injected signals is an important test of the validity of the pipeline.
An injected signal is considered detected if there is a coincident event from the network within 200 ms of the injection time. The network efficiency (h) is simply the fraction of events of amplitude h which are detected by the network. We find that good empirical fits to the measured efficiencies can be found in the form
where 0 ≤ e, p ≤ 1, 0 < w, c, and −1 < a ≤ 0. When presenting efficiencies we will use fits of this type. As we shall see in Figure 6 , the efficiency transitions from zero (for weak signals) to approximately unity (for strong signals), over about an order of magnitude in signal amplitude. It proves convenient to characterise the network sensitivity by a single number, h 50% rss , defined as the signal amplitude at which the efficiency is 0.5. This amplitude is a function of the trigger-generation thresholds; it and the false alarm rate are the two performance measures that we use to guide the tuning of our analysis.
Tuning procedure
As stated earlier, our tuning strategy is to maximize the detection efficiency of the network while maintaining a false rate of much less than one background event over the entire data set. For simplicity, we chose a single tuning for the production and analysis of all event triggers from all data sets. This strategy was implemented as follows:
1. For TFClusters, the efficiency for detecting the sine-Gaussian signals and the false rate are measured for each detector for a large number of parameter choices. For each black-pixel Table 2 : Separation of the LIGO and TAMA interferometers, using data from [19] .
probability p (which determines the false rate) the other ETG parameters were set to obtain the lowest h 50% rss value. 3 The TAMA Excess Power technique was tuned independently for short-duration signals as described in [17] . The resulting performance of each detector is shown in Figure 5. 2. The coincidence window w for each detector pair in equation (1) is fixed by performing coincidence on the triggers from the simulated signals. We find that selecting windows only slightly larger (by ∼ 1ms) than the light travel time between the various detector pairs (see Table 2 ) ensures that all of the injections detected by all interferometers produce coincident triggers. For simplicity, we use a single window of w = 20 ms for coincidence between any LIGO detectors 4 and a single window of w = 43 ms for coincidence between any LIGO detector and TAMA. These choices correspond to using the longest possible time delay plus a 10 ms safety margin.
3. To obtain the best network sensitivity versus false rate, we select the single-detector ETG thresholds (p, ρ 0 ) to match h 50% rss as closely as possible between the detectors. (This is similar in spirit to the IGEC tuning [7] , although not the same, as we are not able to easily compare the amplitude of individual events from our misaligned broadband detectors.) In practice, the TAMA detector has slightly poorer sensitivity than the LIGO detectors. We therefore set the TAMA threshold as low as we consider feasible (ρ 0 = 4); this sets the sensitivity of the network as a whole. We then choose the LIGO single-detector thresholds for similar efficiency. Figure 5 shows the resulting h rss for 50% detection efficiency versus false alarm rate for each of the individual detectors, and for the three coincidence combinations. The circles on the single-detector curves indicate the tuning used for trigger generation. The circle, square, and triangle denote the resulting efficiency and false alarm rate for the H1-H2-L1-T1, H1-H2-nL1-T1, and H1-H2-L1-nT1 networks after the r-statistic with these tuning choices. The efficiency is averaged over all of the sine-Gaussian signals in our analysis band. approximately 2Rw. From the single-detector rates of Figure 5 (see also Table 3 in Section 5) we estimate that H1 and H2 each reduce the false rate by ∼ 10 −3 , L1 by ∼ 2 × 10 −2 , and T1 by ∼ 10 −1 . This is why we require both H1 and H2 to be operating: they suppress strongly the network false alarm rate.
It can also be shown that the false alarm rate estimated from time shifts is consistent with that expected from the product of the single-detector trigger rates with the coincidence windows assuming Poisson statistics. This gives increased confidence in our background estimation.
It is also worth noting that the 50% efficiency point h
50%
rss is a very shallow function of the false alarm rate for multiple detectors. Hence, there is little value in lowering the trigger thresholds to attempt to detect weaker signals. For example, allowing the triple-coincidence false rate of TFClusters (the rate for the H1-H2-L1-nT1 data) to increase by 3 orders of magnitude lowers h 50% rss by less than a factor of 2. For four detectors, h 50% rss varies even more slowly with the false alarm rate. This is why we tune for 1 background event over the observation time; there is almost no loss of efficiency in doing so.
To avoid bias from tuning our pipeline using the same data from which we derive our upper limits, the tuning was done without examining the full zero-lag coincidence trigger sets. Instead, preliminary tuning was done using a 10% subset of the data, referred to as the playground, which was not used for setting upper limits. Final tuning choices were made by examining the nonzero-lag coincidences and the simulations over the full data set. As it happens, the only parameter adjusted in this final tuning was the r-statistic threshold β; we required the full data set to make reasonably accurate estimates of the false rate after the r-statistic test. Figure 6 shows the efficiency of the LIGO-TAMA network as a function of signal amplitude for each of the three data sets, and also the average efficiency weighted by the observation time of each data set. By design, the efficiencies are very similar, with h 50% rss values in the range 1-2×10
Hz −1/2 ). Figure 7 shows how the combined efficiency varies across our frequency band; the weak dependence on the central frequency of the injected signal is a consequence of the flatness of the envelope of the detector noise spectra shown in Figure 3 . This is corroborated by the efficiency for the H1-H2-L1-nT1 data set (without TAMA), shown in Figure 8 . The improvement in the lowfrequency sensitivity for this data set indicates that TAMA limits the network sensitivity at low frequencies, as expected from the noise spectra.
Systematic and Statistical Errors
The only significant systematic uncertainty in our analysis is due to the calibration of the DC (frequency-independent) coupling of strain to the output of the individual detectors, as measured using calibration lines applied directly to the test masses. The "1-σ"uncertainties were estimated as ∼9% for L1 and ∼4% for each of H1, H2, and T1 [?, ?]. Simple Monte-Carlo models indicate that these translate into a 90% uncertainty of ∼ 3% or less in the h 50% rss value for any given detector combination. We allow for this uncertainty in our rate-vs-strength plots by shifting our limit curves to larger h by 3%.
The main statistical uncertainty in our results is in the efficiency at any given signal amplitude, due to the finite number of simulations performed. It is largest at amplitudes where the efficiency is changing most rapidly (i.e., near h 50% rss ). We account for this uncertainty in our rate-vs-strength LIGO-P040050-01 (3). There is a statistical uncertainty at each point in these curves of approximately 2-4% due to the finite number of simulations performed.
curves by shifting each limit curve upward in rate by 1.28 (for 90% limit assuming Gaussian statistics) times the maximum estimated statistical uncertainty in the corresponding efficiency.
Analysis Results
After making the final tuning choices, we performed the coincidence analysis without time shifts for all three data sets. No event triggers survived the coincidence and r-statistic tests, so we have no candidate gravitational-wave detections. Table 3 shows for each data set the rate of triggers, the number of coincident events before and after the r-statistic test, and the total amount of data analysed after removing the playground and accounting for the dead time of the TAMA vetoes. Also shown are the number of accidental coincidences and the effective observation time from the time-shift experiments, which provide our estimate of the false alarm rates. Finally, the upper limits on the rate of detectable gravitationalwave bursts are shown.
As discussed in Section 3.4, our upper limits are obtained using the Feldman-Cousins procedure [25] . This algorithm compares the observed number of events to that expected from the background. As a rule, for a fixed number of observed events, the upper limit is stronger (lower) for higher backgrounds. Since our backgrounds are too low to be measured accurately (there are no surviving time-shifted coincidences after the r-statistic), we conservatively assume zero background in calculating our upper limits. Since there are also no surviving coincidences without time LIGO-P040050-01 (3). There is a statistical uncertainty at each point in these curves of approximately 2-6% due to the finite number of simulations performed. The sampled efficiencies used to make the curve fits are also shown, with 1-σ error bars. The improved efficiency for lower-frequency signals indicates that sensitivity at these frequencies is limited by the TAMA detector. This behaviour is consistent with the noise spectra shown in Figure 3 . Table 3 : Results of the LIGO-TAMA analysis for each data set separately, and combined. R H1 , etc., are the measured single-detector trigger rates. N is the total number of coincidences before/after the r-statistic test. T is the total observation time analysed, after removal of the playground and veto dead times. N bck and T bck are the corresponding summed numbers from the timeshift experiments. N is the expected number of accidental coincidences during the observation time. (For N bck = 0, we estimate N < T /T bck .) R 90% is the resulting upper limit on the rate of detectable gravitational-wave events, at 90% confidence, estimated using the Feldman-Cousins procedure.
shifts, the rate limits from the Feldman-Cousins procedure take on the simple form
(see Table IV of [25] with b = 0, n = 0). This gives the limits shown in Table 3 . Additionally, since all three data sets have essentially zero background, we can treat them collectively as a single experiment by summing their observation times and the number of detected events (which happens to be zero). The resulting upper limit of 0.12 detectable events per day at 90% confidence is the primary scientific result of this analysis. By dividing the rate upper limits by the efficiency for a given population of GWB sources, as in equation (2), we obtain upper limits on the GWB rate as a function of the burst amplitude. For example, for our tuning population of isotropically distributed sources of sine-Gaussian GWBs and averaging over all f 0 (i.e., using the efficiencies in Figure 6 ), one obtains the rate-vs-strength upper limits shown in Figure 9 . GWB rates and amplitudes above a given curve are excluded by that data set with at least 90% confidence.
Comparison to Other Searches
The LIGO-TAMA search for GWBs is one of several such searches reported recently. Table 4 shows the observation time, rate upper limit, and approximate frequency band for LIGO-TAMA, the LIGO-only S2 search [16] , and the IGEC search [7] . While our limit of 0.12 events per day is the strongest limit yet placed on gravitational-wave bursts by broadband detectors, it is still approximately a factor of 30 larger than the IGEC limit, which was derived from approximately Figure 9 : Rate-vs-strength upper limits from each LIGO-TAMA data set, and combined, for the isotropic distribution of sources of sine-Gaussian GWBs described in Section 4.1. The region above any curve is excluded by that experiment with at least 90% confidence. These curves include the allowances for uncertainties in the calibration and in the efficiencies discussed in Section 4.3.
two years of data from a network of 5 resonant-mass detectors. Note however that the broadband nature of the LIGO and TAMA detectors means that they are sensitive to a wider class of signals than resonant-mass detectors, which are only sensitive to GWBs with significant power at the detector resonant frequencies.
A more concrete comparison of the performance of the LIGO-TAMA network relative to LIGO alone can be made by considering the rate-versus-strength upper limit for f 0 = 849 Hz sineGaussians. Efficiencies for this waveform have been calculated both in the current analysis and in the LIGO-only S1 and S2 searches. Figure 10 shows the upper limits for this waveform from these three searches. Both the LIGO S2 analysis and the LIGO-TAMA S2/DT8 joint analysis show improvements in the rate upper limit and network sensitivity compared to the LIGO S1 analysis. However, the LIGO S2 and LIGO-TAMA S2/DT8 analyses have different strengths. The LIGOonly analysis has better detection efficiency for weak signals, especially near the lower edge of our frequency band. On the other hand, the much longer observation time afforded by joining the LIGO and TAMA detectors into a common network allows the LIGO-TAMA network to set stronger rate upper limits for amplitudes at which both LIGO and TAMA are sensitive.
Summary
The LIGO and TAMA collaborations have completed their first joint search for gravitational-wave bursts, using 473hr of coincident data collected during early 2003. We looked for millisecondduration gravitational-wave bursts in the frequency range 700-2000 Hz, where all four of the detectors had comparable sensitivity. To maintain a low false alarm rate, we analysed data only Table 4 : Observation times, rate upper limits, and frequency bands for LIGO-TAMA and other recent burst searches involving multiple detectors [16, 7] . The resonant-mass detectors used in the IGEC search are sensitive only at their resonant frequencies, which range over the indicated values. Delay comment on the range of LIGO-only rates until the official LIGO-only result is finalized. Riles:694-930 Hz seems too generous in describing the bar detector band of sensitivity. Suggest writing out the much smaller bands of the contributing bars, using a criterion comparable to that defining the 700-2000 Hz band for LIGO-TAMA. From figure 7 , it appears that our effective strain senstitivity is about a factor of 2 better at 700 than at 2000 Hz. So restricting the individual bar bands to be within a factor of two of their bests would be one approach. (Another possibility would be all frequencies within a factor of two of the worst bar's best sensitivity, which might well approach 200 Hz(!). Figure 10 : Comparison of the rate-vs-strength upper limits for f 0 = 849 Hz sine-Gaussians from the combined LIGO-TAMA data set (including systematic and statistical uncertainties) with those from the LIGO-only S1 and S2 bursts searches [21, 16] . The combined LIGO-TAMA network has a superior rate upper limit for strong signals due to its larger observation time, while the LIGO-only S2 network has better sensitivity to weak signals. Delay comment on the range of LIGO-only rates until the official LIGO-only result is finalized. from periods when at least three interferometers (including the two LIGO-Hanford interferometers) were operating, and we required candidate signals to be observed simultaneously in all of the operating detectors. No gravitational-wave candidates were observed, and we place an upper bound of 0.12 events per day on the rate of millisecond-duration gravitational-wave bursts with at least 90% confidence. Simulations indicate that our network has a detection efficiency of at least 50% (90%) for narrowband signals with amplitude greater than approximately 2 × 10 −19 Hz −1/2 (10 −18 Hz −1/2 ) in the frequency band 700-2000 Hz. This analysis highlighted both advantages and disadvantages of joint coincidence searches compared to independent searches by LIGO and TAMA. Together, the LIGO-TAMA network has more than double the usable data (three or more detectors in simultaneous operation) than LIGO alone, leading to stronger rate limits. We also enjoy a false alarm rate of order one event per 40 years (or lower) in quadruple-coincidence operation. These benefits come at the cost of some loss of sensitivity from requiring coincident detection by sensitive detectors in the network, mainly at lower edge of our frequency band.
This analysis may serve as a prototype for more comprehensive collaborative searches in the future. One improvement would be to expand the detector network. For example, GEO, LIGO, and TAMA performed coincident data taking during Oct 2003 -Jan 2004; a GEO-LIGO-TAMA network would contain 5 interferometers at four sites, with excellent sky coverage. Another improvement would be to implement a fully coherent consistency test of coincident events, including all of the detectors in the network. For example, the Gursel-Tinto technique [15] would allow us to take advantage of the different detector orientations to try to extract sky direction and waveform information from detected gravitational-wave signals. It would also allow us to reject a coincidence if no consistent sky direction or waveform could be determined.
