Abstract
Introduction
Constraint satisfaction is a general framework that includes many standard algorithmic problems such as satisfiability, graph coloring, database queries, etc. A constraint satisfaction problem (CSP) consists of a set V of variables, a domain D, and a set C of constraints, where each constraint is a relation on a subset of the variables. The task is to assign a value from D to each variable in such a way that every constraint is satisfied (see Definition 3 for the formal definition). For example, 3SAT can be interpreted as a CSP problem where the domain is {0, 1} and the constraints in C correspond to the clauses (thus the arity of each constraint is 3).
Due to its generality, solving constraint satisfaction problems is NP-hard if we do not impose any additional restrictions on the possible instances. Therefore, the main goal of the research on CSP is to identify tractable classes and special cases of the general problem. The theoretical literature on CSP investigates two main types of restrictions. The first type is to restrict the constraint language, that is, the type of constraints that is allowed. This direction was initiated by the classical work of Schaefer [19] and was subsequently pursued in e.g., [1, 2, 3, 7, 15] . The second type is to restrict the structure induced by the constraints on the variables. The primal graph (or Gaifman graph) of a CSP instance is defined to be a graph on the variables of the instance such that there is an edge between two variables if and only if they appear together in some constraint. If the treewidth of the primal graph is k, then CSP can be solved in time n O(k) [10] . (Here n is the size of the input; in the cases we are interested in, the input size is polynomially bounded by the domain size and the number of variables.) The aim of this paper is to investigate whether there exists any other structural property of the primal graph that can be exploited algorithmically to speed up the search for the solution.
For a class G of graphs, let CSP(G ) be the special case of CSP where the primal graph of the instance is assumed to be in G . If G has bounded treewidth, then CSP(G ) is polynomial-time solvable. The converse statement is also true:
Theorem 1 ([12]). If G is a recursively enumerable class of graphs, then CSP(G ) is polynomial-time solvable if and only if G has bounded treewidth (assuming FPT = W[1]).
The assumption FPT = W [1] is a standard hypothesis of parameterized complexity (cf. [6, 9] ). Thus bounded treewidth is the only property of the primal graph that can make the problem polynomial-time solvable. However, Theorem 1 does not rule out the possibility that there is some structural property that enables us to solve instances significantly faster than the treewidth-based algorithm of [10] . Conceivably, there can be a class G of graphs such that CSP(G ) can be solved in time n O( √ k) or even in time n O(log k) , if k is the treewidth of the primal graph. The main result of the paper is that this is not possible; the n O(k) time algorithm is essentially optimal, up to an O(log k) factor in the exponent. Thus, in our specific setting, there is no other structural information beside treewidth that can be exploited algorithmically.
We prove our result under the Exponential Time Hypothesis (ETH) [14] : we assume that there is no 2 o(n) time algorithm for n-variable 3SAT. This assumption is stronger than FPT = W [1] . The main result is the following:
Theorem 2. If there is a recursively enumerable class G of graphs with unbounded treewidth and a computable function f such that CSP(G ) can be solved in time f (G) I o(tw(G)/ logtw(G)) for instances I with primal graph G ∈ G , then ETH fails.
The main technical tool of the proof in [12] is the Excluded Grid Theorem of Robertson and Seymour [18] , which states that there is an unbounded function g(k) such that every graph with treewidth at least k contains a g(k) × g(k) grid as minor. The basic idea of the proof in [12] is to show that CSP(G ) is not polynomial-time solvable if G contains every grid and then this result is used to argue that CSP(G ) is not polynomial for any G with unbounded treewidth, since in this case G contains every grid as minor. However, this approach does not work if we want a tighter lower bound, as in Theorem 2. The problem is that the function g(k) is very slow growing, e.g., o(log k), in the known proofs of the Excluded Grid Theorem [5] . Therefore, if the only property of graphs with treewidth at least k that we use is that they have g(k) × g(k) grid minors, then we immediately lose a lot: as CSP on the g(k) × g(k) grid can be solved in time I O(g(k) ) , no lower bound stronger than I o(logtw(G)) can be proved with this approach. Thus we need a characterization of treewidth that is tighter than the Excluded Grid Theorem.
The almost-tight bound of Theorem 2 is made possible by a novel characterization of treewidth that is tight up to a logarithmic factor. This result might be of independent interest. We characterize treewidth by the "embedding power" of the graph in the following sense. Let G and H be connected graphs, and let G (q) be the graph obtained from G by replacing each vertex with a clique of size q and each edge with a complete bipartite graph. If q is sufficiently large, then H is a minor of G (q) . For example, q = 2|E(H)| is certainly sufficient (if H has no isolated vertices). However, we show that if the treewidth of G is at least k, then H is a minor of G (q) already for q = O(|E(H)| log k/k). We prove this result by using the well-known characterizations of treewidth with separators and a O(log k) integrality gap result for the sparsest cut problem. The main idea of the proof of Theorem 2 is to use the embedding power of a graph with large treewidth to simulate a 3SAT instance efficiently.
We conjecture that Theorem 2 holds in a tight way: the O(log tw(G)) factor can be removed from the exponent. This seemingly minor improvement would be very important for classifying the complexity of other CSP variants. However, it seems that a much better understanding of treewidth is required before Theorem 2 can be made tight. The very least, it should be settled whether there is a polynomial-time constant-factor approximation algorithm for treewidth.
A large part of the theoretical literature on CSP follows the notation introduced by Feder and Vardi [7] and formulates the problem as a homomorphism between relational structures. This more general framework allows a clean algebraic treatment of many issues. In Section 5, we translate the lower bound of Theorem 2 into this framework (Theorem 18) to obtain a quantitative version of the main result of [12] . That is, the left-hand side classes of structures in the homomorphism problem are not only characterized with respect to polynomial-time solvability, but we prove almosttight lower bounds on the exponent of the running time.
As observed in [12] , the complexity of the homomorphism problem does not depend directly on the treewidth of the left-hand side structure, but rather on the treewidth of its core. Thus the treewidth of the core appears in Theorem 18, the analog of Theorem 2. Furthermore, as in [12] , our result applies only if the left-hand side structure has bounded arity. In the unbounded-arity case, issues related to the representation of the structures arise, which change the problem considerably. The homomorphism problem with unbounded arity is far from understood: very recently, new classes of tractable structures were identified [13] .
Section 2 summarizes the notation we use. Section 3 presents the new characterization of treewidth. Section 4 treats binary CSP and proves Theorem 2. Section 5 overviews the homomorphism problem and presents the main result in this context.
Preliminaries
Constraint satisfaction problems. We briefly recall the most important notions related to CSP. For more background, see e.g., [11, 7] . • V is a set of variables,
• D is a domain of values,
• C is a set of constraints, {c 1 
We say that an instance is binary if each constraint relation is binary, i.e., m i = 2 for each constraint. In this paper, we consider only binary instances. It can be assumed that the instance does not contain two constraints s i , R i , s j , R j with s i = s j , since in this case the two constraints can be replaced with the constraint s i , R i ∩ R j .
In the input, the relation in a constraint is represented by listing all the tuples of the constraint. We denote by I the size of the representation of the instance I = (V, D,C). 
The primal graph of a CSP instance I = (V, D,C) is a graph G with vertex set V , where x, y ∈ V form an edge if and only if there is a constraint s i , R i ∈ C with x, y ∈ s i . For a class G of graphs, we denote by CSP(G ) the problem restricted to instances where the primal graph is in G .
Graphs. We denote by V (G) and E(G) the set of vertices and the set of edges of the graph G, respectively. A graph H is a minor of G if H can be obtained from G by a sequence of vertex deletions, edge deletions, and edge contractions. The following alternative definition will be more relavant to our purposes: a graph H is a minor of G if there is a mapping ψ that maps each vertex of H to a connected subset of V (G) such that ψ(u) ∩ ψ(v) = / 0 for u = v, and if u, v ∈ V (H) are adjacent in H, then there is an edge in E(G) connecting ψ(u) and ψ(v).
A tree decomposition of a graph G is a tuple (T, (B t ) t∈V (G) ), where T is a tree and (B t ) t∈V (T ) a family of subsets of V (G) such that for each e ∈ E(G) there is a node t ∈ V (T ) such that e ⊆ B t , and for each v ∈ V (G) the set {t ∈ V (T ) | v ∈ B t } is connected in T . The sets B t are called the bags of the decomposition. The width of a tree-
The treewidth tw(G) of a graph G is the minimum of the widths of all tree decompositions of G. A class G of graphs is of bounded treewidth if there is a constant c such that
Given a graph G, the line graph L(G) has one vertex for each edge of G, and two vertices of L(G) are connected if and only if the corresponding edges in G share an endpoint. The line graph L(K k ) of the complete graph K k will appear repeatedly in the paper. Usually we denote the vertices of
Embedding in a graph with large treewidth
Given a graph G and an integer q, we denote by G (q) the graph obtained by replacing every vertex with a clique of size q and replacing every edge with a complete bipartite graph on q + q vertices. The mapping φ that maps each vertex of G to the corresponding clique of G (q) will be called the blow-up mapping from G to G (q) . It can be shown that tw(G (q) ) = Θ(q · tw(G)).
Clearly, if H is a graph with n vertices, then H is a subgraph of G (n) . Furthermore, if G has a clique of size k, then H is already a subgraph of G (n/k) . Even if G does not have a k-clique subgraph, but it does have a k-clique minor, then H is a minor of G (n/k) . Thus a k-clique minor increases the "embedding power" of a graph by a factor of k. The main result of the section is that large treewidth implies a similar increase in embedding power. The following lemma states this formally:
and a universal constant c such that for every k ≥ 1, if G is a graph with tw(G) ≥ k and H is a graph with |E(H)| = m ≥ f 1 (G) and no isolated vertices, then H is a minor of G
The value cm log k/k is optimal up to a O(log k) factor. To see this, observe that the treewidth of a graph with m edges can be Ω(m) (e.g., bounded-degree expanders) and if tw(G) = k, then the treewidth of G (q) for q = cm log k/k is O(m log k). Furthermore, Lemma 4 does not remain true if m is the number of vertices of H (instead of the number of edges). Let H be a clique on m vertices, and let G be a bounded-degree graph on O(k) vertices with treewidth k. It is easy to see that
is a technical detail: due to some probabilistic arguments, our embedding technique works only if H is fairly large.
The graph L(K k ), i.e., the line graph of the complete graph plays a central role in the proof of Theorem 4. The proof consists of two parts. In the first part (Section 3.1), we show that if tw(G) ≥ k, then a blow-up of L(K k ) is a minor of an appropriate blow-up of G. This part of the proof is based on the characterization of treewidth by balanced separators and uses a result of Feige et al. [8] on the linear programming formulation of separation problems. In the second part (Section 3.2), we show that every graph is a minor of an appropriate blow-up of L(K k ). 
Embedding
L(K k ) in G A
If G(V, E) has treewidth greater than 3k, then there
is a set W ⊆ V of size 2k + 1 having no balanced kseparator.
If G(V, E) has treewidth at most k + 1, then every W ⊆ V has a balanced k-separator.
The sparsity of the separator (A, B, S) (with respect to W ) is defined as
We denote by α W (G) the minimum of α W (A, B, S) for every separator (A, B, S). It is easy to see that for every G and
For our applications, we need a set W such that the sparsity is close to the maximum possible, i.e., Ω(1/|W |). The following lemma shows that the non-existence of a balanced separator can guarantee the existence of such a set W :
Proof. Let (A, B, S) be a separator of sparsity α W (G); without loss generality, we can assume that The maximum concurrent vertex flow can be expressed as a linear program the following way. For u, v ∈ W , let P uv be the set of all u − v paths in G, and for each p ∈ P uv , let variable p uv ≥ 0 denote the amount of flow that is sent from u to v along p. Consider the following linear program:
The dual of this linear program can be written with variables { uv } u,v∈W and {s v } v∈V the following way: 
which means that inequality (**) is satisfied. The other direction is not true: a solution of (LP2) with value α does not imply that there is a separator with sparsity at most α. However, Feige et al. [8] proved that it is possible to find a separator whose sparsity is greater than that by at most a O(log |W |) factor (this result appears implicitly already in [16] Proof. Since G has treewidth greater than 3k, by Lemma 5, there is a subset W 0 of size at most 2k + 1 that has no balanced k-separator. By Lemma 6, α W 0 (G) ≥ 1/(4k + 1) ≥ 1/(5k). Therefore, Theorem 8 implies that the dual linear program has no solution with value less than 1/(c 0 5k log(2k + 1)), where c 0 is the constant hidden by the big O notation in Theorem 8. By linear programming duality, there is a concurrent flow of value at least α := 1/(c 0 5k log(2k + 1)) connecting the vertices of W 0 ; let p uv be a corresponding solution of (LP1). Let W ⊆ W 0 be a subset of k vertices. For each pair of vertices (u, v) ∈ W ×W , let us randomly and independently choose ln n paths P u,v,1 , ... , P u,v, ln n of P uv (here ln denotes the natural logarithm), where path p is chosen with probability
For each vertex v, the expected number of paths that contain v is at most ln n /α. By the Chernoff bound, the probability that more than 5 ln n/α of the k 2 ln n paths contain v is at most e − 16 6 ln n ≤ 1/n 2 . Therefore, with probability at least 1 − 1/n, each vertex v is contained in at most q := (5 ln n)/α paths. Note that q ≤ c 2 log n · k logk , for an appropriate value of c 2 .
Let φ be the blow-up mapping from G to G (q) . For each path P u,v,i in G, we define a path P u,v,i in G (q) . Let P u,v,i = p 1 p 2 ... p r . The path P u,v,i we define consists of one vertex of φ (p 1 ), followed by one vertex of φ (p 2 ), ..., followed by one vertex of φ (p r ). The vertices are selected arbitrarily from these sets, the only restriction is that we do not select a vertex of G (q) that was already assigned to some other path P u ,v ,i . Since each vertex v of G is contained in at most q paths, the q vertices of φ (v) are sufficient to satisfy all the paths going through v. Therefore, we can ensure that the k 2 ln n paths P u,v,i are pairwise disjoint.
The minor mapping from L
0. The ln n vertices of ψ(v i, j ) are mapped to the ln n paths P i, j,1 , ... , P i, j, ln n . Clearly, the images of the vertices are disjoint and connected. We have to show that this minor mapping maps adjacent vertices to adjacent sets. If
This means that the paths corresponding to x and x both contain a vertex of the clique ψ(w t ) in G (q) , which implies that there is an edge connecting the two paths.
With the help of the following proposition, we can make a small improvement on Lemma 9: the assumption tw(G) ≥ 3k can be replaced by the assumption tw(G) ≥ k. This will make the result more convenient to use.
Proposition 10. For every k
Proof. Let φ be a mapping from {1,...,qk} to {1,...,k} such that exactly q elements of {1,...,qk} are mapped to each element of {1,...,k}. 
Embedding H in L(K k )
As the second step of the proof of Lemma 4, we show that every (sufficiently large) graph G is a minor of Proof. Consider a random partition of the vertices of G, that is, each vertex is independently put into one of the classes with uniform probability. There are + 2 possible bad events: one of the classes can be too large, or there can be too many edges between two classes. We show that the probability of each of these bad events is at most 1/ 3 , hence with large probability none of these events occur. The expected size of each class is |V |/ with variance |V |(1/ )(1 − 1/ ) (since the size of a class can be expressed as the sum of independent 0-1 random variables, where the probability of 1 is 1/ ). By Chebyshev's Inequality, the probability that class V i is too large is at most
Lemma 12. For every > 0 there is a constant c > 0 such that for every graph G(V, E) with |E| > c and maximum degree at most 3, the vertices of G can be partitioned into
if |V | is sufficiently large. Let E i, j be the set of edges between V i and V j . For fixed i, j, let us bound the probability that |E i, j | is too large. For each edge e ∈ E(G), let random variable x e be 1 if e ∈ E i, j and 0 otherwise; clearly |E i, j | = ∑ e∈E(G) x e . The expected value of |E i, j | is 2|E|/ 2 . The random variables x e are not independent, thus we have to take into account the covariance between the variables to estimate the variance. It is easy to see that 
if |E| is sufficiently large. Thus a random partition satisfies the requirements of the lemma with high probability. We show that G , hence G, is a minor of L(K k ) (q) . Lemma 12 gives a partition of the vertices of G into :=
Lemma 13. For every k > 1 there is a constant n k > 0 such that for every G(V, E) with |E| > n k and no isolated vertices, the graph G is a minor of L(K k
k is defined the following way. First, if u ∈ V {i, j} , then let ψ(u) contain a vertexû from φ (v {i, j} ). Let us enumerate the edges uw of G . Assume
0 with i 1 < j 1 and i 2 < j 2 , then add a vertex of φ (v {i 1 ,i 2 } ) to ψ(u) and another vertex of φ (v {i 1 ,i 2 } ) to ψ(u); these two vertices are neighbors with each other and they are adjacent toû andv. This ensures that ψ(u) is connected for every u ∈ V , and there is an edge between ψ(u) and ψ(w) for every edge uw.
What remains to be shown is that the sets φ (v {i, j} ) are large enough such that we can ensure that no vertex of L (q) k is assigned to more than one ψ(u). Let 
as required.
Putting together Lemma 11 and Lemma 13, we can prove the main result of the section:
Proof (of Lemma 4) . Let f 1 (G) = n k + k 2 c 1 log |V (G)|, where k = tw(G) and n k is the constant from Lemma 13. Assume that |E(H)| = m ≥ f 1 (G). By Lemma 13, H is a minor of L(K k ) (q) for q := 108m/k 2 and a minor mapping ψ 1 can be found in polynomial time. Let n := |V (G)| and q := q/ c 1 log n (where c 1 is the constant from Lemma 11); clearly, H is a minor of L(K k ) (q c 1 log n ) . We can assume that c 1 log n ≥ 2: for smaller n, the lemma automatically holds if we set c sufficiently large. Observe that m is large enough such that q/ c 1 log n ≥ 1 holds, hence q ≤ 2q/ c 1 log n ≤ 4q/(c 1 log n). By Lemma 11, L(K k ) ( c 1 log n ) is a minor of G ( c 2 log n·k log k ) and a minor mapping ψ 2 can be found in time f 2 (G) by brute force, for some function f 2 (G). Therefore, L(K k ) (q c 1 log n ) is a minor of G (q c 2 log n·k log k ) and it is straightforward to obtain the corresponding minor mapping ψ 3 from ψ 2 . Since q c 2 log n · k log k ≤ (4q/(c 1 log n)) · c 2 log n · k logk = 4(c 2 /c 1 )qk log k ≤ cm log k/k for an appropriate constant c, we have that H is a minor of G cm log k/k . The corresponding minor mapping is the composition ψ 3 • ψ 1 . Observe that each step can be done in polynomial time, except the application of Lemma 11, which takes f 2 (G) time. Thus the total running time can be bounded by
Complexity of binary CSP
In this section, we prove our main result for binary CSP (Theorem 2). The proof relies in an essential way on the Sparsification Lemma: The main strategy of the proof of Theorem 2 is the following. First we show that a 3SAT formula φ with m clauses can be turned into a binary CSP instance I of size O(m) (Lemma 15). By the embedding result of Lemma 4, for every G ∈ G , the primal graph of I is a minor of G (q) for an appropriate q. This implies that we can simulate I with a CSP instance I whose primal graph is G (Lemma 16 and Lemma 17). Now we can use the assumed algorithm for CSP(G ) to solve instance I , and thus decide the satisfiability of formula φ . If the treewidth of G is sufficiently large, then the assumed algorithm is much better than the treewidth based algorithm, which translates into a 2 o(m) algorithm for the 3SAT instance. By Theorem 14, this means that n-variable 3SAT can be solved in time 2 o(n) , i.e., ETH fails.
Lemma 15. Given an instance of 3SAT with n variables and m clauses, it is possible to construct in polynomial time
an equivalent CSP instance with n + m variables, 3m binary constraints, and domain size 3.
Proof. Let φ be a 3SAT formula with n-variables and mclauses. We construct an instance of CSP as follows. The CSP instance contains a variable x i (1 ≤ i ≤ n) corresponding to the i-th variable of φ and a variable y j (1 ≤ j ≤ m) corresponding to the j-th clause of φ . Let D = {1, 2, 3} be the domain. We try to describe a satisfying assignment of φ with these n + m variables. The intended meaning of the variables is the following. If the value of variable x i is 1 (resp., 2), then this represents that the i-th variable of φ is true (resp., false). If the value of variable y j is , then this represents that the j-th clause of φ is satisfied by its -th literal. To ensure consistency, we add 3m constraints. Let 1 ≤ j ≤ m and 1 ≤ ≤ 3, and assume that the -th literal of the j-th clause is a positive occurrence of the i-th variable. In this case, we add the binary constraint (x i = 1 ∨ y j = ): either x i is true or some other literal satisfies the clause. Similarly, if the -th literal of the j-th clause is a negated occurrence of the i-th variable, then we add the binary constraint (x i = 2 ∨ y j = ). It is easy to verify that if φ is satisfiable, then we can assign values to the variables of the CSP instance such that every constraint is satisfied, and conversely, if the CSP instance has a solution, then φ is satisfiable.
If G 1 is a minor of G 2 , then an instance with primal graph G 1 can be easily simulated by an instance with primal graph G 2 : each variable of G 1 is simulated by a connected set of variables in G 2 that are forced to be equal. Proof. For simplicity, we assume that both G 1 and G 2 are connected; the proof can be easily extended to the general case. If G 2 is connected, then we can assume that ψ is onto. For each constraint c i = s i , R i of I 1 , we construct a constraint of I 2 as follows. Let s i = (u, v). Since ψ is a minor mapping, there has to be at least one edge e = u v in G 2 such that u ∈ ψ(u) and v ∈ ψ(v). Select such an edge and add the constraint (u , v ), R i to the constructed instance I 2 . Furthermore, for each edge xy of G 2 , we add a constraint:
Assume that I 1 has a solution f 1 :
This follows from the way we defined the constraints of I 2 and from the fact that ψ(x) is connected. Therefore, we can define f 1 : 
An instance with primal graph G (q) can be simulated by an instance with primal graph G if we set the domain to be the q-tuples of the original domain. We define the relation R v 1 ,v 2 such that (x 1 , x 2 ) is a member of R v 1 ,v 2 if and only if the corresponding assignment g is a solution of the induced instance
Assume that I 1 has a solution f 1 : V 1 → D 1 . For every v ∈ V 2 , let us define f 2 (v) to be the member of D 2 corresponding to the assignment f 1 restricted to ψ(v). It is easy to see that f 2 is a solution of I 2 : this follows from the trivial fact that for every edge
Assume now that I 2 has a solution f 2 : Proof (of Theorem 2) . Assume that there is an algorithm with running time f (G) I tw(G)/(log tw(G)·ι(tw(G))) , where ι is an unbounded function. We can assume that ι is nondecreasing. We present a reduction from 3SAT to CSP(G ) such that this reduction, together with the assumed algorithm for CSP(G ), is able to solve 3SAT in subexponential time. The crucial point of the reduction is how to select an appropriate G from G . The higher the treewidth of G, the more we gain in the running time. However, G has to be sufficiently small such that some additional factors (such as the time spent on finding G) are not too large.
Since G is recursively enumerable and has unbounded treewidth, there is an algorithm A that, given an integer k, finds a graph G ∈ G with tw(G) ≥ k in time g(k), for some function g. Using algorithm A, it is not difficult to construct an algorithm B that, given an integer m ≥ m 0 (where m 0 is a constant), constructs a graph G in time O(m) such that Let H be the primal graph of I 1 . Let us run algorithm B with input m to obtain a graph G ∈ G and let k := tw(G) = h(m). For simplicity, we assume that G has no isolated vertices as they can be handled in a straightforward way. By Lemma 4, H is a minor of G (q) for q = O(m log k/k) and we can find a minor mapping ψ in time
by Property 2 above). Therefore, by Lemma 16, I 1 can be turned into an instance I 2 with primal graph G (q) , which, by Lemma 17, can be turned into an instance I 3 with primal graph G and domain size 3 q . Clearly,
contradicting ETH (the last equality follows from the fact that ι(k) = ι(h(m)) is unbounded as m tends to infinity).
Complexity of homomorphism
The aim of this section is to extend Theorem 2 in the framework of the homomorphism problem for relational structures, which is the standard way of studying CSP in the theoretical literature. As we shall see, in this formulation the complexity of the problem depends on the treewidth of the core of the left-hand side. Furthermore, as in [12] , we state the result only for bounded-arity relational structures.
Let us recall the standard definitions of the homomorphism problem (see [7, 12] ). A vocabulary τ is a finite set of relation symbols of specified arities. The arity of τ is the maximum of the arities of all relational symbols it contains. A τ-structure A consists of a finite set A called the universe of A and for each relation symbol R ∈ τ, say, of arity k, a k-ary relation R A ⊆ A k . We say that a class C of structures is of bounded arity if there is a constant r such that the arity of the vocabulary of every structure in C is at most r. A homomorphism from a τ-structure A to a τ-structure B is a mapping h : A → B from the universe of A to the universe of B that preserves all relations, that is, for all R ∈ τ, say, of arity k, and all tuples (a 1 ,... ,a k ) ∈ R A it holds that (h(a 1 ),... ,h(a k )) ∈ R B . Let A denote the length of the representation of A. We assume that A = O(|τ| + |A| + ∑ R∈τ |R A | · arity(R)) for a τ-structure A with universe A.
A substructure of a relational structure A is a relational structure B over the same vocabulary τ as A where B ⊆ A and R B ⊆ R A for all R ∈ τ. If B is a substructure of A, but A = B, then B is a proper substructure of A.
The notion of treewidth can be defined for relational structures the following way. A tree decomposition of a τ-structure A is a pair (T, X ), where T = (I, F) is a tree, and X = (X i ) i∈I is a family of subsets of A such that for each R ∈ τ, say, of arity k, and each (a 1 ,... ,a k ) ∈ R A there is a node i ∈ I such that {a 1 ,... ,a k } ⊆ X i , and for each a ∈ A the set {i ∈ I | a ∈ X i } is connected in T . The width of the decomposition (T, X ) is max{|X i | | i ∈ I} − 1, and the treewidth of A, denoted by tw(A), is the minimum of the widths of all tree decompositions of A.
The primal graph of a structure A with vocabulary τ is a graph with vertex set A where two elements a , a ∈ A are connected if and only if there is a relational symbol R ∈ τ, say, of arity k, such that R has a tuple (a 1 ,...,a k ) ∈ R with a , a ∈ {a 1 ,... ,a k }. It can be shown that the treewidth of the primal graph of A equals the treewidth of A.
A core of a relational structure A is a substructure A of A such that there is a homomorphism from A to A , but there is no homomorphism from A to a proper substructure of A . We say that a relational structure A is a core if it is its own core. It is well-known that the every relational structure A has a core and the cores of A are isomorphic with each other. Let us denote by ctw(A) the treewidth of the core of A.
Given a CSP instance I = (V, D,C), one can construct in polynomial time two relational structures A and B with universe V and D, respectively, such that the solutions of I correspond to the homomorphisms from A to B. Thus the homomorphism problem of relational structures generalize constraint satisfaction. Formally, in the homomorphism problem the input is a pair (A, B) of relational structures and the task is to decide whether there is a homomorphism form A (the left-hand side structure) to B (the right-hand side structure). If A and B are two classes of relational structures, then we denote by HOM(A , B) the restriction of the homomorphism problem where A ∈ A and B ∈ B. We denote by the symbol − the class of all relational structures. Thus HOM(A , −) restricts the structure of the constraints, while HOM(−, B) restricts the constraint language.
If ctw(A) ≤ k, then the homomorphism problem (A, B) can be solved in time n O(k) [12, 4] (where n is the length of the input, which is O ( A + B ) ). The main result of this section is that there is no class A of structures such that HOM(A , −) can be solved significantly faster: 
