Abstract. The ionosphere at high latitudes is the site of important effects in space weather. These include strong electrical currents that may disrupt power systems through induced currents and density irregularities that can degrade HF and satellite communication links. 
Introduction
The coupling of energy and momentum from the solar wind to the Earth's magnetosphere is a critical link in the chain of events that begins with the ejection of solar mass and energy and ends with the effects in the near-Earth environment that are characterized as space weather. The high-latitude regions are especially sensitive to changes in the solar wind plasma; the first clear sign of the onset of a major geomagnetic disturbance is often seen in the auroral ionosphere. The manner in which the ionosphere responds to solar wind factors has long been studied for scientific insight into the physics of the coupling processes. More recently, it has been realized that the ionosphere at high latitudes can be monitored for comprehensive and timely information on space weather conditions.
The high-latitude ionosphere is closely coupled to the outer magnetosphere by the lines of force of the geomagnetic field. These are highly conducting and allow electric fields to map and Greenwald, 1996] . The convection electric fields produce strong ionospheric currents that can disrupt power systems, generate irregularities that degrade satellite and HF communications, and affect sensitive systems by redistributing ionospheric ionization and structure throughout the high-latitude regions.
One important aim is the forecasting of disturbances in the near-Earth space environment of concern for human health and technology. It is also important to characterize, by "nowcasting," the current conditions, both as an assessment of immediate risk and for information to update the forecasts. As is the case with conventional weather, distributed measurements of key parameters are necessary to both nowcast and forecast the weather in space.
With the impetus provided by the National Space Weather Program, it has been recognized that accurate determination of ionospheric electric fields in the high-latitude regions would constitute a space weather diagnostic with broad operational application. Ideally, this would include the ability to "image" the convection on global scales with spatial and temporal resolutions sufficient to track all the effects of interest. Information on the electric field would provide a critical test of the comprehensive MHD codes that are being developed to forecast space weather. An analogy can be drawn with terrestrial weather predictions for which distributed measurements of temperature and pressure are assimilated into first-principles computer codes. The success of the predictive efforts will likely hinge on their ability to incorporate "ground truth" measurements of such important parameters as the ionospheric electric field.
One response of the research community to the need for diagnostic measurements has been to adapt the Super Dual Auroral Radar Network (SuperDARN) system to real-time specification of conditions in the high-latitude ionosphere. A recent critical development has been the establishment of Internet links to the radars. This has made it possible to monitor the observations of the radars and process summary 
SuperDARN Nowcast of the High-Latitude Ionosphere
The SuperDARN radars operate around the clock and 365 days a year. The scan repeat rate is usually 2 min, although faster 1-min scans are increasingly being scheduled. On April 6, 2000, the scanning was performed at the 2-min rate. The radars ran the Common Mode program, which is optimal for mapping the large-scale convection. Internet links were available for six of the seven radars then constructed. The seventh (Stokkseyri) has since been equipped with an Internet connection. In this demonstration we will deviate from the real-time processing that was performed on this day by including the Stokkseyri data. We expect that future nowcasting at the JHU/APL web site will include real-time data downloads from all of the existing and planned radars. For a discussion of the basic operation of a SuperDARN HF radar, see Greenwald et al. [1985 Greenwald et al. [ , 1995 . In Appendix A the interested reader will find a discussion of some of the technical aspects of running the real-time connections. We also provide a guide to navigating the JHU/APL SuperDARN web site for space weather products. In the following we :00  18:00   •  ;  ,  ,  ,  ,  ,  I  ,  ,  ,  ,  , customized analysis of particular events can be requested. We welcome comments and suggestions for further improvement.
Appendix A
The generation of real-time products at the JHU/APL SuperDARN web site depends on the timely transmission of data from the remote HF radar sites to computers at JHU/APL. The data transmission system consists of two parts, the remote servers that provide real-time data feeds from the radar sites and local clients that receive the data at JHU/APL.
Here we describe some technical aspects of the real-time operation of SuperDARN and provide a guide to the nowcast products.
The remote server is run as part of the Radar Operating System at each radar site and uses the standard Transmission Control/Internet Protocol (TCP/IP) to transfer data to one or more remote clients. The program listens for connection requests from remote clients. Once a client has been connected, the program will receive a packet of data each time the radar completes a sounding. This is an example of "server push," as the client passively waits to receive data. By contrast, the Web operates using "client pull," where data are requested by a web browser from an otherwise passive server.
The main real-time data products available at JHU/APL are the global ionospheric convection maps and the Java Display Applet. The network connections to the radars are fairly low bandwidth, and if too many clients tried to connect to the radars, the links would quickly become clogged. To solve this problem there is a special program run at JHU/APL that acts as both client and server. It acts as a client by connecting to a radar site and receiving data, and it acts as a server by relaying that data to one or more other clients. This means that only one connection is required to a radar site, and the entire network load is moved to the system at JHU/APL. A necessary step in generating the convection maps is to clean up the raw data received from the radar sites. Twominute blocks of data are filtered to remove noise and to extract only those observations associated with ionospheric irregularities. The observations are mapped to a global grid as described by Ruohoniemi and Baker [1998] . The result of this processing is a text file containing the line of sight velocities of the ionospheric scatter observed during a 2-min scan. These files, one for each radar, are combined together to create a single file containing all the observations of the whole network. Data from other sources, such as incoherent scatter radars, are added to the SuperDARN data when available. The velocity data are fit to an expansion of the electrostatic potential in terms of spherical harmonic functions, and the resulting global convection pattern is displayed on the web page.
We consider the time delay in presentation of the real-time products. The Java Display Applet is updated with the transmission of each data packet from the radar, where a packet contains the summary information for a single beam sounding. This is quite fast, and the delay of the Applet behind current time is usually less than a minute and often barely more than the 7-s beam sounding period. The generation of the convection map, on the other hand, requires downloads of data for three consecutive scans, including the scan after the scan under consideration. Also, downloads are sought from all of the radars, and the connections for some may be slow or inactive. To cope with this, the processing software waits a designated period to capture the data required for the designated scan. If incomplete, it times out and proceeds to generate a pattern. The total delay resulting from these considerations is usually 8-10 min. (This figure can be reduced through certain economies and trade-offs should the need arise.) It will also be appreciated that the nowcast patterns are provisional, in that they might not be based on all the velocity measurements that will eventually become available or use the optimal settings of the various fitting parameters.
The real-time products are accessible from the JHU/APL SuperDARN homepage through the link to "Real-Time Products". Plate 6 provides a guide for accessing specific items. Note that the real-time convection map is currently updated every minute although the usual scan period is 2 min.
