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WASSERSTEIN DISTANCE ON CONFIGURATION SPACE
L. DECREUSEFOND
Abstrat. We investigate here the optimal transportation problem on
onguration spae for the quadrati ost. It is shown that, as usual,
provided that the orresponding Wasserstein is nite, there exists one
unique optimal measure and that this measure is supported by the graph
of the derivative (in the sense of the Malliavin alulus) of a onave
(in a sense to be dened below) funtion. For nite point proesses, we
give a neessary and suient ondition for the Wasserstein distane to
be nite.
1. Introdution
The optimal transportation problem stems bak to the eighteenth entury
when G. Monge addressed the optimal way to move earth partiles from
one loation to another. It is only in the forties of the last entury that
Kantorovith gave this problem its modern form and a omplete solution.
Aording to the Kantorovith approah, the optimal transportation problem
or Monge-Kantorovith problem (MKP for short) reads as follows: given two
probability measures µ and ν on a Polish spae X and a ost funtion c on
X ×X, does there exist a probability measure γ on X ×X whih minimizes∫
cdβ among all probability measures β on X × X with rst (respetively
seond) marginal µ (respetively ν) ? One an furthermore ask whether the
optimal measure is unique and whih properties it has. So far, the mainly
investigated situations suppose thatX = Rn or a nite-dimensional manifold
with a ost funtion whih is c(x, y) = h(|x − y|) where h is a onvex (or
onave) funtion on R.
Varying ost funtions and underlying spaes yields to numerous inter-
esting inequalities often with optimal onstants (see [Vil03℄ and referenes
therein) or to new insights on known theorems suh as Strassen Theorem
about stohasti ordering (see [RR98a, RR98b℄). Moreover, in a large part
of investigated ases, the optimal measure is unique and is supported by the
graph of a funtion T , i.e., γ = (Id⊗T )∗µ. This map T gives raise to a ou-
pling, said optimal, between the measure µ and ν: If A is a r.v. distributed
aording to µ then T (A) is distributed aording to ν and this onstrution
of the two distributions on the same probability spae is optimal in the sense
that it minimizes E[c(A,B)] among all the r.v. B distributed aording to
ν. Optimal oupling is a well known tool to obtain inequalities between ran-
dom variables (see [Tho00℄) but to the best of our knowledge, the optimal
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oupling has to be expliitly built to obtain these bounds. Meanwhile, op-
timal transportation theory in the solved ases, indiates that the optimal
oupling (or transportation) map an be written as the graph of a on-
ave funtion, so independently of the preise desription of the map, one
an obtain interesting inequalities just knowing this property of the optimal
map.
Our goal is here to develop the theory of optimal transportation for point
proesses (or onguration spaes) with the objetive to obtain a mahinery
yielding inequalities similar to those obtained by the Stein's method [BHJ92,
BM02, BC01, BX00℄.
The rst step is to dene a ost between ongurations. Several possi-
bilities an be envisioned, we hose here a ost with a strong physial in-
terpretation: given two ongurations (or sets of points), (x1, · · · , xm) and
(y1, · · · , ym), the ost is roughly dened as infσ∈m
∑
j |xj − yσ(j)|
2
where m
is the group of permutations over {1, · · · , m} (see 3 for the preise deni-
tion). The point is then to determine the ost to go from a onguration
with m points to a onguration with m′ points, when m 6= m′. In order to
keep a physial meaning to the denition of our ost, it seems sensitive to
impose an innite value to something whih is impossible. The negative on-
sequene of this hoie is that severe onstraints are imposed (see Theorem
4.2) on two nite point proesses for their Wasserstein distane to be nite.
On the other hand, the positive onsequene is that the optimal measure
has a well dened struture. These onstraints disappear when we deal with
loally nite but not nite point proesses and we still have a rigid struture
for the optimal measure. It turns out that proving here the uniqueness and
desribing the form of the optimal measure is highly similar to the proof of
the same properties for the Wiener spae (see [FÜ04℄).
This paper is organized as follows : we desribe the Monge-Kantorovith
Problem in its general settings for a generi ost funtion on a produt of
two abstrat Polish spaes, sine we will need to instantiate these general
results to dierent partiular situations in the subsequent setions. Setion 3
is devoted to general properties of the Wasserstein distane on onguration
spaes irrespetive to the properties of niteness of the onsidered point
proesses. In Setion 4, we work under the assumption that only a nite
number of atoms are random in the µ-ongurations and we slightly modify
our ost funtion to simultaneously solve optimal transportation between
nite point proesses and pave the way to the analysis for loally nite point
proesses. This latter analysis is done in Setion 5.
2. Preliminaries
For X and Y two Polish spaes, for µ (respetively ν) a probability mea-
sure on X (respetively Y ), Σ(µ, ν) is the set of probability measures on
X × Y whose rst marginal is µ and seond marginal is ν. We also need
to onsider a lower semi ontinuous funtion c from X × Y to R+. The
Monge-Kantorovith problem assoiated to µ, ν and c, denoted by MKP(µ,
ν, c) for short, onsists in nding
(1) inf
γ∈Σ(µ, ν)
∫
X×Y
c(x, y)dγ(x, y).
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More preisely, sine X and Y are Polish and c is l.s.., it is known from
the general theory of optimal transportation, that there exists an optimal
measure γ ∈ Σ(µ, ν) and that the minimum oinides with
sup
(F,G)∈Φc
(
∫
X
F dµ+
∫
Y
Gdν),
where (F, G) belongs whenever F ∈ L1(dµ), G ∈ L1(dν) and F (x)+G(y) ≤
c(x, y). We will denote by Tc(µ, ν) the value of the inmum in (1). Solving
the Monge-Kantorovith problem on Polish spaes, is then essentially proving
the niteness of (1) and the uniqueness of the optimal measure. For X =
Y = Rk and c taken to be the square eulidean distane, we have the seond
moment ondition: for Tc(µ, ν) to be nite it is suient that
∫
‖x‖2 dµ
and
∫
‖x‖2 dν are nite, where ‖x‖ is the eulidean norm (see [Vil03℄). For
further referene, we denote by Te (where e stands for eulidean) this distane
between probability measures onR
k
. If µ is the Gaussian measure onRk and
ν is absolutely ontinuous with respet to µ with Radon-Nikodym density
L, it is suient that L has a nite entropy, i.e., the µ-expetation of L lnL
is nite, for Te(µ, Lµ) to be nite. This riterion extends to the innite
dimensional setting where X = Y is a Wiener spae and c(x, y) = 2−1‖x −
y‖2H , where H is the assoiated Cameron-Martin spae (see [FÜ04℄). In
full generality, we know from [RR98a℄ that if there exist F ∈ L1(dµ) and
G ∈ L1(dν) suh that c(x, y) ≤ F (x) +G(y), then Tc(µ, ν) is nite.
One the niteness of Tc is ensured, it remains to know whether the op-
timal measure is unique. For, it is essential to see that a measure γ ∈
Σ(µ, ν), is optimal if and only if its support is c-ylially monotone (see
[Lev99, Rüs96℄) : for any ((xi, yi), i = 1, · · · ,m) ∈ (supp γ)
m
, we have
m∑
i=1
c(xi, yi) ≤
m∑
i=1
c(xi, yσ(i)),
for any σ ∈ m, the group of permutations over {1, · · · , m}. Moreover, the
support of any optimal measure is inluded in the c-super-gradient of a c-
onave funtion: For F : X → R¯ = R ∪ {+∞}, its c-super-gradient, ∂cF,
is the subset of ΓX × ΓY of (x, y) suh that c(x, y) <∞ and
F (x)− F (z) ≥ c(x, y)− c(z, y), for any z suh that F (z) < +∞.
The setion at x, ∂cF (x), is the set {y ∈ Y, (x, y) ∈ ∂cF}. A funtion
F : X → R is alled -onave if there exist a set index I, (yi, i ∈ I) a
family of elements of Y and (ai, i ∈ I) a family of real numbers suh that
F (x) = inf
i∈I
(c(x, yi) + ai).
If we prove that the c-super gradient of a c-onave funtion is single valued,
we are done, i.e., we have proved the uniqueness of the optimal measure.
Indeed, if ∂cF (x) is redued to a singleton for µ-a.s. any x ∈ X, this means
that ∂cF (x) is losed and the seletion theorem then indues that there exists
a measurable map T suh that (x, y) belongs to ∂cF if and only if y = T (x).
The uniqueness follows then from the following lemma whih we borrow from
[FÜ04℄.
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Theorem 2.1 (See [FÜ04℄). Let X and Y be two Polish spaes and c be a
lower-semi-ontinuous funtion from X × Y to R+ ∪ {+∞}. Consider the
Monge-Kantorovith problem assoiated to the marginals µ on X, ν on Y
and c. Assume that for any optimal measure γ, there exists a measurable map
Tγ suh that supp γ ⊂ {(x, Tγ(x)), x ∈ supp µ}. Then, there exist a unique
optimal measure γ and a unique measurable map T suh that γ = (Id⊗T )∗µ.
Proof. For any probability measure γ on X × Y , we denote by J(γ) the
integral of c with respet to γ:
J(γ) =
∫
X×Y
c(x, y)dγ(x, y).
Assume that γ1 and γ2 are two dierent optimal measures. Sine J is linear
with respet to γ, γ0 = (γ1 + γ2)/2 is also optimal. We denote by T0 a
map whose graph ontains the support of γ0. Furthermore, for i = 1, 2, γi
is absolutely ontinuous with respet to γ0. We denote by Li the Radon-
Nikodym derivative of γi with respet to γ0. For any f ∈ Cb(X), we have∫
X
f(x)dµ(x) =
∫
X×Y
f(x)dγi(x, y)
=
∫
X×Y
f(x)Li(x, y)dγ0(x, y)
=
∫
X
f(x)Li(x, T0(x))dµ(x).
Therefore, we must have Li(x, T0(x)) = 1 µ-a.s. or in other words, Li = 1
γ0-a.s. for i = 1, 2. This means that γ1 = γ2 and then the uniqueness of the
optimal measure for MKP(µ, ν, c).
Assume now that there exist two maps T1 and T2 suh that γ = (Id⊗Ti)
∗µ.
This implies that for any f ∈ Cb(X), f ◦T1 = f ◦T2 µ-a.s. hene that T1 = T2
µ-almost surely. 
The simplest way to prove that the c super-gradient of a c-onave funtion
is single-valued is to show that a c-onave is dierentiable in some sense.
That is why, we need to introdue a notion of gradient on onguration spae.
The notations are mainly those of [AKR98℄. Let ΓX be the onguration
spae over a Polish spae X, i.e.,
ΓX = {η ⊂ X; η ∩K is a nite set for every ompat K ⊂ X}.
We identify η ∈ ΓX and the positive Radon measure
∑
x∈η εx. Throughout
this paper, ΓX is endowed with the vague topology, i.e., the weakest topology
suh that for all f ∈ C0 (ontinuous with ompat support on X), the maps
η 7→
∫
f dη =
∑
x∈η
f(x)
are ontinuous. When f is the indiator funtion of a subset B, we will use
the shorter notation η(B) to denote the integral of 1B with respet to η. We
denote by B(ΓX) the orresponding Borel σ-algebra.
The intensity measure of a probability measure µ on ΓX , is denoted by
Eµη and dened by (Eµη)(B) = Eµ[η(B)], for any B ∈ B(ΓX). We assume
heneforth that Eµη is a positive Radon measure on B(ΓX).
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In what follows, we will take X = Rk for some k ≥ 1. Let V (X) be the
set of C∞ vetor elds on X and V0(X) ⊂ V (X), the subset onsisting of all
vetor elds with ompat support. For v ∈ V0(X), for any x ∈ X, the urve
t 7→ Vvt (x) ∈ X
is dened as the solution of the following Cauhy problem
(2)


d
dt
Vvt (x) = v(V
v
t (x)),
Vv0 (x) = x.
The assoiated ow (Vvt , t ∈ R) indues a urve (V
v
t )
∗η = η ◦ (Vvt )
−1
, t ∈ R,
on ΓX : If η =
∑
x∈η εx then (V
v
t )
∗η =
∑
x∈η εVvt (x).
Hypothesis I. Throughout this paper, we assume that µ (or ν) is a Borel
probability measure on ΓX suh that the following onditions hold.
i) η({x}) ∈ {0, 1} for all x ∈ X and µ-a.s. η.
ii) Either µ(η : η(X) < +∞) = 1 or µ(η : η(X) = +∞) = 1.
iii) For all v ∈ V0(X) and t ∈ R, µ is quasi-invariant with respet to the
ow (Vvt )
∗
of ΓX , i.e., µ ◦ ((V
v
t )
∗)−1 is equivalent to µ.
We are then in position to dene the notion of dierentiability on ΓX .
A measurable funtion F : ΓX → R is said to be dierentiable if for any
v ∈ V0(X), the following limit exists:
lim
t→0
t−1 (F ((Vvt )
∗η)− F (η)) .
We then denote ∇ΓvF (η) the preeding limit and by ∇
Γ
xF (η) the orrespond-
ing gradient (see [AKR98℄) whih is dened by the identity:∫
∇ΓxF (η).v(x)dη(x) = ∇
Γ
vF (η),
for all v ∈ V0(X).
3. Wasserstein distane
We onsider on X = Rk the ost funtion as d(x, y) = 2−1‖x− y‖2 where
‖x‖ denote the eulidean norm of x ∈ X and we dene a ost between
ongurations (see also [BM02, BX00, Xia00℄) as the 'lifting' of d on ΓX :
c(η1, η2) = inf
{∫
d(x, y)dβ(x, y), β ∈ Γη1,η2
}
,
where Γη1,η2 denotes the set of β ∈ ΓX×X having marginals η1 and η2.
Aording to [RS99℄, c is lower semi ontinuous on ΓX × ΓX . We an then
set the Monge-Kantorovith problem for onguration spaes.
Denition 1. Let µ and ν be two probability measures on (ΓX ,B(ΓX)).
We say that a probability γ on (ΓX × ΓX ,B(ΓX × ΓX)) is a solution of the
Monge-Kantorovith Problem assoiated to the ouple (µ, ν) and to the ost
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c (MKP(µ, ν, c) for short) if the rst marginal of γ is µ, the seond one is ν
and if
J(γ) =
∫
c(η, ζ) dγ(η, ζ)
= inf
{∫
c(η, ζ) dβ(η, ζ) : β ∈ Σ(µ, ν)
}
Sine ΓX is Polish, this inmum is attained and is equal to
sup{
∫
F (η)dµ(η) +
∫
G(ζ)dν(ζ) : (F,G) ∈ Φc},
where Φc is the set of pairs of measurable, real-valued funtions F and G
suh that F (resp. G) belongs to L1(dµ) (resp. L1(dν)) and F (η)+G(ζ) ≤
c(η, ζ). The Wasserstein distane between µ and ν is the square root of
Tc(µ, ν).
Sine the ost c is innite whenever the two ongurations do not have
the same mass, we have the following theorem.
Theorem 3.1. Let µ and ν be two probability measures on the onguration
spae ΓX . If the Monge-Kantorovith ost, with respet to c, is nite then
µ(η(X) = n) = ν(η(X) = n) for any n ∈ N ∪ {+∞}.
Proof. There exists at least one measure γ suh that
∞ >
∫
c(η, ω)dγ(η, ω)
=
∫
η(X)=ω(X)
c(η, ω)dγ(η, ω) +
∫
η(X)6=ω(X)
c(η, ω)dγ(η, ω).
This implies that γ(η(X) 6= ω(X)) = 0. It follows that
ν(ω(X) = n) = γ(ω(X) = n)
= γ(ω(X) = n; η(X) = n) + γ(ω(X) = n; η(X) 6= n)
= γ(ω(X) = n; η(X) = n),
for any n ∈ N ∪ {+∞}. By the very same reasoning, it also holds that
µ(η(X) = n) = γ(ω(X) = n; η(X) = n) for any n and thus that µ(η(X) =
n) = ν(η(X) = n) for any n ∈N ∪ {+∞}. 
4. Finite point proesses
Consider Λ a ompat set of X and let ζ be xed in ΓΛc . We dene cζ as:
cζ : ΓΛ × ΓX → R
+ ∪ {+∞}
(η, ω) 7→ c(η + ζ, ω).
Let µ be a probability measure on ΓΛ and ν a probability measure on ΓX ,
we denote by Tcζ(µ, ν) the cζ-Wasserstein distane between µ and ν:
Tcζ(µ, ν) = inf
γ∈Σ(µ, ν)
∫
Λ×X
cζ(η, ω)dγ(η, ω).
Sine Λ is ompat and Eµη is supposed to be a Radon measure, the on-
gurations of ΓΛ have µ-a.s. a nite number of atoms. It it then useful to
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think of ΓΛ as the disjoint union of the spaes Γ
(n)
Λ for n running from 0 to
innity, where
Γ
(n)
Λ = {η ∈ ΓΛ, η(Λ) = n}.
Then, onsider Λ˜n = {(x1, · · · , xn) ∈ Λ
n, xi 6= xj for i 6= j}, there is a
bijetion snΛ between Λ˜
n/n and Γ
(n)
Λ :
snΛ : Λ˜
n/n −−→ Γ
(n)
Λ
{x1, · · · , xn} 7−→
n∑
i=1
εxi .
The topology of Λ˜n/n indued by the usual topology of Λ
n
thus denes a
loally ompat metrizable Hausdor topology on Γ
(n)
Λ . Sine Λ is ompat,
this topology oinides with the restrition to Γ
(n)
Λ of the vague topology on
ΓΛ. We put on Γ
(n)
Λ , B(Γ
(n)
Λ ) the assoiated Borel σ-algebra. For any map F
from ΓΛ into a measurable spae (Y,Y), for any integer n, we an onsider,
Fn, the restrition of Fn to Γ
(n)
Λ :
Fn : Γ
(n)
Λ → Y
η 7→ Fn(η) = F (η).
Sine Γ
(n)
Λ is losed in ΓΛ, it is a Polish spae and Fn is measurable from
(Γ
(n)
Λ , B(Γ
(n)
Λ )) into (Y, Y).
We now identify σ ∈ n and its ation over Λ˜
n
, whih maps x = (x1, · · · , xn)
to σx = (xσ(1), · · · , xσ(n)). Let F
s
n be a measurable funtion from Λ˜
n
into
a measurable spae (Y, Y). We say that F sn is symmetri whenever for any
σ ∈ n, F
s(σx) = F s(x) for any x ∈ Λ˜n. Identify now Λ˜n/n with a subset Λ
′
of Λ˜n, sine Λ˜n has n! disjoint onneted omponents, the map
jn : Λ˜n −→ Λ˜n/n × n
x 7−→ (x¯, σ) = (jn1 (x), j
n
2 (x)),
where σ is suh that σx = x¯ ∈ Λ′, is an homeomorphism. Furthermore, jn1
is a loal dieomorphism. Hene, any symmetri measurable (respetively
ontinuous or dierentiable) funtion F sn from Λ˜
n
into R an be identied
with a measurable (respetively ontinuous or dierentiable) funtion Fn
from Γ
(n)
Λ into R with
Fn(η) = F
s
n
(
j−1((snΛ)
−1(η), σ)
)
for any σ ∈ n or equivalently with
Fn(η) =
1
n!
∑
σ∈n
F sn
(
j−1((snΛ)
−1(η), σ)
)
.
Conversely, any funtion Fn from Γ
(n)
Λ into R gives raise to a symmetri fun-
tion F sn from Λ˜
n
into R by F sn(x) = F (s
n
Λ(j1(x))), with the same regularity
(measurable, ontinuous or dierentiable). Aordingly, every probability
measure µn on Γ
(n)
Λ an be viewed as a symmetri (i.e., invariant under the
ation of n) probability measure µ
s
n on Λ˜
n
and vie-versa.
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Let µ be a probability measure on ΓΛ and onsider the disintegration of
µ along the map (η 7→ η(Λ)):
µ(B) =
∑
n≥0
µ(B | η(Λ) = n)P(η(Λ) = n).
We denote by µn the measure µ(. | η(Λ) = n). The measure P(η(Λ) = n)µn
is the so-alled Janossy measure of order n (see [DVJ03℄). We say that µ is
regular whenever for any n ≥ 1, µsn, the symmetri measure assoiated to
µn, is absolutely ontinuous with respet to the Lebesgue measure on Λ˜
n
.
Remark 4.1. Sine X is Polish it an embedded as a Gδ in a ompat metri
spae X ′. If a probability measure ν on ΓX is suh that ν(ω(X) < +∞) =
1, we an embed (ΓX ,B(ΓX), ν) into (ΓX′ ,B(ΓX′), νX′), with supp νX′ =
supp ν and νX′(ω(X) < +∞) = 1. Thus, all the previous results established
on ΓΛ are valid on ΓX′ hene on ΓX . In partiular to every probability
measure νn on ΓX ⊂ ΓX′, we an assoiate, as above, a symmetri probability
measure, νsn on X˜
n
.
The next theorem follows from the previous onsiderations.
Theorem 4.1. Assume that µ is a regular probability measure on ΓΛ and
let F be measurable from ΓΛ into R. Then, F is µ-a.s. dierentiable, on its
domain, if and only if F sn is µ
s
n-a.s. dierentiable, on its domain, for any
integer n.
The eulidean symmetri ost on Xn, denoted by csn, is dened as:
csn(x, y) = inf
σ∈n
1
2
‖x− σy‖2.
It is immediate that
(3) csn(x, y) = c (s
n
Λ(j
n
1 (x)), s
n
Λ(j
n
1 (y)))
and that
(4) c(η, ω) = csn(x, y)
for any x ∈ (snΛ ◦ j
n
1 )
−1({η}) and any y ∈ (snΛ ◦ j
n
1 )
−1({ω}).
Lemma 4.1. A funtion F sn from Λ˜
n
into R is csn-onave if and only if
F sn − ‖x‖
2/2 is onave in the usual sense and F sn is symmetri.
Proof. By its very denition, a csn-onave funtion F
s
n is of the form:
(5) F sn(x) = inf
i∈I
(csn(x, yi) + ai) = inf
i∈I
σ∈n
(
1
2
‖x− σyi‖
2 + ai),
where yi belongs to Λ˜
n
for any i ∈ I. This learly implies that F sn is symmet-
ri and eulidean-onave and eulidean-onavity is known to be equivalent
to the onavity of (x 7→ F sn(x) − ‖x‖
2/2) in the usual sense (see [Vil03℄),
hene the result.
It only remains to prove that F sn symmetri and eulidean-onave an be
written as in (5). Sine F sn is eulidean onave,
F sn(x) = inf
i∈I
(
1
2
‖x− yi‖
2 + ai),
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for some index set I, (ai, i ∈ I) a family of real numbers and (yi, i ∈ I) some
elements of Xn. Sine F sn is symmetri, F
s
n(x) = F
s
n(σx) = infσ∈n F
s
n(σ(x))
thus
F sn(x) = inf
i∈I
σ∈n
(
1
2
‖σx− yi‖
2 + ai) = inf
i∈I
σ∈n
(
1
2
‖x− σyi‖
2 + ai).
The proof is thus omplete. 
It follows from the Lebesgue-a.s. dierentiability of onave funtion that
we have:
Corollary 4.1. Let n ≥ 1 and F sn be a c
s
n-onave funtion. Then, F
s
n is
Lebesgue-a.s. dierentiable on its domain.
Corollary 4.2. Let n ≥ 1, µsn an absolutely ontinuous measure on Λ˜
n
and
F sn a c
s
n-onave funtion. Then, ∂csnF
s
is µsn-a.s. single-valued.
Proof. We already know (see Corollary 4.1) that F sn is Lebesgue-a.s. dier-
entiable. From (4), it is lear that
∂c
s
nF sn(x) = ∂
c∅Fn
(
snΛ(j
n
1 (x))
)
.
The previous theorem implies that the rightmost set is redued to a singleton
for µsn-almost-all x, hene the result. 
Remind now that for two ongurations η + ζ and ω at nite c distane,
βη+ζ, ω is one measure on ΓX×X whih realizes this distane.
Denition 2. For any η ∈ ΓX , for any Λ ⊂ X, π
Λ(η) = η ∩ Λ. For any
map t from X to X, we assoiate the map tΓ from ΓX to itself, dened by
tΓ(
∑
x∈η
εx) =
∑
x∈η
εt(x) for any η =
∑
x∈η
εx
For any probability measure µ on ΓX , π
Λµ is the image measure of µ by πΛ.
For any η = (η1, η2) ∈ ΓX ×ΓX , we set pi(η) = ηi for i = 1, 2. Aordingly,
for any probability measure γ on ΓX×ΓX , piγ the image of γ by pi. We also
introdue πΛi := π
Λ ◦ pi, thus π
Λ
1 (η, ω) is the restrition to Λ of η. For any
onguration β on X ×X, dene rΛ by:
rΛ : ΓX×X → ΓX×X
β 7→ rΛβ = β ∩ (Λ×X).
At last, rΛi denotes pi ◦ r
Λ
.
The main result of this setion is the following.
Theorem 4.2. Let µ (resp. ν) be a probability measure on ΓΛ (resp. ΓX)
satisfying Hypothesis I and ζ ∈ ΓΛc. Assume that µ is regular and that
Tcζ(µ, ν) is nite. Then, for any optimal measure ρ, there exists a cζ-onave
funtion F suh that suppρ ⊂ ∂cζF and for any ω ∈ ∂cζF (η),
rΛ(βη+ζ, ω) =
∑
x∈η
ε(x, x−∇ΓxF (η)),
for any βη+ζ, ω realizing c(η + ζ, ω).
10 L. DECREUSEFOND
Proof. ΓΛ and ΓX are Polish spaes hene there exists at least an optimal
measure ρ and a cζ-onave funtion F suh that supp ρ ⊂ ∂
cζF . By the
denition of cζ-onavity, for any η ∈ ΓΛ,
F (η) = inf
i∈I
(c(η + ζ, ωi) + ai)
= inf
i∈I
inf
̟i⊂ωi
(c(η, ̟i) + c(ζ,̟
c
i ) + ai)
Sine c(ζ,̟ci )+ai does not depend on η, F
s
n is c
s
n-onave for any integer n.
Then Corollary 4.1 implies that F sn is Lebesgue-a.s. dierentiable, whih in
turn entails that F sn is µ
s
n-a.s. dierentiable, sine µ
s
n is absolutely ontinuous
with respet to the Lebesgue measure. Thus, aording to Corollary 4.1 and
Theorem 4.1, F has µ-a.s. diretional derivatives for any v ∈ V0(Λ). Let
v ∈ V0(Λ), any ω ∈ ∂
cζF (η) must satisfy
F ((Vvt )
∗η)− F (η) ≤ c((Vvt )
∗η + ζ, ω)− c(η + ζ, ω),
for any t ∈ R and c(η + ζ, ω) < +∞. For any βη+ζ, ω realizing c(η + ζ, ω),
c((Vvt )
∗η + ζ, ω) ≤
1
2
∫
Λ×X
‖Vvt (x)− y‖
2
dβη+ζ, ω
+
1
2
∫
Λc×X
‖x− y‖2 dβη+ζ, ω.
Hene,
F ((Vvt )
∗η)− F (η) ≤
1
2
∫
Λ×X
(‖Vvt (x)− y‖
2 − ‖x− y‖2)dβη+ζ, ω.
Divide the two terms of this inequality by t > 0 and let t go to 0, we get
d
dt
F ((Vvt )
∗η)|t=0 ≤
∫
Λ×X
(x− y).v(x)dβη+ζ, ω(x, y).
Applying this inequality to −v, we dedue that for any v ∈ V0(Λ),
∇ΓvF (η) =
∫
Λ×X
(x− y).v(x)dβη+ζ, ω(x, y).
We infer from this relation that for any ω ∈ ∂cζF (η),
rΛ(βη+ζ, ω) =
∑
x∈η
ε(x, Id−∇ΓxF (η)),
for any βη+ζ, ω realizing c(η + ζ, ω). 
The last theorem means that only a part of any element ω of ∂cζF (η) is
uniquely determined, namely the part whih will be married to η in an opti-
mal oupling between ω and η+ζ. Nonetheless, when ζ = ∅, this means that
∂c∅(η) is redued to one point whih is (Id−∇ΓF )Γ(η) =
∑
x∈η εx−∇ΓxF (η).
Corollary 4.3. Assume that µsn and ν
s
n are two absolutely ontinuous, sym-
metri, probability measures on Λ˜n and that Tcsn(µ
s
n, ν
s
n) is nite. Then there
exists a unique optimal measure ρn for MKP(µ
s
n, ν
s
n, c
s
n) and there exists a
unique map tsn suh that ρn = (Id ⊗ t
s
n)
∗µsn.
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Proof. View Λ˜n as a subset of the Polish spae Λn. Sine Λn\Λ˜n has a null
Lebesgue measure, we an then view µsn and ν
s
n as absolutely ontinuous,
symmetri, probability measures on Λn. Sine Λn is Polish, there exists at
least one optimal measure for MKP(µsn, ν
s
n, c
s
n). For any optimal measure ρ,
there exists a csn-onave funtion fn suh that suppρ ⊂ ∂csnfn. Aording
to Corollary 4.2, ∂csnfn is µ
s
n-a.s. single-valued, hene the uniqueness of ρn
and tn follows from Theorem 2.1. 
We an then state:
Theorem 4.3. Let µ be a regular probability measure on ΓΛ and ν be a
probability measure on ΓX . The Monge-Kantorovith distane, assoiated to
c, between µ and ν is nite if and only if the following two onditions hold
(a) µ(η(Λ) = n) = ν(ω(X) = n) for any integer n ≥ 0,
(b)
∑
n≥1 Tc(µn, νn)
2µ(η(Λ) = n) is nite.
Moreover, we have
(6) Tc(µ, ν)
2 =
∑
n≥1
Tc(µn, νn)
2µ(η(Λ) = n),
and there exists a unique c-onave map F suh that the unique optimal
measure ρ is given by
ρ = (Id ⊗ (Id−∇ΓF )Γ)∗µ,
where
(Id−∇ΓF )Γ(η) =
∑
x∈η
εx−∇ΓxF (η).
Proof. If Tc(µ, ν) is nite then aording to Theorem 3.1, ondition (a) is
satised. Thus, we have
Tc(µ, ν)
2 = inf
γ∈Σ(µ, ν)
∑
n≥1
∫
η(Λ)=ω(X)=n
c(η, ω)dγ(η, ω)
= inf
γ∈Σ(µ, ν)
∑
n≥1
∫
ΓnΛ×ΓX
c(η, ω)d(γ | η(Λ) = n)(η, ω) µ(η(Λ) = n)
=
∑
n≥1
inf
γn∈Σ(µn, νn)
∫
ΓnΛ×ΓX
c(η, ω)dγn(η, ω) µ(η(Λ) = n)
=
∑
n≥1
Tcsn(µ
s
n, ν
s
n)
2 µ(η(Λ) = n)
=
∑
n≥1
Tc(µn, νn)
2 µ(η(Λ) = n),
where µsn (resp. ν
s
n) is the symmetri measure on Λ˜
n
orresponding to µn
(resp. µsn). Let ρ an optimal measure whose existene is guaranteed beause
ΓΛ and ΓX are Polish, we infer from Theorem 4.2 that there exists a c
∅
-
onave funtion F whose c∅-super-gradient is µ-a.s. single valued suh that
suppρ ⊂ ∂c∅F . Aording to Theorem 2.1, this implies that ρ and T are
unique and that ρ = (Id ⊗ T )∗µ. At last, Theorem 4.2 entails that T =
(Id−∇ΓF )Γ.
12 L. DECREUSEFOND
In the onverse diretion, sine µ is regular and Tc(µn, νn) = Tcsn(µ
s
n, ν
s
n)
is nite for any n ≥ 1, there exists, for any n ≥ 1, aording to Corollary
4.3, a measure ρsn suh that
Tcsn(µ
s
n, ν
s
n)
2 =
∫
Λ×X
csn(x, y)dρn(x, y).
Now, we set
ρ(A) =
∑
n≥1
ρn
(
A ∩ (Γ
(n)
Λ × ΓX)
)
µ(η(Λ) = n).
Sine µ(η(Λ) = n) = ν(η(Λ) = n) and sine ρsn belongs to Σ(µn, νn), it is
lear that ρ belongs to Σ(µ, ν). Moreover, we have:∫
ΓΛ×ΓX
c(η, ω)dρ(η, ω) =
∑
n≥1
µ(η(Λ) = n)
∫
Γ
(n)
Λ ×ΓX
c(η, ω)dρn(η, ω)
=
∑
n≥1
µ(η(Λ) = n)
∫
Λn×Xn
csn(x, y)dρ
s
n(x, y)
=
∑
n≥1
µ(η(Λ) = n)Tcsn(µ
s
n, ν
s
n)
2,(7)
and the last quantity is nite aording to the hypothesis. Thus, τc(µ, ν) is
nite. It remains to prove that ρ onstruted above is optimal. For, remind
that, as mentioned in the preliminaries, it is suient that supp ρ be c-
ylially monotone. We infer from the niteness of
∫
cdρ that for any (η, ω)
in suppρ, η(Λ) = ω(X). For m any integer, let
(
(ηi, ωi), i = 1, · · · ,m
)
be
a family of elements of supp ρ. Set In = {i ∈ 1, · · · , m, ηi(Λ) = n}, we an
then write
m∑
i=1
c(ηi, ωi) =
+∞∑
n=1
∑
i∈In
c(ηi, ωi).
Let σ ∈ m, if for some n, σIn diers from In then
∑
i∈In
c(ηi, ωi) is innite
and it is lear that
m∑
i=1
c(ηi, ωi) ≤
m∑
i=1
c(ηi, ωσ(i)).
Thus, we now assume that for any n ≥ 1, σIn = In, i.e., ωi(Λ) = ωσ(i)(Λ)
for any i = 1, · · · , m. Sine for any n ≥ 1, ρsn is c
s
n-ylially monotone, so
does ρn. Moreover, suppρ ∩ In = ρn, thus for any n ≥ 1,∑
i∈In
c(ηi, ωi) ≤
∑
i∈In
c(ηi, ωσ(i)).
By summation, we infer that
∑m
i=1 c(ηi, ωi) ≤
∑m
i=1 c(ηi, ωσ(i)) for any σ ∈
m. This amounts to say that suppρ is c-ylially monotone, hene that ρ
is an optimal measure (unique aording to the rst part of the proof) for
MKP(µ, ν, c). We dedue from (7) that (6) holds true. 
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4.1. Example : Wasserstein distane with respet to a Poisson pro-
ess. Let σ be a diuse (by whih we mean absolutely ontinuous with re-
spet to the Lebesgue measure) Radon measure on X, the Poisson measure
on ΓX with intensity σ, denoted by µσ, is the unique probability measure on
(ΓX ,B(ΓX)) suh that
(8) E[exp(
∫
f dη)] = exp
(∫
X
(ef(x) − 1)dσ(x)
)
,
for all f ∈ C0. It is well known that µσ satises Hypothesis I and µσ is regular
sine µn = σ
⊗n
, thus the previous results apply. Let σ1 and σ2 two diuse
probability measures on X with nite Wasserstein distane with respet to
the eulidean ost on X = Rk:
Te(σ1, σ2)
2 = inf
γ∈Σ(σ1, σ2)
1
2
∫
X×X
‖x− y‖2 dγ(x, y) < +∞.
We denote by t the transport map from σ1 to σ2 and φ its potential, i.e., the
onvex map from X → R suh that ∇φ = t. By ∇, we mean here the usual
gradient in X. For W and Y two spaes and f : W → R and g : Y → R, we
denote by f ⊕ g the map dened on W × Y by (f ⊕ g)(x, y) = f(x) + g(y).
Lemma 4.2. The map t⊗(n) : (x1, . . . , xn) ∈ X
n 7→ (t(x1), . . . , t(xn)) is the
transport map from σ⊗n1 to σ
⊗n
2 . Moreover,
Te(σ
⊗n
1 , σ
⊗n
2 )
2 = nTe(σ1, σ2)
2.
Proof. It is immediate that t⊗(n) ≡ ∇(⊕ni=1φ) and that ⊕
n
i=1φ is onvex, thus
t⊗(n) is ylially monotone (with respet to the squared eulidean ost on
Xn). Moreover, (t⊗(n))∗(ν⊗n1 ) = ν
⊗n
2 , hene t
⊗(n)
is the optimal transport
map between ν⊗n1 and ν
⊗n
2 . Then,
Te(σ
⊗n
1 , σ
⊗n
2 )
2 =
∫
Xn
1
2
‖x− t⊗(n)(x)‖2 dσ⊗n1 (x)
=
n∑
j=1
∫
X
1
2
‖xj − t
⊗(n)(xj)‖
2
dσ1(xj)
= nTe(σ1, σ2)
2.
The proof is thus omplete. 
It then follows from Theorem 4.3 that:
Theorem 4.4. For σ1 and σ2 two diuse probability measures on X, if
Te(σ1, σ2) < +∞ then Tc(µσ1 , µσ2) is nite. If t = ∇φ are respetively the
transport map and its assoiated potential for MKP(σ1, σ2, ce) then
T =
∑
n≥1
t⊗(n)1
Γ
(n)
X
and Φ =
∑
n≥1
(⊕ni=1φ)
Γ
1
Γ
(n)
X
,
are respetively the transport map and the assoiated potential for the Monge-
Kantorovith problem MKP(µσ1 , µσ2 , c). Moreover,
(9) Tc(µσ1 , µσ2) = Te(σ1, σ2).
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Remark 4.2. For nite point proesses, it is possible to dene a ost between
ongurations by
cb(η, ω) =
1
η(X)
c(η, ω).
We would then have
Tcb(µσ1 , µσ2)
2 = (1− e−1)Te(σ1, σ2)
2.
This distane Tcb appears in papers of Barbour et al. [BB92, Xia00℄.
A Cox proess is a doubly-stohasti Poisson proess: σ is now a random
variable in the set of diuse Radon measures on X and onditionally to
σ, the point proess is a Poisson proess of intensity σ. By onditioning
with respet to the intensities, the proof given above yields to the following
theorem.
Theorem 4.5. If µ and ν are two Cox proesses of random intensities σ1
and σ2 respetively, suh that E [Te(σ1, σ2)] is nite. Then,
Tc(µσ1 , µσ2) = E [Te(σ1, σ2)] .
5. Loally finite point proesses
We now only assume that µ is the law of a loally nite point proess :
µ(η(Λ) < +∞) = 1 for all ompat sets Λ but µ(η(X) = +∞) = 1. We an
no longer work on the graded spae ∪n≥1Γ
(n)
X sine it is µ-negligible. We are
in fat reminded the ase of the Wiener spae. There is thus no big surprise
that we an follow losely the beautiful method of [FÜ04℄.
Lemma 5.1. Let µ and ν be two probability measures on ΓX suh that
Tc(µ, ν) is nite. Let γ be one optimal measure and Λ be a ompat set of
X. Consider the disintegration of γ along the projetion πΛ
c
1 , i.e.,
γ(.) =
∫
ΓΛc
γ(. |πΛ
c
1 (η, ω) = ηΛc) dµΛc(ηΛc),
where µΛc is the image measure of µ by π
Λc
. Denote by γ(. | ηΛc) the regular
version of the onditional probability γ(. |πΛ
c
1 (η, ω) = ηΛc). Then, µΛc-a.s.,
γ(. | ηΛc) is an optimal measure for MKP(p1γ(. | ηΛc), p2γ(. | ηΛc), cηΛc ).
Remark 5.1. If we denote by (N, M) a ouple of random variables whose
distribution is γ and if NΛ(η, ω) := N(η) ∩ Λ, then the previous lemma
stands that onditionally to (NΛc = ηΛc), the law of (ηΛc+NΛ, M) is optimal
for MKP(γηΛc+NΛ |NΛc=ηΛc , γM |NΛc=ηΛc , cηcΛ). Note that within this setting,
sine the law of N is µ, it is lear that
γN |NΛc=ηΛc = µN |NΛc=ηΛc i.e., p1γ(. | ηΛc) = µ(. | ηΛc).
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Proof of Lemma 5.1. Aording to the denition of an optimal measure,
Jc(γ) =
∫
c(η, ω)dγ(η, ω)
=
∫
c(πΛη + πΛ
c
η, ω)dγ(η, ω)
=
∫
ΓΛc
dµΛc(ηΛc)
∫
ΓX×ΓX
c(ηΛc + π
Λη, ω)dγ(η, ω | ηΛc)
=
∫
ΓΛc
dµΛc(ηΛc)
∫
ΓΛ×ΓX
cηΛc (η, ω)d(π
Λ ⊗ Id)γ(η, ω | ηΛc)
= JcηΛc ((π
Λ ⊗ Id)γ(. | ηΛc)).
Now, note that (πΛ⊗ Id)γ(. | ηΛc) has marginals π
Λµ(. | ηΛc) and p2γ(. | ηΛc)
whih are probability measures on ΓΛ and ΓX respetively. LetM1(ΓΛ×ΓX)
be the set of probability measures on ΓΛ × ΓX . Dene the sets B and C as
B =
{
(ηΛc , θ) : θ ∈ Σ(π
Λµ(. | ηΛc), p2γ(. | ηΛc)
}
C =
{
(ηΛc , θ) : JcηΛc (θ) < JcηΛc (γ(. | ηΛc))
}
.
LetK be the projetion on ΓΛc of C. Sine B and C are Borel, K is a Souslin
set, hene µΛc-measurable. Thus there exists a measurable map Θ from K
to M1(ΓΛ × ΓX) suh that (ηΛc , Θ(ηΛc)) belongs to C, for µΛc-almost-all
ηΛc . Dene a measure θ as:
θ =
∫
K
Θ(ηΛc)dµΛc(ηΛc) +
∫
Kc
(πΛ ⊗ Id)γ(. | ηΛc)dµΛc(ηΛc).
If µΛc(K) > 0 then
Jc(θ) =
∫
Kc
JcηΛc ((π
Λ ⊗ Id)γ(. | ηΛc))dµΛc(ηΛc)
+
∫
K
JcηΛc (Θ(ηΛ
c))dµΛc(ηΛc)
<
∫
Kc
JcηΛc ((π
Λ ⊗ Id)γ(. | ηΛc))dµΛc(ηΛc)
+
∫
K
JcηΛc ((π
Λ ⊗ Id)γ(. | ηΛc))dµΛc(ηΛc)
= Jc(γ),
whih is a ontradition to the optimality of γ. 
Theorem 5.1. Assume that the hypothesis of Lemma 5.1 holds and assume
that µ is regular. Let Λ be any ompat subset of X. Then, there exists a
measurable map TΛ from ΓX to itself suh that
γ
(
(η, ω) : rΛ2 ({βη, ω}) = TΛ(π
Λη, πΛ
c
η)
)
= 1
Proof. Fix ηΛc ∈ ΓΛc and dene CηΛc as the support of γ(. | ηΛc). Consider
the two sets:
KηΛc =
{
(η, rΛ2 ({βη+ηΛc , ω})) ∈ ΓΛ × ΓX : (η + ηΛc , ω}) ∈ CηΛc
}
and
KηΛc , η = {ω ∈ ΓX , (η, ω) ∈ KηΛc} .
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We know from Theorem 4.2 that for µΛc-almost all ηΛc , KηΛc , η is redued
to one point for µΛ(. | ηΛc)-almost-all η. Let
N = {(η, ηΛc) ∈ ΓΛ × ΓΛc : Card (Kη, ηΛc ) > 1},
N is a Souslin set, hene it is universally measurable. Let σ be the measure
dened as the image of µ under the projetion η 7→ (πΛη, πΛ
c
η). We then
have
σ(N) =
∫
ΓΛc
dµΛc(ηΛc)
∫
ΓΛ
1N (η, ηΛc)µ(dη | ηΛc) = 0.
Hene, µ and γ almost-surely, KηΛc , η is redued to a single-point and we
dene TΛ as the map whih sends (η, ηΛc) to this point. It is automatially
measurable by the seletion theorem. 
Theorem 5.2. Assume that the hypothesis of Lemma 5.1 holds and assume
that µ is regular. Let (Λn, n ≥ 1) be an inreasing sequene of ompat sets
suh that ∪n≥1Λn = X. Then, there exists a unique optimal measure γ and
a unique map T suh that
γ = (Id⊗T )∗µ.
Proof. Let γ be an optimal measure for MKP(µ, ν, c). Aording to Theo-
rem 5.1, we know that
rΛn2 ({βη, ω}) = TΛn(π
Λnη, πΛ
c
nη)
γ-a.s. for all integers n. Let B be a bounded subset of X, we learly have
rΛn2 (βη, ω)(B) ≤ ω(B) <∞,
for any βη, ω realizing c(η, ω). Thus, for γ-almost all (η, ω), the family
(rΛn2 ({βη, ω}), n ≥ 1) is tight in ΓX (see [Kal83℄). Hene, up to the extration
of a subsequene, one an assume that rΛn2 ({βη, ω}) onverges to ω. On the
other hand, πΛnη onverges to η and πΛ
c
nη onverges to ∅ as n goes to innity.
Dene T by T (η) = limn→∞ TΛn(π
Λnη, πΛ
c
nη), we learly have ω = T (η),
γ-a.s. The onlusion follows by Theorem 2.1. 
We didn't manage to nd any suient ondition whih would ensure the
niteness of the Wasserstein distane between two loally nite point pro-
esses. However, we do know that there exists some relevant ases. Consider,
for instane, we are given a Poisson proess of non-nite intensity σ1 and a
map h from X to itself suh that
∫
‖h‖2 dσ1 is nite. Then,
Tc(µσ1 , (Id+h
Γ)∗µσ1) ≤
1
2
E
[∑
x∈η
‖x− (Id+h)(x)‖2 dη(x)
]
=
1
2
∫
‖h‖2 dσ1 <∞.
Note that (Id+hΓ)∗µσ1 is a Poisson proess of intensity (Id+h)
∗σ1.
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