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THE DISTRIBUTION OF SELF-FIBONACCI DIVISORS
FLORIAN LUCA AND EMANUELE TRON
Abstract. Consider the positive integers n such that n divides the n-th
Fibonacci number, and their counting function A. We prove that
A(x) ≤ x1−(1/2+o(1)) log log log x/ log log x.
1. Introduction
The Fibonacci numbers notoriously possess many arithmetical properties in
relation to their indices. In this context, Fibonacci numbers divisibile by their
index constitute a natural subject of study, yet there are relatively few substantial
results concerning them in the literature.
Let A = {an}n∈N be the increasing sequence of natural numbers such that an
divides Fan : this is OEIS A023172, and it starts
1, 5, 12, 24, 25, 36, 48, 60, 72, 96, 108, 120, 125, 144, 168, 180, . . .
(as they have no common name, we dub them self-Fibonacci divisors). Let
moreover A(x) := #{n ≤ x : n ∈ A} be its counting function.
This kind of sequences has already been considered by several authors; we
limit ourselves to mentioning the current state-of-the-art result, due to Alba
Gonza´lez–Luca–Pomerance–Shparlinski.
Proposition 1.1 ([1], Theorems 1.2 and 1.3).(
1
4
+ o(1)
)
log x ≤ logA(x) ≤ log x− (1 + o(1))
√
log x log log x.
We improve the upper bound above as follows.
Theorem 1.2.
logA(x) ≤ log x−
(
1
2
+ o(1)
)
log x log log log x
log log x
. (1.1)
The main element of the proof is a new classification of self-Fibonacci divisors.
We now recall some basic facts about Fibonacci numbers. All statements in
the next lemma are well-known and readily provable.
Lemma 1.3. Define z(n) to be the least positive integer such that n divides Fz(n)
(the Fibonacci entry point, or order of appearance, of n). Then the following
properties hold.
• z(n) exists for all n ∈ N. In fact, z(n) ≤ 2n.
• gcd(Fa, Fb) = Fgcd(a,b) for a, b ∈ N.
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• z(p) divides p−
(p
5
)
for p prime,
(p
5
)
being the Legendre symbol.
• If a divides b, then z(a) divides z(b).
• z(lcm(a, b)) = lcm(z(a), z(b)) for a, b ∈ N. In particular, lcm(z(a), z(b))
divides z(ab).
• z(pn) = pmax(n−e(p),0)z(p) for p prime, where e(p) := vp(Fz(p)) ≥ 1 and vp
is the usual p-adic valuation.
From now on, we shall use the above properties without citing them.
Next comes a useful result concerning the p-adic valuation of Fibonacci num-
bers.
Lemma 1.4 ([4], Theorem 1).
v2(Fn) =


0, if n ≡ 1, 2 (mod 3);
1, if n ≡ 3 (mod 6);
3, if n ≡ 6 (mod 12);
v2(n) + 2, if n ≡ 0 (mod 12).
v5(Fn) = v5(n).
For p 6= 2, 5 prime,
vp(Fn) =
{
vp(n) + e(p), if n ≡ 0 (mod z(p));
0, if n 6≡ 0 (mod z(p)).
To end the section, we point out an interesting feature of the upper bound in
Theorem 1.2: it should be, up to a constant factor, best possible.
A squarefree integer n is a self-Fibonacci divisor if and only if z(p) divides
n for every prime p that divides n. This is certainly true if p −
(p
5
)
divides n
for every prime factor p of n. This is indeed strongly reminiscent of Korselt’s
criterion for Carmichael numbers: one should therefore expect heuristics for
self-Fibonacci divisors similar to those for Carmichael numbers to be valid; in
particular Pomerance’s [7], which would predict
logA(x) = log x− (1 + o(1))
log x log log log x
log log x
.
2. Arithmetical Characterisation
In this section, we show how A can be partitioned into subsequences that
admit a simple description.
Note that n divides Fn if and only if z(n) divides n and set
Ak := {n ∈ N : n/z(n) = k} .
Our next task is to prove the following characterisation of the Ak’s. Let
c(k) := minAk whenever Ak is not empty.
Theorem 2.1. Ak = ∅ if k is divisible by 8, 5 or p
e(p)+1 for an odd prime p.
Otherwise, if k =
∏
i
pαii ,
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• Ak =

c(k) · 5β1 ·
∏
i
pi 6=2,5
pβii

 as (β1, . . . , βt) ranges over Nt with the con-
ditions that either βi = 0 or βi ≥ e(pi)− vpi(k) if αi = e(pi), and βi = 0
if αi < e(pi), for every i, if k is odd or 2 times an odd number;
• Ak =

c(k) · 5β1 ·
∏
i
pi 6=5
pβii

 with (β1, . . . , βt) as before, if k is a multiple
of 4.
Proof. We shall henceforth implicitly assume that the primes we deal with are
distinct from 2 and 5, and all the proofs when some prime is 2 or 5 are easily
adapted using the modified statement of Lemma 1.4.
Suppose that, for some n, n/z(n) = k, and pd is the exact power of p that
divides k. Upon writing k = pdk′ and n = pdn′, with k′ coprime to p, this
becomes n′/k′ = z(pdn′). In particular,
d+ vp(n
′) ≤ vp(Fz(pdn′)) = vp(Fn′/k′) ≤ vp(n
′) + e(p),
which is absurd if d ≥ e(p) + 1, so that Ak = ∅ if p
e(p)+1 divides k.
Suppose on the other hand that k fulfills the conditions for Ak to be nonempty.
We want to know for which m ∈ N, given n ∈ Ak, mn is itself in Ak: this will give
the conclusion, once we know that all the numbers in the sequence are multiples
of a smallest number c(k) which belongs itself to Ak. The proof of this latter
fact is deferred to Theorem 2.2 since it fits better within that setting.
Suppose we have n ∈ Ak, and take m = p
a1
1 · · ·p
aw
w with ai > 0 for each i; set
n = pλ11 · · · p
λw
w n
′ with n′ coprime to m and λi ≥ 0 for each i. Then one has
k =
n
z(n)
=
pλ11 · · · p
λw
w n
′
z(pλ11 · · · p
λw
w n
′)
=
pλ11 · · · p
λw
w n
′
lcm(p
max(λ1−e(p1),0)
1 z(p1), . . . , p
max(λw−e(pw),0)
w z(pw), z(n′))
.
The pi-adic valuation of this expression is vpi(k), so in the denominator either
max(λi − e(pi), 0) is the greatest power of pi, or some of z(p1), . . . , z(pw), z(n
′)
has p-adic valuation λi − vpi(k) ≥ λi − e(pi). Furthermore, one has λi ≥ vpi(k),
as n has to be a multiple of k.
Now, the number
mn
z(mn)
=
pλ1+a11 · · · p
λw+aw
w n
′
z(pλ1+a11 · · · p
λw+aw
w n
′)
=
pλ1+a11 · · · p
λw+aw
w n
′
lcm(p
λ1+a1−e(p1)
1 z(p1), . . . , p
λw+aw−e(pw)
w z(pw), z(n′))
is equal to k if and only if its pi-adic valuation is vpi(k) for each i, that is
vpi(k) = λi + ai −max(λi + ai − e(pi), λi − vpi(k)).
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Suppose that the first term in the max is the greater, that is ai ≥ e(pi)−vpi(k).
The above equality reduces to vpi(k) = e(pi): so in this case each value ≥ e(pi)−
vpi(k) for ai, and each nonnegative value for λi is admissible, if vpi(k) = e(pi),
and no value is admissible if 0 ≤ vpi(k) < e(pi).
Suppose that the second term is the greater, that is ai < e(pi) − vpi(k). The
equality reduces to ai = 0, which is impossible.
Starting from c(k) and building all the members of Ak by progressively adding
prime factors, we find exactly the statement of the theorem. 
In the remainder of this section, we show that c(k) admits a more explicit
description.
Theorem 2.2. c(k) = k lcm
{
zi(k)
}∞
i=1
.
Proof. To prove first that such an expression is well-defined, we show that the
sequence of iterates of z eventually hits a fixed point.
First note that, for k =
∏
i
pαii , z(k) = lcm
{
p
max(αi−e(pi),0)
i z(pi)
}
i
: this is a
divisor of
k
rad(k)
lcm {z(pi)}i, where rad(k) =
∏
i
pi is the radical of k. Consider
now the largest prime factor P of k: if P ≥ 7, its exponent in the previous
expression decreases by at least 1 at each step, since the largest prime factor of
z(P ) is strictly smaller than P . Consequently, after at most vP (k) steps, the
exponent of P would have vanished. By iterating the argument concerning the
largest prime factor at each step, after a finite number ℓ of steps, zℓ(k) will have
only prime factors smaller than 7; set zℓ(k) = 2a3b5c.
Recall now Theorem 1.1 of [6]: the fixed points of z are exactly the numbers of
the form 5f and 12·5f . By noting that z(2a) = 3·2a−2, z(3b) = 4·3b−1, z(5c) = 5c,
we get that z(2a3b5c) = 2max(a−2,2)3max(b−1,1)5c. Since we can continue this until
a ≤ 2 and b ≤ 1, we are left with a few cases to check to show that the sequence
of iterates indeed reaches a fixed point.
As c(k) must be a multiple of k, call T := c(k)/k. Consider next the obvious
equalities
T = z(kT ),
z(T ) = z2(kT ),
z2(T ) = z3(kT ),
...
Write x
div
← y for the statement “y divides x”. Then we have that
T = z(kT )
div
← z(lcm(k, T ))
= lcm(z(k), z(T ))
= lcm(z(k), z2(kT ))
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div
← lcm(z(k), z(lcm(z(k), z(T ))))
= lcm(z(k), lcm(z2(k), z2(T )))
= lcm(z(k), z2(k), z3(kT ))
...
= lcm(z(k), z2(k), z3(k), . . . ).
Note that we have not used yet that kT is the smallest member of Ak; this
means the above reasoning works for any member of Ak, so that any number
in Ak is a multiple of k lcm(z(k), z
2(k), z3(k), . . . ). If we manage to prove that
k lcm(z(k), z2(k), z3(k), . . . ) is indeed in the sequence, we will obtain the divisi-
bility argument we needed in the proof of Theorem 2.1.
Thus, we want to prove that T = lcm
{
zi(k)
}∞
i=1
works; it is enough to prove
that the divisibilities we previously derived are equalities, or in other words that
z(kT ) = z(lcm(k, T )) for T defined this way.
If k =
∏
i
pαii with αi ≤ e(pi) for each i, then
T = lcm
(
z
(∏
i
pαii
)
, z2
(∏
i
pαii
)
, . . .
)
= lcm
(
lcm {z (pαii )}i , lcm
{
z2 (pαii )
}
i
, . . .
)
= lcm
(
{z (pαii )}i ,
{
z2 (pαii )
}
i
, . . .
)
and
z(kT ) = z
((∏
i
pαii
)
lcm
(
z
(∏
i
pαii
)
, z2
(∏
i
pαii
)
, . . .
))
.
We would like to bring the
∏
i
pαii into the least common multiple, but some
power of pi could divide the iterated entry point of some other prime to a higher
power. Define then m(ph) to be the largest exponent of a power of ph that divides
zi(pj) as i and j vary; thus
z
((∏
i
pαii
)
lcm
(
z
(∏
i
pαii
)
, z2
(∏
i
pαii
)
, . . .
))
=z
(
lcm
({
p
m(pi)+αi
i
}
i
, z
(∏
i
pαii
)
, z2
(∏
i
pαii
)
, . . .
))
= lcm
({
z
(
p
m(pi)+αi
i
)}
i
,
{
z2 (pαii )
}
i
,
{
z3 (pαii )
}
i
, . . .
)
.
We need this to be equal to
lcm
(
{z (pαii )}i ,
{
z2 (pαii )
}
i
,
{
z3 (pαii )
}
i
, . . .
)
= lcm(z(k), z(T )) = z(lcm(k, T )).
All that is left to do now is to remark that this is true if and only if their
pi-adic valuations are equal for each i, or in other words, as pi is coprime to
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z(pαii ) = z(pi),
max(m(pi) + αi − e(pi)), m(pi)) = m(pi),
and this is evident. 
3. The proof of Theorem 1.2
Let x ≥ 10. One of our ingredients is the following result from [3].
Lemma 3.1 ([3], Theorem 3). As x→∞,
# {n ≤ x : z(n) = m} ≤ x1−(1/2+o(1)) log log log x/ log log x,
uniformly in m.
Let n ∈ A(x). By Theorem 2.1, every self-Fibonacci divisor is of the form
c(k)m, where m is composed of primes that divide k. Thus, write n = c(k)m,
where every prime factor of m divides k. Let C(x) := xlog log log x/ log logx. We
distinguish two cases.
Case 1. k ≤ x/C(x).
Let A1(x) be the subset of such n ∈ A(x). We fix k and count possible m’s
because c(k) is determined by k; we use an idea similar to the one of the proof
of Theorem 4 in [2]. Clearly, m has at most ω(k) distinct prime factors. Define
next Ψ(x, y) to be the number of positive integers ℓ ≤ x whose largest prime
factor P (ℓ) satisfies the inequality P (ℓ) ≤ y, and let ps be the s-th prime. If
Pk is the set of the prime divisors of k, the quantity of numbers m ≤ x all of
whose prime factors are in Pk is of course at most Ψ(x, pω(k)) ≤ Ψ(x, 2 log x) for
x large enough. Here we used the fact that ps < s(log s+ log log s) for all s ≥ 6
(Theorem 3 of [8]) together with ω(k) < 2 log k/ log log k for all k ≥ 3. Classical
estimates on Ψ(x, y), such as the one of de Bruijn (see, for example, Theorem 2
on page 359 in [9]), show that if we put
Z :=
log x
log y
log
(
1 +
y
log x
)
+
y
log y
log
(
1 +
log x
y
)
,
then the estimate
log Ψ(x, y) = Z
(
1 +O
(
1
log y
+
1
log log(2x)
))
(3.1)
holds uniformly in x ≥ y ≥ 2. The above estimates (3.1) with y = 2 log x imply
that there are at most C(x)(3 log 3−2 log 2+o(1))/ log log log x = C(x)o(1) values of m for
any fixed k. Summing up over k, we get that
#A1(x) ≤ C(x)
o(1)
∑
k≤x/C(x)
1 ≤
x
C(x)1+o(1)
(x large). (3.2)
Case 2. x/C(x) < k ≤ x.
Here, we have kz(k) ≤ c(k) ≤ x, whence z(k) ≤ C(x). Fix z(k) = z in
[1, C(x)]. By Lemma 3.1, if we put Bz := {n ∈ N : z(n) = z}, then the
inequality
#Bz(t) ≤ t/C(t)
1/2+o(1) holds as t→∞. (3.3)
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We now let k ∈ Bz. Then n ≤ x is a multiple of kz. The number of such n is
⌊x/kz⌋ ≤ x/kz. Summing up the above inequality over k ∈ Bz and using partial
summation and (3.3), we have
x
z
∑
k∈Bz
x/C(x)<k≤x
1
k
=
x
z
∫ x
x/C(x)
d#Bz(t)
t
=
x
z
(
#Bz(t)
t
∣∣∣t=x
t=x/C(x)
+
∫ x
x/C(x)
#Bz(t)
t2
dt
)
≤
x
z
(
#Bz(x)
x
+
∫ x
x/C(x)
dt
tC(t)1/2+o(1)
)
=
x
z
(
1
C(x)1/2+o(1)
+
1
C(x)1/2+o(1)
∫ x
x/C(x)
dt
t
)
=
(1 + o(1))x logC(x)
zC(x)1/2+o(1)
=
x
zC(x)1/2+o(1)
,
where in the above calculation we used the fact that
C(t)1/2+o(1) = C(x)1/2+o(1) uniformly in t ∈ [x/C(x), x] as x→∞.
We now sum over z ∈ [1, C(x)], and obtain that
#A2(x) ≤
x
C(x)1/2+o(1)
∑
1≤z≤C(x)
1
z
=
(1 + o(1))x logC(x)
C(x)1/2+o(1)
=
x
C(x)1/2+o(1)
(x→∞). (3.4)
The desired conclusion now follows from (3.2) and (3.4).
4. Comments
Of course, the methods we presented apply equally well to other Lucas se-
quences, where analogues of Theorems 2.1, 2.2 and 1.2 hold; we chose to display
the Fibonacci case, when the classification takes a particularly simple form.
To conclude, we make some observations to promote future progress. The
problem of finding lower bounds for A(x) requires completely different ideas; one
can prove that
logA(x) = log# {n ≤ x : c(n) ≤ x, n squarefree}+O
(
log x log log log x
log log x
)
,
so that in order to prove A(x) = x1+O(log log logx/ log log x) unconditionally one would
need to build many squarefree n with small c(n). The best we managed to prove
is that log c(n) < 3P (n) (by double counting), and log c(n) < 7
∑
p|n
(log p)2 (by
induction), but neither of these is sufficient. This hints at building numbers n
for which their prime factors share most of their Pratt-Fibonacci trees (Pratt
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trees built with the factors of z(p) as children of a node pδ, taken with their
exponents).
The set of numbers n with small c(n) is both small and large in a certain sense:
it has asymptotic density 0 and exponential density 1, conjecturally.
It is indeed likely that c(n) is quite large for most n. Recall that putting
F (n) := rad
(∏
k≥1
φk(n)
)
,
then in [5] it is proved that the inequality
F (n) > n(1+o(1)) log logn/ log log logn
holds for n tending to infinity through a set of asymptotic density 1. Since c(n)
is quite similar to F (n), we conjecture that a similar result holds for c(n) as well.
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