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Chapter 1
Introduction
Re´sume´ e´tendu en franc¸ais
Depuis son existence sur Terre l’homme n’a cesse´ d’ame´liorer son niveau de vie aussi
bien du point de vue substantiel que mate´riel. Ainsi les moyens de transport ont progresse´
lui facilitant ses de´placements. Mais ce de´veloppement ge´ne`re des exigences en terme de
se´curite´, de confort et de nuisance. Ainsi, les moyens de transport terrestres et ae´riens
repre´sentent une source importante des nuisances environnementales et sonores. De nos
jours, il s’agit donc de diminuer les e´missions des gaz a` effet de serre et de re´duire le
bruit au voisinage des zones habite´es. Ce travail de the`se fait partie d’un projet europe´en
relatif a` la re´duction des nuisances lie´es a` la pollution et au bruit.
Les nuisances sonores des ve´hicules terrestres ou ae´riens sont devenues de plus en
plus une pre´occupation importante de part l’accroisement de la population expose´e au
bruit. Des normes de re´duction de bruit ont e´te´ impose´es par l’union Europe´enne sur
les avions civils. Les sources de bruit pour un ve´hicule ae´rien peuvent eˆtre soit d’origine
ae´rodynamique soit d’origine purement me´canique. Les sources sont diverses, notons
e´videmment le bruit induit par la motorisation, mais e´galement celui pre´sent lors des
phases de de´collage et d’atterrissage, provenant de la sortie du train, des e´le´ments hy-
persustentateurs ou du sifflement de petites cavite´s pre´sentes sur la cellule ou l’aile.
Des dispositifs de controˆle passif ou actif sont alors envisage´s pour re´duire le bruit a´ la
source.
Le projet AeroTranet dans lequel est implique´ ce travail, est un projet de forma-
tion par la recherche (Early stage research Training) Marie-Curie EST. Il consiste
en particulier a` offrir une structure scientifique et technologique de formation ainsi
qu’a` apporter un comple´ment de connaissances sur un proble`me donne´. Il permet de
de´velopper des collaborations entre universite´s europe´ennes. Pour ce projet, sont im-
plique´es l’universite´ de Leicester, l’Universite´ de Rome, l’e´cole polytechnique de Turin
et l’Institut National Polytechnique de Toulouse a` travers l’IMFT. Le projet est focalise´
sur le cas d’un e´coulement de cavite´ dont on e´tudie l’ae´rodynamique et l’ae´roacoustique
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par diffe´rents moyens d’investigation expe´rimentale ou nume´rique, et dans le but de
controˆler le bruit e´mis.
A l’IMFT, l’outil utilise´ est la simulation nume´rique pour analyser l’e´coulement et
identifier les e´ve´nements lie´s a` la dynamique des structures cohe´rentes et aux principales
sources de bruit acoustique.
Ajoutons que les motivations de l’e´tude sont lie´es au fait que la cavie´ est a` la fois
pre´sente dans les ve´hicules tant terrestres qu’ ae´riens, et que ces e´tudes, en plus de pro-
poser une e´ventuelle re´duction de bruit, peuvent donner lieu a` une re´duction de traˆıne´e
et donc de la consommation en carburant, via le controˆle des de´collements. On espe`re
au final diminuer l’impact e´cologique de l’homme.
Du point de vue scientifique, l’e´coulement de cavite´ comporte plusieurs phe´nome`nes
physiques comme la couche cisaille´e instationniaire, le de´tachement tourbillonnaire, les
de´collements, les instabilite´s et les effets tridimensionnels.
L’objectif scientifique de ce travail est de de´terminer les sources acoustiques dans
l’e´coulement proche et lointain d’une cavite´ avec une couche limite amont turbulente, et
de caracte´riser cet e´coulement turbulent. Pour cela une analogie acoustique est couple´e
a` une simulation de grandes e´chelles via un calcul de la pression perturbe´e qui permet
de de´finir les niveaux sonores en SPL.
L’organisation de ce me´moire est comme suit: le chapitre 2 est relatif a` l’e´tude bibli-
ographique, le chapitre 3 s’inte´resse aux conditions d’entre´e et le calcul de la couche lim-
ite turbulente amont. Le chapitre 4 pre´sente le code de calcul, les parame`tres nume´riques
et physiques, et les cas tests calcule´s. Dans le chapitre 5, les re´sultats de l’e´coulement de
cavite´ sont analyse´s ainsi que ceux de l’analogie acoustique . Le dernier chapitre dresse
les conclusions et les perspectives.
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M. K. Gandhi said:
“Materialism and morality have an inverse relationship. When one increases, the
other decreases”.
1.1 Introduction
From the day one of the human life on earth, man started exploring surroundings to
understand its activities to adapt his way of life just to live. With the time, his thinking
has evolved to develop and modify things to handle the difficulties around him. He
started to develop his abilities to protect himself from other humans, rain, snow, sun or
fire. With the increase of population, he found ways to share water, food and shelter
with his community. With the discovery of wheel and his skill of taming animals around
him, he started exploring the land which was spread before him . His ability improved
with time and led him to cross water bodies with wooden logs, then with boats and
ships. He discovered fossil fuels and invented ways to use them to burn, to produce
energy and to cater his needs from cooking fast in homes to move fast on vehicles on
rails or on roads. After making a lot of trials (sometimes fatal) while exploring the
space above him, he found a way to fly heavier body faster than birds. Now, the
man with his fast paced community concentrates on safety and comfortable journey on
road, rail, on or under water, in the space above him or the space outside his planet.
Now he realises that he has more responsibilities on surroundings while making his life,
journey safe and comfortable. He creates lots of institutions on various disciplines to
observe, study and analyse the eco–cycle and to recommend the community about the
perturbations in the ecosystem. He recently found that his unoptimised or careless usage
of natural resources led to huge concern on the perturbations on the environment. Now
he communicates with other communities to decrease the exploitation of the natural
sources without compromising the quality of life. Governments on the world started
initiating lots of projects for reducing the pollution in any form. Every project got a
collection of experts from science, engineering and technology to perform research to
find every possible solution to reduce the pollution. More concern and restrictions are
laid before the (terrestrial, airborne and nautical) vehicle industry to reduce the carbon
emission.
Members of the European Commission initiated numerous projects with environ-
mental concern in their mind for the betterment of climate and the quality of life for the
present and future generations to follow. The PhD work presented here is a part of a
project whose aim is to reduce air and noise pollution which are generated from civilian
aircrafts, vehicles on rails and roads.
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Figure 1.1: An aircraft with landing wells during take off.1
1.2 Noise
The noise, defined as unwanted, excessive, uncomfortable sound, is a major problem in
day to day life. Researchers have known for years that exposure to excessively–loud noise
can cause changes in blood pressure as well as changes in sleep and digestive patterns
– all signs of stress on the human body. The very word “noise”itself derives from the
Latin word noxia, which means injury or hurt.
In 1996, the European Commission published the Green paper [1] which showed that
about 20% of the population in the European Union live in the so called ’grey areas’
where the noise exposure exceeds an equivalent noise level of 65 dB at daytime. The
same document discuss about variety of topics related to noise pollution such as exposure
of population to the noise level in their surroundings. European Union estimates the
external cost of noise pollution vary between 0.2% and 20% of Gross Domestic Product.
It mentions about the noise pollution from the vehicular transport apart from industrial
noise pollution. The European Commission considers living close to an airport to be a
possible risk factor for coronary heart disease and stroke, as increased blood pressure
from noise pollution can trigger more serious maladies and European Union terms the
neighbourhood as unhealthy and unacceptable place to live.
The most common noise sources can be divided into aerodynamic and mechanical.
There are various noise –generating elements on aircrafts which includes the engines,
the engine housing and airframe. Though sound produced by the engine is high. But
during take off and landing, the sound generated by the airframe components: landing
gears, high–lift devices, fuel vents are dominant. In general, noise control is an active
or passive means of reducing sound emissions, often incentivized by personal comfort,
environmental considerations or legal compliance. Effective noise control focuses on
reducing the noise from these sources as near of the source as possible. Locating the
source of sound and reducing the intensity or loudness of the sound can be done only
after a series of research by moving the engineers from industries and research scholars
from universities to work together.
1Courtesy:Paul Dopson, APG Photography.
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1.3 AeroTraNet Project
AeroTraNet is “Unsteady AEROdynamics TRAining NETwork in airframe components for
competitive and environmentally friendly civil transport aircraft”. This AeroTraNet is an
Early Stage research Training (EST) in the European Research Area (ERA). More details
about this project could be obtained from this link http://www.imft.fr/aerotranet
Marie Curie EST actions are aimed at offering structured scientific and/or tech-
nological training as well as providing complementary skills. The training focuses on
developing Science & Technological techniques, but it can also include more practical
skills such as research management and languages. The idea is to encourage participants
to take up long–term research careers by helping them to enhance their job prospects.
This is a multi–host initiative that brings together the excellent doctoral training
schools of four ERA research institutes of established international standing. The Uni-
versity of Leicester, United Kingdom, the Universita` degli Studi Roma Tre, Italy, the
Politecnico di Torino, Italy and the Institut de Me´canique des Fluides de Toulouse,
France are combining their doctoral training expertise and excellent research facilities
to deliver a flexible, well–integrated, student–focused EST programme with a novel Eu-
ropean dimension. This project focuses on aircraft aerodynamics, going beyond tradi-
tional time–averaged or statistical approaches and introducing time–dependent methods
for aeronautical research at an early stage of career development. One common research
topic was chosen by these four institutes to solve the unsteady flow over airflow fuel
vents (i.e cavities of rectangular and cylindrical shapes) by different investigating meth-
ods such as experiments and/or numerical simulation.
In Institut de Me´canique des Fluides de Toulouse, usage of numerical simulation is
proposed as the method of choice to identify the flow events that are related to the
dynamics of coherent structures and are the main acoustic noise sources in the cavity
flow.
1.4 Motivation and Objectives
Cavity flows are studied for practical purposes such as reduction of drag, energy con-
sumption and unnecessary noise. Cavities represents the landing gears, fuel vents of air
borne vehicles and in the terrestial vehicles they are found as windows of train coaches,
space between wagons of trains, sun roof and windows of cars. These unavoidable
cavities generates noise inside the cabin space giving high human discomfort and also
disturbs the ecological system which involves humans, birds and animals who live near
the roadways, railways and runways. Figure 1.2 shows a civilian aircraft with landing
gears engaged.
Not only by the noise pollution, the ecological system is also affected by the air
pollution. Carbon emission from the engine of the vehicles is increased due to more
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consumption of fossil fuel with increase of drag on the vehicle with cavities.
Apart from noise and air pollution, the structure and components of the vehicles fail
without warning due to the fatigue. The load or drag weakens the mechanical properties
of the material. This increases the weight and volume of the vehicle in whole.
Cavity flows contains a wide range of physical phenomenon like unsteady shear layer,
vortex shedding, recirculation eddies, instabilities and three dimensional effects. The
main objective of this PhD work is to determine the sound sources at near and far field
of the cavity with an incoming thick turbulent boundary layer and to investigate the
turbulence of the cavity flow using numerical methods. An acoustic analogy is coupled
with Large Eddy Simulation. Large Eddy Simulation is performed on a significant
number of test cases to obtain hydrodynamic pressure values in the domain. Sound
Pressure Level is obtained using acoustic analogy from the hydrodynamic pressure values
determined by Large Eddy Simulation method.
1.5 Plan of the thesis
The contents of this thesis are organised as follows:
• Chapter 2 : This chapter is devoted to discuss about the literature related to
cavity flows, turbulence, Direct Numerical Simulation and Large Eddy Simulation
and about Aeroacoustics which includes acoustic analogy and the procedures that
are followed to determine the sound pressure level of the noise generated by the
cavity flow.
• Chapter 3 : This chapter starts with the description about the inflow condition,
asymptotic modeling and contains sections to explain the modeling of turbulent
boundary layer, mixing length model, zero pressure gradient boundary layer and
adverse pressure gradient boundary layer.
• Chapter 4 : provides a general overview of main features of the AVBP solver.
The chapter begins with the description of the governing equations of Large Eddy
Simulation and the method used to discretisation of the governing equations. De-
scription of boundary conditions is also included. The test cases, geometries,
meshing, challenges while performing simulations are also discussed in this chap-
ter. Results are summarised and analysis on boundary layer turbulence in and
downstream of the cavity are included here. At the end of this chapter results
obtained from acoustic analogy are presented and analysed.
• Chapter 5 : In this final chapter of the thesis, observations and conclusions are
laid. Future extension of this PhD work and perspectives are listed at the end.
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Re´sume´ e´tendu en franc¸ais
Ecoulements de cavite´, turbulence et ae´roacoustique
Pour une voiture avec toit ouvrant ouvert et se de´plac¸ant a` une vitesse de 50 km/h, le
bruit dans l’habitacle peut atteindre des niveaux de l’ordre de 98 dB, entraˆınant pour
les voyageurs fatigue et stress. Une longueur minimale de la cavite´ est ne´cessaire pour
ge´ne´rer le bruit, elle est fonction du nombre de Mach de l’e´coulement amont et de la
nature de la couche limite (turbulente) amont. Si cette longueur est en dessous de cette
limite, il n’y a pas oscillations de pression et le bruit e´mis est faible. La profondeur de la
cavite´ et l’e´paisseur de quantite´ de mouvement initiale au coin amont sont importantes
comme de´crit par la figure 2.1.
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Plusieurs e´tudes nume´riques se sont inte´resse´es a` l’ae´roacoustique de la cavite´ 2D ou
3D: simulation nume´rique directe (Gloerfelt et al[55]), mode`les de Boltzmann sur re´seau
(Ricot et al[122]), simulations LES (Larcheveˆque et al[78]).... Ainsi on a pu constater
que la largeur de la cavite´ (dans la direction de l’envergure) modifie les oscillations de
pression (effet 3D), que les niveaux sonores les plus importants sont obtenus pour les
cavite´s les plus larges et que l’e´paissseur de la couche limite amont pilote la croissance
des oscillations.
Cavite´- Oscillations de l’e´coulement associe´es
Les oscillations induites par une cavite´ peuvent eˆtre classe´es en trois cate´gories (figure
2.2):
1. Fluide-e´lastique: elles apparaissent quand les modes propres de la surface de la
cavite´ sont force´s (e´lasticite´ de la paroi)
2. Fluide-re´sonant: il existe une oscillation auto-entretenue a une longueur d’onde
e´quivalente aux dimensions de la cavite´. Il y a couplage entre les modes acoustiques
de la cavite´ et la couche cisaille´e au-dessus de la cavite´.
3. Fluide-dynamique: elles sont lie´es a` un me´canisme de feedback. Ce re´gime im-
plique l’ amplification des instabilite´s de la couche cisaille´e provoque´es par le retour
de l’interaction de la couche cisaille´e avec le coin ou la paroi aval.
En raison de la nature auto-entretenue du me´canisme du feedback, les pulsations acous-
tiques sont ge´ne´re´es pe´riodiquement. La formule empirique pour de´terminer sa fre´quence
est celle de Rossiter (e´quation 2.1). Rossiter n’essaie pas de de´crire le processus ge´ne´rateur
de l’onde de pression, mais seulement d’e´valuer la fre´quence fondamentale de l’e´coulement
au-dessus d’une cavite´ a` partir d’une description globale de l’interaction entre la couche
de me´lange et les ondes de pression ge´ne´re´es par l’angle aval. C’est un mode`le pre´dictif
valable sous la condition que la fre´quence de cre´ation des tourbillons soit e´gale a` la
fre´quence caracte´ristique du phe´nome`ne acoustique et que le de´calage de phase du tour-
billon convecte´ du coin supe´rieur amont vers le coin supe´rieur aval de la cavite´ et le
de´calage de phase de l’onde acoustique remontant l’e´coulement soient proportionnels, a`
un facteur de correction pre`s, duˆ aux effets de l’angle.
Classification et re´sultats importants
On conside`re la cavite´ comme ouverte quand le rapport d’aspect est inferieur a` 9
(
L
D
< 9
)
.
Quand
L
D
> 13, elle est conside´re´e comme ferme´e. Pour 9 <
L
D
< 14 le re´gime est
transitionnel. Le cas cavite´ ouverte est celui pour lequel la couche limite se se´pare du
coin amont et impacte la re´gion du coin aval. La cavite´ ope`re en mode couche ci-
saille´e. La cavite´ est dite ferme´e quand la couche de´colle´e recolle au fond de la cavite´
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et de´colle ensuite avant le mur aval. Pour les cavite´s ouvertes on distingue les cavite´s
profondes
(
L
D
< 1
)
et peu profondes
(
L
D
> 1
)
. Les cavite´s profondes se comportent en
re´sonateurs et la couche cisaille´e au-dessus de la cavite´ fournit le forc¸age. Les oscilla-
tions re´sonantes sont e´tablies sous certaines conditions qui sont celles des modes acous-
tiques des cavite´s. Ces caracte´ristiques ont e´te´ e´tablies aussi bien expe´rimentalement
que nume´riquement. Il a e´te´ e´galement e´tabli que l’e´paisseur de la couche limite juste
avant la cavite´ est aussi un parame`tre important. La limite infe´rieure pour la re´sonance
de la cavite´ est
L
θ
≈ 80. Pour 80 < L
θ
< 120, les oscillations auto-entretenues existent.
Pour
L
θ
> 120 la traˆıne´e croit rapidement a` cause du mode sillage qui a pris place.
Pour les e´coulements a` bas nombres de Mach, l’e´coulement de cavite´ a e´te´ classe´ en
mode de cisaillement ou de sillage suivant la nature de la zone cisaille´e au-dessus de
la cavite´. Suivant Rossiter les oscillations ge´ne´re´es sont pilote´es par les tourbillons de
la zone cisaille´e. La longueur d’onde des oscillations pe´riodiques est de l’ordre de la
longueur de la cavite´. La zone de me´lange suit une ligne rectiligne du coin amont au
coin aval de la cavite´. La recirculation dans la cavite´ est presque au repos et l’interaction
entre la zone cisaille´e et l’e´coulement dans la cavite´ est tre`s faible. C’est le mode
de cisaillement. Avec ce mode a` la fois les fluide-re´sonant et fluide-dynamique peu-
vent exister. Quand la zone cisaille´e oscille, le spectre de pression pre´sente plusieurs
pics avec un pic dominant a` la fre´quence fondamentale dont la valeur est proportion-
nelle a` l’inverse de la longueur de la cavite´. Lorsque la longueur de la cavite´ aug-
mente et/ou le nombre de Reynolds, les oscillations auto-entretenues de la couche de
cisaillement deviennent asyme´triques, et l’e´coulement ne recolle plus sur l’angle aval
de la cavite´. L’e´coulement fluctue violemment, recolle en dessous de l’angle aval de la
cavite´ et posse`de des caracte´ristiques semblables a` l’e´coulement de sillage tridimension-
nel derrie`re un corps profile´. De plus, la traˆıne´e de la cavite´ augmente conside´rablement.
C’est le mode sillage. Le cas d’e´coulement incompressible a e´te´ e´tudie´ par simulation de
grandes e´chelle couple´e a` l’analogie acoustique de Lighthill-Curle. Dans la cas bidimen-
sionnel
(
L
D
= 4, ReD = 5000
)
, des simulations avec et sans perturbations amont ont
e´te´ re´alise´es.
Ecoulement de cavite´ bidimensionnel et tridimensionnel
Il est ge´ne´ralement convenu de conside´rer l’e´coulement de cavite´ comme essentiellement
bidimensionnel. Cependant, on sait que les tourbillons longitudinaux au sein de la couche
limite, des effets de bord sur la couche de cisaillement et dans la cavite´, ainsi que des
instabilite´s de type Taylor–Go¨rtler dues a` la forte courbure de la recirculation peuvent
induire une tridimensionnalisation de l’e´coulement. Des e´tudes expe´rimentales (Rock-
well et Knisley[125]) et nume´riques (Rizzetta and Visball[123], Larcheveˆque et al[77],
Chang et al[11]) ont analyse´ l’aspect tridimensionnel a` l’inte´rieur de la cavite´.
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Ecoulement de cavite´ cylindrique
La cavite´ cylindrique a e´galement e´te´ e´tudie´e. L’expe´rience de Hiwada et al[68] montre
l’e´volution de l’e´coulement en faisant varier le rapport d’aspect de 0,1–1 (voir tableau
2.1). Rona[127] a de´veloppe´ un mode`le analytique pour caracte´riser les oscillations dans
une cavite´ cylindrique. Des expe´riences re´centes sur la cavite´ cylindrique sont donne´es
sur le tableau 2.2. Ces cavite´s peuvent se comporter comme des cavite´s ferme´es a` certains
re´gimes et pour certaines ge´ome´tries.
Simulation Nume´rique Directe, RANS
La Simulation Nume´rique Directe devient de plus en plus possible avec l’essor des moyens
de calcul. Elle reste la me´thode la plus exacte pour pre´dire les e´coulements turbulents
et l’ae´roacoustique de ces e´coulements. Elle se limite encore a` des nombres de Reynolds
mode´re´s. En effet, la simulation nume´rique directe re´sout toutes les e´chelles englobant
les structures dissipatives et les propagations acoustiques. Elle ne´cessite un maillage
fin et un domaine suffisamment large pour calculer les petites structures et e´viter les
phe´nome`nes de re´flexion d’onde sur les frontie`res ouvertes du domaine de calcul. Dans
ce cas de simulation, on re´sout les e´quations de Navier–Stokes sans aucun mode`le de tur-
bulence. On doit s’assurer qu’on a une re´solution spatiale (en terme de longueur d’onde)
et temporelle (en terme de fre´quence) suffisante. Ceci peut conduire a` des maillages de
tre`s tre`s grande dimension et des temps de calcul tre`s importants (des millions de pas
de temps). C’est pour cette raison que la simulation nume´rique directe est souvent juge´e
trop couˆteuse.
Les e´quations de Navier–Stokes pour un e´coulement compressible sont pre´sente´es
(e´quations 2.4 a` 2.4). Il s’agit des e´quations de continuite´, de la conservation de la
quantite´ de mouvement et celle de la conservation de l’e´nergie. On met en e´vidence,
pour le traitement nume´rique futur, les flux visqueux et non-visqueux repre´sente´s par
une formulation vectorielle. L’aspect thermodynamique est ensuite aborde´ en spe´cifiant
les variables thermodynamiques (enthalpie et entropie (e´quations 2.8 a` 2.12) et l’e´quation
d’e´tat (e´quation 2.13). Les lois de comportement dynamique (e´quation2.26) et thermique
(2.28) sont aussi fournies.
Les e´quations de Navier–Stoke moyenne´es avec mode`les de turbulence repre´sentent
un autre moyen de calculer un e´coulement turbulent. dans ce cas les e´quations de Navier–
Stokes subissent un traitement statistique avant re´solution. On utilise la moyenne statis-
tique pour re´soudre uniquement l’e´coulement moyen et on mode´lise tout le spectre de
l’agitation turbulente. En raison des hypothe`ses requises pour les e´tablir, ces mode`les
sont souvent limite´s a` des cas plus ou moins acade´miques. Cependant, ces mode`les ont
e´te´ e´tendus a` des cas instationnaires en adoptant ou non certaines ame´liorations. On
parle de moyennes instationnaires (URANS). Ces mode`les ont e´te´ couple´s a` la simulation
de grandes e´chelles (mode`les hybrides) pour ame´liorer la pre´diction des instationarite´s.
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L’acoustique est la science relative au son incluant sa production, sa propagation et
ses effets. Le son ge´ne´re´ par les e´coulements fluides est un domaine de recherche en
plein essor. Le bruit peut eˆtre regarde´ comme une onde (perturbation) de pression se
propageant dans un fluide a` une vitesse de phase qu’on appelle vitesse du son. Les
sources de bruit peuvent provenir du mouvement propre du fluide ou par l’interaction
de l’e´coulement avec les parois. Il est possible de se´parer le proble`me lie´ au bruit en
un proble`me de me´canique des fluides et en un proble`me acoustique. Pour quantifier le
niveau de bruit on utilise le niveau de pression sonore (SPL) qui est mesure´ en de´cibel
(dB) (e´quations 2.41 a` 2.44).
Le calcul de l’ae´roacoustique consiste a` pre´dire le son rayonne´ par les e´coulements
turbulents, d’identifier les sources de bruit et d’e´tablir une strate´gie pour le re´duire. La
simulation de ces e´coulement peut eˆtre directe ou indirecte voir hybride. La simulation
directe calcule le bruit en meˆme temps que l’e´coulement qui en est l’origine. On fait
dans ce cas une simulation nume´rique directe par re´solution des e´quations de Navier–
Stokes comple`tes. Dans l’approche hybride, le calcul de l’e´coulement est de´couple´ de
l’acoustique. Le son rayonne´ dans le champ lointain est obtenu par l’analogie acoustique.
La figure 2.7 donne les principales approches pour calculer l’ae´roacoustique. La figure
2.8 sche´matise les sources et les e´chelles sonores.
On pre´sente ensuite la the´orie de Lighthill. En partant des e´quations de mouve-
ment (continuite´ et dynamique) on e´tablit l’e´quation de Lighthill (e´quation2.47). La
solution de cette e´quation est e´tablie par Curle (e´quation2.48). Apre`s manipulation de
cette e´quation (e´quations 2.49 a` 2.53) on obtient l’expression de la pression en fonction
du tenseur de Lighthill (e´quation 2.54). Elle comporte une contribution volumique et
surfacique. Larsson de´montre que dans le cas d’une cavite´ ouverte le dipoˆle de pression
surfacique domine.
Une revue de´taille´e des calculs ae´roacoustiques peut eˆtre trouve´e dans Larsson [79]
et Tam [158].
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2.1 Introduction
This chapter is devoted to discuss the following topics elaborately: Cavity flows, direct
numerical simulation, Navier-Stokes equations, Turbulence, RANS and Aeroacoustics.
Earlier and recent studies on two–dimensional and three–dimensional cavities related to
aspect ratio, Mach number and other parameters are reviewed along with the physical
phenomenon occuring in the cavity flows under different conditions. Navier–Stokes equa-
tion for direct numerical simulation are given elaborately. Turbulence and its quantities
are presented. Finally under computational aeroacoustics, Lighthill-Curle’s analogy is
discussed and the equation required to determine sound pressure level is also derived.
2.2 Cavity flows
2.2.1 Physical phenomenon, Resonance
Karbon [72] observes that when a vehicle moving at 50km/h, with the sunroof open, the
noise in the cabin space can reach more than sound pressure level of 98dB which will
bring stress and fatigue to the travellers. Lid–driven cavity flow does not considers the
interaction between the shear layer and the recirculating flow but just models the flow
field inside the cavity[146].
Figure 2.1(a) illustrates the length L, depth D and width W in an experimental
setup with respect to the stream wise flow direction and the figure 2.1(b) carries details
showing the incoming boundary layer at the leading edge of the cavity, shear layer over
the cavity and the pressure perturbation from the trailing edge of the cavity due to the
impingement of the shear layer on the corner of the downstream of the cavity. Eddy
or eddies are created inside the cavity depending on various parameters which will be
dicussed inside the chapter.
Karamcheti [71] reported that there is a minimum cavity length needed for generation
of cavity noise, depending on the Mach number of the flow and whether the approaching
boundary layer is turbulent. If the cavity length is less than the minimum length, the
flows will not oscillate. Sarohia [138] stated that the parameters cavity depth D and
initial momentum thickness θ0 at the leading edge also are as important as the minimal
cavity length L. Gloerfelt et al [55] performed Direct Numerical Simulation (DNS)
on two–dimensional cavity of
L
D
= 2 with thick laminar upstream boundary layer and
three–dimensional Large Eddy Simulation (LES) for higher Reynolds number on cavities
of
L
D
= 12 and
L
D
= 3 in laminar and turbulent regime. On a cavity of aspect ratio
L
D
= 1, Ricot et al [122] used Lattice Boltzmann method for aeroacoustic computations
of low subsonic M = 0.044 flows. Gloerfelt et al [52] performed two dimensional Direct
Numerical Simulation and hybrid methods to evaluate the far–field noise with a relative
thick laminar incoming boundary layer on a cavity of aspect ratio
L
D
= 2. Gloerfelt et
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L
(b) Schematic diagram of cavity flow
Figure 2.1: Cavity flow.
al [53] investigated the interaction of a turbulent boundary layer, its radiated field and
the switching between two cavity modes while performing Direct Noise Computation
(DNC) for a turbulent boundary layer past a rectangular cavity of
L
D
= 3, M = 0.8.
Larcheveˆque et al [78] performed LES of the three–dimensional flow over a
L
D
= 0.42
cavity at a Mach number of M = 0.8, and a Reynolds number ReL = 8.6 × 105. They
compared their results with the experimental results of Forestier et al [43]. Gloerfelt
et al [54] conducted Direct Noise Computations for Mach 0.6 flows over cavities with
an aspect ratio of
L
D
= 1. The width of the cavity in the spanwise direction, and the
thickness of the incoming boundary layer were studied. They found that change in
the width W of the cavity modifies the cavity oscillations and observed higher sound
levels observed in wider cavities. The thickness of the incoming boundary layer in
their computations drove the growth of instabilities in the separating shear layer. They
point about the influence of
L
δθ
on the modes and mode–switching. Chang et al [11]
performed a three–dimensional incompressible flow past a rectangular two-dimensional
shallow cavity in a channel is investigated using Large Eddy Simulation. The aspect
ratio of the cavity is
L
D
= 2 at ReD = 3360 with a developing laminar boundary layer
and when the upstream flow is fully turbulent.
2.2.2 Cavity-related flow oscillations
The understanding of cavity-related flow oscillations was simplified by Rossiter and
Naudascher. They divides them into three categories
1. Fluid-elastic oscillations: They occur when a cavity surface itself is forced into
oscillation. In other words, this regime encompasses flows that are affected by the
elastic boundaries of the cavity.
2. Fluid–resonant oscillations: These are caused when a self sustaining oscillation in
the flow has a wavelength of the same order as one of the cavity dimensions. This
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(a) Sketch of open cavity flow at subsonic speed
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(b) Sketch of closed cavity flow at subsonic speed
Figure 2.2: Sketch of open and closed cavity flow at subsonic speed. [38]
regime couples the acoustic modes of the cavity and shear layer over the deeper
cavities and for the cavities subject to high Mach number flow.
3. Fluid–dynamic oscillations: These are related to the cavity feedback resonance
mechanism. This regime involves shear–layer instability amplification due to feed-
back from interaction of the shear layer. These interactions occurs for low–speed
flow past shallow cavities.
Due to the self-sustaining nature of the feedback mechanism, acoustic pulses are gener-
ated periodically and a narrow band acoustic tone results. A semi-empirical formula to
predict the frequency of this tone was predicted by Rossiter:
Stn =
fnL
U
=
n− γ
M + 1κ
n = 1, 2, ..., (2.1)
where Stn is the Strouhal number corresponding to the n
th mode frequency fn, and
κ =
1
1.75
and γ = 0.25 are empirical constants corresponding to the average convection
speed of disturbances in the shear layer, and a phase delay.
2.3 Classification and main results
2.3.1 Open and closed cavities
Earlier, according to Sarohia [138] shallow cavities have aspect ratios
(
L
D
)
less than
unity whereas deep cavities have
L
D
ratios greater than unity. Rossiter [130] defines the
cutoff to be a ratio of 4.0. Figure 2.2(a) shows separation point at the upstream of the
cavity and stagnation point at the downstream of the cavity with dividing streamline
for the open cavity at subsonic velocity. For the closed cavity at the subsonic speed,
a separation point occurs at the leading edge of the cavity, impingement point and
second seperation point are at the bottom of the cavity with a stagnation point at the
trailing edge of the cavity. In the this closed cavity configuration, the profile of the
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(a) Sketch of open cavity flow at super sonic speed
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(b) Sketch of closed cavity flow at super sonic speed
Figure 2.3: Sketch of open and closed cavity flow at super sonic speed. [109]
dividing stream line starts from the bottom of the cavity. In general, a cavity with
aspect ratio
L
D
< 9 is considered open (see figure 2.3(a) for supersonic case). A cavity
with ratio larger than 13 or
L
D
> 13 is closed (see figure 2.3 for supersonic case). A
cavity with ratio 9 ≤ L
D
≥ 13 is considered transitional. Open cavities refer to flow
over cavities where the boundary layer separates at the upstream corner and reattaches
near the downstream corner. In other words, cavities operating in shear–layer mode,
are characterised by shear–layer reattachment at the downstream wall [109]. Cavities
are closed when the separated layer reattaches at the bottom of the cavity and again
separates ahead of the downstream wall of the cavity. Open cavities may further be
divided into shallow and deep cavities. The cavities with aspect ratio
L
D
> 1 may
considered as shallow and for
L
D
< 1 the cavities may be considered deep, where L is
the length of the cavity and D is the depth of the cavity. Deep cavities act as resonators
and the shear layer above the cavity provides a forcing mechanism. Resonant oscillations
are established under certain flow conditions, corresponding to natural acoustic depth
modes of the cavities. Karamcheti studied the acoustic field of two-dimensional shallow
cavities in the range of Mach numbers from 0.25 to 1.5 by schlieren and interferometric
observations. Karamcheti noticed that, for a fixed freestream Mach number M∞ and
depth D, there exists a minimum cavity length Lmin below which no sound emission
is noticed. For a fixed cavity, experimental results further showed a minimum Mach
number below which no sound emission was noticed. For a given flow, the prerequisite
of a minimum length Lmin for the onset of cavity oscillations strongly suggests that
the mechanism of cavity oscillations depends upon the stability characteristics of the
shear layer. Rockwell [124] and Rockwell and Naudascher [126] clarified the significant
parameters for this oscillation type as Re, δ2, θ0/L, L/W . Rockwell and Naudasher [126]
predicted the main oscillatory frequency for incompressible flow over two–dimensional
cavities based on linear inviscid stability theory. The predictions agreed well with the
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experimental results of of Ethembabaoglu [39]. For example:
L
D
< 10 for open and
L
D
> 13 for closed [109].
L
D
< 9 for open and
L
D
> 13 for closed [32].
L
D
< 3 for
open and
L
D
> 10 for closed [154]. Recently, Tracy and Plentovich [164] and Raman
et al [119] have concluded that the disagreement found in the literature stems from
the dependence of the cavity flow type on Mach number as well as
L
D
. It was shown
that the boundary layer thickness at the cavity lip is also an important parameter [2],
[164]. Colonius [22] states that the momentum thickness θ0 at the leading edge of the
cavity plays a vital role in the selection of the modes and in governing the growth of the
shear layer [132], [158] that spans an open cavity [13]. Gharib and Roskho [50] specified
the threshold for self sustained oscillation and the wake mode. They also found
L
θ
for lower limit for the cavity resonance to be approximately
L
θ
≈ 80. When the ratio
of the cavity length to the momentum thickness of the incoming boundary layer (
L
θ
)
is in the range 80 <
L
θ
< 120, the self-sustained oscillations take place in the shear
layer mode. When
L
θ
exceeds 120, the drag abruptly increases due to the onset of the
wake mode. Grace et al [56] performed measurements of both laminar and turbulent
upstream boundary layers cases with low Mach number. They found no evidence of
self–sustained oscillations in streamwise velocity data obtained using a hotwire or in
wall pressure fluctuation data obtained using a microphone when an incoming boundary
layer is turbulent. They examined mean and turbulent flow fields in a shallow cavity
with aspect ratio
L
D
= 4. The laminar cases with
L
θ
= 130 and 190 and the turbulent
cases with
L
θ
= 78 and 86 were performed with corresponding Reθ were 2892, 3949 for
laminar cases and 6318, 12627 for turbulent cases respectively. A cavity with a laminar
incoming boundary layer of ratio
L
D
= 4 at very low Mach number was studied by
Ozsoy et al [107]. The results brought observation of Reynolds number sensitivity on
the mean and turbulent flow velocities and on the vortex characteristics. In spite of the
large values of
L
θ
ranging from 114 to 160 no feedback mechanism involving regular flow
self–sustained oscillations were observed.
2.3.2 Shear and wake mode
For the low Mach number flows, the cavity has been classified as shear mode or wake
mode according to the shear–layer on the cavity. In a shear layer mode, the length
of the cavity plays an important role. According to Rossiter [130], the oscillations
generated are driven by the vortices from the shear layer. The wave length of this
periodic oscillation is usually close to the cavity length or
1
N
of the cavity length. The
oscillation of the shear layer is confined within a narrow region near the straight line
between the leading and trailing edge of the cavity. The recirculation flow inside the
16
2.3. Classification and main results
cavity is usually relatively quiescent and the interaction between the shear layer and
flow inside the cavity is weak. In a cavity with shear–layer mode, the shear layer spans
the mouth of the cavity and stagnates at the downstream wall. Both fluid–resonant
and fluid–dynamic regimes can be found in the cavity with shear–layer mode. When
the shear layer oscillates in the shear layer mode, multiple discrete and high magnitude
peaks will be present in the pressure spectra. These peaks are the cavity tones. There
is usually one tone with higher magnitude than the rest of the spectrum as it so that
it possesses most of the energy. This tone is referred to as the dominant tone or the
fundamental frequency. Karamcheti [71] discovered that the frequency of the dominant
tone is inversely proportional to the cavity length. As the length of cavity becomes even
longer, the fundamental frequency disappears and strong intermittencies will overcome
the coherent oscillation. The feedback mechanism becomes ineffective at this point. This
mode of oscillation is called a wake mode. This mode is identified by the stagnation of
the flow prior to the downstream wall. Gharib and Roshko [50] noted the flow looked
similar to a bluff–body wake and named the mode as wake mode. In the wake mode, self
oscillations cease, the cavity flow becomes unstable on a large scale, and the drag increase
with the presence of the cavity. The depth of the cavity becomes more important in
this type of mode. Direct numerical simulations by Rowley et al [132] showed similar
results for a two–dimensional rectangular cavity. In this mode, the vortex grows near
the leading edge of the cavity until it fills the cavity, then it sheds downstream, collides
onto the rear wall, and ejects out of the cavity. The region of the shear layer oscillation
is much larger, up to the depth of the cavity. Three–dimensionality has been shown to
play a role in suppressing the wake mode. Wake mode is less likely to appear in three–
dimensional flows and at higher Reynolds numbers, for example Rowley et al [132]. Large
eddy simulations by Shieh and Morris [144] showed that two–dimensional cavities in wake
mode return to shear–layer mode when three-dimensional disturbances are present in the
incoming boundary layer. Suponitsky et al [156] showed that the development of a three–
dimensional flow field, generated by the introduction of the random in flow disturbance
into a two–dimensional cavity oscillating in wake mode, yielded the transition to the
shear–layer mode, regardless of the amplitude and shape of the inflow disturbance.
2.3.3 Two dimensional and three dimensional cavity flow
Rockwell and Knisely [125] observed three–dimensional pattern in a water channel ex-
periment for a wide rectangular cavity
L
D
= 1.08 and
W
D
= 3.76 with laminar boundary
layer upstream. A hydrogen bubble technique was used to visualise the spanwise wavy
structure emerging in the shear layer near the cavity trailing edge. Ahuja and Men-
doza [2] conducted experiments on the effect of cavity dimensions, boundary layer, and
temperature on cavity noise for subsonic flows with turbulent boundary layer upstream
of the cavity. They determined that the ratio
L
W
the cavity length to width ratio, pro-
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Depth/Diameter features
≤ 0.2 stable & symmetric
0.2− 0.4 unstable with flapping
0.5 pressure distribution asymmetrical & stable
0.4− 0.7 switch flow & asymmetric
0.8− 1.0 stable & symmetric
Table 2.1: Observations of Hiwada et al [68]
vided a transition between two–dimensional and three–dimensional flow. They reported
three–dimensionality in the mean flow, and much lower (about 15dB) acoustic loads
than the two–dimensional flow. The three–dimensional cavity flow have been studied
using Large Eddy Simulation approach by Rizzetta and Visbal [123], Larcheveˆque et
al [77] and Chang et al [11]. These studies have been mainly focused on the frequencies
of oscillation and coherence of the Rossiter modes. The three-dimensional incompress-
ible LES, coupled with the Lighthill–Curle acoustic analogy is used by Suponitsky et
al [156], to investigate the oscillation mechanism and sound source of a two-dimensional
cavity with a length–to–depth ratio of
L
D
= 4 and Reynolds number of ReD = 5000. At
the inflow boundary a streamwise velocity profile is specified as a power law of
u
u∞
=
(y
δ
) 1
7
Simulations without and with inflow disturbance are carried out. More evidence of
three–dimensional structures in cavity flows have been presented in the work of Faure et
al [40]. They investigated experimentally the interaction between a laminar boundary
layer and an open cavity
(
L
D
= 0.5 − 2
)
for medium range Reynolds numbers. In their
work, they relate the three–dimensional structures to the primary vortex inside the
cavity.
2.3.4 High Mach number cylindrical cavity flow
Cylindrial cavity flows are more complex than the rectangular cavities. Hiwada et al [68]
performed experiments on cylindrical cavities with ratio cavity depth / cavity diameter
0.1 to 1.0 and the observations can be found in the table 2.1. Dybenko et al [36]observed
that the symmetric flow is related to the occurence of an acoustic feedback mechanism.
Rona [127] developed an analytical model to investigate oscillations in circular cavities
and he predicts the asymmetric modes being oriented in one or the other direction. Re-
cent experiments on cylindrical cavities are done by Marsden et al [93] and details are
given in the table 2.2. The tubulent boundary layer thickness at the incoming boundary
condition was chosen smaller than that observed experimentally, and adjusted empir-
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Diameter L 100mm
Depth of the cavity D 50, 100, 150 mm
Flow velocities U∞ 50, 70, 90m/s
Boundary layer thickness δ99 17mm
Table 2.2: Details of experiments on cylindrical cavity by Marsden et al [93].
ically to approach experimental results. Preliminary numerical results are presented
in [93] for the flow configuration of 90m/s. An Euler numerical method was used by
Grottadaurea and Rona [57] to study shallow
L
D
= 0.25 and deep
L
D
= 0.71 cavities
at Mach numbers 0.235 and 0.3. Flow instabilites in these configurations were studied
and they observed that cavities are behaving like a closed cavity at selected flow regimes
and geometries. They determine the sound pressure levels in the computational domain
and at near–field of the cavity using formulation of Ffowcs Williams and Hawkings. De-
tached Eddy Simulations are carried out by Grottadaurea and Rona[58] to determine
the radiating pressure that is developed in a cylindrical cavity flow with aspect ratio
L
D
= 2.5 and 0.713 with turbulent boundary layer. They observed the acoustic near–
field is not symmetric and determined sound pressure levels and angle of directivity of
propagations from the shallow and deep cavities.
2.4 Direct Numerical Simulation
It becomes important to discuss about Direct Numerical Simulation (DNS) as few test
cases were perfomed with this numerical approach. Computing power in the recent
times have become powerful to perform Direct Numerical Simulation of the Navier-
Stokes equations for turbulent flows. They are restricted to low Reynolds number and
on simple geometries, The three dimensional unsteady Navier–Stokes equations also
apply to turbulent flow when the values of the dependent variables are understood as
instantaneous values. Direct numerical simulation (DNS) resolves all flow scales includ-
ing the small dissipative scales (see figure 2.6 and acoustic propagation. The simulation
domain must be sufficiently large to include all the sound sources of interest and at least
part of the acoustic near field. However, the important computational cost related to
the strong requirements in terms of mesh resolution and temporal discretisation, pre-
vents the DNS approach from being used for industrial applications. The Navier-Stokes
equations completely describe turbulent flows. Therefore a DNS of turbulence does not
need any modelling of turbulence. Turbulent flows are intrinsically unsteady and involve
various length scales. Therefore an accurate simulation must provide sufficient spatial
and temporal resolution. An estimate of the necessary spatial resolution is possible when
assuming that the total number of necessary grid points N must at least be equal to
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the ratio of the integral turbulent length scale to the Kolmogorov length scale: Even for
the restricted cases, DNS becomes difficult and extremely expensive computing problem
because the unsteady eddy motions of turbulence appear over a wide range.
2.5 Navier Stokes Equations
2.5.1 Conservative form
The Navier stokes equations for the direct numerical simulation which are presented
in this section are followed in the solver AVBP. More details about AVBP is given in
chapter 4. Conservation equations describing the evolution of a compressible flow with
chemical reactions of thermodynamically active scalars reads,
∂ρui
∂t
+
∂
∂xj
(ρuiuj) = − ∂
∂xj
[Pδij − τij] (2.2)
∂ρE
∂t
+
∂
∂xj
(ρEuj) = − ∂
∂xj
[ui (Pδij − τij) + qj ] + ω˙T +Qr (2.3)
∂ρk
∂t
+
∂
∂xj
(ρkuj) = − ∂
∂xj
[Jj,k] + ω˙k (2.4)
It should be noted that index k is reserved to refer to the kth species and will not
follow the summation rule unless other specified or implied by the
∑
sign.
In Eqs 2.4– 2.4 respectively corresponding to the conservation laws for momentum,
total energy and species Y , the following symbols denote respecticely ρ, ui, E, ρk ,
density, the velocity vector, the total energy per unit mass and ρk = ρYk for k = 1 to N
(N is the total number of species Y ). The source term in the total energy equation 2.4, is
decomposed for convenience into a chemical source term and a radiative source term such
that: S = ω˙T +Qr. Corresponding source terms in the species transport equations 2.4
are ω˙k. It is usual to decompose the flux tensor into an inviscid and a viscous component.
They are respectively noted for the three conservation equations:
Inviscid terms
The inviscid terms from above equations are grouped in matrix form as
ρuiuj + Pδij
(ρE + Pδij)uj
ρkuj
 (2.5)
where the hydrostatic pressure P is given by the equation of state for a perfect gas
(Eq. 2.13).
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Viscous terms
Similarly, the components of the viscous flux tensor take the form:
−τij
− (uiτij) + qj
Jj,k
 (2.6)
where Jk is the diffusive flux of species k and is presented in section 2.5.4 (equation 2.24).
The stress tensor τij is explained in section 2.5.5 (equation 2.26). The section 2.5.6 is
devoted to the heat flux vector qj (equation 2.28).
2.5.2 Thermodynamical variables
The standard reference state used is P0 = 1 bar and T0 = 0K. In AVBP solver (for
details see chapter 4), the sensible mass enthalpies (hs,k) and entropies (sk) for each
species are tabulated for 51 values of the temperature (Ti with i = 1...51) ranging from
0K to 5000K with a step of 100K. Therefore these variables can be evaluated by:
hs,k (Ti) =
∫ Ti
T0=0K
Cp,kdT =
hms,k (Ti)− hms,k (T0)
Wk
, and (2.7)
sk (Ti) =
smk (Ti)− smk (T0)
Wk
, with i = 1...51 (2.8)
The superscript m corresponds to molar values. The tabulated values for hs,k, (Ti) and
sk(Ti) can be found in the JANAF tables [27]. Wk is molecular weight of the species Yk
With this assumption, the sensible energy for each species can be reconstructed using
the following expression :
es,k (Ti) =
∫ Ti
T0=0K
Cv,kdT = hs,k (Ti)− rkTi i = 1...51 (2.9)
Note that the mass heat capacities at constant pressure cp,k and volume cv,k are supposed
constant between Ti and Ti+1 = Ti + 100. They are defined as the slope of the sensible
enthalpy
(
Cp,k =
∂hs,k
∂T
)
and sensible energy
(
Cv,k =
∂es,k
∂T
)
. The sensible energy
henceforth varies continuously with the temperature and is obtained by using a linear
interpolation:
es,k(T ) = es,k(Ti) + (T − Ti)
es,k(Ti+1)− es,k(Ti)
Ti+1 − Ti (2.10)
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The sensible energy and enthalpy of the mixture may then be expressed as:
ρes =
N∑
k=1
ρkes,k = ρ
N∑
k=1
Ykes,k (2.11)
ρhs =
N∑
k=1
ρkhs,k = ρ
N∑
k=1
Ykhs,k (2.12)
2.5.3 The equation of state
The equation of state for an ideal gas mixture is given as:
P = ρ r T (2.13)
where r is the gas constant of the mixture dependant on time and space: r =
R
W
where
W is the mean molecular weight of the mixture:
1
W
=
N∑
k=1
Yk
Wk
(2.14)
The gas constant r and the heat capacities of the gas mixture depend on the local gas
composition as:
r =
R
W
=
N∑
k=1
Yk
Wk
R =
N∑
k=1
Ykrk (2.15)
Cp =
N∑
k=1
YkCp,k (2.16)
Cv =
N∑
k=1
YkCv,k (2.17)
where R = 8.3143 J/mol.K is the universal gas constant. The adiabatic exponent for
the mixture is given by γ =
Cp
Cv
. Thus, the gas constant, the heat capacities and
the adiabatic exponent are no longer constant. Indeed, they depend on the local gas
composition as expressed by the local mass fractions Yk(x, t):
r = r(x, t), Cp = Cp(x, t),
Cv = Cv(x, t), and γ = γ(x, t) (2.18)
The temperature is deduced from the the sensible energy, using equations 2.10 and 2.11.
finally boundary conditions make use of the speed of sound of the mixture a∞ which is
given by:
a2∞ = γrT (2.19)
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2.5.4 Conversation of Mass: Species diffusion flux
In multi–species flows the total mass conservation implies that:
N∑
k=1
YkV
k
i = 0 (2.20)
where V ki are the components in directions (i = 1, 2, 3) of the diffusion velocity of species
k. They are often expressed as a function of the species gradients using the Hirschfelder
Curtis approximation:
XkV
K
i = −Dk
∂Xk
∂xi
, (2.21)
where Xk is the molar fraction of species k : Xk =
YkW
Wk
. In terms of mass fraction,
the approximation 2.21 may be expressed as:
YkV
k
i = −Dk
Wk
W
∂Xk
∂xi
, (2.22)
Summing equation 2.22 over all k’s shows that the approximation 2.22 does not neces-
sarily comply with equation 2.20 that expresses mass conservation. In order to achieve
this, a correction diffusion velocity ~V c is added to the convection velocity to ensure
global mass conservation (see [112]) as:
V ci =
N∑
k=1
Dk
Wk
W
∂Xk
∂xi
(2.23)
and computing the diffusive species flux for each species k as:
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
(2.24)
Here, Dk are the diffusion coefficients for each species k in the mixture (see 2.5.7); Ji,k is
computed. Using equation 2.24 to determine the diffusive species flux implicitly verifies
equation 2.20.
2.5.5 Viscous stress tensor
The stress tensor τij is computed and is given by the following relations:
τij = 2µ
(
Sij − 1
3
δijSll
)
and (2.25)
Sij =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
)
(2.26)
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equation 2.26 may also be written:
τxx =
2µ
3
(
2
∂u
∂x
− ∂v
∂y
− ∂w
∂z
)
, τxy = µ
(
∂u
∂y
+
∂v
∂x
)
τyy =
2µ
3
(
2
∂v
∂y
− ∂u
∂x
− ∂w
∂z
)
, τxy = µ
(
∂u
∂z
+
∂w
∂x
)
(2.27)
τzz =
2µ
3
(
2
∂w
∂z
− ∂u
∂x
− ∂v
∂y
)
, τxy = µ
(
∂v
∂z
+
∂w
∂y
)
where µ is the shear viscosity (see 2.5.7).
2.5.6 Heat flux vector
For multi–species flows, an additional heat flux term appears in the diffusive heat flux.
This term is due to heat transport by species diffusion. The total heat flux vector then
writes:
qi = −λ ∂T
∂xi︸ ︷︷ ︸
Heat conduction
−ρ
N∑
k=1
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
hs,k︸ ︷︷ ︸
Heat flux through species diffusion
= −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k (2.28)
where λ is the heat conduction coefficient of the mixture (see 2.5.7). The second term
is added to the classical heat flux vector.
2.5.7 Transport coefficients
In CFD codes for multi–species flows the molecular viscosity µ is often assumed to
be independent of the gas composition and close to that of air so that the classical
Sutherland law can be used. Same assumption is proposed for the multi–gas AVBP(see
chapter 4), yielding:
µ = c1
T 3/2
T + c2
Tref + c2
T
3/2
ref
(2.29)
where c1 and c2 must be determined so as to fit the real viscosity of the mixture. For
air at Tref = 273K, c1 = 1.71 × 10−5kg/m.s and c2 = 110.4K (see [27]). A second law
is available, called Power law:
µ = c1
(
T
Tref
)b
(2.30)
with b typically ranging between 0.5 and 1.0. For example b = 0.76 for air.
The heat conduction coefficient of the gas mixture can then be computed by intro-
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ducing the molecular Prandtl number of the mixture as:
λ =
µCp
Pr
(2.31)
with Pr supposed as constant in time and space.
The computation of the species diffusion coefficients Dk is a specific issue. These
coefficients should be expressed as a function of the binary coefficients Dij obtained from
kinetic theory (Hirschfelder et al. [67]). The mixture diffusion coefficient for species k,
Dk, is computed as (Bird et al. [6]):
Dk =
1− Yk∑N
j 6=k
Xj
Djk
(2.32)
The Dij are complex functions of collision integrals and thermodynamic variables. For
a DNS code using complex chemistry, using Eq 2.32 makes sense. However in most
cases, DNS uses a simplified chemical scheme and modeling diffusivity in a precise way
is not needed so that this approach is much less attractive. Therefore a simplified
approximation is used in AVBP for Dk . The Schmidt numbers Sc,k of the species
are supposed to be constant so that the binary diffusion coefficient for each species is
computed as:
Dk =
µ
ρSc,k
(2.33)
Note that the Schmidt number for each species k is assumed to be constant in time and
space and is given as input parameter. Pr and Sc,k model the laminar (thermal and
molecular) diffusion. Usual values of Schmidt and Prandtl numbers for premixed flames
are those given by PREMIX in the burnt gas. The kinetics, radiation are not discussed
here in the work.
2.6 Turbulence
Horace Lamb said:
“I am an old man now, and when I die and go to heaven there are two matters
on which I hope for enlightenment. One is quantum electrodynamics, and
the other is the turbulent motion of fluids. And about the former I am rather
optimistic”.
The earliest identification of turbulence as a prominent physical phenomenon had
already taken place during the time of Leonardo da Vinci (circa 1500). But there seems
to have been no significant progress in understanding until last part of 19th century. The
figure 2.4 is a rendition of one found in a sketch book of Leonardo da Vinci.
25
2. Cavity flow, turbulence and aeroacoustics
Figure 2.4: Leonardo da Vinci sketch of turbulent flow.
Turbulence has been described as a random/irregular motion, both in time and space.
In 1877, Boussinesq [7] hypothesis that turbulent stresses are linearly proportional to
mean strain rates is still the base of most turbulence models. Laminar, transitional and
turbulent are the three regimes which can generally be observed in a flow field. The
flows in the laminar regime are smooth, streamlined and the adjacent layers of fluid
slide past each other in an orderly manner. The transition is due to the instability of
the laminar state which makes the change from a laminar flow to a turbulent one. Most
flows encountered in nature and in industrial applications are turbulent. Turbulence is
characterised by disorganised motion over a range of length and time scales. The concept
of an energy cascade wherein an equilibrium exists between drawing energy from mean
flow gradients and dissipating that energy at the smallest scales allows one to estimate
the range of scales for a given flow. However, due to its complexity, understanding
of turbulent flows or turbulence is still incomplete. The understanding of turbulent
behaviour in flowing fluids is one of the most intriguing, frustrating and important
problems in all of classical physics.
Osborne Reynolds [120] observed the instability of transition and turbulence in a
pipe flow in 1883. He noticed in his experiments that the flow behaviour is dependent
upon a non-dimensional parameter.
Re =
UL
ν
(2.34)
where U and L are characteristic velocity and length scales of the mean flow and ν is
the kinematic viscosity of the fluid. The dynamics of turbulence involve a wide range of
scales. While the size of the large scales is typically determined by the geometry of the
flow, the size of the smallest scale decreases with increasing Reynolds number. Reynolds
concluded that turbulence was too complicated to understand and in response he intro-
duced the decomposition of flow variables into mean and fluctuating parts (that bears his
name). Turbulence occurs at high Reynolds number when the convective forces domi-
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Figure 2.5: Movements in the study of turbulence, as described by Chapman and To-
bak [12], [95].
nate over the diffusion forces. Turbulent flows dissipate energy. The kinetic energy of the
fluid is converted into heat, at the smallest scales, due to viscous effects. Poincare´ [110]
found that relatively simple nonlinear dynamical systems were capabale of exhibiting
chaotic random–in–appearance behaviour that was in fact, completely deterministic.
Lorenz [91] in 1963 was first to propose the connection between deterministic chaos and
turbulence. Chapman and Tobak [12] divide the century between Reynolds experiments
in 1883 to the then present time 1984 into three overlapping “movements”that they term
statistical, structural and deterministic. Figure 2.5 provides a sketch similar to the one
presented in [12]. McDonough [95] has discussed more about statistical, structural and
deterministic movement and included additional entries to the figure 2.5.
The first major result was obtained by Prandtl [115] in 1925 in the form of a pre-
diction of the eddy viscosity (introduced by Boussinesq) that took the character of a
“first-principles ”physical result, and as such no doubt added significantly to the credence
of the statistical approach. Prandtl’s “mixing-length theory”was based on an analogy
between turbulent eddies and molecules or atoms of a gas and purportedly utilized ki-
netic theory to determine the length and velocity (or time) scales needed to construct an
eddy viscosity (analogous to the first-principles derivation of an analytical description
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Figure 2.6: DNS, RANS and LES on Energy spectrum
of molecular viscosity obtained from the kinetic theory of gases). The smallest scales
associated with turbulence are much larger than the molecular mean free path. Thus,
turbulence is a continuum process. Other significant characteristic is that turbulence is
three dimensional, an important role in setting up and maintaining the continuum of
scales characteristic of a high Reynolds number turbulence being the vortex stretching.
In two space dimensions vortex stretching cannot occur. Turbulence is a diffusive pro-
cess since it causes rapid mixing and increases the rates of mass, momentum, and heat
transfer. It should be noted that it is not a property of the fluid, but it is a property
of the flow. A turbulent flow field at high Reynolds number consists of vortices (eddies)
of various sizes, from the largest to the smallest ones. Each eddy can be related to a
scale of velocity, time and length. These initial large vortical scales will break up due
to vortex stretching to develop smaller and smaller scale structures. Four main sets of
scales in a turbulent flow (there may be more if other physical phenomena, e.g., heat
transfer and/or combustion are important); these are:
1. the large scale, based on the problem domain geometry,
2. the integral scale, which is an O(1) fraction (often taken to be ∼ 0.2) of the large
scale,
3. the Taylor microscale which is an intermediate scale, basically corresponding to
Kolmogorov’s inertial subrange, and
4. the Kolmogorov (or “dissipation”) scale which is the smallest of turbulence scales.
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Turbulence energy dissipation rate ǫ is given as
ǫ = 2ν ‖ S ‖2 (2.35)
where S is the strain rate tensor. The length and time scales are derived which are
associated with the Taylor microscale. The definition for the Taylor microscale length
provided in [84]:
λ2 =
〈| u′ |〉
〈‖ S ‖〉 (2.36)
| u′ | is the square root of the turbulence kinetic energy k. The Taylor microscale length
expressed as
λ =
√
ν〈| u′ |〉
ǫ
(2.37)
The Taylor microscale length is roughly consistent with the Kolmogorov inertial sub-
range scales. The smallest scales of turbulence were derived by Kolmogorov under the
assumption that dissipation wouls be important at these scales. The two physical pa-
rameters needed to describe behavior are viscosity ν and dissipation rate ǫ of turbulence
kinetic energy. The length scale given by Kolmogorov is
ηk =
(
ν3
ǫ
)1/4
(2.38)
and Kolmogorov time scale is
τk =
(ν
ǫ
)1/2
(2.39)
It is of interest to compare some of these various scales. We observe the length scales
and Reynolds numbers can be related as follows. First, we can compare the Kolmogorov
length scale ηk with the integral scale length ℓ using equation 2.38 with length scale
ℓ = | u′ |3/ǫ solved for ǫ to write
ηk ∼
(
ν3
| u′ |3 /ℓ
)
;
ηk
ℓ
∼
(
ν3
| u′ |3 ℓ3
)
∼ Re−3/4ℓ ,
ℓ
ηk
∼ Re3/4ℓ (2.40)
Equation 2.40 has very important consequences for computation because it implies that
the dissipation scales, which must be resolved in a DNS of the Navier–Stokes equations,
scale like the integral scale Re to the 3/4 power. For a 3 − D problem the gridding
requirements, and hence the computational work, must scale like Re
9/4
ℓ for a single time
step. This is still a very huge computation on modern parallel supercomputers.The
turbulent stresses Tij = − < u′u′ > appear when Navier–Stokes equations are averaged
and they are a consequence of the non–linearity of the convection terms.
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2.7 RANS
Reynolds Averaged Navier Stokes (RANS) simulation is discussed in brief as it is not not
followed this work. It becomes important these days as unsteady RANS methods are also
used to determine the noise of the largest flow features. RANS simulations are based on
a statistical averaging to solve only the mean flow. This implies that modelling concerns
the whole spectrum of scales(see 2.6), which in turn makes the predictivity of RANS
simulations dependant on the quality of the models used. The statistical averaging also
extremely complicates addressing unsteady phenomena. The limitations of RANS ap-
proaches result from the requirements of “steadiness”of the solution and from the need
of turbulence models, numerical models and boundary conditions. In thin boundary
layer flows, it is not even feasible for Large eddy simulation to resolve the turbulent
eddies based on the outer scales [153]. To overcome these difficulties, RANS mod-
elling elements were incorporated into LES at different levels. Hybrid RANS/LES [4],
Unsteady–RANS [145] and Detached Eddy Simulation [63] are other time–dependent
numerical predictions used in complex geometries from industries. Unclosed terms arise
when introducing operators on the set of compressible Navier–Stokes equations and
these terms from these manipulations and models need to be supplied for the problem
to be solved. In RANS the operation consists of a temporal or ensemble average over
a set of realisations of the studied flow (Pope [114] and Chassing [15]). The unclosed
terms represents the physics taking place over the entire range of frequencies present
in the ensemble of realisations under consideration. Figure 2.6 illustrates the range of
wavenumber modeled or/and resolved by DNS, RNS and LES. Large eddy simulation
(LES) is dicussed more in detail in the chapter 4.
2.8 Aeroacoustics
Acoustics is the science of sound that includes its production, propagation, and its effects.
Sound generated by fluid flows is an area of research which has received an increasing
amount of attention during the last 15 years. At this point clear definitions of sound,
sound wave and pressure fluctuation should be made. Sound is defined to be the pressure
fluctuation. Sound wave is defines to be the part propagating as waves at the velocity
of sound in a medium where as hydrodynamic pressure fluctuation is defined to be the
pressure fluctuations associated with turbulence . The sound sources are generated by
motion, either by the free fluid motion, either by a solid body–fluid interaction. It is
possible to split the acoustic problem into two parts: fluid flow and acoustic problem.
The acoustic theory from fluid mechanics focuses on the mathematical description of
sound waves. The flows are governed by a nonlinear system of equations. This is
the fact responsible for the complexity of fluid dynamics research and consequently for
flow acoustics. Flow–generated sound is a one of the problems in many engineering
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applications. It causes human discomfort. The most notorious flow noise is that from
aircraft jet engines, which continues to be an area of intense investigations in response
to tightening regulation of airport noise. The flow in the cavities is unsteady and, at
typical landing speeds, may features large–scale instabilities. In a civil aircraft, the high
lift systems and the landing gear are the most acoustically active airframe components.
The study of fluid flow over cavities is also relevant for a wide range of applications
car sunroof, turbomachinery etc. Aeroacoustics, the study of air flow–induced noise
is concerned with the sound generated by turbulent and/or unsteady vortical flows
including the effects of any solid boundaries in the flow. The importance of aeroacoustics
in vehicle and aerospace industry has increased during this decade. In these vehicule
applications, the Mach number flows are typically small and the flows are often heavily
separated due to the complex geometries present. The pressure perturbations p′ ( p′ =
p − p0 ) which propagate as waves and which can be detected by the human ear. For
harmonic pressure fluctuations the audio range is:
20 Hz ≤ f ≤ 20 kHz (2.41)
The Sound Pressure Level(SPL) measured in decibel (dB) is defined by:
SPL = 20 log10
(
p′rms
pref
)
(2.42)
where pref = 2×10−5Pa for sound propagating in gases The sound intensity 〈I〉 = 〈I · n〉
is defined as the time averaged energy flux associated to the acoustic wave, propagating
in direction n. The intensity level(IL) measured in dB is given by:
IL = 10 log10
( 〈I〉
Iref
)
(2.43)
where in air Iref = 10
−12Wm−2. The reference intensity level Iref is related to the
reference pressure pref by the relationship valid for propagating plane waves:
〈I〉 = p
′2
ρ∞a∞
(2.44)
The presence of cavities in vehicles changes the drag and heat transfer and may cause
intense periodic oscillations, which in turn may lead to severe buffeting of aerodynamic
structure and generation of sound[138]. In aeroacoustics, turbulence is the principal
source of broadband noise. With the recent increase in the performance of computers to
perform numerical simulation of sound, Computational aero acoustics has become very
popular.
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Figure 2.7: Different noise prediction approaches [100]
2.9 Computational Aeroacoustics
2.9.1 Generalities
Computational Aeroacoustics combines the classical approaches of flow field computa-
tion with acoustics. Computational methods for flow–generated sound can be divided
into two kinds: direct computation and indirect, or hybrid computation. The direct
approach computes the sound together with its fluid dynamic source field by solving
the governing equations without modelling. The direct approach is very expensive than
DNS. Because it solves all the scales from Kolmogorov microscale to distance covered
by the sound waves in the computational domain. Other than very accurate numerical
schemes, this approach needs high quality grids with less than 1% stretching. In the
hybrid approach, the computation of flow is decoupled from the computation of sound,
which can be performed during a post–processing stage based on aeroacoustic analogy.
The far–field sound is obtained by integral or numerical solutions of acoustic analogy
equations using computed source field data. Figure 2.7 shows the main computational
approaches which may be used when evaluating the sound field generated by turbulent
flows. From the figure 2.8, the flow region is dominated by hydrodynamic phenomena.
The pressure fluctuations which are present in this region is due to turbulence or large
structures. Consider a source region of characteristic length scale Lsource containing in-
dividual sources (eddies) of size ℓed. The hydrodynamic pressure fluctuations dominate,
since the energy of the acoustic field is 1% of the total energy [121]. The far field is a
region where the turbulence is less and the mean flow field is typically homogeneous.
The far field and the source region is separated by a distance d. The only phenomena
in this region is acoustic wave propagation. In the integral forms of acoustic analogies,
the use of leading–order terms in an acoustic far–field expansion (with respect to
λac
d
,
where λac is the acoustic wavelength) leads to much simpler evaluations of sound. For
small amplitudes and low Mach numbers M , far field can be described by a linear ho-
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Figure 2.8: Schematic of sources and sound scales [168]
mogeneous wave equation. The near field which is overlapped by the other two regions.
This region becomes important as both hydrodynamics and acoustics are present. A
source region is said to be acoustically compact if its extent is much smaller than the
acoustic wavelength, or
ℓed
λac
≪ 1 or Lsource
λac
≪ 1. Given that λac = ℓed
M
, it is apparent
that low Mach number flows are more likely to be acoustically compact. [168]
2.9.2 Acoustic analogy
The notion of “analogy”refers to the idea of representing a complex fluid mechanical
process that acts as an acoustic source by an acoustically equivalent source term. The
first major step in the development of acoustics was done by Sir James Lighthill [87], [88]
who published in 1952 his “acoustic analogy”. This represents one of the first theories on
aerodynamic noise generation for describing the radiation of the sound field generated by
a turbulent flow. Hybrid method is where flow field is resolved using CFD solver and the
flow field is employed as found in Lighthill [87] where an analogy between the propagation
of sound in an unsteady unbounded flow to that in an uniform medium at rest, generated
by a distribution of quadrapole acoustic sources. Navier–Stokes equations are replaced
by an inhomogeneous wave equation namely the Lighthill equation( 2.47). The idea of
Lighthill is to derive from continuity equation 2.2 and momentum conservation 2.2 a
non homogeneous wave equation that reduces to the homogeneous wave equation
∂2p′
∂t2
− a2∞∇2p′ = 0 (2.45)
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It can be obtained by taking the time derivative of continuity equation 2.2 and subtract-
ing the divergence of momentum equations 2.2 without considering external forces, we
obtain
∂2ρ
∂t2
− ∂
2ρuiuj
∂xi∂xj
=
∂2p
∂x2i
− ∂
2τij
∂xi∂xj
(2.46)
By adding the term −a2∞
∂2ρ
∂x2i
to both sides, the equation 2.46 is written as
∂2ρ
∂t2
− a2∞
∂2ρ
∂x2i
=
∂2Tij
∂xi∂xj
(2.47)
is non homogeneous wave equation and called as Lighthill equation. where Tij =
ρuiuj−τij+(p−a2∞ρ)δij is the Lighthill stress tensor and a∞ is the speed of sound. The
equation (2.47) is exact and includes all physics as no assumption is made in deriving it
from the governing equations. By assuming ρ ∼ ρ∞ in term Tij , equation 2.47 becomes
explicit. With this assumption, influence of acoustics on the fluid dynamics is not found
in the Lighthill’s equation. The Lighthill equation 2.47 is the most widely used acoustic
analogy. Its use is justified at low Mach number flow where source–propagation ambi-
guities diminish and additional approximations can make it analytically more tractable.
The Lighthill’s analogy does not include the effect of solid boundaries in the flow, thus
it considers only aerodynamically generated sound without solid body interaction. The
formulation was extended by Curle [26] and Ffows Williams and Hawkins [42] to take
into account the generation and the scattering mechanisms when solid bodies are present.
The solution to Lighthill’s equation was given by Curle which is
ρ(x, t)− ρ0 = 1
4πa2∞
∂2
∂xi∂xj
∫
V
Tij
r
dV (y)︸ ︷︷ ︸
Volume contribution
− 1
4πa2∞
∂
∂xi
∫
S
nj
r
(pδij − τij)dS(y)︸ ︷︷ ︸
Surface contribution
(2.48)
x is the observer position, y is the source position and r =| x−y | is the distance between
them. τ = t − r
a∞
is the retarded time, which is the time of the emission of a signal
that reaches the observer location at time t. The displacement between the observer
and the source can be expressed as r = (t − τ)a∞. If the observer in equation 2.48 is
located in region where the flow is isentropic, the density fluctuation at this location can
be written as
ρ(x, t)− ρ0 = p(x, t)− p
a2∞
(2.49)
Using the following derivatives
∂f(τ)
∂xi
=
∂f
∂τ
∂τ
∂xi
= − 1
a∞
∂r
∂xi
∂f
∂τ
(2.50)
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and
∂r
∂xi
=
∂
√
(xj − yj)2
∂xi
=
(xi − yi)√
(xj − yj)2
=
xi − yi
r
= li (2.51)
equation 2.48 can be written as
p(x, t)− p0 = 1
4π
∂
∂xi
∫
V
−li
[
T˙ij
a∞r
+
Tij
r2
]
dV (y)
− 1
4π
∫
S
−linj
[
p˙δij − τ˙ij
a∞r
+
pδij − τij
r2
]
dS(y)
=
1
4π
∫
V
(
lilj
[
T¨ij
a2∞r
+ 2
T˙ij
a∞r2
+ 2
Tij
r3
]
− ∂li
∂xi
[
T˙ij
a∞r
+
Tij
r2
])
dV (y)
+
1
4π
∫
S
linj
[
p˙δij − τ˙ij
a∞r
+
pδij − τij
r2
]
dS(y) (2.52)
The derivative
∂lj
∂xi
is expanded as
∂lj
∂xi
=
∂
∂xi
[
xj − yj
r
]
=
δij − lilj
r
(2.53)
Inserting this expansion into equation 2.52
p(x, t)− p0 = 1
4π
∫
V
[
lilj
a2∞r
T¨ij +
3lilj − δij
a∞r2
T˙ij +
3lilj − δij
r3
Tij
]
dV (y)
+
1
4π
∫
S
linj
[
p˙δij − τ˙ij
a∞r
+
pδij − τij
r2
]
dS(y) (2.54)
The above derivation is followed from the work of Larsson et al [80] and they identified
the surface pressure dipole as the dominating terms for an open cavity. In the presence
of walls, the sound radiation by turbulence is enhanced. The compact bodies radiate a
dipole sound field associated with the force theory exert on the flow as a reaction to the
hydrodynamic force of the flow applied on them. Sharp edges are particularly efficient
radiators. In low Mach number flows, the main source of sound generation is due to the
interaction of the flow with the cavity walls. The vortices shed from the cavity leading
edge create pressure fluctuation when they impinge onto the cavity vertical wall. These
surface pressure fluctuations make these surface integral contribution to far field noise
dominant with respect to that of the volume integral. Larsson et al [80] investigated
in their numerical study this assertion by evaluating all the terms in Curle’s acoustic
analogy applied to a cavity flow and concluded that the volume integral contribution is
indeed negligible. Curle’s dimensional analysis [26] also reports that the dipole sources
along the wall becomes increasingly important at low Mach number over quadrupole
sources. For performing numerical simulation, it is better to retain the spatial derivatives
inside the integral. If the dipole terms are the main contributors to the radiated noise
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and neglecting the viscous term in the equation 2.54
ρ(x, t)− ρ∞ = 1
4πa2∞
∫
S
linj
[
p˙δij
a∞r
+
pδij
r2
]
dS(y) (2.55)
The pressure fields obtained from the simulation are only available in a two dimensional
plane. Therefore the equation 2.55 is integrated in the out–of–plane direction from −∞
to +∞ yielding
p(x, t)− p0 = 1
4π
∫
L
linj
[
π
p˙δij
a∞
+ 2
pδij
r2
]
dL(y) (2.56)
The flow is two–dimensional and uniform in the spanwise direction. The surface integral
becomes a line integral along the cavity walls. Another two–dimensional form of the
Curle’s equation will be used, where equation 2.55 is integrated in the z–direction from
−w to +w, where w is half the cavity spanwise extension, yielding
p(x, t)− p0 = 1
4π
∫
L
linj
[
2 arctan
(w
r
) p˙δij
a∞
+ 2w
pδij
r2
]
dL(y) (2.57)
A general overview and details about other computational techniques used in CAA
can be found in works of Larsson [79], Tam [158] and Large–Eddy simulation for acous-
tics [167].
2.10 Conclusion
Literature related to cavity flows is huge. Topics concerned to the present work is
reviewed. Governing equations for the Direct numerical equations are given. Turbulence
and RANS are also discussed. Lighthill–Curle’s equation in two–dimensional form is
derived to compute the sound pressure levels. The pressure field has to be determined by
the numerical simulation. The pressure fields are fed as input to the equation (derived
from the acoustic analogy) to measure the sound generated in the cavities. The last
mentioned part will be dealt in the final Chapter 5.
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Re´sume´ e´tendu en franc¸ais
Conditions d’entre´e et approche asymptotique
Ce chapitre a pour objet de de´finir des profils de couches limites turbulentes pouvant
servir de conditions d’entre´e dans les simulations nume´riques, en s’appuyant sur une
approche asymptotique de re´solution de la couche limite turbulente de´ficitaire en con-
dition d’e´quilibre (l’e´paississement est suppose´ nul lorsque le gradient longitudinal de
pression est nul).
Apre`s quelques brefs rappels sur la couche limite turbulente, est de´crite dans la section
3.3, l’approche analytique avec un profil de vitesse moyenne longitudinale de´ficitaire
auto-similaire (eq. 3.11) dans la couche externe contenant une loi de sillage de type
Coles ( eq. 3.12 ). Cette dernie`re corrige la loi logarithmique u+ =
1
κ
ln y+ + B de
la zone interme´diare dite logarithmique. Une loi de sillage cubique a e´te´ imple´mente´e
par Rona et al [128] et valide´e pour une couche limite sans gradient de pression par
rapport a` des expe´riences ou des simulations nume´riques directes. Cette approche peut
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donc permettre de proposer des profils de vitesse u+ pour une large gamme de nombre
de Reynolds Reτ ou Reθ base´s sur la vitesse de frottement ou bien sur l’e´paisseur de
quantite´ de mouvement.
L’approche asymptotique ( section 3.4 ) suit les premiers travaux de Mellor & Gib-
son [97] et a e´te´ reprise et ame´liore´e par de nombreux auteurs, dont Cousteix &
Mauss [25]. Le calcul de la contrainte turbulente est base´e sur une viscosite´ turbulente
de´finie par une longeur de me´lange et une fonction d’amortissement au voisinage de la
paroi, dans la sous-couche visqueuse. Dans l’approche, on calcule le profil de´ficitaire
auto-similaire en re´solvant une e´quation de similitude non line´aire. Au voisinage de
la paroi ou` la contrainte visqueuse domine, le profil des vitesses u+ est inte´gre´ simple-
ment et nume´riquement (eq.3.24) pour converger vers la loi logarithmique, de`s lors qu’on
de´passe la sous-couche visqueuse. En superposant les profils des vitesses internes et ex-
ternes dans la zone logarithmique, on calcule le coefficient de frottement parie´tal et on
en de´duit toutes les grandeurs classiques d’une couche limite. Habituellement le mode`le
de longueur de me´lange employe´ dans cette approche est celui de Michel et al. [99]. Ici
est propose´ un nouveau mode`le (eq. 3.21) fonction d’une parame`tre n qui a pour but
d’ame´liorer les comparaisons dans le cas de couche limites avec gradient de pression.
L’inte´gration de l’e´quation de similitude, non line´aire, du profil de vitesse de´ficitaire
n’est pas e´vidente car cette e´ equation de´gene`re au voisinage de la paroi et de la limite
haute de la couche limite. Tous les de´tails nume´riques, avec approximation analytique
au voisinage des de´ge´ne´rescences sont donne´s dans la section 3.4.7. Sont donne´es aussi
les relations analytiques des quantite´s sans dimensions utiles dans les validations.
Dans la section 3.5 est aborde´e la validation de l’approche asymptotique avec la nou-
velle longueur de me´lange pour une couche limite sans gradient de pression. Nous com-
parons nos re´sultats sur les vitesses u+ a` des expe´riences et des simulations nume´riques
directes (DNS de Skote et al) ainsi que la contrainte turbulente sans dimension τ+.
L’effet du parame`tre n est analyse´ et n est calibre´ a` n = 4 pour obtenir une meilleure
validation sur la viscosite´ turbulente ou la longueur de me´lange normalise´e de´termine´es
dans les expe´riences. n = 2.7 correspond a` la valeur donnant des re´sultats identiques au
mode`le de Michel. On rele`ve la grande sensibilite´ des grandeurs de la couche limite aux
valeurs des nombres de Reynolds Reτ ou Reθ ou bien a` la valeur de u
+
e = ue/uτ . Ce
qui explique la difficulte´ a valide´ correctement des calculs de couches limites turbulentes
(issus de la the´orie, de simulations) et des valeurs expe´rimentales. Quoi qu’il en soit,
l’accord entre le mode`le asymptotique et les DNS ou expe´riences est excellent sur le profil
de vitesse. L’accord est moins bon sur le profil de contrainte turbulente, spe´cialement
pour des nombres de Reynolds Rτ tre`s faibles. Il est duˆ au fait que la zone logarith-
mique n’existe plus a` faible Reynolds et que la me´thode pour de´terminer le coefficient de
frottement turbulent peut provoquer une discontinuite´ forte sur la de´rive´e du profil de
contrainte turbulente. C’est un artifact qui montre la limite de l’approche.
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La section 3.6 pre´sente la validation et l’analyse de l’approche asymptotique pour
une couche limite turbulente d’e´quilibre en pre´sence d’un gradient de pression adverse.
Il apparaˆıt clairement que le mode`le de Michel ne permet pas de bien prendre en compte
les effets de gradient de pression, et qu’il faut modifier le parame`tre n, jusqu’a` n = 24
(approximativement) pour obtenir un bon accord entre l’approche asymptotique et les
re´sultats de DNS propose´s par Skote [148], en particulier sur la contrainte turbulente.
Deux gradients de pression faibles et mode´re´s ont e´te´ compare´s. On observe que la
viscosite´ turbulente sans dimension de´pend fortement du gradient de pression dans le
cas de l’approche asymptotique, alors que la de´pendance est plus faible dans le cas des
simulations nume´riques directes. Un post-traitement et une analyse des donne´es DNS
disponibles met en e´vidence la difficulte´ de calculer avec pre´cision le rapport ue/uτ , le
nombre de Reynolds Reτ ou l’e´paisseur de la couche limite dans le cas d’un gradient
longitudinal de pression non nul. Des bosses sont observe´es en particulier sur le profil
de la viscosite´ turbulence au voisinage de la fin de la couche limite, introduisant une
erreur importante sur le calcul du Reτ . La sensibilite´ du mode`le asymptotique de´ficitaire
a` la valeur de Reτ semble, en plus, plus importante dans le cas du gradient de pression
adverse. Un autre mode`le de longueur de me´lange avec plus de parame`tres pourrait
certainement s’ave´rer ne´cessaire, en particulier lorsqu’on se rapproche du de´collement.
En conclusion l’approche asymptotique, pour une couche limite d’e´quilibre est capable
de fournir des profils de vitesse longitudinale d’excellente qualite´ pour servir de condi-
tions d’entre´e dans des simulations, pour peu que le mode`le de longueur de me´lange
repre´sente bien la physique. Ainsi la viscosite´ turbulente doit eˆtre calibre´e vis-a`-vis
du gradient de pression de l’e´coulement. Par contre, du fait de ses limites, l’approche
asymptotique ne peut fournir de profils de vitesse ou de contraintes turbulentes tre`s con-
venables a` faibles nombres de Reynolds.
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3.1 Introduction
This Chapter is devoted to the determination of the inflow velocity profiles which are
required for the test cases carried out with LES simulations where a turbulent boundary
layer interacts with a cavity. Then, a brief introduction on boundary layers is given the
analytical approach to provide velocity profiles, based on the defect law and the wake cor-
rection of the turbulent logarithmic law. Then, some turbulent boundary layer profiles
are produced using Successive Complementary Expansion Method(SCEM). An alternate
blending function is discussed under the mixing length model section and the validations
with experimental are given. Zero pressure gradient and adverse pressure gradient cases
were simulated using asymptotic approach and validated against the Direct Numerical
Simulation data of Skote [148] and experiments of Klebanoff [73],Townsend [161].
3.2 Boundary Layer
3.2.1 Laminar boundary layer
The presence of a wall has a dominant effect on the processes that produce turbulence.
The external flow is determined by the displacement of streamlines about the body
and in which viscosity is negligible (potential flow) and the pressure field is developed.
But boundary layers are thin regions in the flow where viscous forces are important.
Although the name boundary layer originally referred to the layer of fluid next to the
wall. The essential ideas are that the layer is thin in the direction across the streamlines
and that viscous stresses are important only within the layer and the velocity satisfies
the no–slip condition at the wall.
“ A very satisfactory explanation of the physical process in the boundary layer
between a fluid and a solid body could be obtained by the hypothesis of an
adhesion of the fluid to the walls, that is, by the hypothesis of a zero relative
velocity between fluid and wall. If the viscosity was very small and the fluid
path along the wall not too long, the fluids velocity ought to resume its
normal value at a very short distance from the wall. In the thin transition
layer, however, the sharp changes of velocity, even with small coefficient of
friction, produce marked results ”.
Ludwig Prandtl–Address to the 3rd Mathematical Congress in Heidelberg in 1904
The concept of a boundary layer is from Ludwig Prandtl who showed that effects
of friction within the fluid (viscosity) are present only in a very thin layer close to the
wall surface. If the flow velocity is high enough the flow in this layer will eventually
become unordered, swirling and chaotic or simply described as being turbulent. The
transition from laminar to turbulent flow state was first investigated by Reynolds who
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Figure 3.1: Boundary layer with details.
performed experiments on water. He found that the flow state was determined solely
by a non–dimensional parameter that is since then called the Reynolds number. The
Reynolds number is a measure of the ratio between inertial and viscous forces in the
flow, i.e. a high Reynolds number flow is dominated by inertial forces.
The schematic figure 3.1 shows a flat plate boundary layer flow with undisturbed
velocity u∞ perpendicular to the sharp leading edge and parallel to the plate surface
representing laminar boundary layer, transition zone and turbulent boundary layer.
Velocity profile near the wall is detailed in the figure 3.2.
Prandtl postulated that the strain rate very near to the surface would become as
large as necessary to compensate for the vanishing effect of viscosity, so that at least one
viscous term remained. This very thin region near the wall became known as Prandtl’s
boundary layer, and the length scale characterising the necessary gradient in velocity
became known as the boundary layer thickness [47]. The boundary layer thickness δ(x)
defined as the y value at which
u (x, y) |y=δ = 0.99ue(x) (3.1)
ue is the velocity outside the boundary layer, where fluid can be considered as inviscid.
In case of flat plate boundary layer with zero incidence, ue is constant and equals to the
upstream velocity u∞. The thickness depends on small velocity differences. In other
words, it is the layer where viscous effect continue to be important. As the layer is thin,
the derivatives across the flow direction might be expected to be larger than derivatives
in the flow direction. More reliable ways to characterise the thickness of boundary layer
are displacement thickness δ∗, momentum thickness θ and shape factor H. The flow near
the surface is retarded, so that the streamlines must be displaced outwards to satisfy
continuity. To reduce the total mass flow rate of a frictionless fluid by the same amount,
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Figure 3.2: Log law of wall. McDonough [95].
the surface would have to be displaced outward by a distance δ∗, called the displacement
thickness.
ρeue δ
∗ =
∫ ∞
0
(ρeue − ρu)dy = mass flux deficit (3.2)
The momentum thickness θ which is used to determine the skin friction drag on a
surface, is a theoretical length scale to quantify the effects of fluid viscosity in the
vicinity of a physical boundary. Physically it is distance by which the boundary should
be displaced to compensate for the reduction in momentum of the flowing fluid on
account of boundary layer formation.
ρeu
2
e θ =
∫ ∞
0
(ue − u) ρudy = momentum flux deficit (3.3)
Another important parameter which characterise the boundary layer is the shape
factor H =
δ∗
θ
. It is a function of the longitudinal pressure gradient and of the laminar,
transitional or turbulent state of the flow.
The final goal of this chapter is to generate an inflow turbulent boundary layer for
the cavity flows. It becomes more important to mention from the work of Colonius &
Lele [22] that the value of momentum thickness θ at the cavity leading edge plays a vital
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role in the selection of the modes and in governing the growth of the shear layer(see
Colonius & Lele [22], Rowley et al [132] and Tam [158]) that spans an open cavity(see
Charwat et al [13]).
3.2.2 Turbulent boundary layer
Most of the flow around any body are turbulent in nature. For example turbulent bound-
ary layer flow occurs on a high speed train, where the gap between the coaches build the
cavity and the boundary layer developing along the train may have a size comparable
to the cavity depth. In aeroplanes, these turbulent boundary layer flow occur during
taking off, flying at high velocity, landing and taxing. Many researchers worked on
the turbulent flows and turbulent boundary layers . Turbulent flows over (rough) walls
have been studied by Hagen [59] in 1854 and Darcy [28] in (1857), who were concerned
with pressure losses in water conduits. Study and analysis on the turbulent boundary
layers were started while performing measurements in wind–tunnel experiments. Exper-
iments performed by Schultz–Grunow [141], Ludwieg and Tillman [92], Klebanoff [73]
and Smith & Walker [150] were noteworthy. The first Direct Numerical simulation of
a turbulent boundary layer was performed by Spalart [152]. Skote et al [148] obtained
turbulent boundary layers at different pressure gradients. The overall structure of tur-
bulent boundary layers can be found in textbooks for instance by Townsend [163]. In
this work, mean thick turbulent boundary layer profiles are produced to impose on in-
let of the computational domain to simulate cavity flows at different velocities and at
different Reynolds number.
3.2.3 Power law
The algebraic law for a flat plate turbulent boundary layer under zero pressure gradient
known as power law is given here. Because this approach has been initially used to
generate inflow conditions in the simulation of cavity flows in this work. Then in the
simulations at the later part, mean turbulent boundary layer profile were imposed on
the computational domain of the cavity.
Consider an incompressible flow over a smooth flat plate (zero pressure gradient).
Simpler, but less accurate, relations between δ, δ∗, θ and H can be obtained if one uses
the power–law assumption for the velocity distribution in which one assume
u
u∞
=
(y
δ
) 1
n
(3.4)
Here the exponent n is about 7 in a constant pressure boundary–layer, increasing slowly
with the Reynolds number. Using (3.4) and the definitions of δ∗, θ and H, one can show
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that
δ∗
δ
=
1
1 + n
θ
δ
=
n
(1 + n)(2 + n)
(3.5)
H =
2 + n
n
Other formulas obtained from power-law assumptions, given by Schlichting [139] are:
δ
x
= 0.37
(
U∞x
ν∞
)−1/5
(3.6)
θ
x
= 0.036
(
U∞x
ν∞
)−1/5
(3.7)
Those equations are valid for Reynolds number Rex =
(
U∞x
ν∞
)
, between 5 × 105 and
107. The dimensionless skin friction co–efficient is
Cf =
τw
1
2ρu
2
∞
(3.8)
At higher Reynolds numbers the boundary layer thickness can be calculated more accu-
rately by the following empirical formula given by Granville
δ
x
=
0.0598
logRex − 3.170 (3.9)
This equation was obtained on the assumption that the boundary layer is turbulent from
the leading edge onwards.
3.3 Analytical method
The boundary layer is described by a two–layer structure (see Mellor [96] and Ya-
jnik [171]). The overall description of a turbulent boundary layer is dependent on two
separate inner and outer length scales:
1. The outer length scale is commonly taken as the thickness of the boundary layer
δ in outer layer where convective transport terms are important
2. an inner layer whose thickness is of order
ν
uτ
, where uτ is friction velocity and is
uτ =
√
τw
ρ
where τw is the wall shear stress.
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In between these layers, there is an overlap layer where both the convective transport
and the viscous term are negligible. This is the logarithmic overlap region. The wall
layer is further divided into a viscous sublayer where visous shear stress dominates and
turbulent stresses are unimportant and into a buffer layer where both stresses have to
be taken into account. These layers are well represented in the figure 3.2.
Normally in the boundary layer, viscosity effect is dominant below y+ ≈ 5. The most
active part of the flow lies between 10 6 y+ 6 100 which is called the buffer region. The
buffer layer is difficult to analyse theoretically since both viscous and turbulent stresses
are important. For example, from the DNS of unsteady channel flow from Jime´nez
and P. Moin [70] observed that in moderate Reynolds number flows, this buffer region
generates most of the turbulent energy as it contains the nonlinear self–sustaining cycle.
Since the above said layers have different length scales, the whole turbulent boundary
layer can never be self similar. The wall layers alone are self similar. The outer layers
of so called equilibrium boundary layers can be considered approximately self similar.
To describe the mean velocity profile in a turbulent boundary layer, similarity solutions
are sought in the inner and the outer regions. In the inner region, the mean stream
wise velocity u scales with the wall friction velocity uτ and with the viscous length scale
l =
ν
uτ
, so that
u+ =
u
uτ
= f
[yuτ
ν
]
(3.10)
In outer region, the velocity profile is described by the velocity defect law
ue − u
uτ
= f
[y
δ
]
(3.11)
In eqs. 3.10 and 3.11, u+ is the normalised stream wise velocity, ue is the free-stream
velocity, ν is the kinematic viscosity, y is the wall-normal distance and δ is the boundary
layer thickness, which is taken as the wall-normal distance at which u = ue. The outer–
layer velocity distribution depends also on the external pressure gradient. Based on
the existence of an overlap region between the inner and the outer regions, Coles [17]
proposed the following additive law of the wall and law of the wake in non–dimensional
form:
u+ =
1
κ
ln y+ +B +
Π
κ
f (η)
f (η) = 1− cos (πη) (3.12)
y+ =
yuτ
ν
, η =
y
δ
where y+ is the non–dimensional wall-normal distance (also called inner variable), η is
the non–dimensional wall–normal distance (also called outer variable), κ the von Ka´rma´n
constant, B the logarithmic law constant and Π is the wake parameter. The wake
parameter Π represents the effect on the outer layer dynamics. Coles [17] determined
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the wake parameter as
Π =
κ
2
(
u+e −
1
κ
lnReτ −B
)
(3.13)
u+e =
ue
uτ
, Reτ =
δuτ
ν
where u+e is the normalised free-stream velocity and Reτ is the boundary layer Reynolds
number which defines the scale separation between the outer and inner lengths. For
a given Reynolds number, this Π parameter cancels and then the changes the sign
(becomes negative) for
Reτ = exp
[
κ
(
u+e −B
)]
It characterises the deviation of log law profile at η → 1. At distances from the wall of
the order of boundary layer thickness, the size of the structures is limited by δ, which
becomes the relevant length scale. Let
f (η) = A1η
2 +A2η
3 (3.14)
be a cubic polynomial approximation to f (η) in eq. 3.12. Substituting the boundary
conditions
u|y=δ = ue and
∂u
∂y
∣∣∣∣
y=δ
= 0 (3.15)
in eq. 3.12, with f (η) from eq. 3.14, gives
A1 = 6
[
1 +
1
6Π
]
and A2 = −4
[
1 +
1
4Π
]
,
with Π defined by eq. 3.13. The law of the wake of eq. 3.12 then becomes
u+ =
Log-law of the wall︷ ︸︸ ︷
1
κ
ln y+ +B +
1
κ
(η)2 (1− η)︸ ︷︷ ︸
Pure wall flow
+2
Π
κ
(η)2 (3− 2η)︸ ︷︷ ︸
Pure wake component
. (3.16)
Equation 3.16 is validated over a relatively wide range of momentum thickness based
Reynolds number Reθ =
ueθ
ν
in section 3.4.1. To evaluate eq. 3.16, Rona et al [128]
take κ = 0.41 and B = 5.0, as proposed by Coles [17].
3.4 Successive Complementary Expansion Method
In this section, an approach is mainly developed for the boundary layer, but many
extensions can be found for other flow such as channel flow.
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According to Cousteix & Mauss [25], Successive Complementary Expansion Method
(SCEM) discusses about “singular perturbation problems” with a small parameter ǫ,
where when ǫ → 0, the solution does not tend uniformly towards the corresponding
reduced problem obtained for ǫ = 0. It is necessary to observe that the non-uniformity
occurs in a domain whose dimension is smaller than the initial domain. The principle
of SCEM is to find an “uniformly valid approximation” which is uniformly valid in
the whole flow field with an improved approximation near the walls. This improved
approximation can be attained by adding a correction which takes into account the
effects of viscosity. The successive complemetary expansion method consists here in
seeking contiguous asymptotic matches between the inner and the outer regions of an
incompressible turbulent boundary layer. This approach has been initially introduced
by Schlichting [139], Clauser [16], Mellor & Gibson [97] and Bradshaw [8].
3.4.1 Mixing length model
Figure 3.3 illustrates the shear stress τ = τtotal near the wall. The shear stress is summa-
tion of laminar shear stress (τlam) and turbulent shear stress (τturb). The laminar stress
is more dominant in the region very close to the wall (viscous layer). The dominancy
and the influence decreases in the region away from the wall. The turbulent shear stress
increases with the increase in y and decreases outside the boundary layer. Fundamental
equations for incompressible turbulent boundary layer are given here
∂u
∂x
+
∂v
∂y
= 0
ρu
∂u
∂x
+ ρv
∂v
∂y
= −∂P
∂x
+
∂
∂y
(
µ
∂u
∂y
− ρ < u′v′ >
)
where the pressure gradient is given by
∂P
∂x
=
dP
dx
= −ρeueue
x
because in a boundary layer flow, the pressure gradient across the flow is zero i.e
∂P
∂y
= 0.
With zero incidence of the flat plate, the streamwise pressure gradient is zero as well
and the pressure is constant.
Across the boundary layer, the local shear stress is given by
τ = τturb + τlam
= −ρu′v′︸ ︷︷ ︸
turbulent stress
+ µ
∂u
∂y︸︷︷︸
laminar stress
(3.17)
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y+ ≃ 10 y
τtotal
τ
τturb
τlam
Figure 3.3: Shear stress near the wall.
where u′ and v′ are the time–dependent fluctuations of the streamwise and flow–normal
velocity components and are unknown. To avoid having to resolve these unknowns, the
Reynolds shear stress is evaluated using Prandtl’s mixing length model [115] ℓ, with the
Van Driest [165] near-wall damping correction F˜. This gives
τt = −ρu′v′ = ρF˜2ℓ2
∣∣∣∣∂u∂y
∣∣∣∣ (∂u∂y
)
(3.18)
F˜ = 1− exp
(
−y
+
26
)
(3.19)
In the inner region, ℓ = κy is linear, while in the outer region, ℓ/δ → 0.085 as y → δ.
These two asymptotic behaviour can be merged analytically into a single distribution for
the mixing length ℓ across the whole boundary layer by the using a “blending” function.
Michel et al. [99] used a blending function which is
ℓ(η) = δ cℓ tanh
(
κη
cℓ
)
(3.20)
with cℓ = 0.085 and κ = 0.41. In [128] Airiau propose an alternative blending func-
tion which improves the prediction of the turbulent shear stress profile at the interface
between the inner and the outer layer, at low Reynolds numbers Reτ . This is
ℓ(η) = δ
κη[
1 +
(
κη
cℓ
)n] 1
n
(3.21)
For 2.6 < n < 2.7, the ℓ(η) profile from equation 3.21 almost matches that from equa-
tion 3.20.
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3.4.2 Inner region velocity profile
Inner region is given by y+ ∈ [0+, 50− 100]. Normalising the local shear stress τ by
τw = ρu
2
τ and assuming a monotonic velocity profile, from eq. 3.18,
1 =
∂u+
∂y+
+ ℓ+2F˜
2
(
∂u+
∂y+
)2
(3.22)
where ℓ+ =
ℓuτ
ν
. In the viscous layer, the zone close to the wall with y+ < 1, the
velocity is really small and ℓ+ is linear with respect to y+. The turbulent shear stress is
negligible comparing to the viscous laminar shear stress. Then
1 =
∂u+
∂y+
⇒ u+ = y+
This approximation falls in the range 10 < y+ < 40. F˜ (y+)→ 1 when y+ > 60–80 and
the viscous term is neglected:
1 = κ2y+
2
(
∂u+
∂y+
)
⇒ ∂u
+
∂y+
=
1
κy+
then the velocity satisfies a logarithmic law :
u+ =
1
κ
log y+ + C (3.23)
This region where the log–law is true is called the logarithmic region. Integration of
equation (3.22)(for 40 < y+ < 100 − 1000) gives (see Cousteix [23], Schlichting [139])
C ≈ 5.25. Recent calculation from Cousteix [25] produces the value 5.28 (calculations
peformed in this work produce 5.28). Equation 3.22 is a quadratic in
∂u+
∂y+
so the
analytical solution is given by :
∂u+
∂y+
=
2
1 +
√
1 + 4
[
ℓ+ (y+) F˜ (y+)
]2 (3.24)
Integrating equation 3.24 with respect to y+ with the boundary condition u+ (x, 0) = 0
gives the inner layer tangential velocity profile that asymptotes to the log–law of the
wall in equation 3.16 for y+ →∞.
3.4.3 Outer region velocity profile
In the outer region, the Reynolds stress component is dominant over the laminar shear
stress where viscous stress is negligible, so τ ≃ τt. From eq. 3.18, with the van Driest
damping constant F˜→ 1 at y+ ≥ 100. The shear stress is :
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τ = τt = ρℓ
2
(
∂u
∂y
)2
(3.25)
In an equilibrium turbulent boundary layer, the similarity solution for the outer layer
can be expressed in terms of the velocity defect F ′ (η) = u+e − u+ and the shear stress
is obtained from the integration of the streamwise momentum equation :
τ+ =
τ
τw
= 1− F
F1
+
(
1
F1
+ 2β
)
ηF ′ (3.26)
where
F (η) =
∫ η
0
F ′ (ξ) dη
F1 = F (1)
β = − δ
uτ
due
dx
(3.27)
The shear stress, from equation 3.25 is expressed as a function of the derivative of the
defect law F :
τ
τw
=
(
ℓ
δ
)2
F ′′2
where F ′′ =
dF ′
dη
. Substituting for
τ
τw
in eq. 3.26, the similarity solution for the outer
region becomes (
ℓ
δ
)2
F ′′2 = 1− F
F1
+
(
1
F1
+ 2β
)
ηF ′ (3.28)
The parameter β represents the pressure gradient. Clauser had defined the factor βc
βc =
δ∗
uτ
dP
dx
(3.29)
and is related to β as
βc = β
δ∗
δ
ue
uτ
(3.30)
For zero pressure gradient flow, β = 0.
To determine the most important boundary layer quantities, it is necessary to cal-
culate the values of F1, F2 and G as
F1 =
∫ 1
0
F ′dη, F2 =
∫ 1
0
F ′2dη, G =
F2
F1
For β = 0, and with Michel’s mixing length model, F1 = 3.15 and G = 6.13.
In the neighbourhood of η = 0, it is easy to demonstrate that F ′(η) becomes loga-
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rithmic from the equation (3.28)(
ℓ
δ
)2
F ′′2 = 1, L(η) =
ℓ
δ
= κη
F ′(η) = −1
κ
log η +Dv(β)
For a zero pressure gradient boundary layer flow (β = 0), Cousteix & Mauss [25] give
Dv = 1.76.
3.4.4 Asymptotic matching of the inner and outer profiles
A matching condition is sought for the velocity profiles of the inner and outer regions,
solutions of equations 3.24 and 3.28. This is obtained from standard asymptotic anal-
ysis (Cousteix & Mauss [25]) by considering y+ → ∞ in equation 3.24 and η → 0 in
equation 3.28. That gives respectively
u+ =
1
κ
ln y+ + C (3.31)
u+e − u+ = −
1
κ
ln η +Dv (3.32)
Adding eq. 3.31 to eq. 3.32 gives
u+e =
1
κ
lnReτ + C +Dv (3.33)
Equation 3.33 can be re–casted as function of the wall skin friction coefficient
Cf = 2
τw
(ρu2e)
=
ρu2τ
1
2ρu
2
e
= 2γ2 (3.34)
that is imposed with same value in the inner and outer regions and provides the matching
criterion for the two profiles √
2
Cf
=
1
κ
lnReτ + C +Dv (3.35)
3.4.5 Boundary layer quantities
It is possible to calculate analytically the displacement thickness, the momentum thick-
ness and the shape factor of the boundary layer as soon as the velocity profile is known.
γ =
√
Cf
2
=
uτ
ue
=
1
u+e
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The displacement thickness δ∗ is given by
δ∗ =
∫ δ
0
(
1− u
ue
)
dy =⇒ δ
∗
δ
= γF1
with γ =
√
Cf
2
=
uτ
ue
=
1
u+e
. The momentum thickness θ is determined by
θ =
∫ δ
0
u
ue
(
1− u
ue
)
dy =⇒ θ
δ
= γF1 − γ2F2
The shape factor H of the boundary layer is
H =
δ∗
θ
=
1
1− γG
3.4.6 Turbulent shear stress and turbulent viscosity
To compare results with experimental or numerical data, the turbulent shear stress and
the turbulent viscosity are converted to non–dimensional form, in the inner and outer
region.
Turbulent shear stress
The turbulent shear stress values are calculated using mixing length model.
τt = −ρ < u′v′ >= ρF˜ 2
(
y+
)
ℓ+
(
∂u
∂y
)2
In the inner region, the non–dimensional shear stress is
τt
τw
=
[
F˜
(
y+
)
L
(
y+
Rτ
)
Rτ
∂u+
∂y+
]2
Usually, for the defect zone, the damping function is not taken into account F˜ , but here
F˜ is retained. Because F˜ = 1 only for y+ ≤ 100 :
τt
τw
=
[
F˜
(
y+
)
L(η)F ′′(η)
]2
(3.36)
Derivative
∂u
∂y
In the internal layer, the velocity derivative in inner variable y+ is given by:
∂u
∂y
=
uτ
l+
∂u+
∂y+
=
u2τ
ν
∂u+
∂y+
and l+ =
ν
uτ
(3.37)
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For the external layer, in outer variable η:
∂u
∂y
= −uτ
δ
F ′′(η) =
u2τ
ν
∂u+
∂y+
and
∂u+
∂y+
= − 1
Reτ
F ′′(η) (3.38)
Turbulent dynamic viscosity νt
By the definition, the turbulent dynamic viscosity νt is given in dimensional form as
νt = F˜
2 ℓ2
∣∣∣∣∂u∂y
∣∣∣∣ (3.39)
in non–dimensional form ν˜t
ν˜t =
νt
uτδ
= F˜ 2
ℓ
δ
ℓ
uτ
∣∣∣∣∂u∂y
∣∣∣∣ (3.40)
In the internal layer, the above expression is written in variable y+ as
ν˜t = F˜
2 ℓ
δ
ℓ
uτ
u2τ
ν
∂u+
∂y+
= Reτ F˜
2(ℓ+(y+))2
∂u+
∂y+
= Reτ F˜
2(κy+)2
∂u+
∂y+
(3.41)
For the external layer, with the variable η, it yields
ν˜t = F˜
2L2(η)
∣∣F ′′(η)∣∣ = Reτ F˜ 2L2∂u+
∂y+
(3.42)
The relationship between the non–dimensional turbulent viscosity ν˜t and the non–
dimensional turbulent stress
τt
τw
is deduced:
• In the inner region, in variable y+ :
τ+t = ν˜tReτ
∂u+
∂y+
(3.43)
• In the outer region, in variable η :
τ+t = ν˜t
∣∣F ′′(η)∣∣ (3.44)
3.4.7 Numerical implementation
Expliciting the outer region velocity profile poses several challenges. Equation 3.28 is
non–linear and is ill–defined in at the upper boundary layer limit, at η → 1, where
F ′′ → 0, and at the lower boundary layer limit, at η → 0, where ℓ/δ → 0 and F ′′ →∞.
To solve the problem, auxiliary approximate solutions are imposed on the floor of the
laminar sub-layer and at the edge of the boundary layer, as shown in figure 3.4 so that
the edges of the inner and of the outer regions are modelled analytically while the overlap
region is resolved numerically.
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η = ǫ0
η = 1
η = 1− ǫ1
numerical integration of eq. 3.28
ln y+
outer region
inner region
layer
logarithmic
numerical integration of eq. 3.24 y+0 = ǫ0 ×Reτ
ln y ln η
boundary layer
analytical solutionud(η)
u = ue
Figure 3.4: Boundary layer decks.
Let f (η) =
F (η)
F (1)
. On the floor of the laminar sub-layer, imposing η = 0 and ℓ = κy,
as in section 3.4.1, eq. 3.28 becomes
[
κη F1 f
′′ (η)
]2
= 1− f (η) + (1 + 2βF1) ηf ′ (η) (3.45)
with the boundary condition f (0) = 0. Let β˜ = 2βF1. In a zero pressure gradient
boundary layer, β = 0 by eq. 3.27, for which eq. 3.45 has the explicit solution
f (η) =
η2
4α2
− η ln η
α
+ C˜ η
f ′ (η) =
η
2α2
− 1 + log η
α
+ C˜
f ′′ (η) =
1
2α2
− 1
αη
with α = F1κ. The integration constant C˜ is determined by evaluating f
′ (η) at η = ǫ0
on the floor of the laminar sub-layer. In a non-zero pressure gradient boundary layer,
β˜ηf ′ → 0 as η → 0, so the zero pressure gradient profile is used on the floor of the
laminar sub-layer.
At the edge of the boundary layer, close to η = 1, eq. 3.28 becomes
[
ℓ1F1f
′′ (η)
]2
= 1− f (η) +
(
1 + β˜
)
ηf ′ (η) (3.46)
with the boundary conditions f (1) = 1, f ′ (1) = 0, f ′′ (1) = 0 and ℓ1 is evaluated from
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Reθ Reτ u
+
e Π 100× ǫ Symbol (Reτ )num (u+e )num 100× ǫnum
300 145 18.25 0.228 1.33 ◦ 142 18.54 2.12
697 335 20.25 0.219 1.35 ∗ 315 20.77 3.31
1003 460 21.50 0.317 1.78 △ 446 21.66 2.39
1430 640 22.40 0.336 1.38 · 627 22.51 2.77
2900 1192 24.33 0.421 1.02 ⊳ 1240 24.17 2.48
3654 1365 25.38 0.568 0.72 × 1551 24.71 2.44
5200 2000 26.00 0.505 1.62 ⊲ 2185 25.54 2.38
12633 4436 28.62 0.643 0.71  5188 27.65 2.51
13000 4770 28.00 0.480 0.99 ♦ 5335 27.72 1.84
22845 8000 30.15 0.662 1.01 + 9258 29.06 2.34
31000 13030 30.00 0.388 2.05 ⋆ 12845 29.79 1.86
Table 3.1: Experimental velocity profiles. Rona et al [128].
eq. 3.21 at η = 1. Cousteix [24] proposed the solution for eq. 3.46 :
f (η) = 1− (1− η)
3
3
(3.47)
f ′ (η) = (1− η)2
f ′′ (η) = −2 + 2η
For β = 0, the analytical solution has the attractive property of being independent from
F1 and ℓ1 . The same solution is used in case of pressure gradient flow (β 6= 0), as
β˜ηf ′ (η) = 0 by the boundary condition f ′ (1) = 0 in eq. 3.46.
3.5 Zero pressure gradient boundary layer
3.5.1 Comparison of velocity profiles
The analytical and numerical methods for predicting a boundary layer mean turbulent
velocity profile are tested against a range of streamwise velocity reference data (ex-
periments and numerical simulations) from zero pressure gradient boundary layers of
Spalart [152], Erm and Joubert [37], De Graaff and Eaton [29] and O¨sterlund [106], over
the range Reθ ∈ [300, 31000]. Table 3.1 lists the values of u+e , Reτ and Π at each Reθ of
the reference velocity records. The values of u+e and Reτ (column 1 to 3) are the ones re-
ported in publications [152, 37, 29, 106] while Π (column 4) has been obtained by fitting
eq. 3.16 using the least squares fit. The normalised mean streamwise velocity u+ is plot-
ted against the normalised wall-normal distance y+ in figure 3.5 for different Reynolds
numbers. The symbols used in figure 3.5 are measured values of [152, 37, 29, 106] at
different Reθ, labelled as in table 3.1. The continuous lines show the fitted analytical
profiles for the outer layer. For clarity, an incremental shift of u+ = 2.5 is applied to all
curves. The three “0”labels on the vertical axis of figure 3.5 correspond to Reθ = 300,
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Figure 3.5: Turbulent boundary layer profiles fitted to eq. 3.16. Symbols as in table 3.1
Rona et al [128].
Reθ = 5200, and Reθ = 31000 respectively. The quality of the predictions is quantified
by evaluating the mean square percentage error ǫ for each profile
ǫ =
√√√√ 1
N
N∑
i=1
(
u+e − u+ref
u+ref
)2
(3.48)
where u+a is the predicted value and u
+
ref is the corresponding reference (experimental,
numrical) value for a given y+i in a discretized velocity profile of N points. The ǫ obtained
at different Reθ with u
+
a evaluated from equation 3.16 is reported in table 3.1 (column
5). The maximum ǫ is 2.05% at Reθ = 31000. Such error enables the use of eq. 3.16 to
predict the mean streamwise velocity of boundary layers in many common engineering
applications, where an error margin of 5% is often acceptable. The reference data seem
to be randomly distributed about the fitted curve with no underlying trend, suggesting
that the curve fit has captured most of the u+ dependence on δ, ue, uτ , and Reθ.
Figure 3.6 compares velocity profiles obtained using the Successive Complementary
Expansion Method of section 3.4.7 with the same reference data of figure 3.5. n = 4
was used for the numerical prediction of the mixing length in eq. 3.21. The symbols
used in figure 3.16 are measured values [152, 37, 29, 106] at different Reθ, labelled as
in table 3.1. The continuous lines show the normalised numerical velocity profiles. For
clarity, the same incremental shift of u+ = 2.5 as in figure 3.5 is applied to all curves.
The origin of the ordinate of figure 3.6 refers to the Reθ = 300 profile. Figure 3.6 shows
that the Successive Complementary Expansion Method of section 3.4.7 produces a full
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Figure 3.6: Turbulent boundary layer profiles fitted by the complementary expansion
method. Symbols as in table 3.1.
velocity profile down to the wall. In the outer layer, the asymptotic method captures
the Reynolds number dependent transition between the log–law and the constant free–
stream velocity for most of the curves. The free–stream velocity at Reθ = 22845, 12663
and 3654 appear to be under–predicted. In table 3.1, are found from column 7 to 9, the
Reynolds number Reτ , the non–dimensional velocity u
+
e and the non–dimensional error
ǫnum given from the asymptotic approach. The parameters Reθ, Reτ and u
+
e of Cf are
directly related for a given value of the pressure gradient coefficient β. Here the Reynolds
numbers was choosen from the reference value, and Reτ and u
+
e were determined by an
iterative Newton approach. The differences between the reference data and the present
calculations are confirmed by the corresponding numerical mean square percentage error,
ǫnum, which is computed by evaluating u
+
e in eq. 3.48. Specifically, the ǫnum at Reθ =
22845, 12663 and 3654 are higher than for some of the other Reynolds numbers, due to
the difference in the normalised free-stream velocity between experiment and prediction.
Whereas, in general, the error from the numerical velocity profile is higher than that
from the analytical profile, it is within the range for which the predictions can be used
for engineering accurate predictions.
The difference between the normalised free–stream velocity from experiments and
from the SCEM approach is further investigated in figure 3.7, where the outer layer
portion of the predicted velocity profile for Reθ = 22845 is re–plotted on a larger scale.
The continuous black line is the numerical prediction obtained by matching the experi-
mental value of Reθ in the matched complementary expansion, the red dash–dot line is
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Figure 3.7: Outer layer profile determined from asymptotic approach. Reθ = 22845.
(+) experiment, (−) SCEM approach.
obtained by matching the experimental value of Reτ , while the dashed blue line shows
the predicted profile with a matched normalised free-stream velocity u+e . Matching the
experimental Reynolds numbers seems to give similar profiles irrespective of whether the
target Reynolds number is defined with respect to the momentum thickness, Reθ, or the
friction velocity, Reτ . Fitting the outer profile by imposing the normalised free–stream
velocity u+e seems to over–predict the boundary layer thickness, leading to a coarser
fit with experiment compared to the numerical predictions obtained by matching the
profile Reynolds number.
3.5.2 Validation of the new mixing length model with experiments
The optimised value of the n parameter in the new mixing length model (eq. 3.21)
has been determined to fit with the experimental measurements of the non–dimensional
length ℓ reported in Klebanoff [73].
Figure 3.8(a) compares the normalised mixing length distribution across a zero–
pressure gradient boundary layer with ℓ (η) /(δF1) obtained from measurements at Reτ =
1540 by Klebanoff [73], reported in Hinze [65]. The ℓ distribution (Michel’s model,
eq. 3.20) is shown by the continuous line while the dashed line shows the distribution
from equation 3.21 with n = 4. n = 2.7 would provide the same plot as Michel’s model
case. At this Reynolds number, the new formulation appears to be a good improvement
in the predicted the mixing length. No effort has been made to further optimise n ∈ ℜ
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Figure 3.8: Turbulence model variables. (◦) experiment [73] at Reτ = 1540, ()
experiment [161] at Reτ = 2775, (−−) asymptotic approach at Reτ = 1000 with
F1 = 3.1479 from eq. 3.20 (Michel’s model), (−) asymptotic approach at Reτ = 1000
with F1 = 3.1044 from eq. 3.21. (present model)
by adding decimal digits.
Using the mixing length model of Michel et al. [99], eq. 3.20, under–predicts the
eddy viscosity, as shown by the continuous line. After optimisation of the parameter n
(eq. 3.21) based on a comparison on the non–dimensional value of ℓ (figure 3.8(a)), we
are able to plot (figure 3.8(b)) the profile of the normalised eddy viscosity
νt
uτF1δ
across
the same zero pressure gradient boundary layer of figure 3.8(a), where νt is given from
equation 3.39. The symbols are from the same experiment [73] as in figure 3.8(a) (open
circles) to which further measurements by Townsend [161] at Reτ = 2775 have been
added (open squares). The figure clearly demonstrates the interest and efficiency of the
new mixing length model on the Michel’s model. The agreement with the experimental
results has been greatly improved. As a numerical experiment, the target Reynolds
number in the asymptotic approach was varied over the range 1000 ≤ Reτ ≤ 2775 (not
shown here) and it was found to have very little effect on the predicted normalised νt,
which is also the trend in experiment [73, 161].
In Rona et al [128], no attempt have been made to predict the time–averaged velocity
profiles of a boundary layers at Reτ < 300. A small explanation is required. In the
asymptotic approach, with the skin friction value, u+e , is obtained by matching the outer
layer velocity profile to the inner layer velocity profile in the logarithmic layer. When
Reτ < 140, an overlap region in the form of a logarithmic layer is no longer present, which
prevents the method from evaluating u+e . Here the matched complementary expansion
method in its present formulation has reached its Reτ applicability limit. To illustrate
this upper limit in Reτ , the Figure 3.9 shows the velocity profile created using asymptotic
approach for Reτ = 900 in inner variable y
+. In the u+ profile, the log law region is shed
on light in the interval y+ ∈ [50, 200]. The inner region velocity profile is obtained by
integrating the equation 3.24 and the velocity profile of the outer region is determined
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Figure 3.9: Velocity profile Reτ = 900
from velocity from equation 3.28 (see 3.4.3 and 3.3). The profile from inner region
and outer region are overlapped using the asymptotic matching which is explained the
section 3.4.4 (see the blue line with circle for the log law).
The non–dimensional shear stress
τt
τw
and the derivative
du+
dy+
(see 3.4.6) are plotted
against inner variable y+ in the figure 3.10. The shear stress (continous line) which
is obtained from the asymptotic method shows a discontinuity near y+ ∼ 100, in the
overlapping log–law region. We obviously observe that the continuity of the velocity and
of the shear stress are fixed. The derivative
du+
dy+
decreases smoothly with increase in
y+ and the mixing length continuously grows from zero at the wall to a constant value
at the edge of the boundary layer which implies that the shear shear is maximum at
a given distance from the wall (quite close to the wall), decreases away from wall and
goes to zero in the external flow (i.e outside the boundary layer). This discontinuity
on the non–dimensional shear stress results from the complex product of the decreasing
function
du+
dy+
and of the increasing function, the mixing length ℓ. This discontinuity
neither exist in the reality (experiment) nor in the Direct Numerical Simulation (see
later).
To conclude, with the interest of the new mixing length model, a difference can be
observed in the velocity profile with the Michel’s model on the velocity profile, at a
given Reynolds number Reτ = 1000. On figure 3.11 u
+ versus y is plotted in the region
where the difference are readable with the both models : the present model in dashed
line with n = 4 and the Michel’s model in continuous line. The small divergence in the
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Figure 3.10: Non–dimensional turbulent stress
τt
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velocity slope
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Figure 3.11: Effect of new approach on the law u+ (y+), Reτ = 1000, continous line:
from Michel’s model, dashed line: new algebraic model with n = 4
outer part of the boundary layer is due to the different value of the Reynolds number
Rθ obtained for a given Rtau value. The new model produces a smaller u
+
e value than
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Testcase βc Reθ H G
ZPG 0 350 – 525 1.60 – 1.57 –
APG1 0.24 390 – 620 1.62 – 1.57 7 – 6
APG2 0.65 430 – 690 1.64 – 1.63 8 – 8.3
Table 3.2: Description of Skote’s testcase [148]
Testcase ‘Skote’ data Reτ
ue
uτ
F1 H G
Reθ
Reτ
Reθ
ZPG1 u200 222 19.54 3.0 1.59 7.2 1.9 422
ZPG2 u350 272 20.45 3.3 1.54 7.2 2.3 588
APG1 u350 251 20.6 3.8 1.58 7.5 2.4 606
APG2 u335 251 21.7 4.4 1.625 8.35 2.7 681
Table 3.3: Analysis of the Skote’s data
Michel’s model.
3.5.3 Comparison with Direct Numerical Simulation
For turbulent flat plate boundary, numerous accurate direct numerical simulations are
not available, especially in the case of equilibrium boundary layer. For this comparison,
numerical data (shear stress and profile) which is referred here as Skote’s data is available
on-line is taken as reference. Analysis and curves can be found in the PhD of Skote [147]
and in [148]. Three cases are considered in equilibrium turbulent state: a turbulent
boundary layer with the zero pressure gradient (ZPG) flow and two cases with small
and moderate adverse pressure gradient (APG1 and APG2). A summary of the Skote
data [148] is given in the table 3.2 as described in the reference publication. The non–
dimensional pressure gradient is given by the Clauser parameter βc (eq. 3.29). In
[148] a different way is presented to evaluate the pressure gradient parameter and the
equilibrium state is discussed as well. The βc value given here can be considered as mean
value over a given range of Reynolds number Reθ.
From the numerical data, the main important quantities which characterise a turbu-
lent boundary layer have been calculated. For instance, the following parameters F1, G
and
Rθ
Reτ
have been determined from the following formula :
F1 =
∫ 1
0
(
u+e − u+
)
dη, G = u+e
(
1− 1
H
)
,
Rθ
Reτ
= u+e
θ
δ
Retau and u
+
e have been read from the files (column 2 of the table 3.3), and Rθ have
been calculated. The figures are rounded off to 1 or 2 digits. All the results are given
in table 3.3.
By comparing the both tables 3.2 and 3.3, one can observe that the post-treatment
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Testcase
dp
dx
Reτ βc
ue
uτ
F1 Reθ H G
ZPG 1 0 220 0 19.8 3.10 477.4 1.43 5.96
ZPG 2 0 270 0 20.5 3.10 592.8 1.414 5.96
APG 1a (n = 4) < 0 250 0.24 21.1 3.64 621.14 1.465 6.705
APG 1b (n = 24) < 0 250 0.24 21.0 3.60 618.9 1.434 6.55
APG 2a (n = 4) < 0 250 0.65 22.5 4.40 718.5 1.532 7.82
APG 2b (n = 24) < 0 250 0.65 22.3 4.35 715.4 1.522 7.75
Table 3.4: Skote’s testcase, asymptotic analysis
of the numerical data produce coherent values of the mean parameters. Since all the
numerical data were not treated, one can state that, in the paper [148], the range in Rθ
in table 3.2 is a little bit under-estimated and that the shape factor in the both case
ZPG2 and APG2 are over-estimated.
By maintaining constant pressure gradient parameter and Reynolds number Reτ ,
corresponding to a mean value of the Reynolds number Reθ given in Skote’s paper, the
four testcases have been carried out with the asymptotic analysis. The results are given
in table 3.4.
For very low values of Reynolds numberReτ , the asymptotic method never converges.
It has been explained in a previous section that it is not possible to join the internal
and external region in an intermediate log-law region. DNS are not restricted by the
Reynolds number, naturally.
It should be noted that the DNS always produces higher shape factor H and pa-
rameter G values than in the asymptotic case. On the contrary, the non–dimensional
external velocity u+e and consequently the Reynolds number Reθ are over-estimated with
the asymptotic approach. The difference can have different reasons, from the difficulty
to evaluate the exact value of the pressure gradient in DNS’s data to the assumption
made as the equilibrium state of the boundary layer. The difficulty of determining a
right value of the Reynolds number form DNS’s data is also discussed in a next section.
Figures 3.12(a) and 3.12(b) show the streamwise non–dimensional velocity profiles
u+ produced by DNS of Skote and asymptotic approach. A very good agreement could
be observed for the both Reynolds number Reτ = 220 and Reτ = 270. As shown in
tables, the u+e value is a little bit over-estimated in the asymptotic approach.
Two plots in the figure 3.13 show the comparison of the non–dimensional turbulent
shear stress for the test cases with Reτ = 220 (see figure 3.13(a)) and Reτ = 270 (see
figure 3.13). In the two cases, the shear stress curves are normally smooth with the DNS
while the curves from asymptotic approach follows the DNS data all except a certain
range of y+ ∈ 95 to 100, in the log-law intermediate region.
The function which could be more synthetic is the non dimensonal turbulent viscosity
ν˜t =
ν
uτ δF1
. The figure 3.14 gives the turbulent viscosity of the zero pressure gradient
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Figure 3.12: Comparison of velocity profiles from Skote’s DNS and asymptotic approach
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Figure 3.13: Comparison of shear stress of test cases Reτ = 220 and Reτ = 270 of
Skote’s DNS and aysmptotic approach n = 4
cases of Skote’s DNS data (Reτ = 222 and Reτ = 272), asymptotic approach at Reτ =
220, Reτ = 270 and Reτ = 1000, experiment of Klebanoff [73] with Reτ = 1540, and
experiment of Townsend [161] with Reτ = 2775. The figure shows the influence of the
Reτ number on the turbulent viscosity. This influence seems to be higher with the
asymptotic approach, if DNS results are considered as the reference. The discontinuity
of slope in the asymptotic curves comes from the discontinuity observed in the turbulent
shear layer.
For a given Reτ number and in the region close to the wall, the turbulent viscosity
determined from asymptotic approach fits very well with that of DNS data, indicating a
really good evaluation of the skin friction. In the region η ∈ [0.4, 0.8], all the turbulent
viscosity curves from experiment, DNS and asymptotic approach fit together. But in the
interval η ∈ [0.1, 0.4], turbulent viscosity from asymptotic approach is underestimated
and a discontinuity appears in this region. The other region η ∈ [0.8, 1] experimental
data and asymptotic approach curves are in good agreement except the curves from
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Figure 3.14: Non–dimensional turbulent viscosity, zero pressure gradient, comparison
with Skote’s DNS.
DNS. It is strange since the viscosity should go to zero outside the boundary layer. A
further analysis, detailed later, should indicate a problem of the shorter height of the
computational domain in the DNS.
3.6 Adverse pressure gradient boundary layer
3.6.1 Introduction
Boundary layer flow depend on the shape (curvature, geometry discontinuity), roughness
properties of the wall and the streamwise pressure gradient, outside the boundary layer
and Reynolds number. In the streamwise direction, when there is an increase of fluid
pressure, the streamwise velocity decreases inside the boundary layer and the flow is
called as Pressure Gradient is Adverse (APG flow). In such a case, the potential energy
of the fluid grows while simultaneouly reducing the kinetic energy. The flow decelaration
can be so strong that a reverse flow can exist. The flow separates when the velocity
derivative in the normal direction becomes zero (
∂u
∂y
= 0) and naturally the wall shear
stress as well (see figure 3.15. The separation is really undesirale from the aerodynamic
point of view because its generates transition to turbulence in laminar flows enhancing
turbulence activity. Finally, the separation is influenced by a ’feedback’ effect of the
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Figure 3.15: Effect of pressure gradient on boundary layer profiles [169]
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Figure 3.16: Velocity profile: (a) Constant Pressure and (b) Adverse pressure gradi-
ent [170].
pressure gradient and dramatically it increases the drag with decreasing lift in turbulent
flows. Investigation of adverse pressure gradient boundary layer and control of separation
are the two main topics in aerodynamics. Here, focus is laid on small or moderate
streamwise pressure gradient, before separation. In the present asymptotic approach,
the wall shear stress is used as the reference quantity (or as parameter) which was the
final output of the problem through the skin friction coefficient.
Experimental work of Clauser [16] and the work of Rotta [131] demonstrated that
equilibrium boundary layers in both zero and adverse pressure gradients could exist at
least approximately for a certain distance along a smooth wall. Other notable experi-
ments are of Herring & Norbury [64] in favorable pressure gradients and Bradshaw [8]
in adverse pressure gradients.
Townsend [162] tried to set out the necessary conditions for the existence of an equi-
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Figure 3.17: Comparison of velocity profiles of the test cases (a) APG1 and (b) APG2
with asymptotic approaches with n = 4 and n = 24
librium layer with relation between velocity gradient and shear stress than the mixing–
length relation. Flows with the strong adverse pressure gradients must resemble more
closely the zero–stress self–preserving flows. Kline et al [74] states that the wall–layer
streak breakup plays an important role in determining the structure of the entire tur-
bulent boundary layer. In any turbulent shear flow, the turbulence production occurs
through the average action of the turbulence Reynolds stress against the mean velocity
gradients. In free shear layers, and in the outer regions of turbulent boundary layers,
the turbulence consists of weakly correlated motions. Turbulent flows subjected to ad-
verse pressure gradients are frequently found to be a challenge to the prediction models.
Figure 3.16 presents comparison of velocity profiles(non-equilibrium) from the compu-
tations performed by Wilcox [170] and from the experimental work of So & Mellor [151].
The two cases are the constant–pressure and adverse–pressure gradient flows that have
investigated experimentally. For the adverse pressure gradient case from figure 3.16(b),
the maximum u+ value is found higher (u+ ≈ 60) than the case with constant pressure
(u+ ≈ 30) which is observed in the figure 3.16(a).
3.6.2 Comparison with DNS
To validate the proposed approach and to test the new blending function with the
parameter n in the mixing length model, the obtained results are compared with Skote’s
DNS results. As for the zero pressure gradient testcase, the tables 3.3 and 3.2 give
the main parameters of the APG case, from the paper and from post-processing from
numerical files. A weak (APG1) and moderate (APG2) pressure gradient testcases are
used as references.
Two asymptotic calculations were performed with values n = 4 and n = 24 in
the equation (3.21) from mixing length model (see section 3.4.1). The figures 3.17(a)
and 3.17(b) show the turbulent velocity profiles for the both weak pressure gradient case
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Figure 3.18: Comparison of turbulent shear stresses of test case APG1 from asymptotic
approach with n = 4 and n = 24 and from DNS data of Skote
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Figure 3.19: Comparison of turbulent shear stresses of test case APG2 from asymptotic
approach with n = 4 and n = 24 and from DNS data of Skote
(APG1, βc = 0.24) and moderate pressure gradient case (APG2, βc = 0.65) respectively.
A good agreement is obtained from asymtotic approach and Skote’s DNS is found. A
main difference was observed in the outer part of the boundary layer, since asymptotic
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approach predicts slight over estimation of the non–dimensional external velocity u+e .
The influence of the n parameter exists on the velocity profile even if it is really weak.
The agreement is improved by increasing the value of n.
In the zero pressure gradient case, the turbulent shear stress is the relevant quantity
for comparison or validation. The shear stresses of APG1 and APG2 cases (which are
calculated by asymptotic approach) are plotted in the figures 3.18 and 3.19 respectively
for the values n = 4 and n = 24 and they are compared with the shear stress values
obtained from Skote’s DNS. In the APG1 case (see figure 3.18), with n = 4, the shear
stress curve traces the turbulent shear stress of the DNS throughout the boundary layer
except the range y+ ∈ 90− 110, where the discontinuity occurs. Even for the case with
n = 24, such discontinuity is observed though the magnitude of the τ+ is less than
for the case with n = 4. Let’s remain that the necessity, in the asymptotic approach,
to overlap the inner and outer velocity profile of the boundary layer gives rise to this
discontinuity which delimitates exactly the point where the both inner and outer regions
are joined.
The two local peaks in the shear stress curves (for n = 4 or 24) are shown with the
present approach. They represent the maximum shear stress values (from equations in
the sub section 3.4.6) which correspond to the inner and outer region of the boundary
layer. Increase in the value of n shifts the discontinuity to the right hand side and
improves the profile of shear stress curve (see figure 3.18), without suppressing the two
peaks.
The moderate pressure gradient APG2 case is a little bit different (see figure 3.19).
An inappreciable agreement was not observed. The asymptotic approach seems to follow
the DNS in parallel, the discontinuity in the slope of the turbulent shear stress is less
significant (the sign of the slope is the same) and just one global maximum is produced
by the asymptotic analysis. However the same trend is observed in the both plots, a
change in the slope occurs when y+ ≈ 90 and the peak of the shear stress is predicted
at the same location. As for the previous case, increasing the parameter n from 4 to 24
improve the agreement, especially in the overlapping region.
One of the conclusions could be that the parameter n is related to the pressure
gradient.
3.6.3 Eddy viscosity
Figure 3.20 compares the turbulent viscosity curves
(
νt
uτδF1
)
of APG1 testcase with n =
4 and n = 24, with the Skote’s DNS results. Experimental values from Townsend [161]
and Klebnoff [73] in zero pressure gradient testcase (and a much larger Rτ value) are
given as reference. The DNS results exhibit a local maximum for the shear stress at the
end of the inner region. Then shear stress should decrease to zero at the edge of the
boundary layer (η = 1). It is a similar problem like the ZPG testcases. The asymptotic
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Figure 3.20: Comparison of turbulent viscosity: weak pressure gradient test case APG1
with DNS data and experiments
approach predicts better results representing the skin friction at the wall in the viscous
layer region. A local maximum for DNS results and for the asymptotic approach with
n = 24 is visible approximately at the same location, but not observed for n = 4. It
indicates the necessity to vary the value of parameter n with the pressure gradient. In the
outer region, the non-agreement is not disappointing, and the non–dimensional viscosity
goes to zero when η goes to 1. With the moderate pressure gradient case (figure 3.21),
the behaviour of the turbulent viscosity is quite different. The DNS results are wavy in
the overlapping and outer region, and does not goes to zero at the edge of the boundary
layer. Increasing the value of n in the asymptotic model increases the agreement on the
non–dimensional turbulent viscosity in the inner region. An agreement is comparable
with the weak pressure gradient case in the outer region.
The improvement of the new mixing length model comparing to the Michel’s model
is demonstrated again in the these plots, and it seems that DNS results present strange
behaviour which need more investigation. It is the subject of the next section.
3.6.4 Reτ sensitivity
It was quite difficult to determine the value of the Reynolds number Reτ from the
DNS data, and the accuracy of its value is really important in comparison with other
experimental or numerical data or testcase.
By definition, in the y coordinate, the Reynolds number Rτ is equal to the non–
dimensional boundary layer thickness
δ
l+
. Actually, there are three ways to define it
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Figure 3.21: Comparison of turbulent viscosity: moderate pressure gradient test case
–APG2
from data fields:
1. The distance from the wall where the velocity defect u+d is smaller than a given
small parameter ǫ (0.001 for instance).
2. The distance from the wall where the non–dimensional turbulent shear stress τ+
is smaller than a given small parameter ǫ (0.001 for instance).
3. The distance from the wall where the non–dimensional turbulent viscosity is smaller
than a given small parameter ǫ (0.001 for instance).
In a ’perfect’ turbulent boundary layer, these definitions should provide the same
value. As explained earlier, the last definition corresponds to a limit of 0 over 0 in the
edge of boundary layer which must be equal to 0. Theoretically it can be imposed,
numerically the round off errors, or any other numerical approximation can not insure
a convergence of the turbulent viscosity to zero at the edge of the boundary layer.
In this study, the guess of Reτ from the DNS data has followed the two first defini-
tions. This led to the results provided here. Figure 3.22 represents the following function
which is proportional to the non–dimensional turbulent viscosity :
Reτ ν˜t =
τ+
du+
dy+
=
Reτνt
uτδ
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Figure 3.22: DNS analysis :
Reτνt
uτδ
= τ+/
du+
dy+
One point on 3 is designed for the DNS
curve
for the zero and adverse pressure gradient cases.
It can be observed that the third definition with a small parameter ǫ (≈ 0.001) can
not give a right value for Rτ . In the pressure gradient case APG1, the function seems
to diverge after Rτ = y
+ = 300 . A hump is observed in the interval y+ ∈ [250, 300],
leading to some error in the evaluation of Rτ . The Rτ values from the figure 3.22 which
is kept in the analysis done here correspond to a linear extrapolation from the slope of
the function plotted, before the hump or the divergence.
The effect of a small variation of Reτ have been investigated. In table 3.3, the APG2
case is given with Reτ = 272. Considering the Reynolds number Reτ = 282 in the DNS
data leads to Reθ = 689. Similarly, considering Reτ equals to 280 with the asymptotic
approach gives :
H = 1.51, G = 7.75, u+e = 22.65, and Rθ = 813
A comparison with the figures in table 3.3 with Reτ = 270 demonstrates the sensitivity
of all the outputs of the problem to the input Reτ .
The uncertainty on the Reynolds value can finally generate a larger discrepancy
between asymptotic and DNS results.
The effect of an error on Reτ is emphasised in the figure 3.23 where the non–
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Figure 3.23: Influence of Reτ on shear stress values–APG2
dimensional turbulent shear stress is shown. Over estimation of the Reynolds number
Reτ increases the maximum value of τ
+ and widens the difference between the asymp-
totic and numerical approach in the outer part of the boundary layer.
It can be proposed that a new optimised mixing length model could possibly improve
the comparison. But new optimised mixing lenght model should ideally retain the
properties in the viscous sublayer and should grow steeper in the intermediate layer
and also in the outer region. The model proposed here contains only one parameter,
the factor n, which is apparently insufficient. A model based on Bezier curves allows
very well to drive the curve ℓ(η) (fig. 3.8(a)) as close as desired from experimental or
numerical data. In 3.22, even if one point over three is plotted (with symbols) for the
DNS data, all the points in y+ are shown except the last two or three where divergence
is observed in the pressure gradient case. Finally, from Skote et al [148], it can be
concluded that the bumps on the turbulent viscosity could be an effect of a shorter
height of computational domain and the boundary condition at this location.
DNS data can provide a valuable element of comparison but can not be used as the
only source for validation.
3.7 Conclusion
Analytical and asymptotic methods were followed to obtain the time averaged velocity
profiles of a turbulent boundary layer and validation against reference data have been
carried out. The analytical method given in this chapter is an extension to wake law
from Coles [17] that matches both the free stream velocity and the velocity gradient at
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the boundary layer edge. The method is shown to predict the outer region of turbulent
boundary layers rather well for zero streamwise pressure gradient test cases over the
Reynolds number range 300 ≤ Reθ ≤ 31000, with a maximum mean square percentage
error of 2.05%.
A modification was proposed to the Successive Complementary Expansion Method
presented in Cousteix & Mauss [25], with an improved blending function for the mixing
length model. Comparison against experimental data shows that this blending function
improves the prediction of the mixing length and of the eddy viscosity in the log-law
and outer region of a zero pressure gradient boundary layer. The new model is validated
against experimental and numerical reference velocity profile data over the Reynolds
number range 300 ≤ Reθ ≤ 31000 under zero streamwise pressure gradient and found
to achieve engineering accurate predictions. The new blending function introduces an
additional adjustable parameter n in the model that can undergo a more extensive
calibration over a wider experimental dataset to improve the predictions.
Velocity profiles, shear stress profiles and turbulent viscosity profiles for zero pressure
gradient and adverse pressure gradient boundary layer have been compared to DNS data
from Skote’s work. A good agreement is observed in the non–dimensional streamwise
velocity and turbulent shear stress in zero pressure gradient (ZPG) case than in adverse
pressure (APG) gradient boundary layer. The n parameter of the mixing model is
approximately 4 and 24 respectively in ZPG and APG cases. The limit of the asymptotic
model has been discussed as well as the sensitivity if the Reynolds number Reτ . The
plot of the non–dimensional eddy viscosity determined from DNS results has shed a light
on the problem of accuracy in the Direct Numerical Simulation, at least for the adverse
pressure gradient case.
Finally, it seems that under the equilibrium assumption, the asymptotic approach
is able to provide accurate velocity and turbulent stress profiles which can be imposed
as inlet of the computational domain where DNS, RANS or LES is performed. For the
present work, it is required for the cavity flow simulations.
These works have been published in the four proceedings [128], [45], [44], [129] in
2009 and have been done in collaboration with Dr Aldo Rona, from Leicester University,
UK.
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Re´sume´ e´tendu en franc¸ais
Simulation nume´rique et mode`les LES
Le code de re´solution AVBP
Ce chapitre est consacre´ au code de calcul utilise´ pour simuler l’e´coulement de cavite´
en explicitant la me´thode nume´rique, les conditions aux limites base´es sur les car-
acte´ristiques et la mode´lisation LES utilise´e. AVBP est un code de´velope´ au CERFACS
capable de simuler des e´coulements sur des maillages de tout type. L’emploi de maillages
hybrides est faite dans l’objectif de profiter de l’efficacite´ des maillages non-structure´s,
de l’adaptation de maillage et d’ame´liorer la pre´cision des solutions. C’est un code par-
alle`le qui re´sout les e´quations de Navier-Stokes compressibles en re´gime laminaire et
turbulent, en 2D et 3D. Des cas stationnaires et instationnaires peuvent eˆtre traite´s.
Pour le calcul des cas instationnaires turbulent plusieurs mode`les de sous-maille pour la
LES ont e´te´ imple´mente´s. Bien qu’e´tant au de´part de´die´ a` l’ae´rodynamique externe, il
a e´te´ e´tendu aux configurations internes et meˆmes pour des e´coulements re´actifs. La loi
d’Arrhenius permet d’e´tudier la combustion dans des configurations complexes.
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Les me´thodes nume´riques sont base´es sur des sche´mas de type Lax-Wendroff [81, 82]
ou de type e´le´ments finis faible-dissipation Taylor–Galerkin(Donea [33], Donea et al [34],
Quartapelle & Selmin [118], Colin & Rudgyard [19]). Un mode`le de viscosite´ artificielle
(linear–preserving artificial viscosity model) y est aussi inclus.
AVBP est actuellement utilise´ par 30 doctorants et post-doctorants, des chercheurs
et inge´nieurs. Aujourd’hui, il est de´veloppe´ conjointement par le CERFACS, Toulouse
et l’Institut Franc¸ais du Pe´trole (IFP), Paris, pour des applications aux turbines a` gaz
et aux moteurs a` pistons. Il a conduit a` la re´alisation de plusieurs contrats europe´ens
et ce code est utilise´ dans le cadre industriel (groupe Safran (Snecma, Turbomeca), Air
Liquide, Gaz de France, Alstom et Siemens, ...).
Me´thodes nume´riques
La discre´tisation aux noeuds
AVBP utilise la me´thode de discre´tisation aux volumes finis (FV) (Hirsch [66]), avec
les variables de´finies aux noeuds, ce qui assure naturellement au sche´ma d’eˆtre compact.
Cependant la majorite´ des ope´rations sont faites sur l’e´le´ment et souvent un transfert
des noeuds au centre de l’e´lement est ne´cessaire. Les ope´rations sont de´taille´es dans les
figures 4.2(a)) et 4.2(b).
L’approche des re´sidus du volume de controˆle
Pour la description de l’approche on conside`re les e´quations de Navier–Stokes laminaires
sous forme conservatives
∂U
∂t
+∇ · F = 0 (4.1)
Les termes d’espace sont approxime´s a` chaque volume de controˆle, pour obtenir le re´sidu
RΩj =
1
VΩj
∫
∂Ωj
F · ~ndS (4.2)
Cette approximation est applicable a` tout type de cellule et donc au maillage hybride. Le
re´sidu 4.2 est tout d’abord calcule´ pour chaque e´le´ment en faisant une simple inte´gration
sur les faces. Quelque soit le maillage on essaie d’obtenir des triangles (de´ja` existants
ou cre´es par de´coupage). La valeur du flux est obtenue en moyennant sur quatre trian-
gles (deux divisions suivant la diagonale). Cette technique ‘linear preservation property
’permet, dans l’algorithme, de pre´server la pre´cision sur un maillage irre´gulier. Sous
forme discre´tise´e l’e´quation 4.2 sur un volume arbitraire s’e´crit
RΩj =
1
NdVΩj
∑
i∈Ωj
Fi.d~Si (4.3)
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Le volume VΩj est de´fini par:
VΩj =
1
N2d
∑
i∈Ωj
~xi.d~Si (4.4)
∇ · ~x = Nd. Une fois le re´sidu calcule´ on obtient la forme semi-discre`te:
dUk
dt
= − 1
Vk
∑
j|k∈Ωj
DkΩjVΩjRΩj (4.5)
ou` DkΩj est une matrice de distribution qui transfert le re´sidu des centres des cellules Ωj
au noeud k (scatter operation), et Vk est le volume de controˆle associe´ a` chaque noeud.
La conservation est assure´ si
∑
k∈Ωj
DkΩj = I. Dans le pre´sent contexte, l’e´quation 4.5
est re´solue pour obtenir la solution d’e´tat stationnaire en utilisant le pas temporel Euler
ou Runge–Kutta.
La famille des sche´mas concerne´e utilise la de´finition suivante pour la matrice de
distribution:
DkΩj =
1
nn
(
I + C
δtΩj
VΩj
AΩj · d~Sk
)
(4.6)
Calcul des gradients
Pour calculer la valeur des gradients aux noeuds ~∇U une approximation par cellule(
~∇U
)
Ωj
est tout d’abord calcule´e et ensuite distribue´e aux noeuds. Pour chaque cellule
on a: (
∂U
∂x
)
C
≈ 1
VC
∫∫
∂ΩC
U · ~n∂S (4.7)
qui donne l’approximation suivante:(
~∇U
)
Ωj
=
1
VΩj
∑
i∈Ωj
Uid~Si (4.8)
L’approximation du gradient au noeud est obtenue en re´alisant la moyenne des gradients
des cellules: (
~∇U
)
k
=
1
VΩk
∑
j|k∈Ωj
Vj
(
~∇U
)
Ωj
(4.9)
Calcul du pas de temps
La discre´tisation temporelle est explicite pour tous les sche´mas nume´riques dans AVBP.
L’imple´mentation de ce type d’approche est aise´e et le temps de calcul par ite´ration est
faible. Le sche´ma explicite a cependant un pas de temps ∆t limite´ par le crite`re de
stabilite´:
∆t < CFL
min (∆x)
max | u | +a∞ (4.10)
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ou` u est la vitesse de propagation d’une perturbation dans l’e´coulement, a∞ la vitesse du
son, ∆x est la longueur de la maille et CFL est le nombre de Courant–Friedrichs–Lewy.
La valeur CFL ne´cessaire pour la stabilite´ de´pend du sche´ma choisi. Dans AVBP, il est
fixe´ a` 0.7.
Le sche´ma de Lax–Wendroff
Les principaux sche´mas convectifs sont le sche´ma de Lax–Wendroff (LW) de Lax &
Wendroff [81, 82] en volume fini et le sche´ma a` deux pas de Taylor–Galerkin (TTGC)
de Colin & Rudgyard [19] en e´le´ments finis. Ces deux sche´mas sont respectivement de
second et de troisie`me ordre en temps. Le sche´ma diffusif est typiquement un sche´ma
compact de second ordre. Les e´le´ments utilise´s par AVBP sont des triangles et quadran-
gles en 2D et des tetrahe`dres, prismes, pyramides et hexahe`dres en 3D. L’inte´gration
temporelle est explicite pour assurer la pre´cision.
Le sche´ma de Lax–Wendroff (pre´cis au second ordre en temps et en espace) est base´
sur l’expansion de Taylor expansion en temps pour la solution de U .
Un+1 = Un +∆t
(
∂U
∂t
)n
+
1
2
∆t2
(
∂2U
∂t2
)n
+O(∆t3) (4.11)
Soit la forme conservative des e´quations de Navier-Stokes laminaires:
∂U
∂t
+∇ · F = 0 (4.12)
On a :
∂U
∂t
= −∇ · F (4.13)
et:
∂2U
∂t2
=
∂
∂t
(−∇ ·F) = −∇ · ∂F
∂t
= −∇ ·
[
A
(
∂U
∂t
)]
= ∇ · [A (∇ · F)] (4.14)
si A = ∂F
∂U
la matrice Jacobienne. La solution au pas de temps n+ 1 est donne´e par:
Un+1 = Un −∆t
{
∇ · F− 1
2
∆t∇ · [A (∇ · F)]−O (∆t2)} (4.15)
Le sche´ma a` deux pas de Taylor–Galerkin (TTGC)
Il est difficile de de´velopper des sche´mas d’ordres tre`s e´leve´s (en espace) pour des mail-
lages structure´s en volumes finis. La formulation aux noeuds peut eˆtre e´tendue a` l’approche
e´le´ments finis ou` les ordres e´leve´s sont possibles. Les sche´mas de Taylor–Galerkin (TG)
de´veloppe´es initialement par Donea [33, 34] combinent le dveloppement de Taylor en
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temps et la discre´tisation en espace de Galerkin. Colin et Rudgyard [19] ont de´veloppe´
le sche´ma (TTGC) de troisie`me ordre en espace et en temps.
U˜
n
= Un + α∆t
(
∂U
∂t
)n
+ β∆t2
(
∂2U
∂t2
)n
(4.16)
Un+1 = Un +∆t
(
∂U˜
∂t
)n
+ γ∆t2
(
∂2U˜
∂t2
)n
(4.17)
α =
1
2
− γ and β = 1
6
(4.18)
Les premie`res et secondes de´rive´es peuvent eˆtre obtenues par le sche´ma de Lax–Wendroff
(voir equation 4.13 et 4.14):
U˜
n
= Un − α∆t∇ · Fn + β∆t2∇ · [A (∇ ·Fn)] (4.19)
Un+1 = Un −∆t∇ · F˜n + γ∆t2∇ · [A (∇ ·Fn)] (4.20)
Multipliant ces e´quations par une se´rie de fonctions tests line´aires φi (“redskin tent”functions)
et inte´grant le re´sidu sur le domaine du calcul Ω, nous obtenons cette formulation faible:∫
Ω
R˜nφidV = −αLi (Un)− β∆tLLi (Un) (4.21)∫
Ω
Rn+1φidV = −Li
(
U˜
n
)
− γ∆tLLi (Un) (4.22)
avec
R˜n =
U˜
n −Un
∆t
, Rn+1 =
Un+1 −Un
∆t
(4.23)
et
Li (U) =
∫
Ω
∇ ·F (Un)φidV (4.24)
LLi (U) =
∫
Ω
A (∇ ·F (Un))∇φidV︸ ︷︷ ︸
LL0i (U
n)
−
∫
∂Ω
φiA (∇ ·F (Un)) dS︸ ︷︷ ︸
BTi (U
n)
(4.25)
Le terme LLi peut eˆtre se´pare´ en faisant une inte´gration par partie en supposant qua la
normale a` la surface dS est externe. La premie`re contribution LL0i (U
n) est inte´grable
sur tout le domaine alors que la seconde, BTi (U
n), est non nulle uniquement sur les lim-
ites du domaine. La me´thode de Galerkin est ensuite applique´e a` la divergence du flux et
aux re´sidus. Ainsi, elles peuvent eˆtre exprime´es comme une somme de fonctions–forme
line´aires ( identiques aux fonctions–test utilise´es pour de´river la formulation faible),
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donnant:
Rn =
∑
k
Rnkφk (4.26)
∇ ·F =
∑
k
Fk∇φk (4.27)
ou` Fk le flux discre´tise´ en chaque point du domaine. Avec le choix des fonctions forme,
les re´sidus sont exprime´s ainsi:∫
Ω
R˜
n
φidV =
∑
k
(∫
Ω
φiφkdV
)
R˜
n
k =
∑
k
MikR˜nk (4.28)
notant Mik comme les composantes de ce qui appele´e la matrice de masse qui, dans
AVBP, est inverse´e localement par la me´thode de Jacobi ite´rative.
Dans la discre´tisation, les contributions des inte´grales dans l’e´quation 4.24 et 4.25
permettent d’avoir i comme seulement provenant des cellules adjacentes.
Li (U
n) =
∑
j|i∈Ωj
Li (U
n)Ωj (4.29)
LLi (U
n) =
∑
j|i∈Ωj
LLi (U
n)Ωj (4.30)
En utilisant les e´quations 4.26, Li (U
n)Ωj et LLi (U
n)Ωj on a:
Li (U
n)Ωj =
∑
k|k∈Ωj
Fnk
∫
Ωj
φi∇φkdV (4.31)
LLi (U
n)Ωj = A
n
Ωj
∑
k|k∈Ωj
Fnk
∫
Ωj
∇φ · ∇φkdV
− AnΩj
∑
k|∈∂Ωj∩∂Ω
Fnk
∫
∂Ωj∩∂Ω
φi∇φkdS (4.32)
Pour les e´le´ments triangulaires et te´trahe´driques le gradient de la fonction forme est
constant sur chaque e´le´ment et l’inte´grale de φi prend une forme simple (see Colin &
Rudgyard [19]).
∇φk = −
~Sk
ndVΩj
(4.33)∫
Ωk
φkdV =
VΩj
nv(Ωj)
∀k ∈ Ωj (4.34)
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En substituant 4.33 et 4.34 dans 4.31:
Li (U
n)Ωj =
∑
k|k∈Ωj
Fnk ∇φk
∫
Ωj
φidV
= (∇ ·Fn)Ωj
∫
Ωj
φidV
= RnΩj
VΩj
nv(Ωj)
(4.35)
De meˆme:
LL0i (U
n)Ωj = A
n
Ωj
∑
k|k∈Ωj
Fnk ∇φk ·
∫
Ωj
∇φidV
= − 1
nd
(
AnΩjR
n
Ωj
)
· Si|Ωj (4.36)
Pour plus d’informations sur les sche´mas dans AVBP vous pouvez consulter le chapitre
5 de la the`se de Lamarque [76] .
Termes de diffusion
Dans les e´quations de Navier–Stokes d’espe`ces ou de mode`les, on a des termes de diffu-
sion qui ont la forme ge´ne´rale suivante:
∂u
∂t
= ∇. (ν∇u) (4.37)
AVBP utilise deux differentes discre´tisations du terme de diffusion: un ope´rateur 4△
pour la diffusion laminaire et un ope´rateur 2△ pour la diffusion turbulente. La discre´tisation
est aussi en volumes fines ou e´le´ments finis. Pour plus de de´tails voir le manuel de
AVBP [10]. Pour les volumes finis, on a:
un+1i − uni
∆t
=
1
Vi
∇. (ν∇u) |i (4.38)
Avec les e´le´ments finis, la matrice de masse est applique´e et on a:
un+1i − uni
∆t
=
(
M−1∇. (ν∇u)) |i (4.39)
Viscosite´ Artificielle
Les me´thodes de discre´tisation spatiales dans AVBP sont centre´es. Il est connu que ces
sche´mas pre´sentent des petites oscillations autour de la solution. Il est d’usage d’ajouter
de la viscosite´ artificielle aux e´quations discre´tise´es pour lisser les tre`s forts gardients.
Les mode`les utilise´s dans AVBP sont base´s sur la combinaison des termes de capture de
choc (second ordre) et un terme de dissipation (quatrie`me ordre). Il y a des capteurs
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qui ve´rifient si la viscosite´ artificielle est ne´cessaire ou pas. On a donc un parame`tre
de calibrage ζΩj pour chaque cellule Ωj e´gal a` ze´ro ou un. ζΩj = 0 quand la solution
est bien re´solue et donc pas d’utilisation de viscosite´ artificielle et ζΩj = 1 quand il
faut l’utiliser. Dans AVBP il y a deux capteurs “capteur de Jameson”ζJΩj [69] et celui
“capteur de Colin”ζCΩj [18].
Capteur de Jameson
Pour chaque cellule Ωj , le capteur de Jameson ζ
J
Ωj
est le maximum sur tous les noeuds
de la cellule du capteur par noeud de Jameson ζk:
ζJΩj = maxk∈Ωj
ζJk (4.40)
Pour les scalaires (la pression P ) :
ζJk =
| ∆k1 −∆k2 |
| ∆k1 | + | ∆k2 | + | Pk |
(4.41)
ou` ∆k1 et ∆
k
2 sont:
∆k1 = PΩj − Pk ∆k2 =
(
~∇P
)
k
· (~xΩj − ~xk) (4.42)
Le capteur de Colin
Il est de´fini par:
ζCΩj =
1
2
(
1 + tanh
(
Ψ−Ψ0
δ
))
− 1
2
(
1 + tanh
(−Ψ0
δ
))
(4.43)
avec
Ψ = max
k∈Ωj
(
0,
∆k
| ∆k | +ǫ1Pk
ζJk
)
(4.44)
∆k = | ∆k1 −∆k2 | −ǫkmax
(
| ∆k1 |, | ∆k2 |
)
(4.45)
ǫk = ǫ2
(
1− ǫ2
max
(| ∆k1 |, | ∆k2 |)
| ∆k1 | + | ∆k2 | +Pk
)
(4.46)
Dans AVBP les valeurs utilise´es sont:
Ψ0 = 2× 10−2 δ = 1× 10−2 ǫ1 = 1× 10−2 ǫ2 = 0.95 ǫ3 = 0.5 (4.47)
Pour la viscosite´ artificielle utilise´e il y a deux ope´rateurs: un de second ordre qui ope`re
comme une viscosite´ “classique”. Il lisse les gradients, et introduit de la dissipation.
Le quatrie`me ordre s’utilise comme un bi–Laplacien et assure le controˆle des hautes
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fre´quences (voir les expressions dans partie qui suit en anglais).
Simulation de Grandes Echelles (LES)
Dans cette me´thodes seules les grandes e´chelles e´nerge´tiques sont calcule´es et les effets
de petites e´chelles sont mode´lise´s. Elle permet de faire les calculs a` des plus grands
nombres de Reynolds que la Simulation de Grandes Echelles avec des couˆt plus faibles.
C’est une approche imme´diate (voir Sagaut [137]) en comparaison a` la simulation statis-
tique calssique(RANS). Elle permet le calcul des e´coulements instationnaires et peut
donc eˆtre utilise´e pour l’ae´roacoustique, l’ae´roe´lasticite´ ou le controˆle des e´coulements.
Historiquement cette me´thode a e´te´ utilise´e en me´te´orologie ( Smagorinsky[149], Lilly
[89], Deardorff [31] Mason [94]). Et ensuite elle a e´te´ applique´e a` d’autres cas de plus
en plus complexes ( Kraichnan [75], Chasnov [14], Deardorff [30], Schumann [142],
Moin and Kim [101], Piomelli [108], Akselvoll and Moin [3], Haworth and Jansen
[62]). Les e´quations pour la LES sont obtenues en appliquant un filtre aux e´quations
de Navier–Stokes compressibles. On re´soud donc des e´quations filtre´es. Pour tenir
compte des e´chelles sous-mailles, on introduit des mode`les. La re´solution permet ainsi
de de´terminer le de´tacheemnt des tourbillons ou l’acoustique par exemple (voir Poinsot
& Veynante [112]).
Equations re´solues en LES
Dans le cadre de ce travail l’e´coulement est non-re´actif. On utilise dans les e´quations
filtre´es relatives a` cet e´coulement.
Filtrage
Pour se´parer les grandes e´chelles des petites, un filtre passe-bas G△, est applique´ aux
e´quations du mouvement(voir Leonard [83]). Il s’agit d’un produit de convolution entre
toute fonction, f , avec la fonction filtre G△:
f¯ =
∫
f(x′)G△(x− x′)dx′ (4.48)
La quantite´ filtre´e, f¯ , repre´sente les structures de grandes e´chelles alors que les structures
de tailles plus petit que la taille du filtre, △, sont contenues dans l’e´coulement re´siduel,
f ′:
f ′ = f − f¯ (4.49)
Pour l’e´coulement a` densite´ variable ρ, une moyenne ponde´re´e par la masse f˜ (Favre [41]
pour e´viter l’apparition d’autres termes inconnus.
f˜ =
ρf
ρ¯
(4.50)
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Navier–Stokes filtre´es sans re´actif
Les e´quations s’e´crivent comme suit:
∂ρ¯
∂t
+
∂
∂xj
(ρ¯u˜i) = 0 (4.51)
∂ρ¯u˜i
∂t
+
∂
∂xj
(ρ¯u˜iu˜j) = − ∂
∂xj
[
P¯ δij − τ¯ij − τ¯ tij
]
(4.52)
∂ρ¯E
∂t
+
∂
∂xj
(ρ¯Euj) = − ∂
∂xj
[
ui(Pδij − τij) + q¯j + q¯tj
]
+ ¯˙ωT + Q¯r (4.53)
∂ρ¯kY˜k
∂t
+
∂
∂xj
(
ρ¯Y˜ku˜j
)
= − ∂
∂xj
[
J¯j,k + J¯
t
j,k
]
+ ¯˙ωk (4.54)
Si on e´crit les e´quations pour les variables filtre´es:
U¯ = (ρ¯u˜, ρ¯v˜, ρ¯w˜, ρ¯E˜, ρ¯Y˜k)
, Les e´quations (4.53)-(4.54), s’expriment ainsi:
∂U¯
∂t
+∇ · F¯ = s¯ (4.55)
s¯ est le tenseur des flux qui a trois contributions:
F¯ = F¯I + F¯V + F¯t (4.56)
avec
termes non− visqueux : F¯I = (f¯ I , g¯I , h¯I)T (4.57)
termes visqueux : F¯V =
(
f¯V , g¯V , h¯V
)T
(4.58)
Turbulent termes sous−maille : F¯t = (f¯ t, g¯t, h¯t)T (4.59)
La coupure se situe au niveau de la taille de la maille (filterage implicite). Il est suppose´
que le filtrage et les de´rive´es spatiales commutent.
Termes non-visqueux
Les trois parties du flux non-viqueux sont:
f¯ I =

ρ¯u˜2 + P¯
ρ¯u˜v˜
ρ¯u˜w˜
ρ¯E˜u˜+ Pu
ρ¯ku˜

, g¯I =

ρ¯u˜v˜
ρ¯v˜2 + P¯
ρ¯v˜w˜
ρ¯E˜v˜ + Pv
ρ¯kv˜

, h¯I =

ρ¯u˜w˜
ρ¯v˜w˜
ρ¯w˜2 + P¯
ρ¯E˜w˜ + Pw
ρ¯kw˜

(4.60)
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Termes visqueux filtre´s
Les composantes du tenseur des flux visqueux ont la forme suivante:
F¯V =

−τxx
−τxy
−τxz
−(uτxx + vτxy + wτxz) + qx
Jx,k

, (4.61)
G¯V =

−τxy
−τyy
−τyz
−(uτxy + vτyy + wτyz) + qy
Jy,k

, (4.62)
H¯V =

−τxz
−τyz
−τzz
−(uτxz + vτyz + wτzz) + qz
Jz,k

(4.63)
avec
τij = 2µ
(
Sij − 1
3
δijSll
)
(4.64)
approximation : τij ≈ 2µ
(
S˜ij − 1
3
δij S˜ij
)
(4.65)
avec : S˜ij =
1
2
(
∂u˜j
∂xi
+
∂u˜i
∂xj
)
(4.66)
µ ≈ µ(T˜ ) (4.67)
Equation 4.66 peut s’e´crire ainsi:
τxx ≈ 2µ
3
(
2
∂u˜
∂x
− ∂v˜
∂y
− ∂w˜
∂z
)
, τxy ≈ µ
(
∂u˜
∂y
+
∂v˜
∂x
)
(4.68)
τyy ≈ 2µ
3
(
2
∂v˜
∂y
− ∂u˜
∂x
− ∂w˜
∂z
)
, τxz ≈ µ
(
∂u˜
∂z
+
∂w˜
∂x
)
(4.69)
τzz ≈ 2µ
3
(
2
∂w˜
∂z
− ∂u˜
∂x
− ∂v˜
∂y
)
, τyz ≈ µ
(
∂v˜
∂z
+
∂w˜
∂y
)
(4.70)
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Le vecteur flux diffusif filtre´ d’espe`ces Ji,k
Pour le cas non-re´actif
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
(4.71)
approximation : Ji,k ≈ −ρ
(
Dk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ic
)
(4.72)
avec : V˜i
c
=
N∑
k=1
Dk
Wk
W
∂X˜k
∂xi
(4.73)
Dk ≈ µ
ρ¯Sck
(4.74)
Le flux de chaleur filtre´ qi
qi = −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k (4.75)
approximation : qi ≈ −λ ∂T˜
∂xi
+
N∑
k=1
Ji,kh˜s,k (4.76)
avec : λ ≈ µCp(T˜ )
Pr
(4.77)
Termes de sous-maille
Les flux de la turbulence de sous-maille sont:
F
t
=

−τxxt
−τxyt
−τxzt
qx
t
Jx,k
t

, G
t
=

−τxyt
−τyyt
−τyzt
qy
t
Jy,k
t

, H
t
=

−τxzt
−τyzt
−τzzt
qz
t
Jz,k
t

(4.78)
avec
τij
t = −ρ (u˜iuj − u˜iu˜j) (4.79)
approximation :τ tij = 2ρνt
(
S˜ij − 1
3
δij S˜ll
)
(4.80)
avec :S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
∂u˜k
∂xk
δij (4.81)
Dans l’e´quation 4.81, τ tij est le tenseur de sous-maille, νt est la viscosite´ sous-maille,
et S˜ij est le tenseur de de´formation re´solu. La mode´lisation de νt est explique´ dans la
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section 4
J ti,k = ρ
(
u˜iYk − u˜iY˜k
)
(4.82)
mode´lise´ comme :Jij
t
= −ρ
(
Dtk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ c,ti
)
(4.83)
avec :V˜ c,ti =
N∑
k=1
Dtk
Wk
W
∂X˜k
∂xi
(4.84)
Dtk =
νt
Sctk
(4.85)
Le nombre de Schmidt turbulent Sctk = 1 est le meˆme pour toute les espe`ces et est
fixe´ dans le code (comme Prt). Notez aussi qu’avoir un nombre de Schmidt turbulent
n’implique pas, V˜ c,ti = 0 car le terme
Wk
W
dans l’e´quation 4.84. est
qi
t = ρ
(
u˜iE − u˜iE˜
)
(4.86)
mode´lise´ comme : qi
t = −λ ∂T˜
∂xi
+
∑
k
Ji,k
t
h˜s,k (4.87)
avec : λt =
µtcP
Prt
(4.88)
Mode`le de sous-maille
Le mode`le de sous-maille (SGS)s’e´crit:
τij
t = −ρ (u˜iuj − u˜iu˜j) (4.89)
= 2 ρ νt S˜ij − 1
3
τll
t δij (4.90)
Le mode`le de Smagorinsky [149] repose sur la viscosite´ turbulente :
νt = (CS△)2
√
2S˜ij S˜ij (4.91)
avec △ du filtre (△ = 3√△x△y△z), CS est la constante du mode`le e´gale a` 0.18 mais est
comprise entre 0.1 et 0.18 suivant le cas (Lilly [89], Sagaut [137]). Le mode`le dynamique
de Germano repose sur la de´termination dynamique de CS comme fonction d’espace et
du temps.
νt = (CSD△)2
√
2S˜ij S˜ij (4.92)
ou`
C2SD =
1
2
MijMij
LijLij
(4.93)
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et
Mij = ∆ˆ
2
√
2 < S˜ij >< S˜ij > Lij =< u˜i >< u˜j > − < u˜iu˜j > (4.94)
WALE
Pour obtenir la viscosite´ turblente proche d’une paroi, l’amortissement de Van Driest est
souvent utilise´ [166]. Une autre voie est WALE (Wall-Adapting Local Eddy-viscosity)
propose´e par Nicoud & Ducros [35, 104]:
sdij =
1
2
(
g˜2ij + g˜
2
ji
)
+
1
3
g˜2kkδij (4.95)
νt = (Cw△)2
(
sdijs
d
ij
) 3
2
(
S˜ijS˜ij
) 5
2
+
(
sdijs
d
ij
) 5
4
(4.96)
avec g˜2ij =
∂ui
∂xk
∂uk
∂xj
, Cw = 0.4929.
Conditions aux limites
Les conditions aux limites jouent un roˆle important en simulation nume´rique. Et surtout
pour l’aspect propagatif contenu dans les e´quations re´solues par AVBP (voir Scho¨feld &
Rudgyard [140] et Poinsot & Veynante [111]). Dans AVBP appliquer les conditions aux
limites est e´quivalent a` trouver les re´sidus R aux limites. Ce dernier esst obtenu en
utilisant le sche´ma d’inte´gration de Runge–Kutta.
Un+1 = Un −R∆t (4.97)
Comme le code est explicite seule la solution d’indice n est utilise´e. Pour corriger le
re´sidu aux limites deux me´thodes sont utilise´es: sans relation caracte´ristique ou avec
(me´thode (NSCBC)(voir Moureau et al [102] et Poinsot & Lele [113]). Dans ce dernier
cas contrairement au premier aucune valeur n’est impose´e seules les amplitudes des ondes
sont spe´cife´es.
A chaque pas de temps, on utilise l’approche normale qui utilise les relations car-
acte´ristiques au flux normal des de´rive´es du re´sidu. La formulation des conditions aux
limites a fait l’objet d’e´tudes pousse´es ( Nicoud [103]).
Les relations caracte´ristiques
Le traitement des conditions aux limites dans AVBP est re´sume´ sur la figure 4.4.
L’avancement explicite en temps dans AVBP donne Un+1pred:
∂U = Un+1pred − Un = −RP∆t (4.98)
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Le re´sidu total RP peut eˆtre divise´ en deux parties :
∂U = −∆t (RPBC +RPU) (4.99)
RPBC est la part du re´sidu qui est modifie´e par le traitement des conditions aux limites
et RPU la part qui est inchange´e. Pour obtenir U au temps n+ 1 : Un+1
Un+1 = Un −∆t (RPBC +RPU) (4.100)
RCBC est la partie qui a e´te´ corrige´e en utilisant RPU , Un, le type de conditions aux
limites BC . La correction est comme suit:
RCBC = RPBC −Rin,PBC +Rin,CBC (4.101)
Pour plus de de´tails et comparaisons entre les diffe´rentes conditions voir Nicoud &
Poinsot [105] et le manuel de AVBP [10].
Conditions aux limites dans AVBP
Plusieurs types de conditions aux limites existent dans AVBP en raison de son utilisation
pour plusieurs applications. Table 4.1 donne les conditions aux limites utilise´es dans
cette e´tude.
Patches Location Conditions aux limites
1 Condition d’entre´e a` gauche INLET RELAX UVW T Y
2 limite supe´rieure WALL WAVE SLIP ADIAB
3 Sortie a` droite OUTLET RELAX P
4 paroi en bas WALL WAVE NOSLIP ADIAB
Table 4.1: Conditions aux limites.
Aux parois on utilise des conditions d’adhe´rence. Pour la condition thermique, la
paroi peut eˆtre adiabtique ou isotherme. en entre´e et sortie les relations caracte´ristiques
(entrantes et sortantes) (NSCBC). En sortie une relxation est applique´e a` la pression.
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4.1 The AVBP solver
The chapter is totally devoted to explain the numerical solver which is used to simulate
the cavity flow. The chapter carries details about the numerical methods, artificial
viscosity, derivation of governing equations for LES, models used in large eddy simulation
(LES) and usage of characteristic boundary conditions in the simulation.
The AVBP (A Very Big Project) was historically motivated by the idea of building
a modern software tool for Computational Fluid Dynamics (CFD) of high flexibility,
efficiency and modularity. It was started at CERFACS in January 1993 as an initiative
of Michael Rudgyard and Thilo Scho¨nfeld. The aim was to create an unstructured
solver capable of handling grids of any cell type. The use of these so-called hybrid
grids is motivated by the efficiency of unstructured grid generation, the accuracy of
the computational results (using regular structured elements) and the ease of mesh
adaptation. The philosophy of building AVBP upon software libraries was adopted to
best meet the modularity requirement.
AVBP is a parallel CFD code that solves the laminar and turbulent compressible
Navier–Stokes equations in two and three space dimensions. Steady state or unsteady
flows may be simulated. For the prediction of unsteady turbulence, various Large-Eddy
Simulation (LES) subgrid scale models have been implemented. AVBP was initially con-
ceived for primarily stationary external flows for aerodynamics applications. Since the
mid-nineties the emphasis of applications is on the modeling of unsteady turbulent flows
(with and without chemical reactions) for mainly internal flow configurations. These
activities are partially related to the rising importance of the understanding of the flow
structure and mechanisms leading to turbulence. The prediction of these unsteady tur-
bulent flows is based on the LES approach which has emerged as a prospective technique
for problems associated with time dependent phenomena and coherent eddy structures.
An Arrhenius law reduced chemistry model allows investigating combustion for complex
configurations.
The handling of unstructured or hybrid grids is one key feature of AVBP. With the
use of these hybrid grids, where a combination of several elements of different type is
used in the framework of the same mesh, the advantages of structured and unstructured
grid methodologies are combined in terms of gridding flexibility and solution accuracy.In
order to handle arbitrary hybrid grids, the data structure of AVBP employs a cell-vertex
finite-volume approximation. The basic numerical methods are based on a Lax-Wendroff
[81, 82] or a finite-Element type low-dissipation Taylor–Galerkin(Donea [33], Donea et
al [34], Quartapelle & Selmin [118], Colin & Rudgyard [19]) discretisation in combination
with a linear–preserving artificial viscosity model.
AVBP is built upon a modular software library that includes integrated parallel
domain partition and data reordering tools, handles message passing and includes sup-
porting routines for dynamic memory allocation, routines for parallel I/O and iterative
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i
Cell center
Grid nodes
Primary cell
Median dual cell
Figure 4.1: Cell vertex cells. Garc´ıa [46].
methods. AVBP is written in standard FORTRAN77 and C. but it is being upgraded to
FORTRAN90 in a gradual fashion. One of its main features is its portability to different
machine architectures and it has proven to be efficient on most parallel architectures.
AVBP is currently developed by more than 30 PhD students and Post-Doctorates
together with research scientists and engineers. Today, the ownership of AVBP is shared
between CERFACS, Toulouse and Institut Franc¸ais du Pe´trole (IFP), Paris, following
an agreement of joint code development oriented towards gas turbines and piston engine
applications. It is used in the framework of many bilateral industrial collaborations and
national research programs. At an European level it is used in several projects of the 5th,
6th and 7th Framework Programs of the European Community (EC) and several research
fellows use it in the frame of the Marie Curie actions. Important links to industry have
also been established with Safran Group (Snecma, Turbomeca), Air Liquide, Gaz de
France as well as with Alstom and Siemens Power Generation.
4.2 Numerical method
4.2.1 The cell-vertex discretisation
AVBP numerical schemes are based on the cell-vertex method which naturally ensures
a high compactness.
The flow solver used for the discretisation of the governing equations is based on
the finite volume (FV) method (Hirsch [66]). There are three common techniques for
implementing FV methods: the so-called cell-centered, vertex-centered and cell-vertex
approaches. In the first two ones, the discrete values of the solution are stored at the
centre of the control volume (grid cells for the cell-centered formulation and median dual
cells for the vertex-centered one, see fig 4.1) and neighbouring values are averaged across
the control volume boundaries in order to calculate the fluxes.
In the alternative cell-vertex technique, used as underlying numerical discretisation
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Ωj
(a) gather
k
(b) scatter
Figure 4.2: Cell-vertex principle:(a) gather and (b) scatter operation. Garc´ıa [46].
method of AVBP (Rudgyard [134, 135]), the discrete values of the conserved variables
are stored at the cell vertices (or grid nodes), while conservation relations are applied
to the grid (or primary) cells. The advantages of using such a discretisation are:
• The native capability of handling unstructured hybrid meshes.
• An easy and efficient parallelisation.
• Increased accuracy without an important additional cost, can be obtained by us-
ing the same spatial differential operators in a finite element framework (see Sec-
tion 4.2.6).
In the cell-vertex method employed within AVBP both solution and coordinate vectors
are stored at the nodes of the grid. However, most of the operations are done on the
elements and often a transfer from the cell vertices (the nodes) to the cell centers is
required. This collecting of the nodal information to temporary arrays that contain the
information of the vertices for an element is done in a so-called data gather operation
(figure 4.2(a)). At this stage each cell has locally its information available at the vertices
and for example can calculate the cell gradient. The cell quantity is then distributed
back to the global nodes through an inverse so-called scatter operation (figure 4.2(b)).
Nomenclature: In the rest of the section the following subscripts are used:
• i ∈ [1,Nnode] is the index used for the global node numbering and the nodal values.
• j ∈ [1,Ncell] is used for the cell numbering.
• k ∈ [1, nv (Ωj)] is the local numbering of the vertices of a cell Ωj, with nv(Ωj) the
number of vertices of the cell Ωj.
• Ωj is the index used to design a value at the centre or associated with the j–th
cell.
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• Ri is the global nodal residual.
• RΩj is the global cell residual.
• Ri|Ωj is the part of the residual of element j to be scattered to node i.
4.2.2 Weighted Cell Residual Approach
For the description of the weighted cell–residual approach the laminar Navier–Stokes
equations are considered in their conservative formulation:
∂U
∂t
+∇ · F = 0 (4.102)
where U is the vector of conserved variables and F is the corresponding flux tensor. For
convenience, the latter is divided into an inviscid and a viscous part,
F = FI (U) + FV
(
U, ~∇U
)
. The spatial terms of the equations are then approximated in each control volume Ωj
to give the residual
RΩj =
1
VΩj
∫
∂Ωj
F · ~ndS (4.103)
where VΩj is volume of the control volume and ∂Ωj denotes the boundary of Ωj with
normal ~n.
This cell–vertex approximation is readily applicable to arbitrary cell types and is
hence straight– forward to apply for hybrid grids. The residual 4.103 is first computed
for each element by making use of a simple integration rule applied to the faces. For
triangular faces, a straightforward mid–point rule is used, which is equivalent to the
assumption that the individual components of the flux vary linearly on these faces. For
quadrilateral faces, where the nodes may not be co–planar, in order to ensure that the
integration is exact for arbitrary elements if the flux functions do indeed vary linearly,
each face is divided into triangles and then integrated over the individual triangles. The
flux value is then obtained from the average of four triangles (two divisions along the two
diagonals). This so–called ‘linear preservation property ’plays an important part in the
algorithm for ensuring that accuracy is not lost on irregular meshes. Computationally,
it is useful to write the discrete integration of equation 4.103 over an arbitrary cell as
RΩj =
1
NdVΩj
∑
i∈Ωj
Fi.d~Si (4.104)
where Fi is an approximation of F at the nodes, Nd represents the number of space
dimensions and {i ∈ Ωj} are the vertices of the cell. In this formulation the geometrical
information has been factored into terms d~Si that are associated with individual nodes
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of the cell but not faces; d~Si is merely the average of the area–weighted normals for
triangulated faces with a common node i, i ∈ Ωj . Note, that for consistency one has∑
i∈Ωj
d~Si = ~0. A linear preserving approximation of the divergence operator is obtained
if the volume VΩj is defined consistently as
VΩj =
1
N2d
∑
i∈Ωj
~xi.d~Si (4.105)
since ∇ · ~x = Nd. Once the cell residuals are calculated, one may then define the
semi–discrete scheme
dUk
dt
= − 1
Vk
∑
j|k∈Ωj
DkΩjVΩjRΩj (4.106)
where DkΩj is a distribution matrix that weights the cell residual from cell centre Ωj
to node k (scatter operation), and Vk is a control volume associated with each node.
Conservation is guaranteed if
∑
k∈Ωj
DkΩj = I. In the present context, equation 4.106
is solved to obtain the steady–state solution using explicit Euler or Runge–Kutta time–
stepping.
The family of schemes of interest makes use of the following definition of the distri-
bution matrix:
DkΩj =
1
nn
(
I + C
δtΩj
VΩj
AΩj · d~Sk
)
(4.107)
where nn is the number of nodes of Ωj , δtΩj is the cell ‘time-step’and A is the Jacobian
of the flux tensor. The simplest ‘central difference’scheme is obtained by choosing C =
0 and is neutrally stable when combined with Runge–Kutta time–stepping. A Lax–
Wendroff type scheme may also be formulated in which case C is chosen to be a constant
that depends on the number of space dimensions and the type of cells used–it may
be shown that this takes the simple form C =
n2v
2 Nd
. If one replaces the cell ‘time-
step’δtΩj by a matrix ΦΩj with suitable properties, one may also obtain an SUPG–like
scheme (for Streamwise Upwind Petrov–Galerkin) from Brooks & Hugues [9] which
has slightly better convergence and shock–capturing behaviour, however, at some extra
computational cost.
4.2.3 Computation of gradients
In order to recover the nodal values of the gradients ~∇U a cell approximation
(
~∇U
)
Ωj
is first calculated and then distributed to the nodes. The cell–based gradient is defined
in a manner similar to the divergence equation 4.104 so as to be transparent to linear
solution variations: (
∂U
∂x
)
C
≈ 1
VC
∫∫
∂ΩC
U · ~n∂S (4.108)
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which leads to the approximation:(
~∇U
)
Ωj
=
1
VΩj
∑
i∈Ωj
Uid~Si (4.109)
A nodal approximation of the gradient is then obtained using of a volume–weighted
average of the cell–based gradients:(
~∇U
)
k
=
1
VΩk
∑
j|k∈Ωj
Vj
(
~∇U
)
Ωj
(4.110)
4.2.4 Computation of time step
Temporal discretisation is explicit for all numerical schemes in AVBP. The practical
implementation of this kind of approach is relatively straightforward and the computa-
tional cost per iteration is small. The main drawback of explicit codes is that the time
step ∆t is limited for stability reasons:
∆t < CFL
min (∆x)
max | u | +a∞ (4.111)
where u is the propagation speed of a perturbation in the flow, a∞ is the sound speed,
∆x is the mesh size and CFL is the Courant–Friedrichs–Lewy number. The CFL value
required for stability changes slightly depending on the scheme adopted. In AVBP, the
CFL value is fixed to 0.7.
4.2.5 The Lax–Wendroff scheme
The main convective schemes are a finite volume Lax–Wendroff type scheme (LW) from
Lax & Wendroff [81, 82] and a finite element two–step Taylor–Galerkin scheme (TTGC)
from Colin & Rudgyard [19]. These two schemes are respectively 2nd and 3rd order in
time and space. The diffusive scheme is a typical 2nd order compact scheme. Element
types handled by AVBP are triangles and quadrangles in 2D and tetrahedrons, prisms,
pyramids and hexahedrons in 3D. The time integration is fully explicit to maximise
accuracy.
The form of the distribution matrix Di|Ωj (see equation 4.107) determines the dif-
ferent numerical schemes available in AVBP. In the following Di|Ωj is derived for the
Lax–Wendroff scheme [81, 82]. The Lax–Wendroff scheme (second order accurate in
space and time) is based on a Taylor expansion in time of the solution U .
Un+1 = Un +∆t
(
∂U
∂t
)n
+
1
2
∆t2
(
∂2U
∂t2
)n
+O(∆t3) (4.112)
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Considering the conservative formulation of laminar Navier–Stokes equation
∂U
∂t
+∇ · F = 0 (4.113)
the first temporal derivative can be expressed as:
∂U
∂t
= −∇ · F (4.114)
In a similar manner, the second derivative can be recast as:
∂2U
∂t2
=
∂
∂t
(−∇ ·F) = −∇ · ∂F
∂t
= −∇ ·
[
A
(
∂U
∂t
)]
= ∇ · [A (∇ · F)] (4.115)
assuming that temporal and spatial derivatives can be exchanges and defining A = ∂F
∂U
as Jacobian matrix. Hence, substituting equations 4.114, 4.115 into equation 4.112, the
solution a time n+ 1 can be written as:
Un+1 = Un −∆t
{
∇ · F− 1
2
∆t∇ · [A (∇ · F)]−O (∆t2)} (4.116)
In discrete form, remembering the basic principle of the cell-vertex approach, the nodal
residual Ri is obtained by summing the contributions of all the surrounding elements.
The value is then scaled by the nodal volume Vi:
Ri =
1
Vi
∑
j|i∈Ωj
Ri|Ωj (4.117)
The residual contribution to node i of element j can be written as:
Ri|Ωj = RΩj
VΩj
nv(Ωj)
− LWi|Ωj (4.118)
The first term in equation 4.118 is the cell residual computed as in equation 4.104. It
is weighted by the volume of the cell divided by the number of vertices of the element.
The LWi|Ωj term is computed on the dual cell Ci taking advantage of the Green–Gauss
theorem:
LWi|Ωj =
1
2
∆t
∫∫∫
Ωj
T
Ci
∇ · [A (∇ · F )] dV = 1
2
∆t
∫∫
∂Ci
∇ · [A (∇ · F )] dS (4.119)
This term is then discretised to give:
LWi|Ωj ≃
1
2
∆t [A (∇ · F )]Ωj ·
Si|Ωj
nd
(4.120)
where Si|Ωj is the normal associated with node i and cell j it is computed according to
96
4.2. Numerical method
the scaling by nd. It should be noticed that no weighting is required for the LW term
because it is computed on the dual cell. Substituting equation 4.104 and 4.120 into
equation 4.118 leads to:
Ri|Ωj =
(
I − ∆t
2 nd
nv(Ωj)
VΩj
AΩj · Si|Ωj
)
RΩj
VΩj
nv(Ωj)
(4.121)
Recalling now equation 4.118 the distribution matrix takes the form:
Di|Ωj =
1
nv(Ωj)
(
I − ∆t
2nd
nv(Ωj)
VΩj
AΩj · Si|Ωj
)
(4.122)
4.2.6 The TTGC numerical scheme
It is nearly impossible to develop schemes of higher order (in space) on unstructured
meshes in a finite volume context. The cell–vertex formulation can be extended to
a finite element approach, where higher order schemes are possible. Taylor–Galerkin
(TG) schemes were first given by Donea [33, 34] coupling a Taylor expansion in time
and a Galerkin discretisation in space. Colin and Rudgyard [19] developed a two–step
Taylor–Galerkin scheme (TTGC) that is third–order in space and time.
U˜
n
= Un + α∆t
(
∂U
∂t
)n
+ β∆t2
(
∂2U
∂t2
)n
(4.123)
Un+1 = Un +∆t
(
∂U˜
∂t
)n
+ γ∆t2
(
∂2U˜
∂t2
)n
(4.124)
α =
1
2
− γ and β = 1
6
(4.125)
first and second temporal derivatives can be replaced as done for the Lax–Wendroff
scheme (see equation 4.114 and 4.115) giving:
U˜
n
= Un − α∆t∇ · Fn + β∆t2∇ · [A (∇ ·Fn)] (4.126)
Un+1 = Un −∆t∇ · F˜n + γ∆t2∇ · [A (∇ ·Fn)] (4.127)
Multiplying these equations by a set of linear test functions φi (“redskin tent”functions)
and integrating them over the computational domain Ω, leads to the following weak
formulation: ∫
Ω
R˜nφidV = −αLi (Un)− β∆tLLi (Un) (4.128)∫
Ω
Rn+1φidV = −Li
(
U˜
n
)
− γ∆tLLi (Un) (4.129)
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with
R˜n =
U˜
n −Un
∆t
, Rn+1 =
Un+1 −Un
∆t
(4.130)
and
Li (U) =
∫
Ω
∇ ·F (Un)φidV (4.131)
LLi (U) =
∫
Ω
A (∇ ·F (Un))∇φidV︸ ︷︷ ︸
LL0i (U
n)
−
∫
∂Ω
φiA (∇ ·F (Un)) dS︸ ︷︷ ︸
BTi (U
n)
(4.132)
The LLi term can be split by performing an integration by parts assuming the surface
normal dS external. The first contribution LL0i (U
n) is integrated over all the computa-
tional domain while the second one, BTi (U
n), is non zero only at boundaries. It should
be noticed that the LLi term involves second spatial derivatives (like the LWi term,
see for example equation 4.120), that are not expected when dealing with convection
problems. The Galerkin method is then applied to the flux divergence and to residuals.
Hence, they can be expressed as a sum of linear shape–functions (same functions as the
test–functions used to derive the weak formulation), leading to:
Rn =
∑
k
Rnkφk (4.133)
∇ ·F =
∑
k
Fk∇φk (4.134)
where Fk is the discrete flux at each point of computational domain. With this choice
of shape functions, the residuals are recast as:∫
Ω
R˜
n
φidV =
∑
k
(∫
Ω
φiφkdV
)
R˜
n
k =
∑
k
MikR˜nk (4.135)
denoting Mik as the components of the so–called mass matrix which, in AVBP, is
inverted locally by an iterative Jacobi method.
In the spatial discretisation, the contributions of integrals in equation 4.131 and 4.132
to node i come only from the adjacent cells.
Li (U
n) =
∑
j|i∈Ωj
Li (U
n)Ωj (4.136)
LLi (U
n) =
∑
j|i∈Ωj
LLi (U
n)Ωj (4.137)
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Taking advantage of equations 4.133, Li (U
n)Ωj and LLi (U
n)Ωj can be written as:
Li (U
n)Ωj =
∑
k|k∈Ωj
Fnk
∫
Ωj
φi∇φkdV (4.138)
LLi (U
n)Ωj = A
n
Ωj
∑
k|k∈Ωj
Fnk
∫
Ωj
∇φ · ∇φkdV
− AnΩj
∑
k|∈∂Ωj∩∂Ω
Fnk
∫
∂Ωj∩∂Ω
φi∇φkdS (4.139)
For triangular and tetrahedron elements the gradient of the shape function is constant1
over each element and the integral of φi takes a simple form(see Colin & Rudgyard [19]).
∇φk = −
~Sk
ndVΩj
(4.140)∫
Ωk
φkdV =
VΩj
nv(Ωj)
∀k ∈ Ωj (4.141)
Substituting relations 4.140 and 4.141 in equation 4.138 yields:
Li (U
n)Ωj =
∑
k|k∈Ωj
Fnk ∇φk
∫
Ωj
φidV
= (∇ ·Fn)Ωj
∫
Ωj
φidV
= RnΩj
VΩj
nv(Ωj)
(4.142)
Applying the same procedure to the first term of equation 4.139 leads to:
LL0i (U
n)Ωj = A
n
Ωj
∑
k|k∈Ωj
Fnk ∇φk ·
∫
Ωj
∇φidV
= − 1
nd
(
AnΩjR
n
Ωj
)
· Si|Ωj (4.143)
These two operators are therefore equivalent to the ones encountered in the cell–vertex
finite volume discretisation (see equation 4.121). The scaling for the nodal volume does
not appear explicitly in this derivation but it is taken into account in the mass matrix.
A more complete study of numerical schemes available in AVBP can be found from
the Chapter 5 of Lamarque [76] thesis.
It has a computational cost of approximately 2.5 times Lax–Wendroff (which is
slightly less than the three–step Runge-Kutta). Achieving higher order in space is par-
1For bilinear and trilinear elements (quads, hexahedra and pyramids for example) the gradient of the
shape function over the element is no more constant. This difficulty is overcome by adding a correction
to the residual computed as for linear element.
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ticularly useful for three–dimensional, unsteady simulations since it provides a much
better accuracy on meshes already used for second–order simulations.
Diffusion terms
The Navier–Stokes equations, species and model equations include diffusion terms which
have the general form:
∂u
∂t
= ∇. (ν∇u) (4.144)
The diffusion term on the right-hand side of equation 4.144 can be discretised in many
ways. The AVBP code uses two different discretisation of the diffusion term: a 4△
operator for the diffusion by laminar diffusivity and a 2△ operator for the diffusion by
turbulent diffusivity. As the AVBP code is a finite volume/finite element solver, It was
chosen to consider only finite volume (FV) or finite element (FE) discretisations of the
diffusion operator. More details related to the operators are found in the handbook
of AVBP [10]. The left–hand side (LHS) of 4.144 can be discretised in a FV or FE
manner. If a FV convection scheme like the Lax-Wendroff(LW) scheme is used, the LHS
is discretised by the mass lumped matrix. The RHS operator is then simply divided by
Vi :
un+1i − uni
∆t
=
1
Vi
∇. (ν∇u) |i (4.145)
If it is associated to a FE scheme TTGC, the mass matrix is applied to the operator:
un+1i − uni
∆t
=
(
M−1∇. (ν∇u)) |i (4.146)
It is important to remark that a FV or FE convection schemes can be associated with
any FV or FE diffusion scheme.
4.2.7 Artificial Viscosity
The numerical discretisation methods in AVBP are spatially centered. These types of
schemes are known to be naturally subject to small–scale oscillations in the vicinity of
steep solution variations. It is a common practice to add artificial viscosity (AV) term
to the discrete equations to avoid spurious modes and in order to smooth very strong
gradients. we describe here the different artificial viscosity methods used in AVBP. The
different artificial viscosity models which are used in this work are characterized by the
linear preserving property which leartificial viscosityes unmodified a linear solution on
any type of element. The models are based on a combination of a “shock capturing”term
(called 2nd order artificial viscosity) and a background dissipation term (called 4th order
artificial viscosity). In AVBP, adding artificial viscosity is done in two steps. Initial a
sensor detects if artificial viscosity is necessary, as a function of the given flow charac-
teristics. Then a certain amount of 2nd and 4th artificial viscosity is applied, depending
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on the sensor value and on user–defined parameters.
Sensors
A sensor ζΩj is a scaled parameter which is defined for every cell Ωj of the domain that
takes values from zero to one. ζΩj = 0 means that the solution is well resolved and
that no artificial viscosity should be applied while ζΩj = 1 signifies that the solution
has strong local variations and that artificial viscosity must be applied. This sensor
is obtained by comparing different evaluations (on different stencils) of the gradient of
a given scalar (pressure, total energy, mass fractions, etc. ). If these gradients are
identical, then the solution is locally linear and the sensor is zero. On the contrary, if
these two estimations are different, local non–linearities are present, and the sensor is
activated. The key point is to find a suitable sensor–function that is non–zero only at
places where stability problems occur. Two sensors in AVBP which are used in this
work are “Jameson-sensor”ζJΩj from Jameson et al [69] and the “Colin–sensor”ζ
C
Ωj
from
Colin [18].
Jameson cell sensor
For every cell Ωj, the Jameson cell–sensor ζ
J
Ωj
is the maximum over all cell vertices of
the Jameson vertex-sensor ζk:
ζJΩj = maxk∈Ωj
ζJk (4.147)
The Jameson vertex–sensor for scalar quantity, for pressure P is :
ζJk =
| ∆k1 −∆k2 |
| ∆k1 | + | ∆k2 | + | Pk |
(4.148)
where the ∆k1 and ∆
k
2 functions are defined as:
∆k1 = PΩj − Pk ∆k2 =
(
~∇P
)
k
· (~xΩj − ~xk) (4.149)
where a k subscript denotes cell–vertex values while Ωj is the subscript for cell–averaged
values.
(
~∇P
)
k
is the gradient of P at node k as computed in AVBP. ∆k1 measures the
variation of p inside the cell Ωj (using only quantities defined on this cell). ∆
k
2 is an
estimation of the same variation but on a wider stencil (using all the neighbouring cell
of the node k).
The Colin sensor
The Jameson sensor is smooth and was initially derived for steady-state computations.
But for most unsteady turbulent computations it is however necessary to have a sharper
sensor, which is very small when the flow is sufficiently resolved, and which is nearly
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maximum when a certain level of non–linearities occurs. The exact definition of the
Colin sensor is:
ζCΩj =
1
2
(
1 + tanh
(
Ψ−Ψ0
δ
))
− 1
2
(
1 + tanh
(−Ψ0
δ
))
(4.150)
with
Ψ = max
k∈Ωj
(
0,
∆k
| ∆k | +ǫ1Pk ζ
J
k
)
(4.151)
∆k = | ∆k1 −∆k2 | −ǫkmax
(
| ∆k1 |, | ∆k2 |
)
(4.152)
ǫk = ǫ2
(
1− ǫ2
max
(| ∆k1 |, | ∆k2 |)
| ∆k1 | + | ∆k2 | +Pk
)
(4.153)
The numerical values used in AVBP are
Ψ0 = 2× 10−2 δ = 1× 10−2 ǫ1 = 1× 10−2 ǫ2 = 0.95 ǫ3 = 0.5 (4.154)
The operators
There are two artificial viscosity operators in AVBP: a 2nd order operator and a 4th order
operator. The 2nd order operator acts like a “classical”viscosity. It smoothes gradients,
and introduces artificial dissipation. It is thus associated to a sensor which determines
where it must be applied. Doing this, the numerical scheme keeps its order of convergence
in the zones where the sensor is inactive, while ensuring stability and robustness in the
critical regions. It smooths any physical gradient. The 4th order operator is a less
common operator. It acts as a bi–Laplacian and is used to control spurious high–
frequency wiggles. The user-defined parameters smu2 for 2nd order operator and smu4
for 4th order operator are selected before the start of simulation.
The 2nd order operator
A cell contribution of the 2nd order artificial viscosity is first computed on each vertex
of the cell Ωj:
Rk∈Ωj = −
1
Nv
VΩj
∆tΩj
smu2 ζΩj
(
wΩj −wk
)
(4.155)
The nodal residual is then found by adding the surrounding cells contributions:
dwk =
∑
j
Rk∈Ωj (4.156)
For example, on a 1D uniform mesh, of mesh size ∆x, and for ζΩj = ζ:
dwk = −smu2
2
ζ
∆x
∆t
(wk−1 − 2wk + wk+1) (4.157)
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which can be interpreted as:
dwk = −νAV
∫
(∆k,∆xw) dx (4.158)
with:
νAV =
smu2 ζ∆x2
2∆t
=
smu2 ζ∆x | u+ c |
2 CFL
and
∆FDk,∆xw =
wk−1 − 2wk + wk+1
∆x2
(4.159)
where ∆FDk,∆x is exactly the classical FD Laplacian operator evaluated at k and of size
∆x. This shows that νAV can be seen as an artificial viscosity (it has the same units as
a physical viscosity), which is controlled by the user–defined non-dimensional parameter
smu2.
The 4th order operator
The technique used for the 4th order operator is identical to the technique of the 2nd
order operator. A cell contribution is first computed on each vertex:
Rk∈Ωj = −
1
Nv
VΩj
∆tΩj
smu4
[(
~∇w
)
Ωj
· (~xΩj − ~xk)− (wΩj − wk)] (4.160)
The nodal value is then found by adding every surrounding cells contributions:
dwk =
∑
j
Rk∈Ωj (4.161)
For example, on a 1D uniform mesh, of mesh size ∆x, this yields:
Rk∈Ωleft =
smu4
2
∆x
∆t
[(
1
2
(
wk − wk−2
2 ∆x
+
wk+1 − wk−1
2 ∆x
))
·
(−∆x
2
)]
− smu4
2
∆x
∆t
[(
wk−1 + wk
2
− wk
)]
(4.162)
Rk∈Ωright =
smu4
2
∆x
∆t
[(
1
2
(
wk+1 − wk−1
2 ∆x
+
wk+2 − wk
2 ∆x
))
·
(−∆x
2
)]
− smu4
2
∆x
∆t
[(
wk + wk+1
2
− wk
)]
(4.163)
Adding these two contributions delivers:
dwk = smu4
∆x
16∆t
(wk−2 − 4wk−1 + 6wk − 4wk+1 + wk+2) (4.164)
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which can be interpreted:
dwk = κ
AV
∫ (
∆∆FDk,∆xw
)
dx (4.165)
with
κAV =
smu4 ∆x4
16 ∆t
=
smu4 ∆x3 | u+ c |
16 CFL
and
∆∆FDk,∆xw =
wk−2 − 4wk−1 + 6wk − 4wk+1 + wk+2
∆x4
(4.166)
where ∆∆FDk,∆x is exactly the classical FD bi-Laplacian operator evaluated at k and of
size ∆x. This shows that κAV can be seen as an artificial 4th order hyper–viscosity,
which is controlled by the user–dened non–dimensional parameter smu4.
Artificial viscosity model
In “Colin”model, three sensors are used in conjunction. The first one is based on total
energy, the second one is based on species densities, and the last one is the maximum of
the two previous.
ζCOLE = ζ
C
Ωj (ρE) , ζ
COL
Y = max
k=1,neqs
ζCΩj (ρk) , and ζ
COL
max = max
(
ζCOLE , ζ
COL
Y
)
(4.167)
The sensor used in the 2nd order operator is also the maximum sensor ζCOLmax . The 2
nd and
4th order operators are then applied on each species. This model is particularly dedicated
to LES of reactive flows. The lack of 4th order artificial viscosity on momentum allows
to keep many small scale structures, while damping the wiggles on energy and species.
Scho¨nfeld–Lartigue–Kaufmann (SLK model) is an improvement of the “Colin”model.
It is noticed that applying no 4th order artificial viscosity at all on momentum can yet
lead to non–negligible wiggles in some cases (often depending on the quality of the mesh)
and this had to be avoided. This new “SLK”model is very similar to the “Colin”model,
except that instead of setting the modified 4th order coefficient to zero for momentum
equation, it is set to 10% of the value used for the other equations. This model is very
well suited for computations on poor quality meshes that exhibit velocity wiggles with
the standard “Colin”model. Colin and SLK model are used in the present work. Values
of the user defined parameters smu2 and smu4 are given in next chapter along with the
details of the test cases.
4.3 Large Eddy Simulation
The LES can be considered as a midpoint between the RANS approach in which all the
turbulent scales are modeled and the DNS in which all the turbulent scales are com-
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puted. In a LES simulation, only the largest scales - the scales that contain most of
the energy - are computed; the effect of the smallest scales are modeled. The smallest
scales have a more predictable behaviour and should be easier to model. LES has been
highly developed by the engineering computational fluid dynamics community since its
inception in 1970. Large-eddy simulation (LES) resolves only the dynamically important
flow scales and models the effects of smaller scales whereas DNS resolves all flow scales
as mentioned in the section 2.4. Because of its high computational cost, usage of DNS
is limited to simple flow configurations at low to moderate Reynolds numbers. Large
Eddy Simulation(see Sagaut [137]) is nowadays recognized as immediate approach in
comparisons to the more classical Reynolds Averaged Navier–Stokes (RANS) method-
ologies. LES gives access to the dominant unsteady motion so that it can be used to
study aeroacoustics, fluid-structure interaction or the control of turbulence by an appro-
priate unsteady forcing. Much of the pioneering work on LES (e.g., Smagorinsky[149],
Lilly [89], Deardorff [31]) was motivated by meteorological applications, and atmospheric
boundary layers remain a focus of LES activities (e.g., Mason [94]). The development
and testing of LES methodologies have focused primarily on isotropic turbulence (e.g.,
Kraichnan [75], Chasnov [14]), and on fully-developed turbulent channel flow (e.g., Dear-
dorff [30], Schumann [142], Moin and Kim [101], Piomelli [108]). A primary goal of work
in this area is to apply LES to flows in complex geometries that occur in engineering
applications (e.g., Akselvoll and Moin [3], Haworth and Jansen [62]). The derivation
of the new governing equations is obtained by introducing operators to be applied to
the set of compressible Navier–Stokes equations. Unclosed terms arise from these ma-
nipulations and models need to be supplied for the problem to be solved. In LES, the
operator employed in the derivation is a spatially localized filter of given size △ to be
applied to a single realisation of the studied flow. Resulting from this “spatial aver-
age”is a separation between the large (greater than the filter size) and small (smaller
than the filter size) scales. The unclosed terms are in LES representative of the physics
associated with the small structures (with high frequencies) present in the flow. Due to
the filtering approach, LES allows a dynamic representation of the large scale motions
whose contributions are critical in complex geometries. The LES predictions of complex
turbulent flows are henceforth closer to the physics since large scale phenomena such as
large vortex shedding and acoustic waves are embedded in the set of governing equations
(see Poinsot & Veynante [112]). The basic idea of LES is to resolve (large) grid scales
(GS), and to model (small) sub grid-scales(SGS).
4.4 Governing equations for LES
The test cases presented in this work will not be reactive and therefore this section
discusses only the filtered equations solved by AVBP for a turbulent non–reacting flow.
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With this intention, the filtering procedure is presented in Subsection 4.4.1. Subsec-
tion 4.4.2 describes the equations solved for LES of non–reacting flows. Then, the
different terms of the flux tensor are presented. finally, different models of the subgrid
stress tensor available in AVBP are described.
4.4.1 Filtering procedure
To separate large and small scales, a low–pass (in wavenumber) filter, G△, is applied to
the equations of motion (see Leonard [83]). Mathematically, it consists of a convolution
of any quantity, f , with the filter function G△:
f¯ =
∫
f(x′)G△(x− x′)dx′ (4.168)
The resulting filtered quantity, f¯ , represents the large-scale structures of the flow whereas
all the structures of size smaller than the filter length, △, are contained in the residual
field, f ′:
f ′ = f − f¯ (4.169)
To apply this filtering procedure to the instantaneous balance equations [112], the filter
G△ (typical a box or a Gaussian filter [136]) must satisfy some properties which are:
conservation of constants, linearity and commutation with temporal and spatial deriva-
tives. The latter is satisfied only for homogeneous filters (i.e., grid meshes). For the
sake of simplicity, this property is assumed hereafter.
For variable density ρ, a density-weighted filter f˜ (Favre [41] averaging) is used, in
order to avoid modeling of additional terms introduced by density fluctuations:
f˜ =
ρf
ρ¯
(4.170)
4.4.2 Filtering Navier–Stokes equations for non–reacting flows
The balance equations (mass, momentum, energy and species) for large–eddy simu-
lations are obtained by filtering the instantaneous balance equations (see Poinsot &
Veynante [112]):
∂ρ¯
∂t
+
∂
∂xj
(ρ¯u˜i) = 0 (4.171)
∂ρ¯u˜i
∂t
+
∂
∂xj
(ρ¯u˜iu˜j) = − ∂
∂xj
[
P¯ δij − τ¯ij − τ¯ tij
]
(4.172)
∂ρ¯E
∂t
+
∂
∂xj
(ρ¯Euj) = − ∂
∂xj
[
ui(Pδij − τij) + q¯j + q¯tj
]
+ ¯˙ωT + Q¯r (4.173)
∂ρ¯kY˜k
∂t
+
∂
∂xj
(
ρ¯Y˜ku˜j
)
= − ∂
∂xj
[
J¯j,k + J¯
t
j,k
]
+ ¯˙ωk (4.174)
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where u˜i, E˜i and Y˜k denote the filtered velocity vector, total energy per unit mass and
species mass fractions, respectively. A repeated index implies summation over this index
(Einstein’s rule of summation). Note also that the index k is reserved for referring to
the kth species and does not follow the summation rule (unless specifically mentioned).
Writing the vector of the filtered conservative variables as follows:
U¯ = (ρ¯u˜, ρ¯v˜, ρ¯w˜, ρ¯E˜, ρ¯Y˜k)
, equations (4.173)-(4.174), can be expressed as:
∂U¯
∂t
+∇ · F¯ = s¯ (4.175)
where s¯ is the filtered source term and F¯ is the flux tensor which can be divided in three
parts:
F¯ = F¯I + F¯V + F¯t (4.176)
with
Inviscid terms : F¯I =
(
f¯ I , g¯I , h¯I
)T
(4.177)
Viscous terms : F¯V =
(
f¯V , g¯V , h¯V
)T
(4.178)
Turbulent subgrid− scale terms : F¯t = (f¯ t, g¯t, h¯t)T (4.179)
The cut-off scale corresponds to the mesh size (implicit filtering). As usually done, we
assume that the filter operator and the partial derivative commute.
4.4.3 Inviscid terms
The three spatial components of the inviscid flux tensor based on the filtered quantities
are:
f¯ I =

ρ¯u˜2 + P¯
ρ¯u˜v˜
ρ¯u˜w˜
ρ¯E˜u˜+ Pu
ρ¯ku˜

, (4.180)
g¯I =

ρ¯u˜v˜
ρ¯v˜2 + P¯
ρ¯v˜w˜
ρ¯E˜v˜ + Pv
ρ¯kv˜

, (4.181)
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h¯I =

ρ¯u˜w˜
ρ¯v˜w˜
ρ¯w˜2 + P¯
ρ¯E˜w˜ + Pw
ρ¯kw˜

(4.182)
4.4.4 Filtered viscous terms
The components of the viscous flux tensor take the form:
F¯V =

−τxx
−τxy
−τxz
−(uτxx + vτxy + wτxz) + qx
Jx,k

, (4.183)
G¯V =

−τxy
−τyy
−τyz
−(uτxy + vτyy +wτyz) + qy
Jy,k

, (4.184)
H¯V =

−τxz
−τyz
−τzz
−(uτxz + vτyz + wτzz) + qz
Jz,k

(4.185)
filtering the balance equations leads to unclosed quantities which need to be modeled.
The filtered diffusion terms are (see Poinsot & Veynante [112], Chapter 4):
Laminar filtered stress tensor τ˜ij
τij = 2µ
(
Sij − 1
3
δijSll
)
(4.186)
approximation : τij ≈ 2µ
(
S˜ij − 1
3
δij S˜ij
)
(4.187)
with : S˜ij =
1
2
(
∂u˜j
∂xi
+
∂u˜i
∂xj
)
(4.188)
µ ≈ µ(T˜ ) (4.189)
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Equation 4.188 may also be written as:
τxx ≈ 2µ
3
(
2
∂u˜
∂x
− ∂v˜
∂y
− ∂w˜
∂z
)
, τxy ≈ µ
(
∂u˜
∂y
+
∂v˜
∂x
)
(4.190)
τyy ≈ 2µ
3
(
2
∂v˜
∂y
− ∂u˜
∂x
− ∂w˜
∂z
)
, τxz ≈ µ
(
∂u˜
∂z
+
∂w˜
∂x
)
(4.191)
τzz ≈ 2µ
3
(
2
∂w˜
∂z
− ∂u˜
∂x
− ∂v˜
∂y
)
, τyz ≈ µ
(
∂v˜
∂z
+
∂w˜
∂y
)
(4.192)
Diffusive species flux vector Ji,k
For non–reacting flows:
Ji,k = −ρ
(
Dk
Wk
W
∂Xk
∂xi
− YkV ci
)
(4.193)
approximation : Ji,k ≈ −ρ
(
Dk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ic
)
(4.194)
with : V˜i
c
=
N∑
k=1
Dk
Wk
W
∂X˜k
∂xi
(4.195)
Dk ≈ µ
ρ¯Sck
(4.196)
Filtered heat flux qi
qi = −λ ∂T
∂xi
+
N∑
k=1
Ji,khs,k (4.197)
approximation : qi ≈ −λ ∂T˜
∂xi
+
N∑
k=1
Ji,kh˜s,k (4.198)
with : λ ≈ µCp(T˜ )
Pr
(4.199)
These forms assume that the spatial variations of molecular diffusion fluxes are negligible
and can be modeled through simple gradient assumptions.
Subgrid–scale turbulent terms
The three components of the turbulent subgrid-scale flux take the form:
F
t
=

−τxxt
−τxyt
−τxzt
qx
t
Jx,k
t

, G
t
=

−τxyt
−τyyt
−τyzt
qy
t
Jy,k
t

, H
t
=

−τxzt
−τyzt
−τzzt
qz
t
Jz,k
t

(4.200)
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As highlighted above, filtering the transport equations leads to a closure problem ev-
idenced by the so called “subgrid-scale”(SGS) turbulent fluxes. For the system to be
solved numerically, closures need to be supplied. Details on the closures are:
The Reynolds tensor τij
t
τij
t = −ρ (u˜iuj − u˜iu˜j) (4.201)
modeled as : τ tij = 2ρνt
(
S˜ij − 1
3
δij S˜ll
)
(4.202)
with : S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
∂u˜k
∂xk
δij (4.203)
In equation 4.203, τ tij is the SGS tensor, νt is the SGS turbulent viscosity, and S˜ij is the
resolved strain rate tensor. The modeling of νt is explained in section 4.4.5
The subgrid scale diffusive species flux vector J ti,k
J ti,k = ρ
(
u˜iYk − u˜iY˜k
)
(4.204)
modeled as : Jij
t
= −ρ
(
Dtk
Wk
W
∂X˜k
∂xi
− Y˜kV˜ c,ti
)
(4.205)
with : V˜ c,ti =
N∑
k=1
Dtk
Wk
W
∂X˜k
∂xi
(4.206)
Dtk =
νt
Sctk
(4.207)
The turbulent Schmidt number Sctk = 1 is the same for all species and is fixed in the
source code (like Prt). Note also that having one turbulent Schmidt number for all the
species does not imply, V˜ c,ti = 0 because of the
Wk
W
term in equation 4.206.
The subgrid scale heat flux vector qi
t
qi
t = ρ
(
u˜iE − u˜iE˜
)
(4.208)
modeled as :qi
t = −λ ∂T˜
∂xi
+
∑
k
Ji,k
t
h˜s,k (4.209)
with :λt =
µtcP
Prt
(4.210)
4.4.5 Subgrid scale model
In the broader context of turbulence modelling including LES, Pope[114] suggests five
criteria: level of description, completeness, cost and ease of use, range of applicability
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and accuracy. One needs a subgrid model to model the turbulent scales which cannot be
resolved by the grid and the discretisation. LES models are derived on the theoretical
ground that the LES filter is spatially and temporally invariant. Variations in the
filter size due to non-uniform meshes or moving meshes are not directly accounted for
in the LES models. Change of cell topology is only accounted for through the use
of the local cell volume, that is △ = 3√Vcell. The application of any spatial filtering
operation to the Navier Stokes equations here done implicitly through the numerical
approximation being tied to the cell size △ leads to the LES equations The filtered
compressible Navier–Stokes equations exhibit subgrid scale (SGS) tensors and vectors
describing the interaction between the non-resolved and resolved motions. The influence
of the SGS on the resolved motion is taken into account in AVBP by a SGS model based
on the introduction of a turbulent viscosity νt. Such an approach assumes the effect of
the SGS field on the resolved field to be purely dissipative. The previous hypothesis
is essentially valid within the cascade theory of turbulence. The notion of turbulent
viscosity can therefore be introduced and yields a general model for the SGS which
reads
τij
t = −ρ (u˜iuj − u˜iu˜j) (4.211)
= 2 ρ νt S˜ij − 1
3
τll
t δij (4.212)
In the equation, τij
t is the SGS tensor to be modelled, νt is the SGS turbulent viscosity,
u˜i is the Favre filtered velocity vector (compressible flows) and S˜ij is the resolved strain
rate tensor. The models in AVBP differs only in the way the turbulent viscosity value
νt is calculated.
4.4.6 Smagorinsky’s Model
The Smagorinsky’s model [149] was developed in the sixties by Smagorinsky. An eddy
viscosity was supposed to take into account subgrid-scale dissipation through a Kol-
mogorov k−5/3 cascade. It was heavily tested for multiple flow configurations. This
closure has the particularly of supplying the right amount of dissipation of kinetic en-
ergy in homogeneous isotropic turbulent flows. Smagorinsky’s eddy viscosity is
νt = (CS△)2
√
2S˜ij S˜ij (4.213)
where △ denotes the filter characteristic length(i.e △ = 3√△x△y△z), CS is the model
constant set to 0.18 but can vary between 0.1 and 0.18 depending on the flow configu-
ration. The constant CS may determined in isotropic turbulence which was performed
by Lilly [89]. In the Smagorinsky model, the coefficient CS appears only in the product,
hence decreasing △ is equivalent to decreasing CS . Locality is however lost and only
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global quantities are maintained in this model. The Smagorinsky model is known as
being “too dissipative”in presence of a wall and transitioning flows are not suited for its
use. More details can be found in Lesieur [86] and Sagaut [137].
4.4.7 Dynamic Smagorinsky’s Model
The dynamic model was proposed by Germano et al [49], with important modifications.
It is constructed to determine “dynamically”of the Smagorinsky model constant CS as a
function of space and time. The extensions of this model were provided by Lilly [90] and
Meneveau et al [98]. The dynamic procedure has been most successful in remedying the
standard Smagorinsky model’s serious deficiencies in laminar flows, transitional flows
and in the viscous near–wall region. The starting point for development of the dynamic
model is a special case of the Germano identity [48], relating the Leonard stress to a
similar twice–filtered tensor and a second filtering of the usual SGS tensor. For example,
details of construction of dynamic models were detailed by Sagaut [137]. Here in this
model, the eddy viscosity is given by
νt = (CSD△)2
√
2S˜ij S˜ij (4.214)
where
C2SD =
1
2
MijMij
LijLij
(4.215)
the tensors from the previous expression are given by
Mij = ∆ˆ
2
√
2 < S˜ij >< S˜ij > Lij =< u˜i >< u˜j > − < u˜iu˜j > (4.216)
Lij is called Germano’s identity. The terms on the right hand side have to be modeled.
The “test”filter of characteristic length ∆ˆ equal to the cubic root of the volume is
introduced and defined by all the cells surrounding the cell of interest. Clipping and
smoothing ensures non negative values for CSD . It can be shown that the dynamic
model gives a zero subgrid–scale stress at the wall, where Lij vanishes, which is a great
advantage with respect to the original Smagorinsky model; it also gives the proper
asymptotic behaviour near the wall [86]. Simulations with this dynamic model were
discussed by Lesieur and Me´tais [85].
4.4.8 WALE Model
To obtain the right scaling for the turbulent viscosity when approaching a solid boundary,
the Van Driest damping function is often used [166]. A more elegant way is the WALE
(Wall-Adapting Local Eddy-viscosity) proposed by Nicoud & Ducros [35, 104]. It is an
eddy viscosity model based on the square of the velocity gradient tensor and accounts
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for the effects of both the strain and the rotation rate to obtain the local eddy-viscosity.
It recovers the proper y3 near-wall scaling for the eddy-viscosity without requiring a
dynamic procedure. They replace the characteristic filtered rate of strain by a term that
detects strong rates of deformation and/or rotation and not shear as in Smagorinsky
model.
sdij =
1
2
(
g˜2ij + g˜
2
ji
)
+
1
3
g˜2kkδij (4.217)
νt = (Cw△)2
(
sdijs
d
ij
) 3
2
(
S˜ijS˜ij
) 5
2
+
(
sdijs
d
ij
) 5
4
(4.218)
with g˜2ij =
∂ui
∂xk
∂uk
∂xj
where △ denotes the filter characteristic length (cubic-root of the
cell volume), Cw = 0.4929 is the model constant was calibrated numerically on isotropic
decaying turbulence and g˜ij denotes the resolved velocity gradient. This expression for
νt allows for the right scaling of turbulent viscosity when approaching walls and also for
the prediction of transition.
4.5 Boundary conditions
Boundary conditions plays an important role in any numerical tool, and especially here
in AVBP because of acoustics present in the governing equations (see Scho¨feld & Rudg-
yard [140] and Poinsot & Veynante [111]). Large–eddy simulation requires the setting of
boundary conditions to fully determine the system and obtain a mathematically well–
posed problem. LES contains a large number of degrees of freedom. So it needs a precise
space–time deterministic representation of the solution at the computational domain
boundaries. Applying boundary conditions in AVBP is equivalent to finding the resid-
ual R on the boundaries. The residuals in AVBP are obtained using a Runge–Kutta
multi–step time integration. The derivation for a single–step Runge-Kutta scheme is
given below. In such a scheme the solution at time t + ∆t(Un+1) can be derived from
the solution at time t using:
Un+1 = Un −R∆t (4.219)
Note that the code is explicit therefore only the solution indexed n is used. For each
node in the boundaries, a residual R computed by the scheme is corrected using the
target values from the boundary conditions. The residuals can be corrected using two
methods:
Non characteristic method : This method imposes directly the target conservative
variables using the residual. In most cases, this means simply replacing the bound-
ary value predicted by the scheme by the target value.
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Figure 4.3: Relation between different set of variables and intermediate matrices involved
in the wave decomposition process.
Characteristic method : The correction is applied through the use of a wave de-
composition. This method is called Navier–Stokes characteristic boundary condi-
tion(NSCBC)(see Moureau et al [102] and Poinsot & Lele [113]). Here, no value is
imposed directly to variables such as velocities or densities. Only waves amplitudes
are specified.
Characteristic conditions for Euler equations were first derived by Thompson [159, 160]
the extension to Navier–Stokes equations is due to Poinsot & Lele [113]. In other words,
compressible flows are characterised by waves whose physics is to be respected in nu-
merical simulations. Characteristic boundary conditions allows for the correct treatment
of waves impacting a boundary of the computational domain. At run time, either the
widely used full residual or the normal approach is selected. In the normal approach,
the characteristic boundary conditions are applied to the normal flux derivatives of the
residual, which is in general more accurate and implies a decomposition of variations in
the conservative variables into a set of ingoing and outgoing waves. The correct formula-
tion of the boundary conditions has been the subject of an extensive investigation(refer
to Nicoud [103]).
4.5.1 Building the characteristic boundary condition
The Navier–Stokes equations which is written for a multigas flow have been discussed
for DNS in section 2.4and LES in section 4.4. To be able to apply boundary conditions,
following mathematical operations becomes essential:
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• all equations must be written in a reference frame linked to shape of the boundary
section. This section has a normal vector ~n and two tangential vectors ~t1 and ~t2.
• all equations must be written in characteristic variables, i.e. in variables such as
∂W 1 = ∂un +
∂P
ρa∞
, ∂W 2 = ∂un ..... etc., because these are the only variables
which are significant in terms of waves. There are many ways to perform this
and appendix of AVBP [10] describes the routine followed in AVBP. Basically,
transformations start from conservative variables ∂U to primitive variables ∂V
then to primitive variables in
(
~n,~t1, ~t2
)
∂Vn and finally to characteristic variables
∂W (see figure 4.3) that can be seen as waves carrying information normally to
the boundary.
The derivation starts directly from the equation for Vn.
∂Vn
∂t
+N
∂Vn
∂~n
+ T1
∂Vn
∂~t1
+ T2
∂Vn
∂~t2
+ S = 0 (4.220)
where Vn = (un, ut1 , ut1 , P, ρ1, ....ρN )
T is the primitive variable vector (N = 1 for a
single species gas), assuming that dX~n + dY ~t1 + dZ~t2 = d~n + d~t1 + d~t2 to simplify the
notation. N represents the normal Jacobian, T1 and T2 the two tangential Jacobians
along ~t1 and ~t2. The S term sums all the contributions related to diffusion terms and
chemical reactions. The principle of characteristic boundary conditions is to diagonalise
the normal Jacobian N to write convection equations for characteristic variables W :
∂W
∂t
+D
∂W
∂~n
= SW − TW (4.221)
where D is the diagonal matrix containing the propagation velocity (eigen values of N)
of the waves and SW − TW are the sum of all non-hyperbolic terms associated to the
wave: reaction, diffusion and tangential terms.
D =

~u.~n+ a∞ 0 . . . 0 . . . 0
0 ~u.~n− a∞ 0
... ~u.~n
...
0 ~u.~n 0
...
. . .
...
0 0 . . . 0 . . . ~u.~n

(4.222)
Variations of characteristic variables ∂W can be obtained from variations of primitive
variables and vice versa, using L and R matrices (see figure 4.3):
∂W = L∂Vn, ∂Vn = R∂W (4.223)
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Similar relations hold for the passage from variations of conservative variables ∂U to
variations of characteristic variables ∂W using LU and RU matrices:
∂W = LU∂U, ∂U = RU∂W (4.224)
The expressions of the variations of characteristic variables in terms of primitive variables
are recalled : 
∂W 1
∂W 2
∂W 3
∂W 4
∂W 4+k

=

∂un +
1
ρa∞
∂P
−∂un + 1
ρa∞
∂P
∂ut1
∂ut2
− Yk
a2∞
∂P + ∂ρk

(4.225)
The first two characteristic variations represent acoustic disturbances, the third and the
fourth are related to variations in shear velocity and the ∂W 4+k correspond to chemical
species k. The associated propagation velocities are:
λ1
λ2
λ3
λ4
λ4+k

=

un + a∞
un − a∞
un
un
un

(4.226)
The so called entropy wave can be recast by summing all the species waves as:
∂W S =
N∑
k=1
∂W 4+k = − 1
a2∞
∂P + ∂ρ (4.227)
Some important inverse relations useful for the imposition of the incoming waves from
the outgoing ones are recalled:
∂un =
1
2
(
∂W 1 − ∂W 2) (4.228)
∂ut1 = ∂W
3 (4.229)
∂ut2 = ∂W
4 (4.230)
∂u =
1
2
nx
(
∂W 1 − ∂W 2)+ t1x∂W 3 + t2x∂W 4 (4.231)
∂v =
1
2
ny
(
∂W 1 − ∂W 2)+ t1y∂W 3 + t2y∂W 4 (4.232)
∂w =
1
2
nx
(
∂W 1 − ∂W 2)+ t1z∂W 3 + t2z∂W 4 (4.233)
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∂P =
1
2
ρa∞
(
∂W 1 + ∂W 2
)
(4.234)
∂ρk =
ρk
2a∞
(
∂W 1 + ∂W 2
)
+ ∂W 4+k (4.235)
∂ρ =
ρ
2a∞
(
∂W 1 + ∂W 2
)
+ ∂W S (4.236)
∂Yk =
1
ρ
(
∂W 4+k − Yk∂W S
)
(4.237)
∂r =
1
ρ
(∑
k
rk∂W
4+k − r∂W S
)
(4.238)
∂T =
βT
2a∞
(
∂W 1 + ∂W 2
)−∑
j
rjT
ρr
∂W 4+j (4.239)
∂ρu =
ρ (u+ a∞nx)
2a∞
∂W 1 +
ρ (u− a∞nx)
2a∞
∂W 2 +
ρt1x∂W
3 + ρt2x∂W
4 + u∂W S (4.240)
∂ρv =
ρ (u+ a∞ny)
2a∞
∂W 1 +
ρ (u− a∞ny)
2a∞
∂W 2 +
ρt1y∂W
3 + ρt2y∂W
4 + v∂W S (4.241)
∂ρw =
ρ (w + a∞nz)
2a∞
∂W 1 +
ρ (u− a∞nz)
2a∞
∂W 2 +
ρt1z∂W
3 + ρt2z∂W
4 + w∂W S (4.242)
It is important to understand :
• the dealing with variations of characteristic variables (obtained by variations of
conserved or primitive variables). The choice of calculating these variatiosn has to
be done on the ∂W variables. In the following sections the two approaches: the
spatial form and the temporal form are discussed.
• ∂W described here correspond exactly to strength variables in the AVBP coding.
• relations 4.229 to 4.242 are used for all boundary condition formulations in AVBP
to prescribe incoming waves. As explained in the following sections, only the the
evaluation of the wave amplitudes from the predicted values of U depends on the
formulation chosen.
It should be noted that strength(4) is always the acoustic incoming wave (i.e. ∂W 1
for inflows and ∂W 2 for outflows) since it follows the sign of the vector normal to the
boundary which, in AVBP, points always inward.
The procedure of Boundary Condition treatment in AVBP is summarised in fig-
ure 4.4.
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∂U
∂n
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p
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Figure 4.4: Scheme of the global procedure for characteristic boundary conditions from
Staffelbach [155].
The explicit time advancement scheme of AVBP leads to the predicted value Un+1pred :
∂U = Un+1pred − Un = −RP∆t (4.243)
The total residual RP can be split into two parts :
∂U = −∆t (RPBC +RPU) (4.244)
RPBC is the residual part which will be modified by the BC treatment and RPU the
part which will be left unchanged. The objective of the BC treatment is to construct
the final value of U at time n+ 1 : Un+1
Un+1 = Un −∆t (RPBC +RPU) (4.245)
where RCBC is the part of the residual which has been corrected using RPU , Un, the
type of BC and the target values. The correction is made in the following way:
RCBC = RPBC −Rin,PBC +Rin,CBC (4.246)
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i.e. by substituting the contribution on the residuals of the predicted “wrong”incoming
waves Rin,PBC by their correct values given by the boundary condition Rin,CBC . A funda-
mental issue is to choose the residual part to update RPBC . There are two main methods
in AVBP to update RPBC linked to the spatial and temporal formulation described in
the next sections. Other ways to choose the part of update do exist, using:
• the advection terms of the bi-characteristic equations (from Hirsch [66]).
• a Fourier decomposition of the solution at the boundary (from Giles [51]).
• viscous and reacting terms (see Sutherland [157]).
• a decomposition between the convective and the acoustic part to build the waves(from
Prosser [116, 117]
These topics are not be presented here. More details and comparisons between all these
methods can be found in Nicoud & Poinsot [105] and in the AVBP handbook [10].
4.5.2 Spatial formulation
In the spatial formulation, which is the initial form of the Navier–Stokes characteristic
boundary condition method from Poinsot & Lele [113], the ∂W are defined from spatial
gradients:
∂W = strength = −λ∂W
∂n
∆t (4.247)
where λ is a vector containing the eigenvalues of the normal Jacobian, i.e. the propaga-
tion speed of the waves. This means that the variations of characteristic variables in the
spatial formulation are proportional to normal spatial gradients of variables. Following
the development by Poinsot & Lele [113] we can introduce the L notation:
L = λ∂W
∂n
(4.248)
More informations on Navier–Stokes characteristic boundary condition and on the equiv-
alence with the ∂W notation can be found in the AVBP handbook [10]. To build the
boundary condition, variations of characteristic variables ∂W must be obtained from
residuals. The computations of the strength from the residuals RP is then performed
using the normal residual approach. This corresponds to the Navier–Stokes characteris-
tic boundary condition formulation from Poinsot & Lele [113] in which spatial derivatives
normal to the boundary are used to update RPBC . To do this, the residual RP must be
split in two parts :
RP = RPn︸︷︷︸
normal part
+RPt +RPDiffusion +RPChemistry︸ ︷︷ ︸
non normal part
(4.249)
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The Navier–Stokes characteristic boundary condition method assumes that only the
normal part must be updated :
RPBC = RPn (4.250)
while the non normal part is unchanged:
RPU = RPt +RPDiffusion +RPChemistry (4.251)
Therefore, variations of conservative variables linked to the normal residual can be writ-
ten as
∂U = −RPn∆t (4.252)
The normal part of the residuals can be defined in the following way:
RPn = NU
∂U
∂n
(4.253)
where NU = AUnx + BUny + CUnz z is the normal Jacobian in conservative variables.
With wave decomposition from Handbook of AVBP [10], NU is:
NU = RUDLU (4.254)
where, as usual, D is the eigenvalues diagonal matrix. The values of predicted strength
are obtained by :
strengthP = ∂W = −LU∂U = −LURUDLU ∂U
∂n
∆t = −LUλi∂U
∂n
∆t (4.255)
Characteristic variables variations are therefore calculated using spatial normal derivates
of conserved variables. The boundary condition are applied to impose the ingoing waves
strength(in)C and the solution is projected back to the residuals according to equa-
tion 4.246:
RCBC =
(
RPBC −Rin,PBC +Rin,CBC
)
(4.256)
where:
∆tRPBC = RUstrengthP
∆tRin,PBC = RUstrength(in)P
∆tRin,CBC = RUstrength(in)C
The final value for Un+1 is then :
Un+1 = Un −∆tRCBC −∆t
[RPt +RPDiffusion +RPChemistry] (4.257)
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Note that this method does not enforce strictly the value of Un on the boundary since
the tangential, viscous and chemical terms are not accounted for when assessing the
corrected value of the incoming waves.
Colin [18] developed an alternative method for calculating the normal part of the
residuals (iwave = 3). The idea is to subtract the transverse part of the residual from
the total residual.
RPBC −RPn = RP −RPt (4.258)
This transverse residualRPt can be calculated on the boundary using the “complete”centered
numerical scheme. On the contrary, gradients normal to the wall used for iwave = 1,
are calculated with a “truncated”and less precise scheme, since, on the boundary, we
have access only to cells inside the domain.
4.5.3 Temporal formulation
Computing spatial derivatives as in the spatial form can be difficult. An alternative
solution is to use time variations to evaluate RPBC : in the temporal formulation originally
introduced by Thompson [159], the ∂W are defined as
∂W =
∂W
∂t
∆t = strength (4.259)
Characteristic variables variations are then calculated as a temporal variation (not a
temporal derivative) of primitive (or conserved) variables. The computation of the
variations of characteristic variables strength from the residuals RP is then performed
using the full residual approach. In this case the total residual RP is used for RPBC so
that RPU = 0 in equation 4.244 The predicted variations in conservative variables are
∂U = −RP∆t (4.260)
where RP is the actual residual calculated by AVBP before the application of boundary
conditions. This means that only time changes are used to compute waves and there is no
need for normal spatial gradients. Now predicted variations of characteristic variables
can be computed from the variations of conservative variables using the left passage
matrix LU .
strengthP = ∂W = LU∂U = −LURP∆t (4.261)
All waves going out of the domain are left unchanged in strengthP while corrected
incoming waves strength(in)C are computed using the relations not detailed here but
found in the AVBP handbook. Having modified strength(in)P , the corrected RCBC is
obtained, as for the spatial formulation, by :
RCBC = RPBC −Rin,PBC +Rin,CBC (4.262)
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Patches Location Boundary condition
1 Inlet at left INLET RELAX UVW T Y
2 Top portion WALL WAVE SLIP ADIAB
3 Outlet at right OUTLET RELAX P
4 Walls at bottom WALL WAVE NOSLIP ADIAB
Table 4.2: Boundary conditions.
where:
∆tRPBC = RUstrengthP
∆tRin,PBC = RUstrength(in)P
∆tRin,CBC = RUstrength(in)C
and Un+1 can finally be obtained by equation 4.245:
Un+1 = Un −RCBC∆t (4.263)
Boundary conditions
Because of the wide range of applications of AVBP, variety of boundary conditions are
available in AVBP. Boundary conditions which are used this work are given here in the
table 4.2. Derivation, implementation are discussed in this section.
4.5.4 No–Slip Conditions
The presence of solid wall inhibits growth of small scales and modifies the turbulence
dynamics in several ways. When a fluid flow over a solid surface, the layer next to
the surface may come attached to it. This is called the ‘no–slip condition’. In most
references concerned with fluid mechanics, the only boundary condition discussed is the
no–slip condition. This condition is the analog of the constitutive relations and therefore
only holds when at least one material is a Navier–Stokes fluid. The no–slip boundary
condition demands that the velocity component tangential to the wall be the same as the
tangential velocity of the wall. If the wall is at rest relative, then the no–slip condition
demands the tangential flow velocity be identically zero at the surface. The no–slip
conditions are normally ignored when the inviscid approximation is made.
WALL WAVE NOSLIP ADIAB
This no–slip adiabatic wall boundary condition imposes zero velocity on the wall through
a characteristic treatment of the acoustic and the shear waves (strength(4), strength(2)
and strength(3)) such as the one used with INLET WAVE UVW T Y. other waves are left
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unchanged. It also imposes a zero heat flux and species mass flux through the wall. The
Von Neumann conditions are applied in a weak way. The “weak”part of the boundary
condition expresses that the temperature, pressure and the species gradients normal to
the wall are zero. In the “characteristic”part we let the scheme predict every variable,
except for the velocity which must be corrected. Hence in terms of wave:
strength(4) = strength(5) + 2(U tn − Un)
strength(2) = U tt1 − Ut1
strength(3) = U tt2 − Ut2 (4.264)
(4.265)
WALL WAVE NOSLIP ISOT
This no–slip isothermal wall boundary condition imposes both zero velocity and pre-
scribed temperature on the wall through a characteristic treatment of the acoustic, shear
and species waves ( strength(4), strength(2), strength(3) and strength(5+k)) such
as the one used with INLET WAVE UVW T Y. Hence:
strength(4) = strength(5) + 2(U tn − Un)
strength(2) = U tt1 − Ut1
strength(3) = U tt2 − Ut2 (4.266)
strength(5 + k) = Yk strength(1)
strength(1) =
ρβ
a∞
[
strength(5) + (U tn − Un)
]− ρ(T t − T )
T t
Since species are not imposed on walls (target values = predicted values) species contri-
butions are neglected.
4.5.5 Inlet
In AVBP, a variety of inlet boundary conditions (introducing an acoustic excitation,
turbulent perturbation, supersonic) are available. But inlet conditions relevant to the
simulation are discussed in detail here. The table 4.3 gives the correspondance between
the notation used in derviation and in AVBP.
INLET WAVE UVW T Y
This inlet characteristic boundary condition allows to impose the velocity components,
the static temperature and the mass fraction at an inlet in a strong way. The ingoing
waves are computed from the knowledge of the outgoing waves and of the current state
in such a way that velocity and temperature are properly imposed. The set of equations
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Inflow boundary
Type Way AVBP in derivations [103]
acoustic wave out strength(5) ∂W 2
entropy wave in strength(1) ∂W s
transverse shear in strength(2) ∂W 3
transverse shear in strength(3) ∂W 4
acoustic wave in strength(4) ∂W 1
species waves in strength(5 + k) ∂W 4+k
Table 4.3: Inflow boundary : Correspondence between the ∂W notation and the
strength array in the AVBP implementation (in 3D)
corresponding to this boundary condition is thus :
∂u = 0, ∂v = 0, ∂w = 0,
∂T = 0, and ∂Yk = 0 (4.267)
For an inlet, it is necessary to impose values for the incoming acoustic wave, the two shear
waves (in 3D) and all the species waves. Since, as explained before, the ∂W notation is
employed for both spatial and temporal formulations to prescribe incoming waves, the
derivation of all boundary conditions will be made with this notation. Moreover, some
hints on the actual coding are added. The incoming acoustic wave can be derived
∂W 1 = ∂W 2 + 2∂u (4.268)
Using equations 4.268, 4.238 and 4.239 can be rewritten to give the entropy wave
∂W S = −ρ∂T
T
+
ρβ
a∞
(
∂W 2 + ∂u
)− ρ
r
∂r (4.269)
In AVBP, the variations of the characteristic variables are called strength. The values
of these variables are the same as ∂W but the numbering is different. Note that the
incoming acoustic wave is always strength(4) since it is related to the boundary nor-
mal which, in AVBP, is always internal. According to this change of variables and to
relations 4.267, waves should be written as:
strength(4) = strength(5)
strength(2) = 0
strength(3) = 0 (4.270)
strength(5 + k) = 0
strength(1) =
ρβ
a∞
strength(5)
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Velocity, temperature and species mass fractions should not change. To avoid drifts of
imposed values, the variations of these variables are added. For example ∂u is approx-
imated by the difference between the target value of the velocity and its actual value.
The boundary condition is finally written:
strength(4) = strength(5) + 2
(
U tn − Un
)
strength(2) = U tt1 − Ut1
strength(3) = U tt2 − Ut2 (4.271)
strength(5 + k) = ρ
(
Y tk − Yk
)
strength(1) =
ρβ
a∞
[
strength(5) +
(
U tn − Un
)]− ρT t − T
T t
−
∑
k
ρW
(
Y tk − Yk
)
Wk
To recast the last term of equation 4.269 as done in the actual coding the following
expression is used: ∑
k
rk∂Yk =
∑
k
rW
Wk
∂Yk = ∂r (4.272)
INLET RELAX UVW T Y
This characteristic boundary condition INLET RELAX UVW T Y imposed at the inlet of
any domain with relaxing co-efficients for velocity components, temperature, and species.
The purely non reflecting condition should impose no incoming wave at all, which means
:
strength(2) = 0
strength(3) = 0
strength(4) = 0 and
strength(5 + k) = 0 (4.273)
However, to keep the mean inlet variables (Un, Ut1, Ut2, T and Yk) under control (around
the target values U tn, U
t
t1, U
t
t2, T
t and Y tk ), the condition is written in a different way:
by specifying the ingoing waves to relax every variable toward its target:
strength(4) = 2KUn∆t(U
t
n − Un)
strength(2) = KUt∆t(U
t
t1 − Ut1)
strength(3) = KUt∆t(U
t
t2 − Ut2) (4.274)
strength(5 + k) = ρKY∆t(Y
t
k − Yk)
strength(1) = −ρKT∆t(T
t − T )
T
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Outflow boundary
Type Way AVBP in derivations [103]
acoustic wave out strength(4) ∂W 2
entropy wave in strength(1) ∂W s
transverse shear in strength(2) ∂W 3
transverse shear in strength(3) ∂W 4
acoustic wave in strength(5) ∂W 1
species waves in strength(5 + k) ∂W 4+k
Table 4.4: Outflow boundary : Correspondence between the ∂W notation and the
strength array in the AVBP implementation (in 3D)
Each relaxation coefficient, Ki which is homogeneous to a frequency, allows the boundary
condition to act as a high frequency filter, with a cut frequency of the order of Ki.
Therefore,it is possible to keep the mean inlet variables around their target values and
at the same time let the high frequency waves leave the domain. Choosing values for
Ki requires a priori evaluation which is described by Selle et al. [143] and few tests. It
should be noted when the relax coefficient is increased, INLET RELAX UVW T Y will behave
like INLET WAVE UVW T Y. For all relaxed inlet boundary conditions, the entropy wave
is calculated retaining only the contribution of temperature. This is an approximation
that can be accepted, since a “soft”boundary condition is dealt, allowing the fluctuation
of boundary values.
4.5.6 Outlet
Outlet boundary conditions followed in the simulation are discussed in detail here. Sim-
ilar to the table from section4.5.5, the table 4.4 gives the correspondance between the
notation used in derviation and in AVBP.
OUTLET WAVE P
This characteristic outlet boundary condtion OUTLET WAVE P allows to impose the static
pressure at an outlet in a strong way. This means that the ingoing wave is computed
from the knowledge of the outgoing waves and of the current state in such a way that
the pressure is properly imposed. This outlet condition imposes no pressure variation
on the boundary condition:
∂P = 0 (4.275)
This purely reflecting condition should be recast into:
strength(4) = strength(5) (4.276)
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but to avoid pressure drifts, the condition is corrected :
strength(4) = strength(5) +
2
ρa∞
(P tP ) (4.277)
This ensures that P remains exactly equal to target pressure P t.
OUTLET RELAX P
The static pressure is imposed at an outlet in a soft way in OUTLET RELAX P character-
istic outlet boundary condition. The OUTLET WAVE P boundary condition are perfectly
reflecting, and thus do not allow the acoustic energy to leave the computational domain,
which may lead to an accumulation of energy in the domain and to a non–physical
behaviour. OUTLET RELAX P boundary condition impose quantities in a partially non–
reflecting way. The amount of reflection is controlled by the “relax”coefficient. A relax
equal to zero leads to a perfectly non–reflecting boundary condition while large values
lead to nearly reflecting boundary condition. The maximum value allowed for the relax
is
1
∆t
. With this maximum value, the RELAX boundary conditon acts as the WAVE bound-
ary condition. Above this value, the boundary condition is unstable (over-relaxation).
The first “relaxed”boundary condition is a subsonic outlet boundary where pressure is
imposed but with a non–reflecting condition. This is achieved by imposing a relax-
ation on the strength(4) wave. A perfectly non–reflecting boundary condition would
be strength(4) = 0. However this formulation can be shown to be ill–posed (it leads to
pressure drift, as no information is provided from the outside, (more details in Poinsot&
Veynante [112]).
strength(4) = 2 KP∆t
(P t − Pn)
ρa∞
(4.278)
The KP parameter is the so–called “Pressure Relax”coefficient. This coefficient has the
same unit as a pulsation (s−1) . It allows the boundary condition to act as a high
frequency filter, with a cut–off frequency of the order of KP .
1
KP
is thus a rough
estimation of the relaxation time (the time needed to move from Pn to P t). When
KP = 0, this formula gives a perfectly non–reflecting boundary condition. The incoming
wave is independent of the outgoing wave, which is the definition of a non–reflecting
boundary condition. Choosing a value of KP is equivalent to choosing a reflecting
coefficient R. Selle et al [143] have derived the following relation between R and KP :
R =
RK − 1
1− i 2ω
KP
(4.279)
Finally, relation 4.278 is imposed only if the local Mach number is less than unity.
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OUTLET R RELAX P
The classical outlet boundary condition OUTLET R RELAX P can be easily extended to a
partially reflecting characteristic boundary condition. By writing
strength(4) = 2 KP∆t
(P t − Pn)
ρa∞
− strength(5) · RK (4.280)
a constant reflection coefficient of magnitude RK is imposed in the frequency range
where the classical relax outlet is non–reflecting. Then the reflection coefficient is:
R = −RK + RK − 1
1− i 2ω
KP
(4.281)
4.6 Conclusion
The spatial discretisation, numerical schemes Lax–Wendroff and TTGC were discussed
along with the artificial viscosity in this chapter. Governing equations, filtering pro-
cedure, turbulence models were given in detail for the large eddy simulation. The
characteristic boundary conditions handled in AVBP solver were slso explained elab-
orately. With the solver, few simulations are conducted to simulate the cavity flow and
the results are analysed in the next chapter.
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Analysis of the cavity flows
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Re´sume´ e´tendu en franc¸ais
Analyse des e´coulements cavite´s
Dans les e´coulements compressibles a` faibles nombres de Mach (subsoniques), l’amplitude
des perturbations acoustiques est d’un ou deux ordres de grandeurs plus faibles que
les amplitudes des instabilite´s ou des fluctuations d’origine hydrodynamique. Ceci ex-
plique qu’en ge´ne´ral les outils (nume´riques, expe´rimentaux) pour de´terminer les champs
moyens et fluctuants et les perturbations acoustiques soient diffe´rents. Ainsi dans ce
chapitre, l’e´coulement est re´solu a` l’aide de simulations nume´riques de grandes e´chelles
(LES) alors que le champ de pression acoustique instationnaire est de´termine´ par l’analogie
acoustique de Lighthill-Curle.
Sont pre´sente´s successivement, l’e´tude nume´rique des e´coulements de cavite´ bidimen-
sionnels puis tridimensionnels et l’e´tude ae´roacoustique. Une conclusion clotuˆre ce
chapitre. Notons que l’e´tude 3D, incomple`te, a juste pour objectif de montrer la lim-
itation de l’e´tude 2D.
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Ecoulement de cavite´ 2D
Pre´sentation des cas tests et du calcul
La ge´ome´trie de la cavite´ et le domaine de calcul sont de´crits sur la figure 5.1 et
dans le tableau 5.1. Le rapport d’aspect de la cavite´ est L/D = 4. Le maillage est
dessine´ en partie sur la figure 5.2 et est compose´ d’environ 225 000 points. Le maillage
correspondant a` la cavite´ est de 221 × 121 cellules. Des maillages plus grossiers ont e´te´
teste´s mais il s’ave`re que la complexite´ de la dynamique de l’e´coulement, avec l’apparition
de tre`s forts cisaillements ou gradients aux voisinages des parois de la cavite´ ou des
parois horizontales amont et aval, a ne´cessite´ une densification des mailles et donc un
accroissement de points dans ces zones. La premie`re maille dans l’e´coulement est fixe´e a`
une distance d’environ y+ = 2 des parois. Il n’existe pas de zone tampon pour amortir les
instabilite´s qui pourraient apparaˆıtre sur les frontie`res ouvertes du domaine de calcul. Les
diffe´rents proble`mes nume´riques rencontre´s associe´s a` une sous de´finition du maillage, a`
des instabilite´s nume´riques, a` un manque de pre´cision dans le calcul des forts gradients et
au choix des conditions aux limites avec des re´flections d’ondes non physiques ne seront
pas de´veloppe´s en de´tail dans le document, bien qu’ayant pris une part tre`s importante
du temps de travail.
Les e´quations mode`les utilise´es (LES) et toutes les me´thodes nume´riques employe´es
par le code AVBP, qui est notre outil de base, ont de´ja` e´te´ de´crites avec pre´cision dans
les chapitres pre´ce´cents.
Le tableau 5.2 rappelle les parame`tres nume´riques importants des simulations
associe´s aux 3 principaux cas tests nomme´s U20, U40 and U5.8. Le nombre dans le nom
indique la vitesse infini amont du cas en m/s.
Rappelons que les conditions a` l’entre´e du domaine ne comportent pas de champ
fluctuant turbulent. Seulement le profil moyen d’une couche limite turbulente est pre-
scrit, correspondant a` une e´paisseur de quantite´ de mouvement θ fixe´e par les cas tests,
tout en sachant que le rapport entre cette e´paisseur θ et la profondeur et la longueur de
la cavite´ joue un roˆle crucial dans la dynamique de l’e´coulement et dans la ge´ne´ration
du bruit. Le dernier cas test a` basse vitesse correspond a` des parame`tres tre`s proche des
expe´riences de Haigermoser [60] qui a participe´ au programme AeroTraNet a` Turin (voir
les parame`tres dans le tableau 5.5). La forte e´paisseur relative de la couche limite par
rapport a` la hauteur de la cavite´ est illustre´e, pour le premier cas test U20, par la figure
5.3 (δ/D = 2.2). Pour les deux premiers cas tests, le profil moyen turbulent est fourni
par une loi en puissance alors que dans le dernier cas test, nous avons introduit un
profil de couche limite en e´quilibre, calcule´ tre`s pre´cisement par l’approche asymptotique
de´crite dans le troisie`me chapitre.
Des conditions aux limites de type caracte´ristiques sont introduites sur les frontie`res
du domaine, hors paroi avec des parame`tres de relaxation pour e´viter les influences non
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physiques des quantite´s entrantes et sortantes. Les conditions sont de´crites dans le
chapitre pre´ce´dent, mais les conditions et les parame`tres, pour respectivement les deux
premiers cas et le dernier cas tests, sont fournis dans les tableaux 5.6 et 5.7.
Evolution de la couche limite
Naturellement, avant d’atteindre la cavite´ (x/D ≤ 5), l’e´coulement se comporte comme
une couche limite turbulente. Nous avons donc chercher a` qualifier cette couche limite.
Pour les deux cas ou` la vitesse infinie amont est de 5.8 m/s et de 20m/s, sont
repre´sente´s respectivement le profil de vitesse adimesnionnelle u+ dans cette re´gion de
l’e´coulement sur les figures 5.4 et 5.5. Des comparaisons ont eu lieu avec des profils de
couche limite en e´quilibre dans des conditions e´quivalentes (meˆme nombres de Reynolds
Reτ et Reθ). Il s’ave`re, comme on pouvait s’y attendre, qu’en dehors de la couche in-
terne, la couche limite produite par l’e´coulement n’est pas une couche limite turbulente
en e´quilibre. On le remarque en particulier sur les valeurs de la vitesse adimension-
nelle u+e largement sous e´value´es par le mode`le asymptotique. Les diffe´rences entre les
solutions asymptotiques et les solutions nume´riques s’accroissent avec la vitesse infinie
amont. L’existence de la cavite´ modifie aussi le gradient de pression longitudinal dans
la couche limite amont, l’influence est ne´gligable pour un mode de cisaillement et plus
importante pour un mode de sillage. Ceci semble se confirmer en observant l’e´volution
de la contrainte de frottement parie´tale pour le cas U5.8 (figure 5.8). La contrainte τw
de´croˆıt normalement avec la distance longitudinale, puis semble ’diverger’ au voisinage
du de´but de la cavite´.
Des comparaisons avec la couche limite aval a` la cavite´ ne sont pas possibles car
celle-ci est fortement de´colle´e et instationnaire.
Ecoulement autour et dans la cavite´
L’e´coulement dans la cavite´ est fortement instationnaire, mais devient pe´riodique apre`s
un certain temps, comme l’atteste les figures 5.9, 5.10 ou` sont montre´es les e´volutions
temporelles des deux composantes de la vitesse (u, v) en fonction d’un temps adimen-
sionnel base´ sur la profondeur D de la cavite´ et la vitesse infinie amont. Les points
de mesure se trouvent re´partis longitudinalement juste au-dessus du niveau de la cavite´.
Les comportements sont similaires pour les deux cas U20 et U40 bien que les phe´nome`nes
soient toujours accentue´s lorsque la vitesse augmente. Ainsi la vitesse u est parfairement
pe´riodique apre`s une certain temps T ∗ On observe des pics importants re´guliers sur la
vitesse verticale au voisinage du coin aval de la cavite´. Ils repre´sentent les signatures des
structures tourbillonnaires de fortes intensite´s qui impactent le coin aval tout en sortant
de la cavite´. Pour ces deux cas ce sont typiquement des modes de sillage 2D (wake mode)
qui apparaissent. Cela semble en accord avec les travaux de Rowley [133] ou` l’influence
de la valeur relative de l’e´paisseur de quantite´ de mouvement θ/L est l’un des deux
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parame`tres de´terminant (le second est le nombre de Mach). Pour la cas a` faible vitesse
(figure 5.11 ), l’e´volution temporelle de la vorticite´ ωz montre une pe´riodicite´ dans la
dynamique de l’e´coulement arrivant beaucoup plus toˆt. On remarque que la vorticite´
demeure ne´gative, comme dans une couche limite, au point note´e 3 sur la figure, ce qui
indique l’absence d’un de´collement. La vorticie´ positive sur la paroi verticale aval de
la cavite´ indique l’existence de de´collements, de cisaillements forts et la naissance d’un
tourbillon contrarotatif. Enfin pour le point de mesure situe´ a` la limite verticale de la
cavite´ et proche de la partie aval, on observe que la vorticite´ est essentiellement ne´gative
tout en ayant des tre`s faibles valeurs positives, ce qui indique l’existence d’un mode de
cisaillement, contrairement au cas a` plus grandes vitesses. Les courbes ne semblent pas
montrer de changement de mode (de cisaillement vers le mode de sillage ou inverse-
ment) au cours du calcul, et pour les trois cas tests, comme cela est parfois observe´ dans
certaines simulations.
Sur la Figure 5.12 est pre´sente´e l’e´volution de la vorticite´ instanne´e ωz au cours d’une
pe´riode et pour le cas U40. Elle est typique du mode de sillage. Un tourbillon ne´gatif se
forme de`s le de´but de la couche de cisaillement, sur le bord amont de la cavite´, donnant
naturellement naissance a` un second tourbillon de vorticite´ oppose´e au fond de la cavite´.
Le premier tourbillon capte de l’e´nergie au fluide, s’amplifie tout en e´tant convecte´ vers
l’aval. Il finit par s’e´clater sur le coin aval. On observe au cours du cycle des zones a`
tre`s fort cisaillement dans la cavite´, zones qui nume´riquement ne´cessite de la viscosite´
artificielle pour rester stable. Juste apre`s le coin aval, le tourbillon positif initialement
dans la cavite´ est e´jecte´e de celle-ci pour aller se me´langer avec le tourbillon ne´gatif de´ja`
e´clate´, ce qui entraˆıne, sur la paroi aval, une tre`s forte instationnarite´ de la couche limite
et de forts de´collements, suite au passage des diffe´rentes structures tourbillonnaires. Ces
e´volutions complexes vont ge´ne´rer du bruit, lorsqu’un tourbillon impacte le coin aval, et
des fortes augmentations de traˆıne´e a` cause des de´collements et des forts gradients de
pression favorables puis adverses qui apparaˆıssent cycliquement.
La figure 5.13 pre´sente la meˆme vorticite´ au cours d’un cycle mais pour le cas a`
faible vitesse U5.8. L’existence du mode de sillage est tre`s visible, puisqu’on observe
une sorte de langue de vorticite´ ne´gative typique. La longeur d’onde des instabilite´s
(oscillations longitudinales) est aussi visualise´. La dynamique tourbillonnaire est cette
fois ci concentre´e au voisinage de la paroi verticale aval. Essentiellement deux tourbillons
de signes oppose´s restent prisonniers de la cavite´, tout en de´stabilisant la couche de
cisaillement et en l’alimentant en vorticite´ positive. La vorticite´ positive est ge´ne´re´e
par des instabilite´s centrifuges induites par la rotation force`e du fluide. La couche de
cisaillement vient ensuite s’e´clater sur la coin amont, moins vigoureusement que pour les
cas a` plus grande vitesse. Les zones de cisaillement dans la cavite´ semblent aussi moins
importantes. En aval de la cavite´, la couche limite reste attache´e tout en convectant les
instabilite´s issues de la couche de cisaillement et e´nerge´tise´es dans la cavite´.
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Les figures 5.14(a) et 5.14(b) pre´sentent les profils de vitesse longitudinale moyenne
dans trois sections de la cavite´ et pour les deux cas de vitesse aval U20 et respectivement
U5.8. On observe pour tous les cas, les fortes variations de vitesses au sein de la
cavite´, indiquant une forte activite´ tourbillonnaire en moyenne, ainsi qu’une zone ou`
cette activite´ est plus re´duite, lorsque sur les courbes, la pente est autour de ze´ro. On
remarque que le cisaillement est naturellement beaucoup plus faible dans le cas de mode
de cisaillement que du mode de sillage.
Une analyse spectrale a e´te´ mene´e dans le but de valider les re´sultats obtenues. Les
signaux sont mesure´s au voisinage du coin aval de la cavite´, la` ou` les phe´nome`nes
physiques sont les plus intenses. Les spectres de l’e´nergie associe´e a` la perturbation
de vitesse longitudinale, et pour les deux premiers cas de vitesse bien que relative-
ment chaotiques, permettent de retrouver approximativement la pente en -5/3 pour les
hautes fre´quences. Deux pics, respectivement pour un nombre de Strouhal de 0.194 et
de 0.205, et pour les cas U20 et respectivement U40, sont observables. Pour un cas test
tre`s similaire au cas U40, Larsson et al [80] ont reporte´ une fre´quence fondamentale
de StL = 0.245. Colonius et al [21] ont trouve´ similairement StL = 0.248. Shieh &
Morris [144] ont donne´ StL = 0.216 pour une cavite´ identique mais pour un nombre de
Mach M = 0.6 dans un e´coulement turbulent.
Les spectres des vitesses longitudinales instantanne´es, pour les meˆmes cas et points
sont trace´s sur les figures 5.18 et 5.19. On observe plus disctinctement la pre´sence des
modes fondamentaux mais aussi l’existence d’harmoniques. Pour le cas a` 40m/s il y a
un signal a` basse fre´quence qui semble correspondre a` une re´sonance acoustique de tube,
associe´e a` la longueur du domaine de calcul.
Les courbes iso-rms des fluctuations turbulentes
√
u′2 et
√
u′2, pour le cas U5.8
sont montre´es respectivement sur les figures 5.21 et 5.22. On peut les comparer aux
mesures expe´rimentales, les variances u′u′ et v′v′, fournies par Haigermoser et al [61].
On remarque que les zones de forte activite´ de la turbulence sont diffe´rentes entre la
simulation et les expe´riences, par contre les valeurs des intensite´s sont tre`s proches
(attention a` la racine carre´e). Dans l’expe´rience l’activite´ est concentre´e au voisinage
du coin aval de la cavite´ alors que dans la simulation, a` part pour un pic sur le coin,
l’activite´ turbulente est plus proche du fond de la cavite´. Finalement un accord sur les
niveaux est obtenu malgre´ les e´normes diffe´rences existantes entre les conditions de la
simulation et l’expe´rience ainsi que les nombreuses incertitudes sur les conditions exactes
de l’expe´rience.
Les figures 5.24 et 5.25 montrent les meˆmes quantite´s pour le cas test U40. L’existence
du mode de sillage introduit une localisation diffe´rente de l’activite´ turbulente. Le coin
aval est toujours un point avec un maximum local, mais on oberve aussi plusieurs zones
d’agitation : au sein de la cavite´, pre`s de la paroi du fond, dans les zones de´colle´es et
sur la paroi en aval de la cavite´ ou` les tourbillons e´jecte´s de la cavite´ cre´ent leur propre
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dynamique.
Les figures 5.26, 5.27, 5.28 et 5.29 pre´sentent des profils des fluctuations turbulentes
u′u′, u′v′ et v′v′, dans la couche limite en amont de la cavite´ et dans la cavite´, pour les
cas U5.8 et U40. On remarque que dans la zone de couche limite, les diffe´rents profils
sont typiques, mais que l’intensite´ est beaucoup plus faible pour le cas U5.8 que pour le
cas U40, de pratiquement deux ordres de grandeurs. Dans la cavite´ les e´volutions sont
comme attendues, tre`s diffe´rentes entre le cas avec un mode de sillage et celui avec un
mode de cisaillement. On retrouve des ordres de grandeurs corrects. Les fluctuations
pour le mode de cisaillement sont qualitativement cohe´rentes avec les re´sultats de Bertier
et al [5] et sont typiques des e´coulements de´colle´s. Dans toutes ses courbes, des pics
locaux peuvent eˆtre associe´s aux e´ve`nements rencontre´s dans la cavite´s (de´collement,
forts cisaillements, centre de rotation).
Ecoulement de cavite´ 3D
Le calcul en trois dimensions a pour ojectif de se rapprocher de cas d’e´tude re´els. Ainsi
dans certaines configurations 2D, on observe des modes de sillage dans la cavite´ qui
finalement n’existent plus lorsqu’on effectue un calcul en 3D. Ces modes de sillage sont
d’ailleurs difficilement observables dans les expe´riences quand ils existent.
D’un point de vue nume´rique, le domaine bidimensionnel a e´te´ e´tendu par translation
de plan a` la troisie`me dimension en diminuant la re´solution 2D. Ceci est un proble`me
important en terme de qualite´ des re´sultats obtenus. Les conditions aux limites dans la
troisie`me direction sont celle d’une syme´trie suivant la de´nomination dans le code AVBP.
Sur la figure 5.34 ou` est montre´e la vorticite´ instantanne´e ωz, on observe l’existence
d’un mode de cisaillement. Une vue plus de´taille´e montrerait les structures turbulentes
tridimensionnelles dans la zone en aval de la cavite´. Ce travail est malheureusement
trop pre´liminaire et me´riterait d’eˆtre approfondi.
Ae´roacoustique pour les cas 2D
Les ondes de pression ge´ne´re´es par la dynamique tourbillonnaire intense et les fluctu-
ations turbulentes au sein de la cavite´ sont propage´es dans tout l’e´coulement. A partir
des simulations LES, et en appliquant l’analogie de Lighthill-Curle, il a e´te´ possible de
de´terminer le niveau de bruit, mesure´ en SPL dedans mais surtout autour de la cavite´.
Dans l’analogie, seules les inte´grales de surface ont e´te´ prises en compte, les inte´grales
de volumes e´tant souvent ne´glige´es pour les e´coulements a` faible vitesse.
Les iso-contours de niveau de pression, en SPL, sont dessine´s sur la figure 5.30 et
pour le cas U5.8. Globalement, loin de la cavite´, les lignes de niveau sont concentriques
par rapport a` la cavite´ avec une le´ge`re directivite´ (orientabilite´) vers l’amont, confirmant
que la source sonore se situe bien au voisinage du coin aval de cette cavite´. Le maximum
est de l’ordre de 92dB, situe´ le´ge`rement dans la cavite´ pre`s du mur aval. Ces perturba-
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tions acoustiques ne semblent pas eˆtre propage´es par l’e´coulement en aval de la cavite´.
Similairement, dans les expe´riences de Haigermoser [60], les lignes de niveau e´taient
concentriques par rapport a` la cavite´, sans indiquer de directivite´, et le maximum e´tait
aussi de 92dB.
Pour le cas U40 (figure 5.31) Le maximum de bruit est situe´ sensiblement a` la
meˆme position, confirmant finalement ce qu’on savait de´ja`, mais l’amplitude a augmente´
jusqu’a` 134dB. On remarque que les forts tourbillons pre´sents dans l’e´coulement (cavite´
et en aval); associe´s au mode de sillage perturbent fortement la progapation des pertur-
bations acoustiques, tout en les amplifiant. Une faible directivite´ vers l’amont semble
existe´e. Ahuja & Mendoza [2] ont rapporte´ dans leur expe´rience une tre`s faible direc-
tivite´ (a` la perpendiculaire de la cavite´) pour la meˆme ge´ome´trie. Rowley et al [132],
dans des simulations nume´riques directes a trouve´ une directivite´ autour de 135◦, mais
pour une cavite´ de rapport d’aspect de 2, et pour un nombre de Mach de 0.6.
Conclusion
Une e´tude nume´rique d’un e´coulement turbulent de cavite´ 2D et 3D a e´te´ mene´e, pour
un rapport d’aspect de 4, et pour 3 cas de vitesse amont de l’e´coulement. Le mode`le
LES dans des cas a` tre`s faibles nombres de Mach a e´te´ utilise´. Diffe´rentes conditions
d’entre´e (profil de couche limite turbulente) ont aussi e´te´ introduites, dont l’un base´
sur la solution asymptotique de la couche limite d’e´quilibre. L’e´coulement turbulent, en
valeur moyenne et en termes de fluctuations a e´te´ analyse´. Le mode de cisaillement a
e´te´ obtenu pour le cas correspondant a` la plus faible vitesse, choisi pour correspondre
au cas expe´rimental de Haigermoser. Pour les autres cas, seul le mode de sillage a
e´te´ trouve´ en 2D. Il disparaˆıt en 3D conforme´ment a` la litte´rature sur le sujet. Les
niveaux de pression acoustique ont e´te´ calcule´s pour deux cas pre´sentant soit le mode de
cisaillement, soit le mode de sillage. Globalement une faible directivite´ vers l’amont a
e´te´ montre´e. La vitesse est un facteur qui accroit les niveaux maximums, et les lignes de
niveaux sont fortement perturbe´s lorsque l’e´coulement turbulent est de´colle´ ou chahute´
par des structures tourbillonaires relativement intenses.
135
5. Analysis of the cavity flows
5.1 Introduction
In low Mach number flows, the ratio between the acoustic and hydrodynamic length
scales is of order 10 − 100. It explains why usually the numerical tools or approaches
are different to compute hydrodynamic field and aeroacoustic perturbations. In this
chapter, the flow field is determined by the large eddy simulation at very low Mach
number in the range of incompressible flow. The acoustic pressure field is provided by
the Lighthill-Curle’s acoustic analogy but without volume integral.
In this chapter are successively presented and analysed the hydrodynamic over a
two–dimensional and three-dimensional cavity flow. Geometry, mesh, boundary condi-
tions and mean flow field and turbulent quantities are discussed. It is followed by the
aeroacoustic study and a conclusion.
5.2 Two–dimensional cavity
5.2.1 Geometry and mesh
All simulations were performed on the cavity of aspect ratio (L/D) 4. Through out the
work, the length of the cavity is maintained as 0.04 m and depth of the cavity as 0.01 m.
The coordinates are non–dimensionalised by depth of the cavity D. Figure 5.1 illustrates
the schematic diagram of two–dimensional domain adopted to simulate cavity flows. The
flow is from left to right hand side. The domain extends between 0 ≤ x/D ≤ 25 and
−1 ≤ y/D ≤ 20. The computational domain extends to 5D and 16D upstream and
downstream of the cavity leading and trailing edges, respectively. Few test cases were
performed with coarser meshes and Direct Numerical Simulations, and a compromise
has been found between accuracy and the computational time. Finally, Large Eddy
Simulations have been preferred.
The table 5.1 summaries the details related to the geometry of the two dimensional
cavity.
Total length of the domain 0.25m
Height of the domain 0.20m
Cavity length L 0.04m
Cavity depth D 0.01m
Aspect ratio of the cavity
L
D
4
Table 5.1: Details of the Geometry
The grid has been refined near the horizontal and the vertical walls because boundary
layers and high gradients of turbulent fluctuations were expected. In the turbulent flow,
the first grid point is approximately located at the inner variable y+ = 2. Stretching
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Figure 5.1: Schematic diagram of the computational domain
Figure 5.2: Mesh density at the top corners of the cavity
along x and y directions were introduced to accommodate the refined mesh in, near the
cavity and also at the downstream wall region of the cavity.
Figure 5.2 shows the density of mesh resolution near the walls and in the cavity
region. The boxed region which is highlighted at the upper left corner represents the
high mesh density. It is the region where the shear layer and other important mechanisms
begin for hydrodynamics and aeroacoustics. The mesh density at the region immediate
to the downstream corner of the cavity is higher than in the upstream region of the cavity.
In the literature, it is predicted that the mesh at corner and the vertical walls of the
downstream edge of the cavity has to handle high gradients during the impingement of
shear layer or the energetic eddies. Lean mesh density is at the top of the computational
domain. The lean mesh density reflects the absence of eddies and gradients in top
extreme region of the domain. No buffer region have been added.
Large eddy simulations were performed on the test cases with larger domain (men-
tioned in figure 5.1) with coarser mesh and refined mesh. The final computational
domain on which the simulations are performed has 202× 121 cells in the cavity region
and 824 × 244 cells in the upper part of the domain. It corresponds to 225 500 grid
points.
Many numerical problems have been encountered (numerical instabilities, difficulty
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U20 U40 U5.8
Turbulence model Filtered Smagorinsky Smagorinsky Filtered Smagorinsky
Integration scheme TTGC TTGC TTGC
Time integration Runge–Kutta Runge–Kutta Runge–Kutta
Time step (△t) 2.90 × 10−8 s 2.88 × 10−8 s 2.88 × 10−8 s
CFL number 0.7 0.7 0.7
Fourier number 0.3 0.3 0.3
Artificial viscosity SLK sensor SLK sensor SLK sensor
Artificial viscosity coefficients
4th order 0.05 0.05 0.05
2nd order 0.2 0.2 0.2
Table 5.2: Numerical Parameters of the two–dimensional test cases U20, U40 and U5.8
to solve accurately high gradients, bad outflow boundary conditions, waves reflection,
etc ...). They will not be discussed here though a lot of time has been spend to solve
them step by step.
5.2.2 Numerical schemes and LES Model
As mentioned in the chapter 4 that the solver AVBP handles many species (N2, O2, CO2,
CH4, etc). In this work, neither combustion nor chemical reaction between species is
studied. Therefore only two gases Nitrogen (N2) and Oxygen (O2) are handled and its
combination results in air which is approximately 80% nitrogen and 20% oxygen by vol-
ume. The numerical methods which are used in the computations are the Lax Wendroff
scheme from section 4.2.5 and the Two step Taylor Galerkin Colin (TTGC) scheme 4.2.6.
Classic Smagorinsky model (with model constant Cs = 0.18) and filtered Smagorinsky
model (with model constant CSF = 0.37) are used to determine the turbulent viscosity
νt. More details of which can be obtained from chapter 4.
The table 5.2 summaries the numerical parameters followed in the two–dimensional
test cases: U20, U40 and U5.8. These three test cases are named with respect to the
stream wise velocity values u∞ = 20m/s, u∞ = 40m/s, u∞ = 5.8m/s.
The AVBP is a parallelised solver. All two–dimensional simulations are performed
on the super computers which are given in the table 5.3.
5.2.3 Inlet condition
The details of the two–dimensional test cases are given the table 5.4. The dimensional
variables which characterise the cavity flow according to Colonius [20] are the length of
the cavity L, the depth of the cavity D, free stream velocity u∞, momentum thickness
θ, velocity of sound in the medium a∞, and kinematic viscosity ν∞. The role played by
the momentum thickness θ at the leading edge of the cavity in the selection of modes
138
5.2. Two–dimensional cavity
Organisation Super computers
IDRIS, Orsay IBM Regatta Power4 (Zahir)
No. of processors used : 8 or 32
IDRIS, Orsay IBM eServer, Regatta Power6 (Vargas)
No. of processors used : 32 or 64
CALMIP, Toulouse Altix 3700 128 processeurs (Soleil)
No. of processors used : 32 or 64
Table 5.3: Super computing facilities used for performing simulations
Test case u∞ M∞ ReD δ[mm] θ[mm] Reθ
L
θ
at inlet
U20 20m/s 0.058 13.68 × 103 21.92 2.133 2920 18.75 MTBL
U40 40m/s 0.117 27.37 × 103 19.08 1.857 5100 21.54 MTBL
U5.8 5.84m/s 0.017 3.96× 103 21.00 2.24 900 17.85 ETBL
Table 5.4: Flow parameters of the test cases conducted.
u∞ ReL δ[mm] θ[mm] Reθ
L
θ
0.4m/s 16× 103 21.00 2.24 900 18
Table 5.5: Flow parameters of the test case carried by Haigermoser [60]
was observed by Colonius et al [22]. For cavity flows, the ratio
L
θ
plays a major role in
determining the mode (shear mode or wake mode). The flow parameters relevant to the
three cases in this work are given in the table 5.4.
The inlet conditions of the first two test cases are imposed with mean turbulent
boundary layers where as for the test case U5.8, the boundary layer profile is generated
using equilibrium turbulent boundary layer approach (ETBL) (see section 3.4). This
test case is similar to the Particle Image Velocimetry (PIV) experiment in a water
cavity flow carried out by Haigermoser [60]. The characteristics are summarised in
the table 5.5. The turbulent boundary layer in the experiment is thick and contains
naturally turbulent quantities where as in the present numerical work, the turbulent
boundary layer which is imposed at the inlet of the computational domain does not
carry any turbulent quantities.
A mean stream wise velocity profile for the thick turbulent boundary layer of the test
case U20 is shown in the figure 5.3. For this test case U20, the boundary layer thickness
δ is 22 mm which is greater than the depth of the cavity (D = 10 mm). It should
be noted that the ratio
L
θ
is a measure used to express the thickness of the boundary
layer in non–dimensional form and the ratios corresponding to the test cases given in
the table 5.4.
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Figure 5.3: Mean stream wise velocity profile for the turbulent boundary layer in external
units, u∞ = 20m/s
5.2.4 Boundary conditions
More details about the boundary conditions which are imposed on the computational
domain are discussed in section 4.5.5. A characteristic boundary condition is imposed
at the inlet (left hand side edge of the domain) with relaxation parameters on veloc-
ity components, temperature and species (INLET RELAX UVW T Y called in AVBP). The
relax type (see table 5.6) signifies that the ingoing waves which are computed pointwise
so that the relaxation tends to drive the velocity components and temperature towards
the exact profiles given by the reference state. At the inlet, the ingoing waves are taken
proportional to the difference between the actual state at the boundary nodes and the
reference velocity and temperature. Three integer parameters allow to fix the way the
waves are calculated in the solver AVBP, the way the reference state is defined and the
type of relaxation that is performed. Four real parameters are used to prescribe the val-
ues of the relaxation coefficients: relax on Un, relax on Ut, relax on T, relax on Y.
Temporal approximation is followed. The variations of the conservative variables are
assessed from their time derivative and the strength of the wave. More details are found
in the section 4.5.5.
With the details from the section 4.5.6, the top and right hand side edges of the com-
putational domain are treated as outlet and characteristic boundary condition OUTLET RELAX P
is applied with relax on P, the relaxation parameter on the pressure (see equation 4.280).
An improved normal approximation as in [18] is followed and suits well for the outlet
boundaries. Finally the bottom edges of the domain are treated as the solid walls with
no slip and adiabatic boundary condition WALL NOSLIP ADIAB (see the subsection 4.5.4).
Details in table 5.6 relate the location of the boundaries and its respective boundary
conditions with the parameters for the test cases U20 and U40 where as the table 5.7
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Inlet Top portion + Outlet Walls
BC INLET RELAX UVW T Y OUTLET RELAX P WALL NOSLIP ADIAB
wave 2 wave 3
ref type 1 ref type 1
relax type 1 relax type 1
relax on Un 100 relax on P 10
relax on Ut 100
relax on T 100
relax on Y 0
Table 5.6: Boundary conditions and corresponding values for the test cases U40 and U20
Inlet Top portion + Outlet Walls
BC INLET RELAX UVW T Y OUTLET RELAX P WALL NOSLIP ADIAB
wave 2 wave 3
ref type 1 ref type 1
relax type 1 relax type 1
relax on Un 2000 relax on P 2000
relax on Ut 2000
relax on T 2000
relax on Y 0
Table 5.7: Boundary conditions and corresponding values for the test case U5.8
carries the boundary condition details of the test case U5.8.
5.2.5 Boundary layer flow part
Velocity profiles
The incoming boundary layer of the test cases behaves, in the region
x
D
≤ 5, like a
flat plate boundary layer as it is shown in figures 5.4 and 5.5. Time averaged velocity
profiles in inner coordinates are plotted at stations
x
D
= 2, 4, and 5 which represent the
upstream of the cavity. In test case U5.8, The inlet flow is given from the equilibrium
turbulent boundary layer approach with Reθ = 900. The velocity profiles shown in
figure 5.4 are similar to those given from the asymptotic approach, but not equal since
the equilibrium boundary layer assumes a constant boundary thickness in zero pressure
gradient flow. A more accurate analysis show higher non dimensional external velocity
u+e in the simulated flow than in the asymptotic solution. As a simple conclusion,
the comparison with asymptotic approach have demonstrated that in this section the
boundary layer is no longer in equilibrium. The discrepancy increases with the inlet
mean velocity.
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Figure 5.4: Velocity profiles at the upstream of the cavity in the test case U5.8
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Figure 5.5: Velocity profiles at the upstream of the cavity in the test case U20
Pressure gradient
Figure 5.6 shows the non–dimensionalised time averaged pressure gradient,
(
dP
dx
)∗
along the stream wise direction for the test case U40 where(
dP
dx
)∗
=
dP
dx
D
0.5ρu2∞
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Figure 5.7: Pressure gradient for test case U5.8 along stream wise direction at
y
D
= 0.5,
between
x
D
= 2 and 20
The pressure gradient is extracted between
x
D
= 2 and 20 at
y
D
= 0.5. A slight
increase can be observed in pressure gradient along the x-direction until the cavity. The
fluctuations in the pressure gradient between
x
D
= 5 and
x
D
= 16 is due to the presence
of cavity and vortices in the downstream of the cavity. The gradient approaches zero
when the flow nears the exit of the computational domain.
For the test case U5.8, the time averaged pressure gradient along the stream wise
direction is shown in the figure 5.7. The pressure gradient is extracted between
x
D
= 2
and 20 at
y
D
= 0.5. For this case, the turbulent profile which is imposed at the inlet
is generated from the equilibrium turbulent boundary layer method. No change in the
pressure gradient is observed between
x
D
= 2 and
x
D
= 6. This explains the presence
of undisturbed shear layer until the middle of the cavity. The pressure gradient goes to
zero after the location
x
D
= 16 indicating the movement of the less energetic vortices in
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Figure 5.8: Time averaged shear stress at the wall along the upstream of the cavity in
the test case U5.8
the downstream of the cavity.
Wall shear stress
Non–dimensionalised time averaged shear stress at the wall along the upstream (from
x
D
= 1 to
x
D
= 5) of the cavity in the test case U5.8 is shown in the figure 5.8. The
shear stress value decreases along the x coordinate. A peak occurs at the lip of the
cavity (
x
D
= 5).
5.2.6 Cavity results
Time traces
The three cases U40, U20 and U5.8 are imposed with thick boundary layer with low
Mach number (see table 5.4). Figure 5.9 and 5.10 shows the times traces of velocity
components u and v versus non–dimensional time T ∗ for the test cases U20 and U40
respectively, where
T ∗ =
u∞ t
D
The continuous vertical line indicates the starting point of periodic oscillations. For
the test case U20, the periodic oscillation starts at T ∗ ≈ 250. From the figure 5.9, normal
velocity component v at the station
x
D
= 8,
y
D
= 0.1 (continuous red line) shows the
presence of mode.
For the test case U40, the periodic oscillation starts at T ∗ ≈ 60. Peaks are observed
for the normal velocity at the station
x
D
= 9,
y
D
= 0.1 (thick continuous cyan coloured
line). These represent the energetic vortices crossing the station which is close to the
upper right corner of the cavity. Only one wake mode is found in these two test cases
with periodic oscillations. The test cases treated here have the ratios
L
θ
= 18.75 (U20)
and 21.54 (U40). Rowley [133] states that the transition is a function of Mach number,
and for
L
θ
= 102, shear layer mode occurs for Mach number M < 0.3, and wake mode
for M > 0.3.
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Figure 5.10: Time traces of the velocity components u and v versus non–dimensional
time T ∗ for the test case U40.
For the third test case U5.8, the figure 5.11 illustrates the time traces of vorticity
values at three points (point 1 at
x
D
= 8,
y
D
= 0; point 2 at
x
D
= 9 − ε, y
D
= −0.5
and point 3 at
x
D
= 9.3,
y
D
= ε; where ε = 0.002). The point 2 is located next to down
stream vertical wall inside the cavity where as the point 3 is very close to the wall in the
downstream of the cavity. The oscillation is periodic at T ∗ ≈ 250. The negative vorticity
values found at point 3 indicating the the absence of detachment resembling boundary
layers. The positive values at point 2, very close to the downstream vertical wall of
the cavity shows the existence of detachment, strong shear and the counter rotating
eddy. And at the point 1, vorticity values carry mainly negative values and low positive
values, indicating the shear mode. Shear-layer mode oscillations become evident. The
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Figure 5.11: Time traces of the vorticity ωz vs non–dimensional time T
∗ for the test
case U5.8.
time traces of different points look similar indicating the absence of mixed mode or a
possibility of mode switching.
Wake mode
For test cases U20 and U40, wake mode is observed. Figure 5.12 shows the instantaneous
vorticity fields ωz over a period for the test U40. A vortex is formed from the trailing
edge and fills the cavity region is shown in figure 5.12(a). A low pressure zone is created
at the downstream wall of the cavity. In figure 5.12(b), the vortex detaches and impinges
on the downstream corner of the cavity. Due to the impingement, the is ruptured and
moves out of the cavity, while another eddy enter the cavity from the leading edge of
the cavity (see fig. 5.12(c)). The eddy which is broken at this point of time moves
downstream of the cavity, while another new eddy grows to fill the cavity is shown in
the figure 5.12(d). The flow above the cavity region is affected by the flow from the
cavity. The free stream flow is periodically directed into the cavity.
Near the upstream vertical wall of the cavity in the figure 5.12(b) and in the middle
of the cavity of the figure 5.12(c), interaction of two counter rotating eddies produce
high gradients, and invoke numerical errors resulting in blowing up of the solution. The
inclusion of artificial viscosity (see subsection 4.2.7) tends to smooth these gradients
and introduces artificial dissipation. Different values of artificial viscosity values have
been tried for this configuration and the solution is converged with the following artificial
viscosity values: smu4= 0.05 for 4th order operator and smu2= 0.2 for 2nd order operator.
The flow was found to be highly unsteady and strongly influenced by the behaviour
of the shear layer. Larsson et al [80] observed wake mode at M = 0.15 in his two–
dimensional direct numerical simulations.
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Figure 5.12: Instantaneous vorticity fields ωz for wake mode (test case U40) at four
different times (a-d) corresponding to approximately a quarter of a period of oscillations.
Only a small portion of the computational domain near the cavity is shown.
Shear mode
The test case U5.8 (with equilibrium turbulent boundary layer) oscillates in shear mode.
The turbulent boundary layer which separates from the leading edge of cavity forms an
oscillating shear layer. Figure 5.13 shows the instantaneous vorticity fields ωz over a
period T . Figure 5.13(a) shows the shear layer stretching from the upstream of the
cavity and is parallel to the bottom of the cavity. Over the right upper corner of the
cavity, shear layer with a tongue like structure extends to the downstream of the cavity
from the vortex near to the vertical wall of the cavity. Figure 5.13(b) describes the
complex interaction between the shear layer and the vortex at the downstream wall of
the cavity. The incoming shear layer extends until the middle of the cavity region and
the lip of the shear layer swipes on the vertical wall at the trailing edge of the cavity.
The swiping action cuts the tongue like shear layer to travel downstream of the cavity.
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Figure 5.13: Instantaneous vorticity fields ωz for shear mode (test case U5.8) at four
different times (a-d) corresponding to approximately a quarter of a period of oscillations.
Only a small portion of the computational domain near the cavity is shown.
The shear layer which extends due to the oscillation, impinges on the upper right corner
of cavity and breaks into two (see figure 5.13(c)) and at time period
3T
4
i.e in the
figure 5.13(d), one part of the lip of the broken shear layer enters the cavity creating a
eddy close to the downstream wall with the size of cavity depth, while the other part of
the shear layer moves downstream of the cavity with less energetic eddies.
The oscillation frequency is mainly defined by the convective velocity of the vortices
moving in the free shear layer, as the upstream influence of interaction between these
vortices and rear cavity edge is almost instantaneous. The convective velocity is known
to depend on the thickness of the velocity profile (see Dix & Bauer [32]). The small
disturbances which are amplified by the Kelvin–Helmholtz instability interact to produce
pressure waves from the downstream wall of the cavity. The red contour region near
the downstream of the cavity indicates the centrifugal instability which depends on
the strength of the recirculating region. This instability is associated with the closed
streamlines in the recirculating vortical flow near the downstream wall of the cavity.
The thick initial boundary layer in this case leads to a weaker recirculating vortical flow
within the cavity. Rowley [132] observes a shear mode for M < 0.3 with
L
θ
= 102 and
initialising laminar boundary layer profile.
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Figure 5.14: Velocity profiles of (a) U20 and (b) U5.8 in the cavity region representing
the wake and shear mode respectively
Velocity profiles in the cavities
The time averaged velocity profiles in the cavity region for the test cases U20 and U5.8 at
stations x/D = 6, 7, 8 are shown in figures 5.14(a) and 5.14(b) respectively. In the test
case U20 with wake mode and in the figure 5.14(a), the moderate slope of the velocity
profile indicates the oscillating shear layer in the cavity region. The slope between
y
D
= −0.5 and 0.5 represents the occurrence of vortex dynamics in the region and the
boundary layer is disturbed upto
y
D
= 0.5 over the cavity region. Inside the cavity
region, a shift in the curve can be observed. This explains the to and fro movement
of eddy/eddies between the upstream vertical wall of the cavity and the downstream
vertical wall of the cavity. The drag in the cavity operating in wake regime should be
accumulated due the movement of the eddy over the bottom wall of the cavity.
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Figure 5.15: Comparison of skin friction on the bottom of the cavities U5.8 and U40
The shear mode in the other test case U5.8 is clearly evident from the figure 5.14(b)
with a zero slope of the velocity profile between
u
u∞
= 0.1 and 0.7. This clearly show
the shear layer is not ruptured and extended even after the middle of the cavity region.
Inside the cavity (
y
D
= 0 to −1), at the station x
D
= 6, close to the upstream vertical
wall of the cavity, the time averaged velocity profile indicates the absence of eddy. But
at the stations
x
D
= 7 and
x
D
= 8, the velocity plot denotes the existence of eddy with
counter direction. This is clearly visible in the figure 5.13.
Skin friction on the bottom of the cavities
Figure 5.15 compares the skin friction Cf (non–dimensional time averaged wall shear
stress τw) values on the bottom wall of the cavities U5.8 and U40, where
Cf =
τw
0.5ρu2∞
The shear stress on the bottom wall depends on the interaction of vortices and wall
surface. The shear stress values found on upstream side of the cavity bottom (between
x
D
= 5 and 5.5) for U5.8 are lesser than the values from the cavity U40. In this region, the
cavity U5.8 which is operating in the shear mode, the interaction between the vortices
and the bottom wall is less. A peak is observed near the downstream region of the cavity
(at
x
D
= 8.5) indicating the interaction of primary vortex and the bottom wall.
In case of cavity U40 which falls in wake regime, the peaks are observed in the
upstream region and the downstream region of the cavity. It indicates the level of
interaction between the vortices and the bottom wall. At
x
D
= 8.5, the skin friction
value of U5.8 is higher than the U40. This interaction reflects on the shear stress values
and therefore should increase the overall value of cavity drag.
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Energy and FFT spectrum
The energy spectra of velocity component in x-direction versus the Strouhal number
StL =
fL
u∞
(where f is the frequency) for the test cases U20 and U40 are calculated at point
x
D
=
8,
y
D
= 0 near the upper corner of the downstream cavity wall and are plotted in
figures 5.16 and 5.17 respectively. The sampling time was 125 ≤ T ∗ ≤ 600 for the test
case U20 and for the test case U40, the sampling time was 100 ≤ T ∗ ≤ 800.
From the figure 5.16, the energy cascade for the cavity U20 can be observed. The
slope of the cascade fits well with the theoretical prediction of −5
3
.
Also shown in the figure 5.17 of test case U40 is a −5
3
Kolmogorov slope plotted by
the solid line. Two apparent peaks corresponding to the dominant oscillation frequency
and its first harmonic can be observed. A less prominent peak at the frequency of the
second harmonic is also indicated.
From figure 5.18, the fundamental frequency of StL = 0.194 is observed for the test
case U20. This value is less than the StL of the cavity U40. From the figure 5.19, the
fundamental frequency is StL = 0.205, and all harmonics of this fundamental frequency
can be observed. For the test case U40, the fundamental frequency of StL = 0.245
as reported by Larsson [80] is worth mentioning here. Colonius et al [21] found a
fundamental frequency of StL = 0.248. Shieh & Morris [144] found StL = 0.216 in a
cavity with aspect ratio of 4 for a Mach number M = 0.6 and with a turbulent flow.
From the figure 5.20, the fundamental frequency is StL = 0.72, and all harmonics of
this fundamental frequency can be observed. The value is related to the first Rossiter
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Figure 5.18: FFT spectrum for U20 of velocity component u at
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= 0 with
sampling time of 125 ≤ T ∗ ≤ 600.
mode of the shear layer mode, and it is a higher frequency than the one found with the
other two testcases U20 and U40 which are operating in wake mode.
5.2.7 Turbulent fluctuations
Mean fluctuating velocity field
Figures 5.21 and 5.22 portray the mean fluctuating velocity fields
√
u′2 and
√
u′2
respectively which are normalised with respect to the square of the free stream velocity
u2∞ for the test case U5.8. The contours which are extended from the trailing edge to
the middle of cavity region and parallel to the bottom of the cavity describe the shear
layer. The contours over the cavity and the downstream of the cavity represent the fluid
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Figure 5.23: Mean fluctuating velocities from experiments of Haigermoser et al [61]
at the top region of the thick boundary layer and is not disturbed by the shear layer
oscillations. A maximum value (
√
u′2 ≈ 0.15) is observed at the downstream top corner
of the cavity which corresponds to the stagnation point. An eddy near the downstream
wall of the cavity portrays the presence of vortex without growing or rupturing due to
the periodic inflow of the fluid inside the cavity. The contours
√
u′2 in downstream are
parallel to the wall, representing the absence of energetic vortices.
A maximum value
√
v′2 ≈ 0.2 is found for the mean fluctuating normal velocity
(see figure 5.22). The role played by the
√
u′2 quantities is slightly less than the
√
v′2
quantities in the shear mode.
Figures 5.23(a) and 5.23(b) from Haigermoser et al [61] represent respectively the
variance u′2 and v′2 of the longitudinal and of normal to the wall fluctuation velocities,
normalised with respect to the square of the free stream velocity u2∞. Though the mean
fluctuating velocity contours (
√
u′2 and
√
v′2 ) from Haigermoser et al [61] do not
match, the order of fluctuating velocity values fit very well with the values found in this
test case. It should be noted that in this test case U5.8, no turbulent quantities were
included in the incoming turbulent boundary layer.
The mean fluctuating velocity
√
u′2 contours from figure 5.24 for the test case U40
show the maximum value of the fluctuating component near the bottom of the wall.
In the wake mode, the vortex which fills the cavity brushes the bottom of the cavity
before impinging on the vertical downstream of the wall. This phenomenon explains the
presence of higher value of fluctuating component near the bottom of the cavity. The
oscillation of the shear layer in the cavity region disturbs the fluid flow above the cavity
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Figure 5.24: Mean fluctuating velocity
√
u′2 field for the test case U40.
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Figure 5.25: Mean fluctuating velocity
√
v′2 field for the test case U40.
region and the vortices (which are created after the impingement of shear layer) move
in downstream of the cavity.
The mean fluctuating velocity
√
v′2 contours is shown in the figure 5.25. Contours
of higher values
√
v′2 = 0.5 are concentrated at the top downstream corner of the cavity.
Contours with value 0.3 represents the movement of fluctuating quantities towards the
downstream region of the cavity.
In the wake mode (U40), the contour values of
√
u′2 are in the same order of the
contours of
√
v′2 where as in the shear mode (U5.8), the order of
√
u′2 is less than the√
v′2. Increasing velocity from 5.8m/s to 40m/s increases the order of magnitude of
the turbulent intensity by two. This clearly states the role and the amount of velocity
fluctuations due to vortices in the cavities operating in wake mode.
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upstream of the cavity
Shear stress profiles
Mean stress profiles u′u′, u′v′ and v′v′ of the test cases U40 and U5.8 are discussed
here. The profiles presented in this section are extracted at the stations
x
D
= 2, 4 and
5 for
y
D
∈ [0, 1] which means that the profiles are determined from the wall until the
external flow region above the turbulent boundary layer. These three stations are in the
upstream of the cavity.
In the figure 5.26, mean stresses u′u′, u′v′, v′v′ profiles obtained at
x
D
= 2 and 4
resemble the usual turbulent boundary layer profiles. The u′v′ profile at station
x
D
= 5
predicts the separation of shear layer at the upstream top left corner of the cavity.
The other three stations
x
D
= 6, 7 and 8 are inside the cavity region and the profiles
are calculated between the bottom surface of the cavity to the external flow region above
the boundary layer(
y
D
∈ [−1, 1]). For the test case U40, in the cavity at the locations
x
D
= 6, 7 and 8, mean stresses u′u′, u′v′, v′v′ profiles are plotted and shown in the
figure 5.27. The u′u′ profile shows high values inside the cavity region indicating the
velocity fluctuations in the stream wise direction. It’s influence is in the whole region
of boundary layer. The Reynolds stress u′v′ values represent the energy content of the
fluctuations in the shear layer and in the cavity. The v′v′ profiles portray the fluctuation
strength particularly in the shear layer.
Figure 5.28 shows the shear stress profiles for test case U5.8 at the stations
x
D
=
2, 4, 5 and repeat the profiles from a flat plate boundary layer. The mean Reynolds shear
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Figure 5.28: Shear stress profiles for test case U5.8 at the stations
x
D
= 2, 4, 5 upstream
of the cavity
stress is high at the top left upstream corner of the cavity (at
x
D
= 5) and reflects the
absence of separation.
In the shear layer mode, the stress profiles (see figure 5.29) of the test case U5.8 are
qualitatively similar to profiles from Bertier et al [5] and are typically of separated flows.
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Figure 5.29: Shear stress profiles for the test case U5.8 at the stations
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= 6, 7, 8 in the
cavity
The two peaks of u′u′ at the station
x
D
= 8 indicates the division of shear layer near the
top right downstream of the cavity. Presence of vortex is shown by the Reynolds stress
u′v′ profile at
x
D
= 8. The order of v′v′ value is higher than the u′u′ indicates the higher
role played by the fluctuation quantity v′v′. Therefore the anisotropic contribution to
flow fluctuations is mostly distributed on the low frequency part of the spectrum (see
figure 5.17). The fluctuating turbulent u′u′ and v′v′ may contribute more significantly
to the high frequencies part. The turbulent shear stress u′v′ is directly linked with large
eddies motion.
5.2.8 Aeroacoustics
The interaction of the vortex with the trailing edge of the cavity generates pressure waves
which are radiated into the far field. These pressure waves are identified as aerodynamic
noise. To determine the sound pressure level using the acoustic analogy, an acoustic
domain of size 0 ≤ x/D ≤ 25 and −1 ≤ y/D ≤ 20 with 50× 50 grid points is generated.
The intersection points of the grid represent the observers. The sound pressure level
values are calculated for both domains using Matlab R© code which was developed in
Department of Aerospace Engineering from Polytechnic of Torino, Italy. The sound
pressure level SPL is given by
SPL = 20 log
p′rms
pref
(5.1)
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Figure 5.30: Sound Pressure Level (dB) in the domain for the test case U5.8.
where pref = 20 µPa and p
′
rms is the root mean square of the pressure fluctuations.
A line integral over the instantaneous pressure and time derivative is considered and
the quadrupole noise sources in the aerodynamic field are neglected due to their minor
contribution.
The two–dimensional pressure fields are obtained from the large eddy simulation.
The final two–dimensional form of the Curle’s equation is used, where equation 2.55 is
from chapter 2 is integrated in the z–direction from −w to +w, where w is half the
cavity span wise extension, yielding
p(x, t)− p0 = 1
4π
∫
L
linj
[
2 arctan
(w
r
) p˙δij
a∞
+ 2w
pδij
r2
]
dL(y) (5.2)
Figure 5.30 shows the sound pressure level for the test case U5.8. The contour
spacing is △SPL = 2 dB. SPL iso–contours appear to be concentric about the cavity,
which confirms that the trailing edge is the main location of sound source at the selected
conditions. The maximum SPL value of 92dB is found near the downstream wall of
the cavity. The pressure oscillations which are propagating into the far field of the
domain are not disturbed by the less energetic vortices which are moving downstream.
The direction of sound propagation appears perpendicular to the bottom wall of the
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Figure 5.31: Sound Pressure Level (dB) in the domain for the test case U40
cavity for low Mach number flow with equilibrium turbulent incoming boundary layer.
Concentric iso–contours were observed in the experiments of Haigermoser [60] and a
maximum sound pressure level of 92dB was found with no prominent directivity of
sound propagation.
The figure 5.31 shows the sound pressure level for the test case U40. The maximum
SPL value of 134dB is found near the downstream wall of the cavity which confirms
the louder flow. The pressure oscillation which are propagating into the far field of the
domain are disturbed by the vortices which are moving downstream. The direction of
sound propagation is perpendicular to the bottom of the cavity. Ahuja & Mendoza [2]
observed a flat directivity for the cavity of aspect ratio
L
D
= 4. This is in contrary to
Rowley et al [132] who observe the peak radiation to the far field to occur at an angle
of 135◦ from the downstream axis of the cavity for an aspect ratio
L
D
= 2 and Mach
number M = 0.6. The discrepancy is due to the low Mach number flow with incoming
thick boundary layer of
L
θ
= 17.85. The other discrepancies might be the different
techniques (Direct noise computation, Experiments) employed in determining the sound
pressure level. It should be noted that few assumptions were made when deriving Curle’s
equation in two–dimensional form.
160
5.3. Three–dimensional rectangular cavity
5D
5D
D
4D
16D 10D
25D
L
x
y
z
Figure 5.32: Schematic diagram representing the three–dimensional computational do-
main
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Figure 5.33: Mesh in and near the cavity region
5.3 Three–dimensional rectangular cavity
5.3.1 Geometry and mesh
The aim of this section is to determine whether a wake mode is observed in three–
dimensional simulation with a power law profile imposed at the inlet of the domain.
A three–dimensional computational domain (see figure 5.32) of size 0 ≤ x ≤ 25D,
−D ≤ y ≤ 10D and 0 ≤ z ≤ 5D was constructed to simulate a rectangular cavity of
aspect ratio
L
D
= 4. Actually, the two–dimensional computational domain was extruded
in z direction to obtain a three–dimensional computational domain. The total number
of nodes in the domain is 2 269 491 where as the cavity region contains 91 × 31 × 67
nodes in x, y and z directions respectively. A close-up of the mesh in the cavity is shown
in the figure 5.33. It should be noted that the grid is coarser than the grid used in
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3DU20
Turbulence model Smagorinsky
Integration scheme Lax–Wendroff 2ndorder in space and time
Time integration Runge–Kutta
Time step (△t) 6.32 × 10−7 s
CFL number 0.7
Fourier number 0.1
Artificial viscosity sensor Colin sensor
Artificial viscosity coefficients
4th order 0.005
2nd order 0.05
Table 5.8: Numerical Parameters of the three–dimensional test case 3DU20
the two–dimensional cases. In the region above the cavity, the grid is stretched using
exponential function. Like the two–dimensional case, the grid is refined near the walls
(to resolve the gradients).
5.3.2 Numerical schemes and LES Model
Large eddy simulation was performed on a three–dimensional test case 3DU20 for the
velocity of u∞ = 20m/s and ReD = 13.68 × 103. A velocity profile generated by power
law (see subsection 3.2.3) was imposed at the inlet of the domain. Parameters followed
in this three–dimensional test case are given the table 5.8.
5.3.3 Boundary conditions
A characteristic boundary condition INLET RELAX UVW T Y is imposed on the inlet (left
hand side edge of the domain) with relaxation parameters on velocity components, tem-
perature and species. The values of relax type, relax on Un, relax on Ut, relax on T,
relax on Y are given in the table 5.9. OUTLET RELAX P is an outlet characteristic bound-
ary condition at the outlet of the domain. And finally the bottom edges of the domain are
treated as solid walls with no slip and adiabatic boundary condition WALL NOSLIP ADIAB
(see the subsection 4.5.4). The SYMMETRY boundary condition is applied on the faces in
the span wise direction. The table 5.9 relates the location of the boundaries and its
respective boundary conditions and shows the corresponding values of the relaxation
parameters.
5.3.4 Results
As it is mentioned earlier that the purpose of conducting the three dimensional simu-
lation is to demonstrate the wake mode in the three–dimensional cavity. It should be
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Inlet Top portion Span wise Walls
BC INLET RELAX UVW T Y OUTLET RELAX P SYMMETRY WALL NOSLIP ADIAB
wave 2 wave 3
ref type 1 ref type 1
relax type 1 relax type 1
relax on Un 700 relax on P 10
relax on Ut 700
relax on T 100
relax on Y 0
Table 5.9: Boundary conditions and corresponding values for the three–dimensional test
case 3DU20
ωz
1.0
0.5
0.0
−0.5−1.0
Figure 5.34: Iso contours of vorticity ωz of a three–dimensional cavity
noted that the simulation has not reached a converged state. Only preliminary results
are presented here.
At the start of simulation, the three–dimensional flow remains uniform in the span
wise direction and oscillates in wake mode as time progresses. The wake mode is rup-
tured and a shear mode is followed. Due to the high value of the incoming boundary
layer thickness, self–sustained oscillations were not observed. The incoming turbulent
boundary layer leads to a low frequency flapping of the shear layer resulting in an irreg-
ular vortex shedding from the leading edge of the cavity. An explanation is due to the
turbulent structures of the incoming boundary layer which continue to exist inside the
cavity shear layer resulting in instability mechanisms.
The figure 5.34 gives the iso contours of the vortices produced in the three–dimensional
rectangular cavity of aspect ratio
L
D
= 4. In real flows which are three–dimensional in
nature, wake modes are not observed.
For the two–dimensional test cases U20, U40 presented in the earlier section, wake
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mode was observed. The presence of wake mode is due to the absence of 3D effects,
which is considered as an artifact of two–dimensional cavity flow.
5.4 Conclusion
A numerical study on two–dimensional and three–dimensional shallow cavities with the
aspect ratio
L
D
= 4 was done with incoming turbulent boundary layers. Large eddy
simulation with (3rd order in space and time) has been performed to simulate the cavity
flow.
Influence of boundary layer on the mode selection was studied by varying thickness of
boundary layer and the Mach number of the flow. The low velocity test case corresponds
to experiments of Haigermoser.
Three test cases with different Mach number (all less than 0.3) were simulated and
analysed and compared with the experiments and existing literature. Among the three
test cases conducted, one test case (U5.8) was performed with incoming turbulent bound-
ary layer which was generated from the equilibrium turbulent boundary layer approach.
The test cases with stream wise velocities u∞ = 20m/s and u∞ = 40m/s falls in the
wake regime where as the other test case u∞ = 5.8m/s operates in shear mode. This
clearly shows the influence of thickness of the boundary layer which introduces strong
shear flow to oscillate at a dominant frequency, and the Mach number selected for the
configuration.
The both modes were analysed from the means and instantaneous turbulent velocity
and vorticity field. The region of high turbulence activity have been observed through
the iso–contours of main turbulent turbulent fluctuations.
Comparison with turbulent intensity field from Haigermoser [61] has shown that
region of high intensity were given different by the simulation, but levels have been
predicted well.
A three–dimensional simulation was performed to verify the presence of wake mode
as found in the two dimensional test case. In the three–dimensional cavity, wake
mode was not observed for the test case with u∞ = 20 m/s. Due to the absence of
three–dimensional effects in the two–dimensional flow, presence the wake mode (in two–
dimensional cases) can be considered as an artifact.
Sound pressure levels for the test case u∞ = 5.8m/s and u∞ = 40m/s are calculated.
The maximum SPL values (which are observed at the downstream vertical wall) are
validated. The mode of propagation and the directivity of the propagation for these
low Mach numbers are not prominent. But this study again proves the influence of the
boundary layer thickness and velocity at the inlet in the generation of sound and its
intensity.
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Re´sume´ e´tendu en franc¸ais
Cette the`se s’inte´resse a` l’e´tude par simulation nume´rique de l’e´coulement d’une couche
limite compressible bidmensionnelle arrivant sur une cavite´ en se focalisant sur les as-
pects a` la fois dynamique et acoustique. Elle s’inte`gre dans l’action de formation initiale
europe´enne Marie Curie appele´e AeroTraNet.
L’approche nume´rique est base´e sur la simulation de grandes e´chelles dont les e´quations
sont re´solues par le code AVBP du CERFACS. L’analyse des sources et des propaga-
tions acoustiques est base´e sur la the´orie de Lighthill-Curle en collaboration avec C.
Haigermoser.
Couramment, l’e´coulement sur une cavite´ peut eˆtre de´crit en regardant trois par-
ties: la couche limite turbulente amont qui se de´veloppe et croˆıt avant d’atteindre la
cavite´, l’e´coulement turbulent dans et sur la cavite´ qui peut eˆtre soit un mode de sillage
ou un mode de cisaillement, et l’e´coulement en val la cavite´ qui est une couche limite
instationnaire de´colle´e ou non et qui convecte les structures e´jecte´es par la cavite´.
Dans notre cas la couche limite turbulente amont a e´te´ initialement de´finie avec un
profil de vitesse moyenne en loi puissance. Une extension de l’approche assymptotique
usuelle base´e sur la loi de´ficitaire dans la re´gion externe de la couche et sur la loi
line´aire et la loi log dans la re´gion interne a e´te´ propose´e dans le cas d’une couche limite
en e´quilibre. Spe´cifiquement, une nouvelle fonction du mode`le de longueur de me´lange,
qui ame´liore l’accord avec les e´coulements de plaque plane avec ou sans gradient de
pression adverse, a e´te´ propose´e. L’unique parame`tre de cette fonction a e´te´ de´termine´
a` l’aide des donne´es expe´rimentales et a e´te´ modifie´ a` l’aide de la simulation nume´rique
directe d’une couche limite avec gradient de pression. L’accord est tre`s bon avec le
cas sans gradient de pression. Avec un gradient de pression adverse quelques de´saccords
existent qui peuvent s’expliquer en partie par le proble`me des conditions aux limites dans
les calculs DNS, en partie par les limites de l’approche asymptotique surtout a` faibles
nombres de Reynolds et grands gradients de pression longitudinaux de l’e´coulement.
La simulation de Grandes Echelles (LES) avec le sche´ma de Taylor Galerkin Colin a`
deux pas (3eme ordre en espace et en temps) a e´te´ utilise´e pour simuler l’e´coulement de
cavite´. Le mode`le de Smagorinsky et Smagorinsky filtre´ ont e´te´ adopte´s dans ce travail.
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Le conditions aux limites base´es sur les caracte´ristiques sont utilise´es comme conditions
non re´fle´chissantes sur les bords du domaines et aux parois. Les e´coulements bidimen-
sionnels de cavite´ sont simule´s avec la couche limite turbulente amont e´paisse. le rapport
d’aspect de la cavite´ est de 4. L’e´paisseur de la couche limite introduit un fort e´coulement
cisaille´ au-dessus et dans la cavite´ qui peut osciller a` la fre´quence dominante, avec un
mode de cisaillemnt a` faible vitesse et au mode de sillage a` vitesse mode´re´e. Le cas test
a` faible vitesse qui est celui correspondant a` l’expe´rience de Haigermoser [61] avec mode
de cisaillement a permis de valider nos re´sultats. Les deux modes ont e´te´ analyse´s en
examinant l’e´coulement moyen, l’e´coulement fluctuant et le champ de vorticite´. La zone
de turbulence forte a e´te´ mise en e´vidence graˆce aux iso-valeurs de la moyenne des fluc-
tuations turbulentes. La comparaison avec le champ des intensite´s turbulentes obtenues
par Haigermoser a permis de monter l’accord parfait entre les calculs et l’expe´rience.
L’intensite´ turbulente est lie´e au type de mode qui de´pend du rapport de l’e´paisseur de
quantite´ de mouvement de la couche limite a` la profondeur de la cavite´ et du nombre de
Mach de l’e´coulement. Passant d’une vitesse de 5.8 a` 40m/s fait augmenter l’intensite´
turbulente d’un ordre de grandeur.
A 20m/s, le cas bidimensionnel a e´te´ e´tendu au cas 3D pour montrer que le mode
de sillage est un pur artefact de la simulation nume´rique 2D. En 3D seul le mode de
cisaillement est observe´. Dans le cas tridimenionnel, initialement l’e´coulement reste
uniforme en envergure et oscille suivant le mode sillage. Avec le temps le mode sillage
disparaˆıt et il est suivi du mode de cisaillement. La couche limite turbulente amont
conduit a` un de´tachement tourbillonnaire irre´gulier provenant du coin amont de la cavite´
et a` un battement basse fre´quence de la zone cisaille´e. L’explication est que les structures
de la turbulence de cette couche limite amont continuent a` exister dans la zone cisaille´e
de la cavite´ et impactent le coin aval pour ge´ne´rer les me´canismes d’instabilite´.
L’e´tude de l’ae´roacoustique qui a suivi a consiste´ en l’analyse des e´missions sonores et
des sources. Un large ensemble de champs de pression instantanne´e a e´te´ de´termine´ par
simulations de grandes e´chelles et ont servi a` alimenter l’analogie de Curle qui permet
de calculer la pression acoustique dans la zone vise´e. Le niveau des e´missions sonores
est lie´ a` la vitesse amont et au type de mode dans la cavite´. Dans tous les cas une faible
directivite´ (orientabilite´) dans la direction amont a e´te´ observe´e. Le mode sillage avec
une dynamique tourbillonnaire complexe impacte localement et directement sur le niveau
des e´missions sonores et sur l’orientabilite´.
Perspectives
Avec l’augmentation des resources de calcul (de IDRIS, Paris et de CALMIP, Toulouse),
La simulation de grandes e´chelles et la simulation directe de l’e´coulement de cavite´ pour-
ront eˆtre re´alise´es avec de grands domaines de calcul et des maillages fins. L’ame´lioration
des mode`les comme WALE, Smagorinsky filtre´ et dynamique permettra de mieux pren-
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dre en compte la physique des e´coulements turbulents complexes. Pour une grande
plage du nombre de Reynolds, les grandeurs moyennes et les fluctuations turbulentes
de couches limites turbulentes e´paisses, de´termine´es expe´rimentalement peuvent eˆtre
ajoute´es a` celles existantes pour fournir des conditions d’entre´e plus re´alistes en 2D et
3D. L’e´tude des cavite´s avec diffe´rents rapports d’aspect peut eˆtre faite avec des couches
limites e´paisses a` diffe´rents nombres de Reynolds pour analyser les parme`tres qui influ-
encent les me´canismes d’instabilite´ et les modes.
Dans le calcul des niveaux de pression sonore a` faibles nombres de Mach, l’inte´grale
de volume a e´te´ ne´glige´e dans le code Matlab R©. Pour ame´liorer la pre´cision de l’e´valuation
des niveaux de pression sonore, l’inte´grale de volume devra eˆtre ajoute´e a` celle de sur-
face pour pre´dire l’acoustique a` nombre de Mach e´leve´ et pour des e´coulements fortement
compressibles. L’influence de l’e´paisseur de la couche limite sur les niveaux de pression
sonore et sur l’orientabilite´ de la propagation serait inte´ressante a` poursuivre.
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Conclusions
This PhD is concerned with a numerical study of the two–dimensional turbulent cavity
flows regarding the fluid dynamic and the acoustic aspects. It is integrated into a Marie
Curie Early Stage Training Actions called AeroTraNet.
The numerical approach is based on Large Eddy Simulations which are resolved
using the AVBP code from CERFACS. The acoustic analysis based on the Lighthill-
Curle analogy has been performed.
The flow over a cavity can be divided into three regions : An incoming turbulent
boundary layer which develops and grows before reaching the cavity, the turbulent flow
inside and above the cavity which can be distinguished into a wake mode and a shear
layer mode, and an unsteady boundary layer flow downstream of the cavity which is
with or without separation and convects the structures ejected from the cavity.
In our case, an incoming turbulent boundary layer has been initially defined with a
power law mean velocity profile.
In the case of an equilibrium boundary layer, extension of the usual asymptotic
approach based on the defect law in the outer turbulent region and the usual friction
law and log law in the inner region has been proposed.
A new blending function of the mixing length model has been proposed to improve
the agreement between flat plate zero and adverse pressure gradient turbulent flows. A
parameter of the blending function has been determined from experimental data and
modified in comparison with the Direct Numerical Simulation of adverse pressure gradi-
ent boundary layer flow. There is a good agreement between zero pressure gradient cases
and DNS experiments. In the case of an adverse pressure gradient flow, some discrep-
ancies exist, some of which can be explained as problems with the boundary conditions
implemented in the simulations (DNS), the other being the limit of the asymptotic
approach, especially at low Reynolds number and high pressure gradient flow.
Large eddy simulation with Two step Taylor Galerkin Colin scheme (3rd order in
space and time) has been performed to simulate the cavity flow. Classic Smagorinsky
and filtered Smagorinsky are the turbulence models used in this work. Characteristic
boundary conditions are used at the non–reflecting boundaries and at the walls.
Two–dimensional cavity flows were simulated with incoming thick turbulent bound-
ary layer, with an constant aspect ratio of 4. The thickness of the boundary layer
introduces a strong shear flow in the cavity which can oscillate at a dominant frequency,
with a shear layer mode at low velocity and wake mode at moderate velocities.
The low velocity test case corresponds to the experiments, with a shear layer mode
providing a validation for the numerical simulation. Both modes were analysed for
the mean, instantaneous turbulent velocity and vorticity fields. The iso contours of
turbulent fluctuations depict regions of high turbulent activities. The levels of Intensity
fields obtained from the experiments agree with the values obtained from the numerical
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simulation, al though the fields are different.
The turbulent intensity is related to the mode, which depends on the ratio of the
momentum thickness of the boundary layer to the cavity depth and on the Mach number.
Increasing the value of the incoming velocity from 5.8m/s to 40m/s increases the order
of magnitude of the turbulent intensity by two.
At 20 m/s, the two–dimensional case has been extended to three–dimensional to
demonstrate that the wake mode is a pure artifact of the numerical simulation, since
only a shear mode is observed in three–dimensional cases. In the three–dimensional
case, initially the flow remains uniform in the span wise direction and oscillates in wake
mode. After an initial period, the wake mode ruptures into a shear mode. The incoming
turbulent boundary layer leads to a low frequency flapping of the shear layer resulting
in an irregular vortex shedding from the leading edge of the cavity. An explanation is
due to the turbulent structures of the incoming boundary layer which continue to exist
inside the cavity shear layer resulting in instability mechanisms.
The aeroacoustic study has been done to analyse the acoustic sources and prop-
agation. A large set of instantaneous pressure field was determined from large eddy
simulation and used as an input to the Curle’s analogy, to compute the acoustic pres-
sure of an observer region. The Sound Pressure Level (SPL), is related to the upstream
velocity and the oscillating mode of the shear layer. In all the cases a weak directivity
in the upstream direction has been observed. Wake modes with a complex vorticity
dynamic directly impacts locally SPL and directivity.
Suggestions for future work
With the increased computing resources (for e.g. IDRIS, Paris and CALMIP, Toulouse),
Large eddy simulation and direct numerical simulation could be performed to simulate
cavity flows with huge domains and well refined grids. Improved sub grid models such as
WALE, Filtered Smagorinsky model and Dynamic Smagorinsky model could be followed
to allow a better representation of local phenomena typical of complex turbulent flows.
For a wide range of Reynolds number, thick turbulent boundary layer from experi-
ments (with turbulent quantities) can be added to the existing boundary layer so that
they could be imposed at the inlet of the two–dimensional and three–dimensional do-
mains.
Studies over cavities with different aspect ratios could be made with the thick tur-
bulent boundary layer of varying Reynolds number to analyse the parameters which
influence the instability mechanism and mode switching.
Study on the three–dimensional rectangular cavities could be extended to cylindrical
cavities which show more complex flow inside and over the cavity region with asymmetric
acoustic near field.
In calculating the sound pressure level for the low Mach number flow, the volume
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integral of the Curle’s analogy was neglected in the code.Apart from improving the
accuracy in determining the sound pressure level, inclusion of the volume integral with
the existing surface integral could help to capture the acoustics for high Mach number
and compressible flows. Influence of boundary layer thickness on the sound pressure
level and the directivity of the propagation of the sound could be an interesting study
to continue.
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Calcul et analyse de l’interaction ae´roacoustique dans un e´coulement turbu-
lent subsonique affleurant une cavite´
L’objectif de cette the`se est d’e´tudier nume´riquement l’ae´roacoustique a` faibles nombres
de Mach (M < 0.3) pour un e´coulement de couche limite turbulente e´paisse affleurant
une cavite´, sur la base de simulations nume´riques a` grandes e´chelles (LES). Un profil de
vitesse en loi puissance et pour une couche limite d’e´quilibre ont servi comme conditions
en entre´e du domaine de calcul. La couche limite d’e´quilibre, sans et avec gradient de
pression adverse, a e´te´ re´solue par une approche asymptotique base´e sur une formulation
de´ficitaire avec un nouveau mode`le de longueur de me´lange. Ce dernier a e´te´ valide´ pour
ame´liorer les comparaisons avec les expe´riences et les simulations nume´riques directes.
Des simulations LES ont permis de regarder l’influence de l’e´paisseur de la couche limite
turbulente amont sur le mode d’oscillation d’une cavite´ L/D = 4. Un accord satis-
faisant avec les expe´riences d’Haigermoser et l’e´mergence du mode de cisaillement a
e´te´ obtenu pour la vitesse amont de 5.8m/s. Le mode e´tait de type sillage pour les
deux autres cas tests (20 et 40 m/s). Finalement, une simulation 3D a montre´ que le
mode de sillage est un artefact du calcul 2D. En utilisant l’analogie de Lighthill-Curle
et les champs de pression instationnaire issus de la simulation, nous avons de´termine´
les niveaux de pression sonore dans le champ proche et lointain. Conforme´ment aux
expe´riences d’Haigermoser, une faible directivite´ vers l’amont est trouve´e. Le mode de
sillage influence tre`s fortement les niveaux de pression acoustique.
Mots clefs : Couche limite turbulente, longueur de me´lange, cavite´, LES, ae´roacoustique.
Numerical investigation of aeroacoustic interaction in the turbulent subsonic
flow past an open cavity
The objective of this thesis is to study numerically the aeroacoustics of low Mach num-
ber (M < 0.3) flow with thick turbulent boundary layer past a cavity based on Large
Eddy Simulation (LES). Velocity profiles from power law and equilibrium turbulent
boundary layer were imposed as inlet conditions on the computational domain. The
equilibrium turbulent boundary layer profiles (zero and adverse pressure gradient) have
been generated using asymptotic approach with an improved mixing length model. A
good agreement is observed between the computed boundary layer profiles and the pro-
files obtained from experiments and direct numerical simulations. LES results present
the influence of the thickness of the incoming turbulent boundary layers on the mode
of oscillation in the shallow cavity of L/D=4. An agreement with the experiments of
Haigermoser and the shear mode have been found for the upstream velocity 5.8 m/s.
Wake mode was observed for the other two test cases at 20 and 40m/s. A 3D cavity
simulation is performed to show that the wake mode observed in the 2D calculations is
an artifact. The hydrodynamic pressure field obtained from the 2D simulation is used
as an input to the acoustic analogy (Lighthill–Curle’s analogy), to compute the acous-
tic pressure field at the near and far–field of the cavities. Conforming the experiments
of Haigermoser, a weak directivity of sound propagation was observed. Shear mode
influences the sound pressure levels strongly.
Key words : Turbulent boundary layer, mixing length, cavity flow, LES, aeroacoustics.
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