Abstract-We consider the problem of multi-cell downlink beamforming with N cells and K terminals per cell. Cooperation among base stations (BSs) has been found to increase the system throughput in a multi-cell set up by mitigating inter-cell interference. Most of the previous works assume that the BSs can exchange the instantaneous channel state information (CSI) of all their user terminals (UTs) via high speed backhaul links.
I. INTRODUCTION
Inter-cell interference mitigation has been an identified as an important consideration in the design of modem day cellular systems. Conventionally, the beamformer design problem in cellular systems was performed on a single cell basis treating the inter-cell interference as background noise [1] . However, such an approach is known to be leading to a suboptimal solu tion in the multi-cell context [2] , [3] . Significant performance improvements may be obtained if the base stations (BSs) coordinate in jointly optimizing all of their beamformers at the same time, especially for the user terminals (UTs) at the cell edges. The intuition behind this is the following. Consider two UTs in adjacent cells close to their respective cell edges. The per-cell optimization solution would lead to the signal being steered in the direction of the respective edge UT by both of the BSs. It is easy to see that this solution would lead to a high level of interference. However, joint beamforming across the cells would lead to a solution in which the optimal tradeoff between signal enhancement and interference avoidance is found.
In recent years, a BS coordination technique known as net work MIMO [3] , [4] has been widely investigated to handle the inter-cell interference. The concept of network MIMO enables the BSs to share their CSI and user data through high-capacity backhaul links. If the BSs are allowed to cooperate without any restrictions on backhaul link capacity and processing delay, the multi-cell interference channel would be transformed into a broadcast channel in the downlink scenario without inter cell interference. Many variants of network MIMO have been proposed considering the effects of limited backhaul capacity and imperfect CSI. A survey of the related results can be found in [5] , [6] . However, sharing of CSI and the user data between the BSs demands high backhaul link capacity and computational power, which scale rapidly with the number of cells and the number of UTs, making this approach difficult to implement in a practical system.
Recently, distributed beamforming strategies that exploit only the locally available CSI have been developed where each BS balances the ratio between the signal gain at the intended terminal and the interference caused at other terminals [7] , [8] . In these works, the design objective is to maximize the total sum rate of all the users subject to the antenna power constraints. They make use of the concept of virtual signal to interference and noise ratio (VSINR) approach which is shown to attain optimal rate points. However, the optimality of such algorithms have only been proved for the two user case [9] . To generalize the concept to the multi-user case, one needs to resort to heuristic strategies [to] . In [11] , an outage minimizing power allocation has been proposed which requires a combination of perfect local CSI at the BSs and statistical CSI at a central processor. [12] provides a distributed beamforming approach based on Kalman smoothing involving message passing between the BSs.
Reference [13] provides an optimal algorithm for the multi cell beamforming problem using convex optimization tools. Here, the design objective is to minimize the total transmitted power satisfying some SINR constraints of the UTs. The fundamental difference between this work and the previous mentioned works ( [7] - [11] ) is that in [13] , each BS serves the UTs present in only its cell. Hence, the BSs share only the CSI of their UTs. There is no requirement of sharing the user data between the BSs. But, the solution provided in [13] cannot be implemented without the BSs exchanging the instantaneous CSls of their UTs between each other. Sharing the CSI between the BSs calls for tremendous amount of data exchange between the BSs, specially in a fast fading scenario. A more important bottleneck is to share the CSI between the BSs under given delay constraints.
In this work, we extend the algorithm of [13] to be implemented in a distributed manner using tools from Ran dom Matrix Theory. We provide a distributed beamforming algorithm in a multi-cell scenario when the dimension of the system becomes large (number of transmit antennas at the BS and the number of UTs in each cell). However, our algorithm provides good approximations even in the finite dimensional case. Our algorithm enables the BSs to compute the downlink beamforming vectors based on only their local CSI and the average channel statistics of the channels of other BSs. The BSs would only need to exchange the av erage channel statistics between themselves. This reduces the feedback load significantly since in a fast fading environment, the instantaneous channel realizations vary rapidly where as the channel statistics do not.
Throughout this work, we use boldface lowercase and uppercase letters to designate column vectors and matrices, respectively. For a matrix X, Xi , j denotes the (i, j) entry of X, and tr(X) denotes the trace of the matrix. XT and X H denote the transpose and complex conjugate transpose of matrix X. We denote an identity matrix of size M as 1M and diag(x l . ... , XM) is a diagonal matrix of size M with the elements Xi on its main diagonal. We use x'" CN(m, R) to state that the vector x has a complex Gaussian distribution with mean m and covariance matrix R. We will use the notation � to denote ahnost sure convergence.
II. RELEVANT RESULTS FROM RANDOM MATRIX THEORY
In this section we give a brief overview of relevant results from random matrix theory which will be used in this work. These results are asymptotically exact when the dimensions of the cellular system grows infinitely large (in terms of the number of transmit antennas on each BS and the number of UTs) but provide already very good approximations for finite system dimensions.
We make extensive use of the following lemmas. 
where {.X l . ... , >' N } are the eigenvalues of XN and lAj�x is then indicator function whose value is equal to 1 if the eigenvalue >'j is less than x, 0 otherwise. We denote the Stieltjes transform of the e.s.d of XN by m X N (z) which is defined for z outside the support of F X N as
The following theorem provides a deterministic equivalent of the Stieltjes transform of a Gram matrix Y n Y;; when Y n has a variance profile. Under some mild assumptions on the higher moments of the entries of Y n and al, j ' Vi, j uniformly bounded from above,
Vz E e -JR + whose elements are the unique solutions of the deterministic system of N + n implicit equations
such that -ktr("llt n(z)) is the Stieltjes transform of a probabil ity measure.
'l/Ji (Z) and -¢j(z) can be obtained by intializing them to known values and iterating over Equations (1) and (2) until their values converge.
The differential of the Stieltjes transform of the matrix Y n Y;; can be calculated in the following way. Let us denote another deterministic matrix-valued function by the notation "IIt �(z) = diag('I/J�(z), ... , 'I/J�(z)). The elements of the matrix "lit n (z) can be evaluated using the deterministic system of
where 1/Ji (Z) and ¢j ( z ) are as defined in Theorem 1. Equations (3) and (4) can be obtained by differentiating (1) and (2) with respect to z , respectively. The derivative of the Stieltjes transform can then be calculated as k tr ( q, � ( z ) ) .
III. SY STEM MODEL AND AL GORITHM DESCRIPTION
In this section, we present our system model and formulate the beamformer design as the solution to a convex optimization problem. The beamformer design problem consists of mini mizing the total transmit power across all the BSs subject to SINR constraints of the UTs.
A. Sytem Model
We consider the problem of multi-cell beamforming across N cells and K UTs per cell where each BS is equipped with Nt antennas and and each UT has a single antenna. Each BS serves only the UTs in its cell. Let hi,j,k E e N t denote the channel from the BS i to the k-th UT in cell j. We assume that the elements of the channel vector are Gaussian distributed, i.e., hi,j,k rv CN(O, ( aT,j,k /N t )I N t ), the variance of which depends upon the path loss model between BS i and UT (j, k). The channel variance has been scaled by the factor Nt to maintain the per antenna power constraint at each base station. Let Wi,j E e N t denote the transmit downlink beamforming vector for the j-th UT in cell i. Likewise, let r i,j denote the received SINR for the jth UT in cell i and "/ i,j the corresponding target SINR. The received signal Y i,j E e for the jth UT in cell i, is given by
't,J 1= 1 m= 1 ,m;6i n= 1 where Xi,j E <C represents the information signal for the j th user in cell i and Zij rv CN(O, (2) is the corresponding additive white Gaussian complex noise. It has been shown in [13] that the sum power minimization problem can be cast into the following optimization problem given by min i,j s.t. r i,j :::: "/ i,j,
The power of the i t h BS is scaled by the factor ai. The scaling factors ai are assumed to be constant. Throughout this work, we assume that ai is a precomputed constant. The received SINR in the downlink is given by the following expression
Llh IW i,l hi,i,jI2 + Lm;6i,n Iw�,nhm,i,jI2 + a2
This problem has been solved in [13] using the uplink down link duality approach. The authors formulate the corresponding dual uplink problem, given as
s.t. Ai,j :::: "/ i,j,
where the uplink SINR, Ai,j is given by A' ' lw H h· . ' 12 A .. where w denotes the corresponding uplink beamforming vec tor and Ai,j represents the dual variable associated with the optimization problem in (6) . The Ai,j can be viewed as the dual uplink power.
B. Algorithm Design
We now provide a brief description of the beamforming algorithm presented in [13] . In what follows, without loss of generality, we set the noise variance a2 equal to 1.
Before introducing the algorithm, we define the following matrices. Let Hi = [hi, 1 , 1 hi, 1 , 2 '" hi ,m,n '" hi,N,K] be the matrix whose columns are formed by the channel vectors from BS i to all the UTs across all the cells. Similarly,
with diagonal elements are the uplink power allocations. We also define the matrix �i as
The details of the optimal uplink power allocation and the computation of uplink beamforming vectors provided in [13] are as follows.
• The optimal uplink power allocation Ai,j is evaluated using the iterative function A" -1 t , J -( 1 + 'Y�, j )h �,j (�i + aiIN t ) i 1 hi,i,j (8) • The optimal receive uplink beamformers are given by Wi,j = (L A m,lhi,m,lh� m,l + ail) -1 hi,i,j (9) m,l
• The optimal transmit downlink beamformers are given by W· · -� w· · t ,J -V U i,j t ,J
The details of the calculation of the parameters 8i,j are provided in [17] . However, as mentioned before, the solution provided in [13] cannot be implemented in a distributed manner. The computation of optimal uplink power allocations (Ai,j) and the scaling factors (8i,j) requires a central station which has the global system knowledge. We overcome this problem and formulate an algorithm which implements the beamforming problem in a distributed manner with the knowledge of only the channel statistics of the UTs under the assumption that the system dimensions grow large.
First note that the second term in the denominator of (8) can be approximated to the trace of the matrix (�i + aiINt)-1 using Lemma 2 when the matrix dimensions grow large. However, to apply the result of Lemma 2, the matrix (�i + aiINt)-1 should be made independent of the column hi,i,j ' Using Lemma 1 we can rewrite the second term in the denominator of (8) as
where �� is the matrix �i with the {i, i, j}th column removed. Note that the matrix (�� + aiINt)-1 is now independent of the entries of the colunm hi,i,j and hence we can apply the the result of Lemma 2. Therefore, we have when the dimensions become large. However, by application of the Rank-I (Lemma 3) perturbation result, we have 1
Note that m � i (-ai) denotes the Stieltjes transform of the matrix �i evaluated at the point -ai which can be computed using Theorem 1. Hence,
1 + a;' i,j Ai,jm � i (-ai)
when the dimensions become large. We are now ready to present our distributed algorithm.
• The iterative function for evaluating the optimal uplink power allocation Ai,j is given by
• The optimal receive uplink beamformers can be evaluated as in (9) .
• The optimal transmit downlink beamformers are com puted using
W " "-rr-: w " " �,J -V U i,j t ,J 
Without loss of generality, we assume a2 = 1 . At the optimal point, all the SINR constraints must be active. Hence,
'Yt j=fi
Rewriting equation (16) we can obtain d by solving
where lK denotes a (K x 1) vector with all elements equal to 1. However, it is easy to see that formulating the set of linear equations requires the global knowledge of all the channels.
Henceforth, we seek for a deterministic approximation for the terms on the left and the right hand side of (16) based on only the channel statistics when the dimensions of the system grows large. Let us first analyze the term on the LHS of equation (17) . Note that we can write (19) Recall that the uplink beamforming vectors w are constructed in a way similar to (9) . Rewriting (9) in the single cell scenario,
where the matrix Q = I: i Aihih f · Substituting for Wi in (19), we get
Let us now analyze term on the RHS of (20). Using arguments similar to the one used for deriving (14), we have
where mQ( -ai) stands for the Stieltjes transform of the ma trix Q evaluated at the point -ai ' For notational convenience, we will introduce the notation
From (20) we have,
Now we analyze the terms on the RHS of equation (16) . Rewriting the lh term as
we can follow a similar approach as before to find a deter ministic approximation in the large system limit. Applying the Lemma 1 twice to remove the i t h and the lh column from the matrix (Q + aiI)-l, and using the Rank-1 (Lemma 3) perturbation result, we can show that 2 2
where m�( -ai) is the differential of mQ( z) with respect to Z evaluated at the point -ai which can be computed using the equations (3) and (4). Hence we formulated the deterministic approximation for the terms of equation (16) . We now have deterministic ap proximations for all the elements of the matrix G.
i=j i=/:j
The algorithm for the computation of � can be easily extended to a multi-cell scenario by taking care of the terms representing the out of cell interference.
IV. SIMULATION RESULTS
In this section, we verify the accuracy of our distributed beamforming algorithm in satisfying the UT SINR constraints. We consider a hexagonal cellular system with a cluster of 3 cells as shown in Figure 1 . Each cell has a BS which serves only the UTs in its cell. The number of transmit antennas on each BS scales with the number of UTs in the cell such that their ratio is a finite constant. In particular, we assume N t = K.
We consider a distance dependent path loss model in which the UTs are assumed to be arbitrarily scattered inside each cell. In this case, the path loss factor from UT k in cell i to BS j is given as
2
( 1 ) f3
where di,j,k is the distance between UT k in cell i to BS j, normalized to the maximum distance within a cell, and f3 is the path loss exponent which lies usually in the range from 2 to 5 dependent on the radio environment. We normalize the variance of the total received noise to a2 = 1 . We also assume that no user terminal is within a normalized distance of 0 . 1 from the closest BS. We run our simulations for the asymptotic beamforming algorithm for T different channel realizations. We first plot the achieved SINR for 1000 different channel realizations for 50 users per-cell and a target SINR of 0 dB in Figure 2 . We also plot the mean achieved SINR over the channel realizations. It should be noted that the mean achieved SINR is very close of 0 dB. However, the SINR for a given channel realization varies around the mean. This is due to the fact that our power allocation algorithm is based on the channel statistics and not on the actual channel realization. Hence, the achieved SINR fluctuates around the mean.
Once we characterize the average achieved SINR, we make an attempt to characterize the fluctuations around the mean . . Number of UTs K Fig. 3 . NMSE E of the SINR averaged over 1000 different channels realizations as a function of the number of UTs for the path loss exponent (3 = 3.6 and given target SINR.
achieved rate. Hence, we formulate an outage metric. The outage metric we use in our simulations is the normalized mean squared error (NMSE) of the received SINR, averaged over the total number of channel realizations and UTs in all cells. More specifically, let us denote the received SINR for user j in cell i at the t t h channel realization by q ,j ' The outage metric denoted by f is calculated as follows Figure 3 shows the plot of our outage metric against the number of UTs for target SINRs of OdB and 5dB for all the users. It can be seen that the outage metric f asymptotically approaches zero as the number of UTs grow large. The result can be interpreted as follows. As the system dimensions become large, the SINR constraints are satisfied for the UTs for every given channel realization making our algorithm asymptotically optimal.
V. CONCLUSION
In this work, we have derived a distributed beamforming algorithm using only locally available CSI at the BS and some statistical side information of the channel gains to other UTs, when the system dimensions become large. Compared to the existing works, our algorithm incurs the least burden in terms of the information exchange between BSs and is asymptotically optimal. The future direction of this work would be to formulate an optimum algorithm for a smaller number of UTs in each cell taking the statistical distribution of the SINR at the UTs into account.
