ABSTRACT In this paper, we develop an effective classification framework to classify a hyperspectral image (HSI), which consists of two fundamental components: weighted generalized nearest neighbor (WGNN) and label refinement. First, we propose a novel WGNN method that extends the traditional NN method by introducing the domain knowledge of the HSI classification problem. The proposed WGNN method effectively models the spatial consistency among the neighboring pixels by using a point-to-set distance and a local weight assignment. In addition, we develop a novel label refinement method to enhance label consistency in the classification process, which is able to further improve the performance of the WGNN method. Finally, we evaluate the proposed methods by comparing them with other algorithms on several HSI classification data sets. Both qualitative and quantitative results demonstrate that the proposed methods perform favorably in comparison to the other algorithms.
I. INTRODUCTION
In recent, the study of hyperspectral imagery (HSI) [1] has been a hot topic that has facilitated many application domains (e.g., agriculture [2] - [4] , military [5] , [6] and environmental protection [7] , [8] ). One of the most critical issues in HSI is image classification, where the pixels in the HSI data are categorized into one of the several land-cover classes based on their spectral and spatial characteristics. Various algorithms have been proposed to address the HSI classification problem, such as neural networks (NN) [9] , [10] , random forest [11] , and support vector machine (SVM) [12] - [15] . However, designing an effective HSI classification method remains a difficult task because of various factors such as high dimensionality of spectral features and limited number of training samples.
Different from many established classification problems (e.g., face recognition and image categorization), the HSI classification problem is of a very special prior, i.e., the spatial consistency among the pixels to be classified. Specifically, the neighboring pixels within a certain region usually consist of the same type of materials (i.e., they belong to the same class), which have similar spectral characteristics. Thus, studying the HSI classification problem should not only concentrate on exploiting the spectral features but also consider the spatial information of adjacent pixels. To simultaneously consider both spectral and spatial information for HSI classification, various types of classification algorithms have been proposed, including morphology feature extraction, kernel combination, graphic model, and joint representation model. From the perspective of feature extraction, morphological profiles have been found to be effective in fusing spectral and spatial information [16] - [20] . By using geodesic opening and closing operations with fixedshape structuring elements of different sizes, morphological profiles are extracted on different image layers and stacked together. This idea is further extended based on several attitude filters [21] , [22] . By using multiple attributes (such as area, width, moment of inertia, and deviation), one can extract a richer description of the HSI regions and result in effective spatial-spectral features. In [23] , the authors point out that the major issue concerning these methods is in choosing or selecting the filter parameters; thus, an effective standard deviation attitude profiles method is developed by automatically estimating the parameters based on the statistics of available training samples.
Motivated by multiple kernel learning, some researchers have attempted to use the kernel combination method to conduct spatial-spectral classification. In [24] , a series of composite kernels have been proposed to fuse spectral information and spatial information directly in the SVM kernels. Li et al. [25] present a generalized composite kernel framework to achieve the HSI classification, which adopts extended multiattribute morphological profiles [20] to exploit the spatial information and uses multinomial logistic regression [26] to combine different kernels flexibly. Another effective way to fuse spectral and spatial information is to combine classical classification methods with various graphic models. Fauvel et al. [27] firstly exploit the Markov random field (MRF) to conduct HSI classification, in which pixelwise SVM classification probabilities are integrated into the MRF framework for achieving accurate classification. Moser and Serpico [28] propose a novel HSI classifier that integrates SVM and MRF models in a unified framework to achieve spatial contextual classification. Srinivas et al. [29] develop a probabilistic graphical model framework to integrate the sparse representation and probabilistic graphical models for the HSI classification problem, which effectively mines the class conditional correlations among multiple sparse representations related to different neighboring pixels. In addition, Liu et al. [30] improve the performance of the kernel sparse representation method [31] by adding a semilocal spatial graph regularization term.
The most relevant studies are based on the joint representation model, the core idea of which is to exploit both spectral and spatial information by treating the test sample as a collection of its neighboring pixels (including the test pixel itself). Motivated by sparse representation [32] , Chen et al. [33] adopt a joint sparse model to incorporate the spatial contextual information, in which neighboring pixels around each pixel are simultaneously represented by the training pixels and the representation coefficient matrix can be solved by using the simultaneous orthogonal matching pursuit (SOMP) method. Furthermore, significant work has been conducted to combine different sparse models and joint representation manners, including kernel-based joint sparse model [30] , [31] , structured joint sparse model [34] , [35] , dictionary learning [36] , [37] and so on. In [38] , it has been shown that the collaborative representation (CR) classifier (without sparsity constraints) achieves competitive performance with significantly lower complexity than the traditional sparse representation ones. Motivated by this observation, Li et al. [37] present a nonlocal joint collaborative representation method to solve the HSI classification problem, in which a locally adaptive dictionary learning method is adopted to prune the sampled training samples. Li et al. [39] , [40] introduce joint collaborative representation (JCR) models, in which neighboring pixels are linearly approximated by labeled training samples, thereby achieving better performance than the original nearest regularized subspace method. Furthermore, there also exist a few extended works designed, including the weighted JCR method [41] , kernelized JCR models [42] , [43] and so on.
Motivated by the aforementioned HSI classification methods (especially the joint representation model), we present a novel classification framework based on the proposed weighted generalized nearest neighbor (WGNN) method and the designed label refinement scheme. Through this study, we make a two-fold contributions. First, we propose a weighted generalized nearest neighbor (WGNN) method, which makes a solid extension of the traditional NN method for handling the HSI classification problem. By using a point-toset distance and a local weight scheme, the proposed WGNN algorithm effectively considers the spatial consistency among the neighboring pixels in the classification process. Second, we design a novel label refinement scheme, which further enhances the label consistency and effectively improves the classification performance. In the experiment section, we adopt several HSI classification data sets to evaluate the proposed methods and compare them with many classic and recent HSI classification algorithms. Experimental results demonstrate that our algorithm performs better than the competing algorithms in these challenging data sets.
II. BACKGROUND
Some concepts are first defined to make this paper self-contained and will also be used in the following sections. 
A. JOINT SPARSE MODEL FOR HSI CLASSIFICATION
Usually, the HSI data has numerous measured wavelength bands in spectral and different materials in spatial. The traditional sparse model assumes that the spectral characteristics of pixels belonging to the same class are in the same lowdimensional subspace. Thus, the spectral characteristic of a test pixel l (y l ) can be sparsely represented by the overall training set A as follows,
where the parameter T 0 controls the sparsity level. For the HSI data, the pixels within a small neighborhood tend to share many similar characteristics as they usually consist of similar materials. Thus, these common characteristics can be depicted by a joint sparse model [33] as
where the sparse vectors x i | i∈N l share the same index (X l is a sparse matrix with merely T 0 nonzero rows).
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The fundamental assumption of the joint sparse model (2) is that the test pixel associated with its neighboring pixels share some common sparsity patterns but different coefficients [33] . The row sparse matrix X l can be obtained by optimizing the following problem,
which can be effectively solved by the simultaneous orthogonal matching pursuit (SOMP) method (more details of the SOMP method can be found in [33] ). After the representation coefficient matrix X is obtained, the class of pixel l can be determined based on the characteristics of the matrix X (i.e., based on the classspecific reconstruction errors). First, the reconstruction error associated with the m-th class can be defined as,
Then the label of pixel l can be inferred by using the following minimal residual manner,
B. POINT-TO-SET DISTANCE Usually, a sample set is represented by a hull, a subspace spanned by all the samples within the given set. The hull of the sample set
. . , x n ] denotes any possible coefficient vector that combines different samples within the set D. Based on different constraints on the combination coefficients, various hulls are defined in recent studies (such as affine hull [44] , convex hull [44] , and reduced convex hull [45] ). For many image recognition and classification tasks, measuring the distance between a point and a set (e.g., between a given sample and a sample set) is usually necessary. For example, in the face recognition problem, a query facial image can be classified to the m-th class if the distance between the query sample and the subset belonging to the m-th class is the smallest [46] . Given a sample vector y and a sample set D, the point to set distance d (y, D) between y and D is defined as
where the optimal coefficient vector x can be obtained by solving a least squares regression problem, i.e., x = arg min 
III. PROPOSED HSI CLASSIFICATION FRAMEWORK A. WEIGHTED GENERALIZED NEAREST NEIGHBOR FOR HSI CLASSIFICATION 1) NEAREST NEIGHBOR (NN)
As one of the basic algorithms in pattern recognition and machine learning, the nearest neighbor (NN) method usually acts as the baseline algorithm in many domains (e.g., face
recognition [47] , image search [48] and visual tracking [49] ). If the NN method is applied for classifying the l-th pixel, it requires determining a distance between the spectral feature vector y l and any training sample a m i (i.e., a point-to-point distance) at first. We adopt the squared euclidean distance due to its effectiveness and simplicity,
Based on the point-to-point distance (7), the NN method aims to achieve the classification process by assigning the label of pixel l as the index that corresponds to the smallest distance d y l ; a m i , i.e., 
2) GENERALIZED NEAREST NEIGHBOR (GNN)
The NN method merely considers the feature information of the test pixel itself and completely ignores the contributions of its surrounding pixels to the final classification. Motivated by the idea of the joint sparse model [33] , we present a generalized nearest neighbor method, the core idea of which is shown in Figure 1 (b). This method considers the spatial information by using a point-to-set distance d Y l ; a m i , which depicts a distance from the neighboring sample set Y l to any training sample a m i ,
where the coefficient vector with respect to each training sample is calculated by solving a non-negative least squares problem, i.e., Here, the non-negative constraint causes the solution in equation (10) to have intuitive physical meanings because it provides additive (not subtractive) combinations (e.g., [50] ). We use GNN-N to denote the GNN method with the nonnegative constraint. However, in practice, we find that this non-negative constraint does not improve the classification accuracy but increases the computational time significantly. Thus, we remove the non-negative constraint from equation (10) and obtain the optimal coefficient vector to solve an unconstrained optimization problem,
This problem can be analytically solved by least squares regression as
, where λ is a small positive constant to avoid model degradation. In the following context, we adopt GNN to stand for the generalized nearest neighbor method without constraint.
Then, the label of pixel l can be obtained as the index that corresponds to the smallest distance d Y l ; a m i .
In Figure 2 , we empirically compare the GNN-N and GNN methods in terms of accuracy and speed. 1 Figure 2 shows that the GNN-N method achieves similar performance with the GNN method if enough training samples exist, and performs worse than GNN when the number of training samples is small. This condition demonstrates that the non-negative constraint cannot guarantee an improvement in classification accuracy, but it significantly increases the computational complexity (the computational time for each pixel is reported in Figure 2 (b) ).
From the perspective of subspace, Y l ∈ R d×|N l | can be viewed as basis vectors of a subspace, which depicts both spectral and spatial features of the test pixel y l (in general, |N l | < d due to the high dimensionality of HSI). Then, the distance (9) measures how far from a given training sample a m i is to the subspace Y l . Particularly for the unconstrained form, the coefficient vector x can be viewed as the orthogonal projection of the training sample a m i onto the subspace Y l . Thus, if a training sample a m i is closer to the subspace Y l (i.e., has a smaller distance), the training sample a m i and test pixel y l have more similar spectral and spatial properties, which means that they are more likely belong to the same label.
3) WEIGHTED GENERALIZED NEAREST NEIGHBOR (WGNN)
Although the GNN method captures the spatial consistency by considering the neighboring pixels and using a pointto-set distance, different pixels in the neighborbood system are treated to equally contribute to the classification process (shown in Figure 1 (c) ). The GNN method ignores the differences of different pixels in both spectral characteristic and spatial location, which may degrade the classification performance. Thus, we introduce a weighting scheme to measure the contribution of a given pixel i (within the neighborbood system N l ) to the pixel l that we expect to classify. This idea is motivated by the classical bilateral filtering (BF) technique [52] , which is a non-linear and edge-preserving smoothing filter for multi-spectral images. In the BF process, the intensity value at each pixel in a given image is replaced by a weighted average intensity value from its surrounding pixels in different channels. Crucially, the weights depend not only on spatial distances of pixels but also on the feature differences among these pixels. VOLUME 5, 2017 In this paper, the weight function is defined as
where the first and second terms measure the contribution of pixel l to the classification of pixel l in the views of spectral characteristic and spatial location, respectively. For a given image pixel l, we use y l to denote its spectral feature and s l stand for its spatial coordinate vector (i.
Then, we propose a weighted generalized nearest neighbor (WGNN) method, the basic idea of which is illustrated in Figure 1 (d) . The WGNN method introduces a weight matrix into the GNN method as follows,
in which W l = diag w 1 , w 2 , . . . , w l , . . . , w |N l | . The coefficient vector x can be obtained by solving the optimization problem x = arg min
where
By replacing the point-to-set distance d Y l ; a m i with the weighted point-to-set distance d w Y l ; a m i in equation (15), we can obtain the final classification process by using the following equation,
Remark 1: We note that the traditional NN and proposed GNN methods can be considered as special cases of our WGNN framework. First, the GNN method can be viewed as a special case of the WGNN method by choosing the weight matrix as an identity matrix, i.e., W l = I. In this case, the pixels within a given neighborhood are treated as equal contributions to the classification process. In addition, the NN method can also be viewed as a special case of the WGNN method by setting the weight matrix W l = I and choosing the combination coefficient as
which means that the other neighboring pixels (the neighboring pixels except the l-th pixel itself) are not exploited in the classification process.
Remark 2:
We note that the proposed GNN method is different from the K-nearest neighbor (KNN) method. The KNN algorithm is one of the most well-known classification methods in pattern recognition, and many variants of this algorithm have been proposed in the last decades [53] - [56] . Figure (b) shows the basic idea of the KNN method, in which the red circle denotes the pixel to be classified and the black circle stands for other pixels. Figure (c) illustrates the motivation of the GNN method (the 3 × 3 neighborhood system is chosen as an example). In Figure (d) , the basic ideas of the KNN and our GNN methods are effectively combined. Figure 3 (b) , where a test pixel is labelled by a majority vote of its k nearest neighbors in the training set. It can be seen from Figure 3 (a) that the KNN method also merely considers the feature information of the test pixel itself and ignores the information of its surrounding pixels. The fundamental idea of the proposed GNN method is shown in Figure 3 (c), which is inspired by the nearest neighbor (NN) method, i.e., the simplest form of KNN when k = 1. This figure further illustrates that the proposed GNN method not only considers the feature of the test pixel but also models the information of surrounding pixels. Thus, the ideas of the KNN method and our GNN method can be combined to develop a HSI classification algorithm, as shown in Figure 3 (d) . That is, we replace the Euclidean distance with the point-to-set distance (equation (9)) as the basic distance metric, and then classify the test pixel by a majority vote of its k nearest neighbors (corresponding to the k smallest point-to-set distances) in the training set. The related experimental comparisons are presented in Section IV.D.
The basic idea of the KNN algorithm is illustrated in

B. LABEL REFINEMENT
The proposed WGNN method models the spatial information in the classification process, i.e., it uses the point-toset distance to deal with the spectral characteristics of the pixels within a local neighborhood simultaneously. However, in practice, some pixels are also misclassified because of unexpected noise (see Figure 4) . Motivated by the metaclassification strategy [57] , we propose a label refinement scheme to enhance the label consistency in the final classification, which improves the performance of the method in solving the HSI classification problem.
First, we define a distance between the neighborhood set Y l and the m-th training set A m (i.e., training pixels belonging to the m-th class) as
FIGURE 4. Illustration of the effectiveness of the proposed label refinement scheme. This figure demonstrates the label refinement process for two test pixels, i.e., red and green, the ground truth labels of which are 11 and 2, respectively.
Second, we introduce a soft classification score based on the class-specific distance (18) as
where S m (l) denotes the classification score of the pixel l for the m-th class and C is a normalized constant that can be
It can be seen from equation (19) that a smaller WGNN distance leads to a larger soft classification score. The soft classification score can also be called a meta-feature (i.e., the feature inferred from processed low-level feature information) in the metaclassification strategy.
After we obtain classification scores of all pixels, the classification score of pixel l is refined by making an average over the original scores (obtained by equation (19) ) within the neighborhood N l ,
Finally, the label of pixel l is determined by the index that is associated with the maximum value of all refined class-specific classification scores,
In this paper, we use WGNNLR to denote the WGNN method with the proposed label refinement scheme. Figure 4 demonstrates the label refinement process for two test pixels, i.e., the red and green ones in the image, the ground truth labels of which are 11 and 2, respectively. This figure indicates that if the soft classification score (i.e., the WGNN method) is directly used for classification, these two pixels will be misclassified because unexpected noise disturbance (the differences between the largest and second largest scores are quite small). Through the proposed label refinement scheme, all soft classification scores with a given neighborhood system are combined to refine the label of the test pixel. Therefore, the labels of the two pixels in Figure 4 are refined in the final classification based on the refined scores.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. COMPARISONS OF DIFFERENT CLASSIFICATION ALGORITHMS
In this study, we compare the proposed methods with seven competing methods, including nearest neighbor (NN), support vector machine (SVM) with a polynomial kernel [12] , SVM with the composite kernel framework (SVMCK) [24] , the fusion of SVM and MRF (SVMMRF) [27] , automatic standard deviation attribute profiles (ASDAP) [23] , VOLUME 5, 2017 simultaneous orthogonal matching pursuit (SOMP) [33] , and joint sparse representation-based nearest neighbor (JSRNN) [58] .
The Euclidean distance is used to measure the difference between two HSI pixels in the NN method, where no parameter needs to be determined. For the SVMCK method, we adopt a composite kernel to combine the spectral and spatial information via a weighted kernel summation, i.e.,
where K (., .) is the composite kernel, K w (., .) denotes a polynomial kernel to describe the spectral information, K s (., .) stands for a Gaussian kernel to depict the spatial contextual information, y i is the spectral feature for pixel i, and y i is the corresponding contextual feature (calculated by average and variance values within a local window), and µ is a weight to combine two kernels. All parameters in the SVM-based algorithms (SVM and SVMCK) are estimated by cross validation, including the polynomial kernel degree d, RBF kernel parameter σ , regularization parameter C, weight µ, and window width w. For the sparsity-based methods (SOMP and JSRNN), the sparsity levels are set to be 5 and the neighborhood size is chosen as 5 × 5 or 7 × 7 based on its improved performance.
The default parameters for the proposed methods are set as follows: 7 × 7 neighborhood size and weight parameter σ = 1. The proposed and competing methods are evaluated on the AVIRIS Indian Pines and University of Pavia data sets by using three quantitative criteria (including overall accuracy (OA), average accuracy (AA) and κ coefficient). The OA is defined as the ratio of correctly classified samples to all test samples, the AA is calculated by simply averag- ing the accuracies for each class, and the κ coefficient is computed based on the confusion matrix of different classes. In addition, the TPP (time-per-pixel) rule is adopted to measure the average computational time for classifying one pixel in HSI, which is evaluated on a PC with Intel i7-3770 CPU (3.4 GHz) with 32 GB memory. All compared methods are implemented using Matlab language.
1) AVIRIS INDIAN PINES
The first data set used in our experiments was collected by the Airborne Visible/Infrared Imaging Spectrometer sensor over the Indian Pines region in northwestern Indiana in 2012 [59] . This data set consists of 145 × 145 spatial pixels and 224 spectral bands in the wavelength range 0.4-2.5 µm. The AVIRIS Indian Pines data set contains 16 ground-truth classes, most of which are different types of plants including corn, grass, soybean, wheat, and so on (see Table 1 for detailed information). The number of spectral bands is reduced to 200 by removing noisy bands that cover the region of water absorption. Figure 5 illustrates the classification maps of different algorithms. This figure shows that the proposed methods (especially WGNNLR) achieve better classification performance and a smoother visual effect than other competing methods. Table 2 compares different classification methods quantitatively and reports the classification accuracy for each class, overall accuracy (OA), κ coefficient measure (κ), average accuracy (AA), and time per pixel (TPP). This table presents three main observations: (1) In general, the methods considering spatial information achieve better results than others. The SVMCK method combines the spectral and spatial information by using a weighted sum kernel. The SOMP algorithm simultaneously represents the test samples within a small neighborhood instead of encoding each test sample individually to model spatial information. The proposed WGNN method considers the spatial consistency information by using a weighted point-to-set distance. In addition, the label refinement scheme is adopted to further enhance the label consistency, which significantly improves the performance in the HSI classification problem. (2) The performance of the proposed WGNN method is much better than that of the traditional NN method, which demonstrates the effectiveness of the proposed generalization manner on the NN method (i.e., a point-to-set distance and a local weight assignment). (3) The WGNNLR algorithm integrates the spatial consistency prior into the WGNN method and enhances the classification performance by using the label refinement scheme. The last two columns in Table 2 show that the performance of the WGNNLR algorithm improves by approximately 4% improvement compared with the WGNN method. Figure 6 reports the OA, κ, and AA curves of all evaluated algorithms with different training percentages to demonstrate that the WGNNLR method performs better than other algorithms (especially when the training percentage is very small). 
2) UNIVERSITY OF PAVIA
The second hyperspectral image, University of Pavia, was acquired by the Reflective Optics System Imaging Spectormeter (ROSIS) sensor. The ROSIS sensor captures a total of 115 spectral bands totally, which are in the wavelength range 0.43-0.86 µm and the spatial resolution of 1.3 m per pixel [60] . In this study, the adopted University of Pavia image consists of 610 × 340 pixels, which are of 103 bands with 12 noisy bands removed. Nine ground-truth classes of interest are presented (see Table 3 for detailed information). The classification results of different algorithms are summarized in Figure 7 and Table 4 , in which 5% of samples are randomly selected for training and the remaining 95% are adopted for testing (this process is repeated 10 times and the average values are reported in Table 4 ). These results show that, compared with the other algorithms, the WGNN and WGNNLR methods yield smoother visual effect and better overall performance. In addition, the classification results of different algorithms with various training numbers are reported in Figure 8 , which also demonstrates the effectiveness of the WGNN and WGNNLR algorithms.
B. CHOICE OF WEIGHT PARAMETER σ
In this work, we adopted two data sets (i.e., AVIRIS Indian Pines, University of Pavia) to estimate the weight parameter σ . Based on the labelled ground-truth samples, each set is divided into disjoint training (5%), validation (10%), and test (85%) sets. Figure 9 demonstrates the classification results with varied σ values on the validation set, where the curves with the OA, κ, and AA measurements over all two data sets are shown (the neighborhood size is set as 7 × 7). As shown in Figure 9 , the proposed WGNN method achieves the best performance when σ = 1. On one hand, if the value of σ is too small (i.e., close to 0), the result of the WGNN method is not good because differences among pixels within one neighborhood system are not fully exploited. On the other hand, if the value of σ is too large (i.e., σ = 10), the importance of the center pixel within one neighborhood system is overemphasized, which may cause the classification performance to decrease drastically. Thus, in this study, we choose σ = 1 as our default parameter based on the classification performance on the validation set. In addition, Figure 10 shows the classification results with varied σ values on the test set. This figure indicates that the best classification performance is also achieved when σ = 1, which illustrates the effectiveness of estimating the σ value on the validation set.
C. EFFECT OF THE NEIGHBORHOOD SIZE AND VALIDATION OF THE LABEL REFINEMENT SCHEME
In this subsection, we investigate the effect of the neighborhood size and the contribution of the label refinement scheme by using the AVIRIS Indian Pines data set (5% for training and 95% for test). First, we demonstrate the effect of the neighborhood size in Figure 11 (a) , where the OA, κ, and AA plots with different neighborhood sizes are reported (the parameter σ is fixed to 1). For one thing, if the neighborhood size is too small (e.g., 1 × 1, 3 × 3), the proposed WGNN model does not capture sufficient spatial information. Thus, it cannot achieve satisfactory classification results in these cases. For another, a larger neighborhood size increases the computational complexity (illustrated in VOLUME 5, 2017 In addition, we investigate the contributions of different components and report the comparison results in Table 5 . The results lead to three basic observations: (1) compared with the NN method, the GNN method achieves better classification results due to the consideration of the spatial information; (2) the WGNN method provides additional improvement compared with the GNN algorithm because it models the contributions of different HSI pixels within the same neighborhood system; and (3) the WGNNLR method performs best for the HSI classification problem because it not only flexibly models the spatial consistency by using the WGNN method but also adopts a label refinement scheme to enhance the label consistency in the HSI classification problem.
D. COMPARISONS OF PROPOSED AND KNN METHODS
In this subsection, we compare the proposed methods with the KNN algorithms (including the traditional KNN method and the weighted KNN method in [53] ) by using the AVIRIS Indian Pines data set (5% for training and the remaining 95% for test). Figure 12 [53] achieve more robust performance; (2) compared with the EUWKNN method, the improvements of the GNN+WKNN and WGNN+WKNN algorithms are highly significant, which further demonstrates the contributions of this work; (3) The additional improvements can be achieved by combining the ideas of both GNN (or WGNN) and WKNN, which are also shown in Table 6 (the comparisons between the third and fourth columns, and between the fifth and sixth columns).
In addition, Table 6 shows that the SOMP method achieves worse performance than the GNN and WGNN related algorithms (especially by comparison with the WGNN+WKNN method as their selected training numbers (the neighborhood size k and sparsity level T 0 ) are the same). We note that the underlying reason is that the SOMP method does not effectively exploit the spectral and spatial information among neighboring pixels since it merely assumes that all neighboring pixels share the same sparse patterns. The GNN method exploits the spectral and spatial information among neighboring pixels by inferring a linear combination of them to approximate a given training sample. That is, the GNN method not only assumes that all neighboring pixels share one sparse pattern but also builds the relationships among these pixels via linear combination (we treat the NN method as a special sparse representation process, i.e., T 0 = 1). Then, the WGNN method provides an additional weight prior that makes the GNN model be more reasonable. The classification result can also be improved by choosing an appropriate neighborhood size k in the WGNN+KNN method, but this improvement is very marginal.
We also implement a |N l |NN method for comparison. In the local neighborhood N l , the |N l |NN method first conducts |N l | individual nearest neighbor calculations, and then determines the label of pixel l by majority voting. Table 6 (columns 1, 3, and 7) shows that this method achieves much worse performance than the GNN method although it achieves a significant improvement than the basic NN method.
Finally, we implement a HSI classification method based on Hausdorff distance, which measures the distance between two sets Table 6 , which shows that this method fails in solving the HSI classification problem.
V. CONCLUSION AND FURTHER WORK
In this study, a novel classification framework is developed to solve the HSI classification problem. First, a weighted generalized nearest neighbor (WGNN) algorithm is proposed to extend the traditional NN method for HSI classification. Compared with the NN method, the proposed WGNN algorithm effectively exploits the spectral characteristics within a spatial neighborhood system by using a point-to-set distance and a local weight scheme, and therefore fully considers the spatial consistency among the pixels to be classified. Thereafter, soft-classification scores for the test pixels are obtained based on the class-specific WGNN distance. Finally, a label refinement scheme is proposed to further enhance the label consistency and therefore improve the classification accuracy. Experimental results for several HSI classification benchmarks demonstrate that the proposed methods achieve better performance than competing methods. In the future, we will extend the proposed WGNN method to other classification problems. In addition, we plan to investigate the set-based classification algorithms for the HSI classification problem.
