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Abstract A simulation of the n → π∗ absorption and
the π∗ → n fluorescence of acetone in aqueous solution
is reported. The model has an explicit solvent represen-
tation with an effective ab initio treatment of the solute.
The model attempts to balance quantum chemistry, in-
termolecular interactions and statistical thermodynam-
ics. It includes a non-electrostatic perturbation on the
solute which models the solute–solvent exchange repul-
sion and the restriction put on the electronic structure
of the solute by the antisymmetry to the solvent. The
solvent shift to the absorption transition is found to be
between 0.16 and 0.21 eV; the shift to the fluorescence
transition is found to be between 0.02 and 0.05 eV. The
simulation supports the conclusion that the first peak in
the fluorescence spectrum of acetone is from a single
molecule in equilibrium with the solvent, not from an
excimer.
Keywords Acetone · Explicit solvent model · Pauli
repulsion · Excited state
1 Introduction
Much thanks to modern quantum chemical methods, a
good deal of knowledge of electronically excited states,
spectroscopy and photochemistry of molecules in gas-
phase is available today. This assortment of methods has
progressed fromworkon theuncorrelatedHartree–Fock
method to methods which include more electron corre-
lation, and are nowadays available in highly optimized
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quantum chemical software [1–4]. For molecules in the
liquid phase, however, theoretical methods have not
evolved as far.
To approach this topic, two modes of adapting quan-
tum chemistry to studies of the condensed phase are
proposed at a first level of approximation. The concep-
tually simplest one is a cluster calculation: a small set of
solventmolecules plus the solutemolecule are treated as
a supermolecule in an ordinary quantum chemical cal-
culation. The other mode is the effective solvent model:
an effective Hamiltonian operator is formulated for the
solute only, with the influence of the solvent on the sol-
ute accounted for as a perturbation operator. The latter
mode treats the solvent and the solute at different lev-
els of sophistication, ranging from compact continuum
representations of the solvent to the more elaborate
explicit solvent description. This means that although
the supermolecular approach can rely on the quantum
chemical method to describe the solute–solvent interac-
tions, the effective approach has to separately formulate
the perturbation operator to take these interactions into
account. This opens for a range of different effective sol-
vent models.
Further, a condensed phase study has to also con-
sider the non-zero temperature of the modelled system.
Irrespective of how the solute–solvent interactions are
described, it is also necessary under non-zero temper-
ature conditions to consider the distribution of energy,
or in other words, what effect the entropy has on the
solvation. This aspect of quantum chemistry adapted to
condensed phase studies requires some statistical ther-
modynamical treatment. Models with explicit solvent
representation almost exclusively use a simulation
method tonumerically solve this problem.Consequently,
all interactions or forces have to be evaluated for several
442 Theor Chem Acc (2007) 117:441–449
configurations to obtain a representative sample of the
system. To keep the computational effort within feasible
bounds, the time needed for all calculations in a single
configuration must not exceed rather strict limits.
In this study, calculations with an effective solvent
model using an explicit solvent representation are pre-
sented. The model aims at striking a balance between
the different but connected aspects of quantum chemi-
cal solvent models as delineated above. In other words,
(1) the quantum chemical description of the solute, (2)
the description of the solute–solvent interactions and (3)
the statistical thermodynamicswhich in turn requires the
inclusion of the solvent–solvent interaction into the con-
sideration. The particular process studied is the n → π∗
absorption and the π∗ → n emission transition of ace-
tone, (CH3)2CO, in aqueous solution. Themodel, called
QMSTAT, has previously been used to study the same
two transitions in formaldehyde in aqueous solution; the
reader is also referred to these works for more details of
the model than what is included in the summary model
section [5,6].
2 Theoretical background
Before the model is presented, a short theoretical back-
ground is given. In this section, some terminology is
introduced and a few fundamental features of the influ-
ence of the solvent on electronic spectra are restated to
prepare for subsequent arguments. For detailed account
of this theory, see refs. [7–9].
Arguably, the most important sources of the shift rel-
ative gas-phase of absorption and fluorescence peaks
in solution derive from the instantaneous modification
of the solute–solvent intermolecular interaction. Dur-
ing the electronic transition the charge density under-
goes a change and hence the intermolecular interaction
is modified. Transitions of this type are much faster than
nuclear relaxations. Consequently, only the electronic
degrees of freedom (DOF) of the solvent are in equi-
librium with the final state of the solute, whereas the
nuclear DOF are frozen. The final state is thus a non-
equilibrium state. Bayliss andMcRae introduce the term
Franck–Condon strain to denote this property of the fi-
nal state [8]. To refine their theory Bayliss and McRae
separate the Franck–Condon strain into two contribu-
tions: orientational strain and packing strain. The for-
mer strain refers to that the properties responsible for
the mutual solute–solvent orientation can change due
to the transition; these properties are almost exclusively
related to the electrostatic interactions. The latter strain
is connected with the sudden change of the short-range
Pauli repulsion between the solute and the adjacent sol-
vent molecules.
Beside these considerations of the instantaneous tran-
sition that concern the solute–solvent interactions, there
are also implications for the statistical thermodynam-
ics of the system. The thermal average of a transition
energy is
〈U∗ − U〉 = 1
N!
∫
(U∗(r) − U(r))n(r)dr (1)
where U(r) is the interaction potential for the initial
state,U∗(r) is the interaction potential for the final state
and n(r) is the N-particle nuclear distribution function
for the initial state. The average, as well as the distribu-
tions, for the final state is thus computedwith the particle
nuclear distribution for the initial state [10]. According
to the earlier discussion, the electronic DOF are on the
other hand allowed to relax to the final state.
3 Model
How does the present solvent model, called QMSTAT,
relate to the three connected aspects listed and ex-
plained in Sect. 1? The following discussion answers this
question. Details are omitted and the reader is referred
to previous publications [5,6].
To start with, the third issue is about the statistical
thermodynamical side of the problem. The key quan-
tity in this respect is the distribution function n(r). To
obtain this quantity, the present model uses the exact
Metropolis–Monte Carlo (MMC) simulation algorithm,
which computes n(r) with only statistical error [11,12].
It should be stressed that for the average transition en-
ergy, as defined in Eq. (1), to be exact, the initial state
potential in the integrand has to be the same potential
that defines the distribution. In practice this means that
for the simulation in each step of the MMC algorithm
the energy has to be computed using the same potential
as when computing the transition energy distribution.
In doing so, the present model emphasizes the statistical
thermodynamical aspect of the solvation problem.
This leads to the first aspect: the quantum chemical
method. Since these methods generally are computa-
tionally demanding, it is primarily with regard to this
issue that the possibility of solving the exact statisti-
cal thermodynamical problem will be determined. Fur-
ther, because the present model aims at a description
of excited states in addition to ground states, the quan-
tum chemical method needs to be able to describe these
states. To start with the latter issue, the complete active
space self-consistent field (CASSCF)method has shown
to be a good choice in this respect [13–15]. The CASSCF
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method is, however, computationally demanding and
involves several two-electron integral transformations.
Therefore amore compact formulationof thewave func-
tion is used in QMSTAT with the aid of the CAS state
interaction (CASSI)method [16,17]. The effective wave
function of the solute in state i in QMSTAT, Qi , is lin-
early expanded in a set of orthogonal eigenstates pro-
duced by CASSI. With this linear ansatz the variation
method, to approximately solve the Schrödinger equa-
tion, involves diagonalizing the effective Hamiltonian
matrix. The selection of CASSI states in the expansion
can usually be made small and made to reflect the ex-
pected perturbation the solvent will exert on the solute;
how this is specifically done for this system is described
in Sect. 4.
Finally, to formulate the effective Hamiltonian the
solute–solvent interaction has to be considered. The
contribution from the electrostatic interaction between
solute and solvent is included. Together with the fro-
zen particle nuclear distribution function, n(r), in the
final state, this implies that the orientational strain in
the non-equilibrium solvation of that state is accounted
for. QMSTAT also models the packing strain by adding
a non-electrostatic perturbation, V̂nel, to the effective
Hamiltonian. A matrix element of this operator scales
as the overlap between solute and solvent raised to the
power of two. The operator will raise the energy of con-
figurations – nuclear as well as electronic – with large
solute–solvent overlap. At very short-range V̂nel gives
insufficient repulsion, so an additional term is added
to the total energy. This term has a small effect on most
thermally accessible configurations. The exact definition
of this term has changed in comparison with previous






〈Qi |ψkl 〉〈ψkl |Qi 〉
)3
(2)
whereψkl is the l
th occupied gas-phase solvent orbital on
the kth solvent molecule,  the set of solvent molecules
with a significant repulsion with the solute and β is a
parameter. Observe that this term does not contribute
to the effective Hamiltonian, only to the total energy.
In determining the particle distribution n(r) the
solvent–solvent interaction is also of importance. In
QMSTAT, the water molecules of the solvent are
represented with four point-charges, three distributed
polarizabilities and a Buckingham-potential for the dis-
persion and the short-range repulsion. This description
has been designed to reproduce the ab initio water
dimer interaction.[18] In the partitioning of the electro-
static features into a permanent part (the point-charges)
and a dynamic part (the polarizabilities), the present
water potential overestimates the permanent part some-
what. Consequently, the fast component of the solvent
response (from the electronic DOF), which is always in
equilibrium with the solute, will be underestimated. We
expect the resultant insufficient stabilization of the final
state to be of comparable magnitude of the errors inher-
ited in assumptions such as frozen water geometry and
vertical transitions.
The dispersion interaction between solute and sol-
vent is modelled with a distributed 1/r6 expression. As
an approximation, the dispersion interaction in the ex-
cited state is set equal to that in the ground state for a
given configuration.Estimates of dispersion interactions
in electronically excited states are difficult tomake in ex-
plicit solvent models. In fact, it is easier to treat these
effects in a macroscopic context; the question how well
a macroscopic treatment applies to a microscopic prob-
lem remains, however (see discussion by Li et al. [19] on
this subject for further details and references). In a polar
solvent the electrostatic interactions are of greater
significance, thus probably making the neglect of the
contribution to shift from the dispersion interaction
acceptable; in non-polar solvents this may no longer
hold [20,21]. Repeated applications of the model will
reveal if and when this assumption is tenable.
We conclude this section with a qualitative discussion
of computational efficiency. The choice to solve the sta-
tistical mechanical problem exactly requires the present
model to solve many similar quantum chemical prob-
lems. Most other explicit solvent models chose to sam-
ple solvent configurations with a simplified potential,
and then take a statistically uncorrelated subset of these
configurations and solve the quantum chemical problem
for them. This is no longer an exact solution of Eq. (1).
By spending some time before the simulation in con-
structing a compact orthogonal state basis, the quantum
chemical method of the present model is far less com-
putationally demanding than most other ab inito and
density-functional methods; thus rendering the present
statistical mechanical approach feasible. The evaluation
of the non-electrostatic operator involves computing
several overlap integrals. There are efficient algorithms
to do this and unless very large basis sets are used, the
time required in this step is of comparable magnitude
to the solution of the polarization equations. The con-
tinuum models, on the other hand, use both simpler
statistical mechanical approach and simpler description
of the solute–solvent interactions and can thus use more
time on the quantum chemical problem.Now thismakes
them the only feasible way to add solvent effects to
many quantum chemical problems. Exactly to how large
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systems the presentmethod can be applied to in practice
has so far not been gauged.
4 Simulation protocol
The input CASSCF states to the construction of the
CASSI basis for the QM-region, in which only acetone
is situated, are prepared as follows: the active orbitals
are the occupied π , oxygen n and anti-bonding π∗. The
state-average CASSCF algorithm is used which opti-
mizes with respect to the arithmetic average energy of
the singlet ground state S0 and the first singlet excited
state S1(n,π∗). This small active space gives a sufficient
account of the static correlation, whereas the dynamic
correlation is poorly represented. It is well-known that
to obtain good electronic transition energies a CAS sec-
ond-order perturbation (CASPT2) calculation is needed
[22,23,3]. To compute the solvent shift to the transi-
tion energy, however, the largest part of the error in
the insufficient account of the dynamic correlation is
canceled since it is present in both gas-phase and solute-
phase. An atomic natural orbital (ANO) basis set is used
with a 10s6p3d/7s6p3d contraction for carbon and oxy-
gen, and a 7s3p/4s3p contraction for hydrogen [24]. First,
a total of seven CASSCF calculations are performed:
six with an electric field of magnitude 0.003 a.u. directed
along each of the three axes in both positive and nega-
tive direction, and one calculation with no perturbation
applied. These states are used as input to CASSI which
produces a total of 14 states (two states for each state-
average CASSCF calculation). This set will be called the
electric field set (EFS) in subsequent sections. Another
larger CASSI basis is also constructed: a total of 19
CASSCF calculations are performed including the same
7 calculations as above, but also 12 calculations with the
6 different Cartesian electric field gradients applied of
magnitude 0.0003 a.u., both positive and negative; the
origin of the electric field gradient is chosen as the centre
of mass. In total 38 states are produced. In subsequent
sections they are called the electric field and gradient set
(EFGS). The structure of acetone is optimized with ana-
lytical state-average CASSCF gradients with the same
basis set and active space as above for both ground and
excited state [25]. The bent structure of the excited state
of acetone is thus obtained [26–28].
The parameters for the dispersion interaction be-
tween solute and solvent are fitted to an intermolec-
ular second-order perturbation calculation to a single
determinant wave function. The two parameters in the
repulsive energy terms are fitted to reproduce a counter-
poise corrected supermolecular CASPT2 pair-potential
between water and acetone [29]. Parameter values are
Table 1 Parameters to the QMSTAT potential
n → π∗ π∗ → n
Repulsion d −0.35 −0.37
β 5.0 7.0
 Cut-off 10.0 a.u. 10.0 a.u.






Field damp. α 0.5 0.5
All relevant equations are defined in [5]; the parameters to the
water–water potential are listed in [18]
included inTable 1. In theparameterizationof thehigher
order repulsive term, errors from the limitations in the
simplified expression for the interaction are to some
extent canceled in order to reproduce the supermolec-
ular potential. The difference in the value of β between
ground and excited state is therefore only a sign that the
errors in the description of the interactions are different
for the two states.
Every hundredth of a total of 2.4 × 106 Monte Carlo
steps is sampled to construct n(r) for each CASSI-basis
and transition. The simulation is performed under con-
stant temperature (298K) and pressure (1 atm.) with 100
explicit solventmoleculeswhich togetherwith the solute
is contained in a spherical dielectric cavity of variable
radius. For practical details of the simulation procedure
in a cavity, see refs. [5,30].
For all quantum chemical calculations, theMOLCAS
quantum chemical program package is used [31].
5 Results and discussions
5.1 Absorption: n → π∗
The solvent shift distributions for acetone in water with
the two different CASSI basis sets are shown in Fig. 1.
The average shifts for EFS and EFGS are 0.16 and
0.21 eV, respectively, where a positive number means
that the transition has been shifted to shorter wave-
lengths (blue shifted).
The difference between the curves in Fig. 1 does not
come from a difference in response properties of ace-
tone in the two basis sets. An analysis of the solute re-
sponse distribution reveals that the two CASSI bases
have (1) similar dipolar response, and only (2) different
quadrupolar response, with the EFGS basis set having
a wider distribution. Both results are expected from the
construction of the basis sets.
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Fig. 1 Solvent shift distribution for the vertical n → π∗ absorp-
tion of acetone in aqueous solution for both EFS and EFGS basis;
averages are 0.16 and 0.21 eV, respectively
The contribution from the solute–solvent repulsion
to the shift is shown in Fig. 2. The correlation is between
the shifts in Fig. 1 and the shifts obtained with all repul-
sive parameters set to zero. For the smaller EFS basis,
there is almost without any exception a greater blue
shift with than without a solute–solvent repulsion. For
the EFGS basis there are more configurations that are
shifted to longer wavelengths by the packing strain, but
the majority is oppositely shifted. The simple picture of
the packing strain as an increased repulsive interaction
between the solute and solvent in the vertically excited
state can account for the points above the 1:1-line. There
is of course also a possibility that the sudden change of
molecular size can happen to transform the solute to
better fit the solvent cavity. This situation contributes to
a red-shift but is expected to be rare. However, the pack-
ing strain is more complex than this, because the repul-
sion and the solute polarization can couple. To see this,
assume there is no restraint put on the electronic struc-
ture through the non-electrostatic operator. Under such
conditions, the solute will polarize to a charge density
with an optimal interaction with the electrostatic fea-
tures of the given solvent configuration. But that polar-
ized density could involve a significant overlap with the
solvent, which would bring about a penalty from the
non-electrostatic operator if it hadbeen active in the var-
iational procedure. Therefore the solute will also polar-
ize differently due to the coupling, and hence have a
different electrostatic interaction, with the non-electro-
static operator present than without.
The difference between the EFS and the EFGS curve
in Fig. 1 is to some extent explained by the difference
between Fig. 2a and 2b. But Table 2 also indicates
another possible source: both the permanent dipole and
Fig. 2 Correlation between shifts for absorption with and with-
out solute–solvent repulsion for the a EFS and b the EFGS basis.
Points above the 1:1-line have greater shift with than without Vnel
active
quadrupole moment are different for the two basis sets.
Two reasons are suggested to explain this phenomena.
(1) With more states added to the basis set, not only will
the way the solute responds to the solvent perturbation
be altered, but also the intramolecular correlation: more
states lead to more such correlation (see total energy in
Table 2) and with that a slight modification of the charge
density follows. (2) Since the CASSCF states that are
input to CASSI overlap significantly, near linear depen-
dencies can give rise to numerical instabilities in the
ensuing algorithm. With more input states this poten-
tial problem is larger and more uncertainty is expected
in the final density. Especially the greater reduction in
quadrupole moment during the transition for the EFGS
basis compared to the EFS basis suggests that part of
446 Theor Chem Acc (2007) 117:441–449
Table 2 Solute properties of the ground S0 and the vertically excited state S∗1(n,π
∗), as well as the vertically de-excited state S∗0 and the
excited state S1(n,π∗) in gas-phase (atomic units)
S0 S∗1(n,π
∗) S∗0 S1(n,π∗)
(μx,μy,μz) EFS (0;0;−1.038) (0;0;−0.506) (0;0.277;−0.989) (0;0.241;−0.665)
EFGS (0;0;−1.051) (0;0;−0.530) (0;0.279;−0.989) (0;0.241;−0.668)
|μ| EFS 1.038 0.506 1.026 0.693
EFGS 1.051 0.530 1.027 0.696
(αxx,αyy,αyz,αzz) EFS (40.0;31.2;0.0;41.8) (40.8;32.0;0.0;39.0) (40.8;33.0;1.0;41.6) (40.8;34.4;0.6;37.4)
EFGS (40.0;31.0;0.0;41.6) (41.0;32.0;0.0;39.2) (40.6;33.0;1.0;41.6) (40.8;34.4;0.4;37.4)
Qzz EFS 2.98 2.22 3.67 2.73
EFGS 3.08 1.85 3.86 2.57
η EFS 0.10 0.92 0.02 0.97
EFGS 0.12 0.91 0.13 0.89
Total energy EFS −192.0564 −191.8896 −192.0058 −191.9296
EFGS −192.0571 −191.8914 −192.0063 −191.9309
-0,2 -0,1 0 0,1 0,2 0,3 0,4
Solvent shift (eV)




Fig. 3 Solvent shift distribution for the vertical π∗ → n fluores-
cence of acetone in aqueous solution for both EFS and EFGS
basis; averages are 0.05 and 0.02 eV, respectively
the larger blue shift originates from this dissimilarity in
permanent moments.
5.2 Emission: π∗ → n
The solvent shift distributions for the two CASSI basis
sets are shown in Fig. 3. There is on average a small
blue-shift: 0.05 eV for the EFS basis and 0.02 eV for the
EFGS basis. Because the final state is below the initial
with respect to energy in an emission, a blue shift means
that the vertically de-excited non-equilibrium ground
state S∗0 is more stabilized. Table 2 shows that the dipole
moment in S∗0 is larger than in S1(n,π∗). More favour-
able electrostatic interaction is, consequently, possible
in the de-excited state, although the fact that the shift is
so small shows that the particle distribution n(r) is not
in a such way that the optimal electrostatic interaction
in the solvated S∗0 is fully realized. This shows that from
only solute properties the shift is non-trivial to estimate
due to the non-equilibrium feature of the solvated final
state.
The shifts to the fluorescence peak are not that differ-
ent between the two basis sets. But the induced dipoles
and quadrupoles have the same features as in the
calculation on the absorption, i.e. the induced dipole
distribution are almost the same, while the quadrupole
distributions differ significantly.
The packing strain has a different effect on the shift
for the emission than for the absorption. The points
in Fig. 4 are clustered more evenly around the 1:1-line
compared to Fig. 2, hence the packing strain contrib-
utes negligibly to the average shift. This agrees with the
common notion that the size of a molecule in its excited
state is larger than in the ground state. The solvent cav-
ity has adapted to the size and shape of the excited
state, and then when there is a de-excitation the smaller
S∗0 occupies the same cavity and hence experiences less
repulsion. However, the change in shape of a molecule
can, if the alteration of average size is not large enough,
lead to increased repulsion. From the electric moments
in Table 2 it is concluded that acetone undergoes at least
some change in shape during the transition. Finally, the
same mechanism that couples the non-electrostatic and
electrostatic interactions in the absorption applies here
as well, and it can act to further increase or decrease the
shift.
As Table 2 shows the addition of more states to the
basis causes a change in the permanent electricmoments
also for the two states relevant for the emission. There-
fore, it is not obvious that the shifts computed with the
EFS and the EFGS basis should be more similar for the
emission than for the absorption. Since the total shift
is smaller in the former transition than in the latter,
it is likely, though, that also the difference in the shift
between the two basis sets becomes smaller. In addition
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Fig. 4 Correlation between shifts for the emission with and with-
out solute–solvent repulsion for the a EFS and b the EFGS basis.
Points above the 1:1-line are blue shifted by the non-electrostatic
operator
to this, there is of course the possibility of fortuitous can-
cellations: cancellations will occur if the modifications
of the charge distribution for both states when adding
more states to the basis are such that the alteration in
electrostatic interaction during the transition happens
to be very similar for both basis sets.
5.3 Comparisons
The experimental value for the shift to the n → π∗ tran-
sition is in the range 0.19 to 0.21 eV [32,33]. The values
refer to the energy with maximal extinction coefficient.
The theoretical values refer to the average of the solvent
shift distribution to the vertical transition with equal
weight to all points. If the probability for the transition
is constant over all frequencies and the vertical tran-
sition is the most probable transition, this difference
between experiment and simulation is insignificant. It
is an idealization to assume this, and any comparison
between simulation and experimentwill, to some extent,
be ambiguous (see the work by Bernasconi et.al [34] for
a study of the effect the solvent has on the intensity of
the absorption). But these effects are not of such mag-
nitude that a comparison is futile, and the simulated
average solvent shift to the absorption transition of 0.16
and 0.21 eV for the EFS and EFGS basis, respectively,
are in agreement with the experiment.
There are several previous theoretical studies of ace-
tone in aqueous solution in the literature using numer-
ous different approaches with regard to the three issues
in Sect. 1 [19,34–45]. The shifts of the previous studies
are in the range 0.14 to 0.38 eV; see Table 7 of Aidas
et.al. for a summary of all theoretical results up to 2005
[43]. The result of the present study belongs to the lower
end of this interval.
The experimental determination and interpretation
of the fluorescence spectrum of acetone in solution has
not evolved without complications, and a short review
of the early literature is justified. Borkman and Kearns
studied the lifetime and quantum yield of acetone in
various solvents, not water, however [46]. They made a
number of relevant observations: (1) the fluorescence
spectrum was found to be essentially independent of
solvent, ranging from the non-polar hexane to the po-
lar and protic methanol, with a peak at 3.0 eV; (2) the
quantum yield was low and a lot of intersystem cross-
ing occurred; (3) the singlet excited state life-time was
estimated to be 2.5 × 10−8 s. From the absence of a sol-
vent effect O’Sullivan and Testa interpreted the peak
at 3.0 eV as coming from an excimer, not an acetone
monomer [47]. From experiments they concluded that
the true monomer peak was solvent dependent and
located at higher energies. But this conclusion was in
turn contested by Renkes and Wettack, who from their
own experiment found that impurities probably caused
the additional peak of O’Sullivan and Testa [48]. Using
carefully distilled solvents, including water, Renkes and
Wettack reproduced the solvent independence of Bork-
man and Kearns with the fluorescence maximum at a
slightly higher energy of 3.1 eV. The location of the peak
showed no dependence on the acetone concentration in
an interval of 2.5× 10−4 to 2.2× 10−2 M. The gas-phase
fluorescence spectrum determined by Wettack was also
found to have its peak at 3.1 eV [49]. In a later arti-
cle O’Sullivan and Testa conform to the interpretation
that the medium unaffected peak at 3.0 or 3.1 eV indeed
belongs to the monomer [50]. To conclude, the solvent
shift to the π∗ → n fluorescence transition in (aqueous)
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solution is very small. The simulated shifts in the present
study of 0.05 and 0.02 eV thus agrees with experiment.
Fluorescence spectroscopy is harder to simulate and
to our knowledge only two previous studies have done
this for this system [40,42]. The reported valuebyRöhrig
et.al. is 0.01 eV; they use a density functional QM/MM
methodwith thewave function evolving according to the
Car-Parinello scheme [42]. Coutinho and Canuto report
a value of 0.23 eV; they use supermolecular cluster calcu-
lations with the semi-empirical INDO/CIS method [40].
The good agreement between experiment and simu-
lation in this study, together with the similarity between
acetone and formaldehyde, enables us to evaluate the
previous QMSTAT study of the fluorescence of form-
aldehyde [6]. In that study a very small shift was also
found. Since formaldehyde reacts with water, no
experiment is available to compare with; hence a com-
parison with acetone was made. However, we falsely
interpreted experimental data as a large blue-shift of
0.2 eV or higher (an error also found in a table in the
work by Röhrig et.al. [42]). With the present correct
interpretation of experiment, the value of the shift for
formaldehyde seems to be compatible with what the
experiment is expected to give.
The results of the present simulations support the
conclusion that the assumptions of thepresentmodel are
fulfilled in the fluorescence experiment, namely (1) that
the solute is in equilibrium with its surrounding and
(2) can be approximated as being in infinite dilution.
The short lifetime of the singlet excited state as reported
by Borkman and Kearns makes the first condition not
trivially fulfilled; and the second condition rules out that
it is an excimer that fluoresces at 3.1 eV.
6 Conclusions
The QMSTAT model has been developed to be a
balanced synthesis of quantum chemistry, intermolec-
ular interactions and statistical thermodynamics. For a
solvent model to be reliable this balance is necessary,
we argue. In the present study the solvent shift to the
n → π∗ absorption transition and the π∗ → n fluores-
cence transition of acetone in aqueous solution is sim-
ulated. Experiments are available for both transitions.
The simulated results are judged to be consistent with
the available experimental data.
The results support the conclusion that the singlet
excited state is in equilibriumbefore it is transfered back
to the ground state potential energy surface. Among ex-
perimentalists there has been some discussion whether
the first fluorescence peak of solvated acetone originates
from an excimer instead of a single acetone molecule in
high dilution. Our results support the consensus inter-
pretation that the relevant peak in fact comes from a
single acetone molecule and not an excimer.
A model feature, which will require elaborations in
future studies, is the construction of the CASSI basis. In
the studies so far electric fields and electric field gradi-
ents have been used to obtain perturbed states to the
basis. For small molecules with only one significantly
polar group like formaldehyde and acetone, this con-
struction has been adequate. For larger molecules with
more extended chromophores (conjugated systems for
example) this construction will hardly be adequate and
local perturbation will be needed. The hazard of near
linear dependencies will then become greater and some
reformulation of the scheme is required.
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