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ABSTRACT
Our objective was to develop partial least squares 
(PLS) models to predict fatty acid chain length and to-
tal unsaturation of milk fat directly from a mid-infrared 
(MIR) spectra of milk at 40°C and then determine the 
feasibility of using those measures as correction factors 
to improve the accuracy of milk fat determination. A 
set of 268 milks (modified milks, farm bulk tank milks, 
and individual cow) were analyzed for fat, true protein, 
and anhydrous lactose with chemical reference methods, 
and in addition a MIR absorption spectra was collected 
for each milk. Fat was extracted from another portion 
of each milk, the fat was saponified to produce free 
fatty acids, and the free fatty acids were converted to 
methyl esters and quantified using gas-liquid chroma-
tography. The PLS models for predicting the average 
chain length (carbons per fatty acid) and unsaturation 
(double bonds per fatty acid) of fatty acids in the fat 
portion of a milk sample from a MIR milk spectra were 
developed and validated. The validation performance 
of the prediction model for chain length and unsatura-
tion had a relative standard deviation of 0.43 and 3.3%, 
respectively. These measures are unique in that they 
are fat concentration independent characteristics of fat 
structure that were predicted directly with transmis-
sion MIR analysis of milk. Next, the real-time data 
output from the MIR spectrophotometer for fatty acid 
chain length and unsaturation of milk were used to cor-
rect the fat A (C=O stretch) and fat B (C–H stretch) 
measures to improve accuracy of fat prediction. The 
accuracy validation was done over a period of 5 mo 
with 12 sets of 10 individual farm milks that were not 
a part of the PLS modeling population. The correction 
of a traditional fat B virtual filter result (C–H stretch) 
for sample-to-sample variation in unsaturation reduced 
the Euclidean distance for predicted fat from 0.034 to 
0.025. The correction of a traditional fat A virtual filter 
result (C=O stretch) modified with additional informa-
tion on sample-to-sample variation of chain length and 
unsaturation gave the largest improvement (reduced 
Euclidean distance from 0.072 to 0.016) and the best 
validation accuracy (i.e., lowest Euclidean distance) of 
all the fat prediction methods.
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INTRODUCTION
Mid-infrared (MIR) transmission spectrophotom-
etry is used for both milk payment testing and dairy 
herd improvement record keeping worldwide. The accu-
racy of measurement of fat and protein content of milk 
is extremely important because it has a direct effect 
on the payment to individual dairy farmers (Lynch et 
al., 2004; Barbano and Lynch, 2006). Development of 
harmonized protocols for interlaboratory studies aided 
in the improvement of method performance and pro-
vided a harmonized set method performance statistics 
(AOAC, 1989; AOAC International, 1995) that provide 
metrics of expected method performance. The practical 
interpretation of statistical metrics of method perfor-
mance parameters was described by Lynch (1998). As 
farms in the United States have increased in size, the 
effect of small errors in testing have a large financial 
effect when applied to large milk volumes. Therefore, 
continued improvement of the accuracy of milk fat and 
protein testing become more important as farms get 
larger and when the value of milk fat and protein are 
high. Historically, the measurement of fat by MIR has 
used the carbonyl stretch (C=O), which has been called 
fat A, and the symmetrical carbon hydrogen stretch 
(C–H), which has been called fat B in the MIR region 
(Biggs et al., 1987; Barbano and Clark, 1989).
Kaylegian et al. (2009a) demonstrated that sample-
to-sample differences between MIR predictions of fat 
content of a milk and the ether extraction reference 
analysis of the same sample are explained by sample-
to-sample variation in the differences in mean fatty 
acid chain length (CL) and mean unsaturation (UN) 
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of the milk fat. The CL and UN of milk fat can vary 
systematically among farms due to differences in feed-
ing and management, and these differences can produce 
systematic over- or underestimation of milk fat content 
for a farm. The magnitude of the error in fat estimate 
for an individual farm milk increases as a function of 
the difference between the average CL and UN of the 
individual farm milk and the mean of the set of milks 
used to calibrate (i.e., adjust slope and intercept) the 
specific infrared milk analyzer being used. Kaylegian 
et al. (2009a) reported a range of mean fatty acid CL 
across 45 farms from 13.83 to 15.06 carbons and a 
range of mean fatty acid UN from 0.25 to 0.42 double 
bonds per fatty acid. This range in CL and UN can 
cause systematic errors of ±0.1% fat relative to the 
ether extraction reference value on a milk sample from 
an individual farm.
A description of basic calibration equations (Barbano 
and Clark, 1989; Lynch et al., 2006) and reference and 
sample wavelengths used for measurement was provided 
by Kaylegian et al. (2009b). The traditional fat A and 
fat B measurements can be made either with optical 
filters or with virtual filters produced from a Fourier 
transform MIR spectra. With time, optical-filter-based 
MIR milk analyzers are being replaced with MIR 
spectrophotometers. The MIR spectrophotometers can 
be used with optimized virtual filter versions of the 
traditional fat A and fat B wavelengths (Kaylegian et 
al., 2009b), or spectral prediction models for fat and 
protein can be produced by partial least squares (PLS) 
statistical modeling (Luinge et al., 1993). When the tra-
ditional MIR filter models are set up and managed cor-
rectly, they provide excellent and reliable performance 
for measurement of the major components of milk and 
are easier for the instrument operator to understand 
than PLS models. The PLS models are generally de-
veloped by each equipment manufacturer and provide 
more of a “black box” approach to MIR milk testing. 
The PLS prediction models can differ in performance 
from one equipment manufacturer to another; they can 
differ in their sensitivity to variation in homogenizer 
performance, preservative type and concentration, and 
sample temperature variation. Over the years the ac-
curacy of MIR milk testing has been improved due to 
improved reference chemistry performance (Lynch et 
al., 1994, 1997), participation in routine proficiency 
testing for laboratories running reference chemistry, 
and more care being taken in producing sets of refer-
ence samples that have a better range of component 
concentrations with fewer high leverage samples (Kay-
legian et al., 2006). Even with these improvements, 
there are still factors that vary in milk that cause fat 
reference chemistry values and instrument values not to 
agree. Kaylegian et al. (2009b) demonstrated the sen-
sitivity of MIR fat measures to variation in fatty acid 
composition from sample to sample. Sample-to-sample 
variation in fatty acid CL and UN were identified as 2 
factors that limit the accuracy of fat testing (Kaylegian 
et al., 2009a). Variation in fatty acid CL and UN in 
bulk tank milk is caused by variation in mean DIM for 
the herd due to variation in milk fatty acid composition 
caused by stage of lactation (Lynch et al., 1992), and 
the feeding of rumen bypass fat used in lactating dairy 
cattle feeding to increase the energy density of the diet 
for high-producing dairy cows.
Soyeurt et al. (2006) reported the development of 
PLS prediction models using MIR spectra to measure 
the concentration of a range of individual milk fatty 
acids and groups of fatty acids (e.g., saturated, mono-
unsaturated, polyunsaturated) present in milk fat, 
expressed as grams of fatty acid per 100 mL of milk. 
De Marchi et al. (2014) reviewed and compared the 
performance of fatty acid prediction models reported in 
the literature. Ferrand-Calmels et al. (2014) expanded 
the use of MIR for milk fatty acid measurement to ewe 
and goat milks. We have not found any reports in the 
literature where MIR has been used to directly measure 
metrics of global fatty acid structure in milk. Our ob-
jective was to develop PLS models from MIR spectra 
to predict fatty acid CL (i.e., mean carbon number per 
fatty acid) and total UN (i.e., mean double bonds per 
fatty acid) of milk fat directly from a MIR spectra of 
milk at 40°C and then determine the feasibility of us-
ing those measures as real-time correction factors to 
improve the accuracy of classical MIR fat A and fat B 
measures of fat content using optimized virtual filters.
MATERIALS AND METHODS
Experimental Design and Statistical Analysis
Two hundred sixty-eight milks were selected from 
a total population of 201 individual farm milks, 29 
individual cow milks, and 18 sets (14 milks per set) 
of modified milk calibration samples (Kaylegian et al., 
2006). Modified milk calibration samples were pro-
duced as described by Kaylegian et al. (2006) using 
the general procedure described by the International 
Dairy Federation (IDF, 2000) with a modification to 
increase the range of lactose concentrations in the 
calibration sample set. Within the 268 samples, there 
were 3 sub-populations: modified milks (18 sets of 14 
samples per set), individual farm bulk milks (n = 190), 
and individual cow milks (n = 29). The bulk tank milks 
used in the modeling were from different regions of the 
United States from farms feeding a wide range of diets 
and using various commercial rumen bypass fat supple-
ments. The individual cow milks represented different 
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stages of lactation. All milks used in the calibration 
had reference chemistry values for fat, true protein, and 
anhydrous lactose. Fat was extracted from each milk, 
the milk fat was saponified, and the free fatty acids 
(FFA) produced by the saponification were converted 
to FAME and quantified using GLC. Mean fatty acid 
CL and UN were calculated based on GLC data (Kay-
legian, et al., 2009a). A MIR spectrum was collected 
for each milk. The spectra from all milks were analyzed 
using PLS regression analysis with Grams A/I PLSIQ 
Version 7.00 software (Thermo Fisher Scientific Inc., 
Waltham, MA) to develop PLS prediction models for 
fatty acid CL and total UN of milk fat. The accuracy 
of the fatty CL and UN PLS prediction models was 
determined using a set of 47 bulk tank milks that were 
not part of the population of milks used to develop the 
models.
The data output from the MIR spectrophotometer 
using real-time measures of CL and UN was used to 
correct the fat A and fat B measures (of fat content) for 
sample-to-sample variation in fatty acid composition to 
determine if these corrections would improve accuracy 
of fat prediction in comparison with chemical reference 
values from each milk. This was done over a period of 
5 mo with 12 sets of 10 individual farm milks that were 
not a part of the PLS modeling sample population or 
the PLS model validation milks.
Selection and Characteristics of Milk Sample 
Population Used for PLS Modeling
Each subpopulation of milks brought a different 
strength to the overall population of samples used to 
develop the PLS models. The 18 sets of modified milk 
calibration samples, 14 milks per set, formed a base of 
samples with a large and orthogonal variation in fat, 
true protein, and anhydrous lactose concentration with-
in each set but with constant fatty acid composition 
within the set. There was set-to-set variation in fatty 
acid composition within this sub-population of milks, 
whereas within each set of 14 samples the fatty acid 
composition was the same but the level of fat varied 
systematically from sample to sample over the range 
from about 0.2 to 5.8% fat (Kaylegian et al., 2006). 
We did not want the number of modified milk samples 
to have too much influence on the PLS model develop-
ment because the variation in the modified milk fatty 
acid composition from set to set was small relative to 
the sample-to-sample variation in the individual farm 
and cow milks. For this reason only 3 sample spectra 
per modified milk set were retained in the calibration 
set (i.e., in total 49 spectra out of 252 sample spectra 
available from the 18 sets). Selection was through inclu-
sion of each 5th sample spectrum from each modified 
milk, arbitrarily starting at the third sample of set 1, 
thereby retaining orthogonality and variation among 
distributions in fat, true protein, and anhydrous lac-
tose for the selected sample spectra. The farm bulk 
tank milks were from different regions (Texas, Kansas, 
Ohio, and New Hampshire) of the United States and 
individual cow milks were from the Cornell University 
(Ithaca, NY) dairy herd.
Milk Component Analysis
Reference chemistry values for all milks were de-
termined in duplicate using the following validated 
methods (AOAC International, 2000): fat by modified 
Mojonnier ether extraction (method 989.05), true pro-
tein by Kjeldahl analysis (method 991.22), and anhy-
drous lactose by enzymatic analysis (method 2006.06). 
For the modified milk calibration samples, the chemi-
cal reference values for fat, protein, and lactose were 
all-laboratory mean reference values (Kaylegian et al., 
2006). The all-laboratory mean values were based on 
the average results of 10 to 12 laboratories with statisti-
cal outliers removed using the Cochran, and single and 
double Grubbs outlier procedures used in collaborative 
studies of method performance (AOAC, 1989; AOAC 
International, 1995), as described by Wojciechowski et 
al. (2016).
Fatty Acid Analysis
Fat Extraction. Milk samples in 60-mL plastic vi-
als (Capitol Plastic Products, Amsterdam, NY) were 
heated to 40°C to ensure uniform dispersion of the fat 
within the sample. After inverting the vial 10 times to 
mix, a 10-g test portion of milk was weighed to nearest 
0.1 mg into a Mojonnier flask (Forcoven Products Inc., 
Humble, TX). The complete description of the Mojon-
nier ether extraction method was reported by Barbano 
et al. (1988). To each flask, 3 drops of phenolphthalein 
indicator (0.5% wt/vol in ethanol) and 1.5 mL of am-
monium hydroxide (concentrated, ACS grade, specific 
gravity 0.9) were added and shaken for 15 s. Three 
extractions (first extraction: 10, 25, and 25 mL; second 
extraction: 5, 15, and 15 mL; and third extraction 0, 
15, and 15 mL of ethanol, diethyl ether, and petroleum 
ether, respectively) were carried out on each sample. 
The ether and fat mixture from each extraction (top 
clear portion of liquid) was carefully decanted into a 
weighed clean, dry aluminum pan and the solvent was 
evaporated at 60°C. The pan plus fat was weighed to 
determine the weight of fat extracted. The fat was 
transferred from the pan into a hexane rinsed screw-cap 
glass bottle (Qorpak, 30 mL borosilicate glass, VWR 
Scientific, West Chester, PA) with two 10-mL rinses of 
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2:1 (vol/vol) chloroform:methanol and stored protected 
from light at −20°C. All glassware used for methylation 
and GLC was rinsed with hexane before use.
Fatty Acid Methylation. The target amount of 
fat needed for methylation of each milk was 0.0333 g. 
The weight of fat extracted was used to calculate the 
amount of fat per milliliter in the chloroform:methanol 
mixture and that amount of the mixture was added to 
the methylation flask (25-mL pear-shaped 14/20 stan-
dard taper flask). A stream of dry nitrogen was used to 
evaporate the chloroform:methanol to leave only the fat 
portion that was saponified and methylated (Barbano 
and Sherbon, 1980; Lynch et al., 1992). The flask was 
attached to a 200-mm 14/20 standard taper refluxing 
condenser and lowered into a 100°C sand bath. Two 
milliliters of 0.5 N methanolic potassium hydroxide was 
immediately added through the top of the condenser, 
and contents were allowed to boil and reflux for 6 
min before 2 mL of 12% methanolic boron trifluoride 
was added in the same manner. After 2 min of boil-
ing, 4.8 mL of hexane was added through the top of 
the condenser and allowed to boil for 1 min. The flask 
was raised out of the sand bath until boiling ceased, 
was detached from the condenser, and 6 mL of room 
temperature saturated NaCl solution was added. The 
pear-shaped flask was stoppered with a 14/20 standard 
taper ground glass stopper; the contents were mixed 
using a vortex mixer for 10 s and allowed to stand at 
room temperature until the aqueous and hexane lay-
ers separated (about 10 min). Saturated NaCl solution 
was added to the flask to bring the hexane layer into 
the neck, and this layer was transferred to a screw-top 
borosilicate glass test tube (16 mm × 125 mm) using 
a borosilicate glass Pasteur pipette. Four milliliters of 
saturated NaCl solution was added to the test tube, 
then capped and mixed with a vortex mixer for 10 s 
and allowed to sit for 10 min. A portion of the hexane 
layer was transferred to a 1-mL borosilicate glass se-
rum vial (#223682, Wheaton, Millville, NJ) containing 
0.065 g of anhydrous sodium sulfate to absorb residual 
moisture. An 11-mm aluminum crimp-top seal with 
a Teflon-faced rubber septa (National Scientific Co., 
Lawrenceville, GA) was placed over the vial. Vials were 
stored at −15°C protected from light until GLC analy-
sis.
Quantitative Fatty Acid Recovery Standard. A 
quantitative FFA standard was prepared and a com-
bined recovery-detector response factor for each fatty 
acid was determined. The quantitative standard was 
prepared by weighing (to 5 decimal places) individual 
FFA (even carbon numbers 4:0 to 14:0; 14:1 cis; 15:0; 
16:0; 16:1 cis; 17:0; 18:0; 18:1 trans-9; 18:1 trans-11; 18:1 
cis-9; 19:0; 18:2 cis-9, cis-12; 20:0; 18:3 cis-9, cis-12, 
cis-15; 18:2 cis-9 trans-11; 18:2 trans-10 cis-12. Alltech 
Associates Inc., Deerfield, IL) into a 50-mL volumetric 
flask to produce a quantitative recovery standard with 
a fatty acid composition similar to milk fat. The FFA 
were weighed out in order starting with the longest 
chain fatty acid and ending with the shortest chain 
fatty acid. Then a 50-mL volumetric flask was tared 
and approximately 50 mL of diethyl ether was added. 
The total weight of FFA in approximately 50 mL of 
diethyl ether was 0.499 g. The relative percentage by 
weight of each FFA in the mixture was calculated. A 
1.1-mL portion of this FFA standard in diethyl ether 
was methylated (as described above) and analyzed us-
ing the same conditions as for a milk fat sample except 
there was no evaporation step (to avoid loss of volatile 
short-chain fatty acids) to remove the diethyl ether 
before methylation. In addition, the hexane used to 
extract the FAME from the reaction mixture at the 
end of methylation was reduced from 4.8 to 2.4 mL for 
the FFA standard. Three separate methylations of the 
FFA standard were done and 3 GLC injections were 
made for each methylation. The mean area percent for 
each fatty acid from the 9 injections of the methylated 
FFA standard was used to calculate the recovery factor 
for each fatty acid. These recovery factors were used to 
convert from relative area percent to weight percent for 
milk fat samples. Integration was performed with the 
Hewlett Packard Chemstation (Rev. A04.02) standard 
integrator software.
FAME Analysis by GLC. Test portions of FAME 
in hexane were analyzed by GLC using a Varian CP-
SIL88 capillary column (100 m × 0.25 mm × 0.2 μm 
film thickness, ID code #CP7489; Varian Inc., Lake 
Forest, CA), installed in a Hewlett Packard 6890 GC 
System equipped with an automatic liquid sampler 
and a flame ionization detector (Hewlett Packard Co., 
Wilmington, DE). The temperature at the split inlet 
was 250°C and the split ratio was 100:1. The helium 
carrier gas was at a constant flow rate of 1 mL/min. 
A 1-μL injection of test portion or 3 μL of standard 
was analyzed under temperature programmed condi-
tions with an initial column oven temperature of 80°C 
and held for 5 min, increased at 4.0°C/min to 160°C, 
increased to 1.0°C/min to 175°C, increased at 0.50°C/
min to 190°C, and held for 5.0 min. After all FAME had 
eluted from the column, the temperature was increased 
at 10.0°C/min to 220°C and held for 8.0 min to elute 
higher molecular weight compounds. The column was 
cooled to 80°C and stabilized before injection of the 
next sample.
Calculation of Fatty Acid Chain Length and 
Unsaturation. The area percent values for each fatty 
acid in the chromatogram were corrected for their in-
dividual recovery using the quantitative standard and 
recover factors described above. Next, the following se-
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ries of calculations were done. The individual recovery 
adjusted FAME were normalized to a sum of 100% for 
the known FAME in each sample. The adjusted FAME 
data were converted to a fatty acid basis by multiplying 
by a correction factor (molecular weight of each fatty 
acid divided by the molecular weight of its FAME) to 
remove the molecular weight of the methyl ester group 
for each fatty acid, and were then normalized to a sum 
of 100% to obtain the relative fatty acid composition 
based on the fatty acids not FAME. The relative fatty 
acid composition was used to calculate the mean fatty 
acid CL and UN by converting each fatty acid to a 
millimolar basis and weighting each fatty acid by mul-
tiplying by either the number of carbons or the number 
of double bonds in the fatty acid chain, respectively. 
The mean fatty acid CL (expressed as carbon number) 
was calculated by dividing the total fatty acid concen-
tration weighted for carbon number by the total fatty 
acid concentration. The mean UN (expressed as double 
bonds per fatty acid) was calculated by dividing the 
total fatty acid concentration weighted for the number 
of double bonds by the total fatty acid concentration. 
An example of the complete calculation is provided in 
Kaylegian et al. (2009a).
MIR Milk Analysis. Fourier transform MIR milk 
analyses were performed with a LactoScope FT infra-
red (FTIR) milk analyzer (model FT 400, Delta In-
struments, Drachten, the Netherlands) equipped with 
a Work-IR optical bench (ABB Bomem, Montreal, 
Canada), a standard CaF2 cuvette (23 μm) using a 
fixed virtual filter calibration approach. The virtual fil-
ter sample and reference center wavelengths and band-
widths used for fat B, fat A, protein, and lactose were 
those reported in a previous study (Kaylegian et al., 
2009b). Sample center wavelengths used for fat B, fat A, 
protein, and lactose were 2,851 cm−1 (3.508 μm), 1,748 
cm−1 (5.721 μm), 1,541 cm−1 (6.489 μm), and 1,048 
cm−1 (9.542 μm), and the reference wavelengths were 
2,812 cm−1 (3.556 μm), 1,791 cm−1 (5.583 μm), 1,491 
cm−1 (6.707 μm), and 1,293 cm−1 (7.734 μm), respec-
tively, using the bandwidths indicated by Kaylegian et 
al. (2009b). The LactoScope was precalibrated accord-
ing to the procedures described by Lynch et al. (2006), 
and was calibrated with modified milks (Kaylegian et 
al., 2006) on the day the individual farm milks were 
analyzed. The corrected fat estimates were calculated 
using the calibration equations described by Kaylegian 
et al. (2006) and the intercorrection factors determined 
by the method of Kaylegian et al. (2009b). The Lac-
toScope FTIR was equipped with the FTIRScope and 
DataScope software from Delta Instruments, and the 
IR-QC software (Lynch et al., 2006; Kaylegian et al., 
2009a) developed at Cornell University. This approach 
was used to obtain a MIR traditional filter model pre-
dicted fat, true protein, and anhydrous lactose values 
for each milk. For collection of the MIR spectra for 
milk samples, the LactoScope FTIR was operated at 
a spectral resolution of 8 cm−1 (digital resolution of 
3.85 cm−1) collecting averages of 6 scans per analysis 
(corresponding to 400 samples/hour, using standard 
double-sided forward-backward interferogram acquisi-
tion, cosine apodization, and phase correction for Fou-
rier transformation yielding an energy spectrum). The 
average of 6 scans was transformed into an absorption 
spectrum by calculation of the 1/log ratio with refer-
ence to the spectrum of zero liquid (demineralized wa-
ter containing 0.01% triton) and storing the absorption 
spectrum for milk. These spectra in combination with 
the GLC reference values for fatty acid composition 
were analyzed using the PLS routines of the GRAMS 
PLSIQ Version 7.0 software (Thermo Fisher Scientific 
Inc., Waltham, MA) to calculate the β coefficients for 
PLS calibration models designed to predict various 
aspects of fatty acid composition based on the MIR 
spectra of milk samples.
Statistical Analysis of Spectral Data
Removal of Outlier Data. Of the total 201 farm 
milk samples, 11 were removed, which were obvious 
outliers with regard to predicted fat. Nine of these 
11 milks were concentration outliers, for which differ-
ences between estimated and reference values were not 
<±0.2% m/m. The 2 other samples were spectral outli-
ers for which spectral residuals exceeded the average 
in spectral residuals calculated over all samples by a 
factor of 13 for one sample and 140 for the other.
Calculation of PLS Models. The PLS models for 
prediction of fatty acid CL (expressed as carbon num-
ber per fatty acid) and total UN (expressed as double 
bonds per fatty acid) were calculated using the spectral 
ranges (3,000 to 2,750, 1,800 to 1,700, and 1,580 to 
1,000 cm−1), applying mean centering of the data and 
2-point baseline correction relative to average absor-
bance calculated over wavelength ranges of 2,650 to 
2,550 cm−1 and 1,260 to 1,200 cm−1. Cross-validation 
(cyclic leaving out 1 sample at a time) was applied for 
determining the number of factors used for each model. 
Spectral and concentration outlier samples (11 out of 
279) were identified based on Mahalanobis distances 
and removed from the data set and then the PLS mod-
eling was repeated with outliers removed. The number 
of factors selected for each final prediction model was 
the number of factors that produced an F-test predicted 
residual sum of squares (FPRESS) of between 1 and 
0.75, which will be near the minimum standard error of 
cross-validation (SECV). Adding more factors to the 
model starts modeling in noise and may increase the 
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SECV. The PLS models for individual fatty acids and 
groups of fatty acids (to be reported in another publica-
tion) were developed, in addition to models for fat, true 
protein, and anhydrous lactose. The PLS model devel-
oped from this data set for direct prediction of total 
milk fat had a validation performance in comparison to 
ether extraction (method 989.05; AOAC International, 
2000) and was similar to basic optimized filter models 
(Kaylegian et al., 2009b) using a 70% fat B and 30% fat 
A blend of results and was not evaluated further.
Performance Validation of PLS Models
Validation of the performance of the fatty acid CL 
and UN models was conducted with 47 individual farm 
bulk tank milks (from Texas, Vermont, and Ohio) that 
were not part of the population of milks used to develop 
the PLS prediction models. Each milk was analyzed by 
the GLC reference method and the FT 400 LactoScope 
MIR milk analyzer as described above, and a value for 
each sample for CL and UN was produced. The mean 
difference (MD), standard deviation of the difference 
(SDD), and relative standard deviation (RSD) of the 
difference (i.e., coefficient of variation) were calculated 
for CL and UN.
Using Measured Chain Length and Unsaturation  
to Improve Accuracy of Fat Testing
There was positive coefficient of determination (R2 
= 0.85) of fatty acid CL (i.e., mean carbon number 
per fatty acid) and UN (i.e., mean double bonds per 
fatty acid) in populations of bulk tank milks (data not 
shown). Variation in fatty acid CL is reflected in the fat 
B measure (C–H stretch) of fat, but not in fat A (C=O) 
stretch, causing error in the fat A measure. Conversely, 
variation in UN of fatty acids only has a small effect on 
fat A measures, but causes larger errors in fat B mea-
sures of fat content of milk (Kaylegian et al., 2009b). 
To overcome these weaknesses, we developed separate 
PLS models to measure the CL and UN of fatty acids 
in each milk sample and then used those values in real 
time to correct the fat B and fat A measures of milk fat 
during testing. It is normal practice for fat A and fat 
B measures to be corrected for background variation 
in anhydrous lactose and true protein content of each 
milk sample, as described previously (Barbano and 
Clark, 1989, Lynch et al., 2006). In the present study, 
we applied additional linear intercorrection factors for 
variation in fatty acid CL and UN to the fat A and B 
measures of fat as each sample was measured, using an 
equation of the same form described by Barbano and 
Clark (1989). The first of the 12 sets of individual farm 
milk samples was used to adjust the slope and intercept 
of the fat A and fat B values intercorrected (for lactose, 
protein, CL, and UN) signal and was designated as 
set 1. The testing was done with a Lactoscope FTA 
(Delta Instrument) with a 36-μm cuvette path length 
with a BMX FTIR optical bench (ABB Bomem, Mon-
treal, Canada). To do this, the PLS models developed 
for the 23-μm cuvette were transformed to work on 
an optical system with a 36-μm cuvette path length. 
The Lactoscope FTA was set up with fat A and fat B 
basic filter models using optimized filter wavelengths 
and intercorrection factors as described by Kaylegian 
et al. (2009b). Primary slopes of uncorrected fat A and 
fat B signals were set using primary slope samples as 
described by Barbano and Clark (1989) and Lynch et 
al. (2006) using the “scale” parameter for each filter 
in the Delta FTA software. The scale value for fat A 
was 22.17 and for fat B was 34.81. The intercorrection 
factors for lactose and protein on fat B and fat A were 
similar to those reported by Kaylegian et al. (2009b). 
No linearity adjustment was needed. The slope and 
intercept of the intercorrected values for fat A and B 
were adjusted monthly using modified milk calibration 
milks (Kaylegian et al., 2006) during the study. The 
corrected fat A and fat B values were further corrected 
for sample-to-sample variation in fatty acid CL, and 
UN using the derived component calculation capabil-
ity of the Lactoscope FTA was used to add the linear 
corrections for CL and UN. After that, 11 more sets 
of 10 farm milks each were tested over a 6-mo period 
to validate the accuracy of the correction. Each milk 
in the 11 additional sets was tested in duplicate for 
fat by ether extraction (AOAC International, 2000; 
method 989.05). Fat content of individual milks ranged 
from about 2.9 to 5.25% fat. No adjustments of slope 
or intercept were made for any of the fat predictions 
by MIR beyond the adjustment made on set 1. Fat test 
results (fat A, fat B, 70% fat B + 30% fat A, fat A CL 
corrected, fat A CL and UN corrected, and fat B UN 
corrected) were produced for all 12 sets of 10 samples 
each and compared with ether extraction results by cal-
culation of MD and SDD for each type of fat measure 
for each set of 10 milks. Euclidean distance (ED) was 
calculated (square root of the sum of the square of the 
MD and SDD) for each different method of fat predic-
tion. A comparison of agreement with ether extraction 
results was done using ED.
RESULTS AND DISCUSSION
PLS Model Description for Fatty Acid  
Chain Length Prediction
A 9-factor PLS model was selected as the optimum 
model for prediction of fatty acid CL expressed as car-
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bon number per fatty acid, with calculations of carbon 
number per fatty acid done as described by Kaylegian 
et al. (2009a). The characteristics of the population 
of milks used (i.e., number of samples, mean, SD, 
minimum, and maximum) for model development and 
SECV, R2 of cross-validation, F-ratio, F-test, and ratio 
of standard error of cross-validation to standard devia-
tion (RPD) are shown in Table 1. The β-coefficients 
for the PLS model for prediction of fatty acid CL are 
shown as a function of wave number in Figure 1.
PLS Model Description for Fatty Acid  
Unsaturation Prediction
A 10-factor PLS model was selected as the optimum 
model for prediction of fatty acid UN expressed as 
double bonds per fatty acid, with calculations done 
as described by Kaylegian et al. (2009a). The charac-
teristics of the population of milks used (i.e., number 
of samples, mean, SD, minimum, and maximum) for 
model development and SECV, R2 of cross-validation, 
F-ratio, F-test, and RPD are shown in Table 1. The 
β-coefficients for the PLS model for prediction of fatty 
acid UN are shown as a function of wave number in 
Figure 2.
Performance Validation of PLS Models for Chain 
Length and Unsaturation
The MD and SDD for the validation comparison of 
MIR and GLC estimates of fatty CL and UN are shown 
in Table 2. The range of CL was from 14.00 to 14.84 
carbons per fatty acid and the range of UN was from 
0.23 to 0.40 double bonds per fatty acid in the 47 milks. 
There was excellent agreement of GLC and IR esti-
mates of fatty acid CL expressed as mean carbon atoms 
per fatty acid (14.47 vs. 14.53, respectively), with a 
RSD of 0.43%. A method with a RSD less than 1% 
is considered an excellent method from an analytical 
perspective (Horwitz and Albert, 2006). The linear re-
gression equation for reference and predicted values for 
fatty acid CL was y = 0.916x + 1.161, where y = GLC 
reference and x = predicted and the R2 was 0.93. There 
was good agreement between GLC and IR estimates of 
fatty acid UN (0.319 vs. 0.321 double bonds per fatty 
acid, respectively), with a RSD of 3.29%. The linear 
regression equation for reference and predicted values 
for fatty acid UN was y = 0.913x + 0.025, where y = 
GLC reference and x = predicted and the R2 was 0.94. 
When the absolute value of a measured component is 
very low, the RSD values are generally higher because 
Table 1. Number of samples, mean of reference values, SD, minimum 
and maximum values of final population of samples (i.e., with outliers 
removed) used to develop partial least squares (PLS) prediction 
models1
Parameter
MIR PLS prediction models
Chain length Unsaturation
Number of samples 268 268
Mean 14.55 0.33
SD 0.24 0.04
Minimum 13.95 0.22
Maximum 15.43 0.047
Number of factors 9 10
SECV 0.112 0.012
R2CV 0.78 0.90
F-ratio (PRESS) 1.07 1.10
F-test (FPRESS) 0.70 0.78
RPD 2.1 3.3
1Number of factors, standard error of cross-validation (SECV), R2 of 
cross-validation (R2CV), F-ratio predicted residual sum of squares 
(PRESS), F-test (FPRESS), and ratio of standard deviation to stan-
dard error of cross-validation (RPD) of the calibration step for the 
PLS model to predict fatty acid chain length expressed as number of 
carbons per fatty acid and fatty acid unsaturation expressed as double 
bonds per fatty acid. MIR = mid-infrared.
Figure 1. Beta coefficient plots as a function of wave number 
(cm−1) for the 9-factor prediction model for fatty acid chain length 
(expressed as carbon number per fatty acid) in wave number range 
(A) 3,000 to 2,750 cm−1 and (B) 1,800 to 1,000 cm−1. Color version 
available online.
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even a small RSD can be a higher percentage of the 
mean concentration for low concentration components.
Use of Chain Length and Unsaturation Data  
to Correct MIR Fat A and Fat B
The fatty CL and UN predicted values from the PLS 
models had a secondary slope and intercept adjustment 
made using GLC reference values for CL and UN on the 
first set of 10 milks that were analyzed and then these 
slope and intercepts were not adjusted again during the 
6-mo period of the study. The fat A was corrected for 
sample-to-sample variation in CL and UN using the 
following equation: slope and intercept adjusted fat A 
corrected for protein and lactose minus {[(−0.1756 × 
CL) + 2.5591] + (0.16 × UN) + 0.0452}. The fat B was 
corrected for sample-to-sample variation in UN using 
the following equation: slope and intercept adjusted fat 
B corrected for protein and lactose minus [(−0.1422 × 
UN) + 0.073]. The CL per fatty acid varied from 13.8 
to 14.65 carbons and the double bonds per fatty acid 
varied from 0.17 to 0.32 double bonds across the sam-
ples in the 12 sets of 10 milks each (data not shown).
Kaylegian et al. (2009a) reported that sample-to-
sample differences between ether extraction reference 
values and MIR predicted fat values were caused by 
variation in fatty acid composition among samples. 
Kaylegian et al. (2009b) reported that sample-to-sam-
ple variation in UN caused deviations in fat B results 
from reference values, whereas variation in CL caused 
deviations in fat A measures. Therefore, the real-time 
predictions of fatty CL and UN for each sample were 
used to correct for these variations. The results of the 
method performance evaluation are presented in Table 
3. As expected, the ED values for fat A were about 
twice those for fat B (P < 0.05). For this population 
of validation samples the fat B alone had a smaller ED 
from reference ether extraction values than the blend 
of 70% fat B corrected and 30% fat A corrected. In 
a validation study on a different population of milks 
reported by Kaylegian et al. (2009a), the combination 
of fat A and B was more accurate than fat B alone. 
Biggs and McKenna (1989) made a similar observation. 
The correction of fat B for variation in UN decreased 
(P < 0.05) the ED by 0.0064 from 0.0339 to 0.0275, 
as hypothesized by Kaylegian et al. (2009a). The cor-
rection of fat A for sample-to-sample variation in CL 
made the largest improvement (P < 0.05) of fat A (from 
0.0722 to 0.0184) with a further small improvement (P 
Figure 2. Beta coefficient plots as a function of wave number 
(cm−1) for the 10-factor prediction model for fatty acid unsaturation 
(expressed as double bonds per fatty acid) in the wave number range 
(A) 3,000 to 2,750 cm−1 and (B) 1,800 to 1,000 cm−1. Color version 
available online.
Table 2. Comparison of mean chain length (carbons per fatty acid) and mean unsaturation (double bonds per fatty acid) by GLC reference 
values versus mid-infrared (MIR) predicted values for 47 independent validation milks from individual farms located in different regions of the 
United States
Parameter
Chain length
 
Unsaturation
GLC 
reference
MIR 
predicted
Difference 
(MIR minus GLC)
GLC 
reference
MIR 
predicted
Difference 
(MIR minus GLC)
Mean 14.469 14.526 0.056  0.319 0.321 0.003
SD of difference   0.063    0.010
Relative SD (%)   0.433    3.295
Minimum value 14.004 13.942   0.236 0.214  
Maximum value 14.845 14.969   0.394 0.398  
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< 0.05) achieved by a correction for both CL and UN 
(from 0.0184 to 0.0160). The MD and SDD between 
the fat A adjusted for CL and UN compared with ether 
extraction reference values for each set of 10 samples 
is shown in Table 3. The validation data in Table 3 
provide evidence that there was additional information 
in the IR spectra that could be used to improve the 
accuracy of fat prediction. It is interesting to note that 
a PLS model for direct measurement of fat developed 
using the same data set was not able to achieve this 
accuracy. It is possible that this may be due to varia-
tion of glycerol as a percent of triglyceride molecular 
weight that results from the wide range of triglyceride 
carbon number (C24 to C54) in milk fat (Barbano and 
Sherbon, 1980). The fact that the use of PLS to predict 
fat directly did not improve the accuracy of fat predic-
tion over traditional filter models in the current study 
is consistent with the report by Luinge et al. (1993) 
that a PLS model to directly predict fat from the 
spectra did not perform better than a traditional filter 
model. This would suggest that there is something in 
correlations among various parameters in the modeling 
population of spectra that prevents the PLS modeling 
approach from producing a more accurate model when 
trying to predict fat directly, as indicated by Kaylegian 
et al. (2009a).
CONCLUSIONS
Partial least square regression models for predict-
ing the average CL (carbons per fatty acid) and UN 
(double bonds per fatty acid) of fatty acid in the fat 
portion of milk from MIR milk spectra were developed 
and validated. This is unique in that fat concentra-
tion independent characteristics of fat structure were 
accurately predicted directly with transmission MIR 
analysis of milk. The validation performance of the pre-
diction model for CL produced a RSD of 0.43% for CL 
and 3.3% for UN. The correction of a traditional fat B 
virtual filter result (C–H stretch) for sample-to-sample 
variation in UN reduced the ED for predicted fat from 
0.034 to 0.025. The correction of a traditional fat A 
virtual filter result (C=O stretch) modified with ad-
ditional information on sample-to-sample variation of 
CL and UN gave the largest improvement (reduced ED 
from 0.072 to 0.016) and the best validation accuracy 
(i.e., lowest ED) of all the fat prediction methods.
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