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Introduction
Introduction
We are constantly surrounded by an overwhelming amount of information. This 
information needs to be filtered such that we can focus on relevant information and 
ignore distracting, irrelevant information. For example, imagine you are trying to read 
this thesis while you are in a busy café. You are most likely to succeed if you are able to 
ignore things like the music from the radio, people walking past your table, and the TV 
screen on the wall showing the local news. Luckily for you the human brain turns out to 
be fairly good at this. It can enhance processing of relevant information and suppress 
processing of irrelevant information. However, from your everyday experience it might 
seem quite difficult to concentrate on one thing at a time and not get distracted by 
other things. This is because our brain cannot simply ignore all information that is 
irrelevant to our current goal. It needs to scan all incoming information for potential 
dangers or otherwise important information. Imagine you are in the café again, and 
now, while you are reading this thesis, the fire alarm goes off. Even though this is not 
relevant to your current goal (reading this thesis) it is quite important that you do 
not ignore this distracter. Actually, you have to update your goal based on this novel 
information; you have to stop reading and get out of the café as quickly as possible.
It seems contradictory, that on the one hand your brain needs to filter out 
information that is not relevant to the current goal, yet on the other hand it needs 
to process this information to prevent us from missing information that turns out 
to be relevant after all. Adaptive behaviour requires an optimal balance between 
these two processes of ‘cognitive stability’ and ‘cognitive flexibility’. This ability is 
commonly referred to as cognitive control. Achieving optimal cognitive control is not 
straightforward, as evidenced by neuropsychiatric disorders in which this balance goes 
awry. For example, Parkinson’s disease patients can get ‘overfocused’ and get stuck 
in their behaviour. On the other hand, patients with attention deficit hyperactivity 
disorder (ADHD) or schizophrenia are constantly distracted by information that is not 
relevant to the current goal. 
The aim of the research presented in this thesis is to increase our understanding 
of these complex cognitive control processes. Previous studies highlighted the 
importance of two regions, the prefrontal cortex and the basal ganglia (Cools and 
Robbins, 2004). I aim to elucidate how these regions interact to establish cognitive 
control. In addition, I investigate the role of the neurotransmitter dopamine in these 
processes. Finally, I assess whether cognitive control processes are altered in adults 
diagnosed with ADHD. A short description of the different methods used in this thesis 
is provided in Box 1. A more extensive description of the methodology can be found 
in the respective chapters. 
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Box 1 Methods
Functional magnetic resonance imaging
Functional magnetic resonance imaging (fMRI) is a neuroimaging technique that 
allows the mapping of human brain function. It is a non-invasive technique with 
whole-brain coverage and a relatively high spatial resolution. fMRI makes use of 
the different magnetic properties associated with oxygen-rich and oxygen-poor 
blood. Brain regions that are active will consume more oxygen than brain regions 
that are not active. To replenish the consumed oxygen, more oxygen-rich blood 
will flow to those regions that are active. This is what we measure with fMRI: blood 
oxygen level-dependent signal, or BOLD signal. The BOLD response is a good 
proxy for neural activity (Huettel et al., 2009). However, one disadvantage is that 
the BOLD response is delayed and sluggish. As a consequence fMRI has a limited 
temporal resolution. 
Generally, we study differences in BOLD signal between different conditions. 
For example in my research, I have contrasted BOLD signal during trials on which 
subjects switched their attention with BOLD signal during trials on which subjects 
did not switch their attention. This allowed me to find out which brain regions are 
more active during one condition compared to another condition. 
Connectivity analyses of fMRI data
Another way to analyse fMRI data is to investigate the interaction between 
brain regions. Functional connectivity can be assessed with psychophysiological 
interaction (PPI) analysis. It works under the assumption that the degree to which 
the BOLD signal in one area can be predicted, based on BOLD signal in another, 
corresponds to the contribution of the second region to the first region. The PPI 
then tests whether this contribution changes over experimental conditions (Friston 
et al., 1997). In chapter 5 I used PPI analyses to test effects of a dopaminergic 
manipulation on functional connectivity between the basal ganglia and the 
prefrontal cortex.
The interaction between brain regions can also be investigated by assessing 
effective connectivity, which tests the direct (causal) influences of one neural 
element onto another. In chapter 2 and chapter 3 of this thesis I used dynamic 
causal modelling (DCM) to compare different models of interaction between the 
prefrontal cortex and the basal ganglia. DCM is a model of effective connectivity that 
allows assessment of interactions between brain regions based on the measured 
BOLD responses. More specifically, it allows one to test mechanistic hypotheses 
about interactions between neuronal populations, and their modulation by 
experimental conditions, and, more recently, even by other neuronal populations 
(Stephan et al., 2008, 2010). 
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Transcranial magnetic stimulation
fMRI analysis can show us which brain regions are active when a particular task is 
performed. However, this does not mean that this region is necessary to perform 
that task. One method which does allow us to make such inferences about brain 
function is transcranial magnetic stimulation (TMS) (Robertson et al., 2003). TMS 
uses electromagnetic induction to evoke small electrical currents at the surface of 
the cortex. Using this technique it is possible to temporarily inhibit or activate a 
certain brain region. If this brain region is indeed crucial for a particular function 
than inhibition of that brain region will disturb that function. For example inhibiting 
Broca’s area, a brain region involved in speech, perturbs the subject’s ability to 
speak. In the research described in chapter 4 I used TMS in combination with 
fMRI to assess the effect of cortical stimulation on basal ganglia signal (O’Shea 
et al., 2007a) to test whether the frontal cortex might affect cognitive flexibility by 
modulating basal ganglia function.
Diffusion tensor imaging
Brain regions are connected with each other via white matter tracts and the 
strength of these structural connections can be assessed in vivo with diffusion 
tensor imaging (DTI). DTI makes use of the Brownian motion of water molecules; 
they can diffuse freely in some areas, such as the cerebral spinal fluid, but diffusion 
is restricted in tissue. In particular, in white matter, water molecules are more likely 
to move along fibre tracts than perpendicular to the direction of axons, providing 
directional information of neuronal tracts (Johansen-Berg and Rushworth, 2009). 
The fractional anisotropy (FA) is a quantitative measure for such directional 
dependency. Local FA values rely on several microstructural properties of white 
matter tissue, such as the level of axon myelination, intact axonal membranes and 
fibre density (Beaulieu, 2002). This suggests that higher FA values reflect more 
efficient neuronal communication. Diffusion-weighted images can also be used for 
tractography to reconstruct white matter tracts. In chapter 5 and chapter 6 I made 
used of DTI to measure individual differences in anatomical white matter tracts 
connecting the prefrontal cortex and the basal ganglia.
Pharmacological neuroimaging 
Pharmacological neuroimaging allows us to assess the involvement of certain 
neurotransmitters in neurocognitive functions. Neuroimaging data can be acquired 
after intake of psychopharmacological agents. Task-related activity on drug is then 
compared with task-related activity after placebo intake (Honey and Bullmore, 
2004). In addition, one can assess the effect of psychopharmacological agents on 
functional connectivity between brain regions. In the study described in chapter 5 
subjects were scanned once on the dopamine receptor agonist bromocriptine and 
once on placebo while performing an attention switching paradigm to assess the 
role of dopamine in cognitive flexibility.
14
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The prefrontal cortex and cognitive stability
The cognitive control processes necessary for adaptive behaviour have been associated 
most commonly with the anterior part of the brain, the prefrontal cortex. Specifically, 
the prefrontal cortex has been reliably implicated in the active on-line maintenance 
of goal-relevant representations, an ability that is commonly referred to as working 
memory (Baddeley, 1986). However, the prefrontal cortex has also been implicated 
in selective attention and filtering of distracters (Everling et al., 2002). How do these 
concepts of attention and working memory relate to each other and what is their 
importance for cognitive control? Although intuitively ‘attention’ and ‘working memory’ 
might seem entirely different concepts, they are closely related, and they perhaps 
even overlap (Awh and Jonides, 2001). For example, the on-line maintenance of goal-
relevant representations is necessary to guide attention towards these representations 
(de Fockert et al., 2001). Conversely, to keep an item in working memory, attention 
needs to be directed towards (the internal representation of) this item. Furthermore, 
like attention, working memory is vulnerable to distraction. Imagine that you have to 
remember a phone number over a short period of time. One strategy is to rehearse the 
number in your mind. This requires you to direct your attention towards the internal 
representation of the phone number, while trying to avoid distracting thoughts and 
shut yourself off from external inputs. However, if someone were to ask you a question, 
you might get distracted and forget the number. Thus, cognitive stability relies heavily 
on efficient working memory.
The importance of the prefrontal cortex for working memory was first demonstrated 
by Jacobsen (1937). He showed that monkeys with frontal lobe lesions were impaired 
on the delayed response task, a task that is often used to test working memory 
capacity. In this task, subjects are presented with stimuli that they have to remember 
over a short delay period. After this delay, a response has to be made according to 
the remembered stimuli, for example, indicate whether a target stimulus is one of the 
remembered stimuli. Subsequent research showed that the working memory deficit 
introduced by frontal lobe lesion was reversed when monkeys were tested in the 
dark, suggesting that it reflected increased vulnerability to visual distraction (Malmo, 
1942). Consistent with a role for the prefrontal cortex in distracter-resistance were 
findings from studies in patients with prefrontal cortex lesions, revealing increased 
distractibility by irrelevant sensory input (Chao and Knight, 1995). 
What might be the mechanism by which the prefrontal cortex contributes to 
cognitive stability? Different aspects of our environment are processed by different 
brain regions. For example in the visual domain, processing of colour, motion, faces 
and houses are associated with separate regions in the posterior part of the brain, 
where the visual cortex resides. Those regions that process goal-relevant aspects of 
the environment exhibit higher levels of activity compared to other regions. Critically, 
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attention to current goal-relevant representations is thought to result from the 
influence of excitatory top-down signals in the prefrontal cortex, which biases the 
competition among brain regions in posterior cortex, by increasing the activity of 
brain regions processing goal-relevant representations (Miller and Cohen, 2001). This 
hypothesis is supported by functional magnetic resonance imaging (fMRI; Box 1) 
studies in humans, such as that by Gazzaley et al. (2007). In this study, subjects were 
presented with a series of four sequentially presented stimuli: two faces and two scenes. 
They were asked to remember either the faces or the scenes. BOLD responses in the 
parahippocampal place area (PPA), known to process scenes (Epstein and Kanwisher, 
1998), were increased when subjects attended to the scenes. In addition, consistent 
with the hypothesis that the prefrontal cortex modulates processing in the posterior 
cortex, connectivity between the prefrontal cortex and the PPA was significantly 
enhanced during the encoding of scenes (Gazzaley et al., 2007). Conversely, when 
subjects were attending to faces an increase in activity was observed in the fusiform 
face area (FFA), a region involved in the processing of faces (Kanwisher et al., 1997). 
This was accompanied by an increase in prefrontal-FFA connectivity. Interestingly, 
such functional fronto-posterior connectivity could be diminished by presenting a 
distracter (Yoon et al., 2006). Moreover, perturbation of prefrontal cortex function 
with transcranial magnetic stimulation (TMS; Box 1) resulted in diminished modulation 
of activity in posterior visual cortex during a similar working memory task requiring 
selective attention (Zanto et al., 2011). 
Thus, the prefrontal cortex may support focusing of attention by increasing the 
activity of brain regions that process goal-relevant representations, thereby rendering 
these representations resistant to disruption by distracting, goal-irrelevant information.
The basal ganglia and cognitive flexibility
Recent evidence suggests that the subcortical basal ganglia also support cognitive 
control processes. In particular, the basal ganglia seem to be important for the 
updating of cognitive programs. The first evidence for a role of the basal ganglia 
in the switching of attention came from animal studies. These studies showed that 
selective lesions in the basal ganglia caused a deficit in tasks that require the updating 
of current goal representations (Oberg and Divac, 1975; Taghzouti et al., 1985). The 
basal ganglia also support cognitive flexibility in humans. For example, BOLD signals in 
the basal ganglia increase during task-switching, attentional set-shifting and reversal 
learning, which are all processes that require the flexible updating of current goal 
representations (Rogers et al., 2000; Cools et al., 2002a, 2004; Leber et al., 2008).
Evidence that the basal ganglia are not just activated, but in fact necessary for 
cognitive switching in humans comes from studies with Parkinson’s disease patients. 
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This neurodegenerative disease is characterized by basal ganglia dysfunction. In 
addition to the prominent motor deficits, patients show deficits in cognitive flexibility 
(Cools et al., 1984; Downes et al., 1989; Owen et al., 1992, Cools et al., 2001a). For 
example in a study by Cools et al. (2001b), Parkinson’s disease patients performed a 
paradigm in which they had to switch between two task instructions. Depending on 
the colour of the stimulus-window they had to name the letter or the digit displayed 
on the screen. The goal-relevant stimulus (for example a letter) could be paired with a 
goal-irrelevant stimulus (a digit) or with a neutral stimulus. Patients were impaired on 
trials on which they had to switch between tasks. This was especially true if on those 
trials the relevant stimulus was paired with an irrelevant stimulus, and thus required 
the suppression of a previously relevant goal. These findings suggest that the basal 
ganglia are important for selection mechanisms involved in cognitive flexibility, i.e. 
disengaging from the current goal and engaging in a new goal (Cools et al., 2001b). 
However, the exact mechanism by which the basal ganglia control attention switching 
is still unclear.
Several models of basal ganglia function have been proposed. Interestingly, most 
of these models are based on the anatomical configuration of this region, which I will 
therefore discuss first. The basal ganglia are a group of interconnected nuclei that 
are situated deep in the human brain. The input nuclei of the basal ganglia consist 
of the caudate nucleus and putamen, collectively referred to as the striatum (Figure 
1). They receive excitatory input from almost the entire cerebral cortex. The primary 
output nuclei of the basal ganglia, the internal segment of the globus pallidus (GPi) 
and the substantia nigra pars reticulata (SNr), send continuous inhibitory output to the 
cortex, via the thalamus. Information that arrives at the striatum can be passed on, via 
inhibitory connections, either directly to the output nuclei, or via the external segment 
of the globus pallidus (GPe) and/or subthalamic nucleus (STN). Depending on the 
route, activation of the striatum will lead to disinhibition of the cortex (via the direct or 
‘Go’ pathway), or further inhibition of the cortex (via the GPe, the so-called indirect or 
‘NoGo’ pathway) (Albin et al., 1989; DeLong, 1990). 
The strong inhibitory output of the basal ganglia has provided the basis for 
classical models of basal ganglia function, emphasizing the role of the basal ganglia in 
inhibition of goal-irrelevant representations (Hikosaka and Wurtz, 1989). Other models 
suggest that selection is one of the key functions of the basal ganglia (Redgrave et 
al., 1999a; Gurney et al., 2001). For example, the basal ganglia might facilitate the 
selection of goal-relevant representations by lowering a decision threshold (Lo and 
Wang, 2006; Forstmann et al., 2008a). A third group of models suggest that the basal 
ganglia uses both of these mechanisms to selectively gate the desired representation 
(Mink, 1996; Hazy et al., 2007). This last group of models has been inspired by the 
anatomy of fronto-striato-thalamic circuits, which are organized in a topographic 
and functionally selective manner, such that different parts of the cortex project to 
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Figure 1. Simplified representation of the functional organization of the basal ganglia. The striatum 
(putamen and caudate nucleus) receives input from the cortex and via the thalamus projects back to the 
cortex. Two alternative internal routes in the basal ganglia have either an excitatory effect (via the direct 
pathway) or an inhibitory effect (via the indirect pathway) on the cortex. GPe = globus pallidus pars externa, 
GPi = globus pallidus pars interna, STN = subthalamic nucleus, SNr = substantia nigra pars reticulata.
Figure 2. The frontal cortex and basal ganglia are connected via a number of functionally and 
anatomically rather segregated loops. Examples of such loops are the motor loop (red), the cognitive 
loop (green) and the limbic loop (blue). Figure reproduced with permission from Lancet Neurology, 
(Rodriguez-Oroz et al., 2009). GPe = globus pallidus pars externa, GPi = globus pallidus pars interna, 
STN = subthalamic nucleus.
18
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different parts of the striatum (Alexander et al., 1986) (Figure 2). For example, the 
motor cortex and putamen are connected within the ‘motor loop’, while the ‘cognitive 
loop’ runs through the dorsolateral prefrontal cortex and anterior parts of the caudate. 
In addition, within these functionally distinct loops, a further distinction can be made. 
For instance, the hand area of the motor cortex is connected to specific parts of the 
putamen, while the foot area of the motor cortex is connected to other parts of the 
putamen. This large number of topographically organized loops allows for selective 
disinhibition and inhibition of the appropriate pathways. With respect to this selective 
gating model of the basal ganglia, most research has been done on the motor loop. In 
1996, Mink proposed that when a movement is initiated in the motor cortex, the basal 
ganglia act to release inhibition of the desired motor pathway, while further inhibiting 
the competing motor pathways (Mink, 1996). More specifically, the area of the motor 
cortex representing the desired movement will be disinhibited via the direct pathway, 
while other areas of the motor cortex will be further inhibited via the indirect pathway.
Interaction between the prefrontal cortex and basal ganglia
So far, I have discussed relatively separate lines of research implicating the prefrontal 
cortex and the basal ganglia in cognitive control. Thus as described above, the 
prefrontal cortex is involved in focusing attention on task-relevant information 
through the online maintenance of task-relevant information. In addition, the basal 
ganglia seem to be particularly important when task-relevant information needs to be 
updated. However, given the strong anatomical connections between the prefrontal 
cortex and basal ganglia it is unlikely that they contribute independently to cognitive 
processes (Middleton and Strick, 2000). Indeed, similar to basal ganglia damage, 
prefrontal cortex damage can impair cognitive flexibility (Milner, 1963; Owen et al., 
1993; Rogers, 1998; Frank et al., 2001; Aron et al., 2004). Furthermore, in addition to 
the prefrontal cortex, the basal ganglia have been associated with working memory 
(Levy et al., 1997; McNab and Klingberg, 2008). Based on these findings it has been 
suggested that the prefrontal cortex and basal ganglia might interact to establish 
the delicate balance between cognitive stability and cognitive flexibility (Frank et al., 
2001; Hazy et al., 2007; Cools and D’Esposito, 2011). However, the exact mechanism by 
which these two regions interact remains to be elucidated. It has been proposed that 
the role of the basal ganglia in the selective gating of motor action programs extends 
to the selective gating of attention and cognitive programs (Divac et al., 1967; Cools et 
al., 1984; Frank et al., 2001; Frank, 2005). For example, it has been suggested that the 
basal ganglia selectively allow sensory information to enter the prefrontal cortex. They 
might ‘open the gate’ to support the updating of goal-relevant representations or 
‘close the gate’ to prevent distracting information from interfering with the maintained 
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representations (Frank et al., 2001). Empirical evidence for this input gating was found, 
showing that the basal ganglia gate sensory information to the premotor cortex (den 
Ouden et al., 2010). Similarly, the basal ganglia might select which, among the present 
prefrontal cortex goal representations, guides current behaviour (Frank and Badre, 
2012). In other words, although multiple goals can be kept in working memory, only 
one goal can be pursued at each moment in time. The basal ganglia might ensure that 
only representations relevant to the current goal can influence attention and action 
selection. Thus, according to this output gating hypothesis, the basal ganglia might 
guide attention by enhancing processing of goal-relevant representations, while 
suppressing processing of goal-irrelevant representations (Frank, 2011).
In chapter 2, chapter 3, chapter 4 and chapter 6 of this thesis I aimed to further 
explore the interaction between the prefrontal cortex and the basal ganglia. 
Dopaminergic modulation of cognitive control
The prefrontal cortex and the basal ganglia are strongly innervated by dopaminergic 
midbrain neurons. Indeed, the neurotransmitter dopamine plays a key role in cognitive 
control processes. Dopamine neurons reside in the midbrain, in the ventral tegmental 
area (VTA) and substantia nigra pars compacta (SNc). They project to virtually the 
whole brain. This widespread innervation is in line with the role of dopamine as a 
neuromodulator. Unlike classic neurotransmission, which facilitates chemical wiring 
from one presynaptic neuron to one postsynaptic neuron, neuromodulation facilitates 
effects on a group of neurons (Stahl, 2008). By definition, neuromodulators do not 
induce spiking of the targeted neurons, but rather potentiate or attenuate responses 
evoked by classical neurotransmitters (i.e. glutamate and GABA) (Seamans and Yang, 
2004). 
The first studies linking dopamine to cognitive functions focused on the effects 
of dopamine in the prefrontal cortex. Brozoski et al (1979) provided the first empirical 
support for a role of dopamine in working memory by showing that dopamine depletion 
in the prefrontal cortex of monkeys impaired delayed response task performance 
almost to the same degree as did complete ablation of the prefrontal cortex. Delayed 
response task performance was also impaired by injection of a dopamine receptor 
antagonist (which blocks dopamine receptors) into the monkey prefrontal cortex 
(Sawaguchi et al., 1990a), while administration of dopamine and dopamine receptor 
agonists (which simulate the effect of endogenous dopamine on its receptors) to 
prefrontal cortex neurons enhanced delayed response task performance (Sawaguchi 
et al., 1990b; Sawaguchi and Goldman-Rakic, 1991). Results from human studies are 
consistent with a role for dopamine in working memory, showing, for example, that 
administration of dopamine receptor agonists and antagonists, respectively, improved 
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and impaired performance on a working memory task (Luciana et al., 1992; Mehta et 
al., 1999). The importance of the prefrontal cortex in this dopaminergic modulation 
of working memory is supported by several fMRI studies that show a modulation by 
dopaminergic drugs of BOLD signal during working memory tasks in the prefrontal 
cortex (Mattay et al., 1996, 2000; Mehta et al., 2000; Cools et al., 2002b, 2007b; Willson 
et al., 2004; Gibbs and D’Esposito, 2005a, 2005b, 2006). 
Only recently have studies started to investigate the effects of dopamine on 
basal ganglia signals associated with cognitive control. They suggest that dopamine 
receptor stimulation in the basal ganglia modulates cognitive flexibility rather than 
cognitive stability. For example, task-switching is impaired by acute administration 
of the dopamine receptor antagonist sulpiride, which blocks primarily D2 receptors 
that are most abundant in the basal ganglia (Mehta et al., 1999; van Holstein et al., 
2011). More direct evidence for the importance of dopamine in the basal ganglia 
comes from pharmacological neuroimaging work. For example, Cools et al. (2007a) 
have shown that the effects of dopaminergic medication withdrawal during switch 
trials of a probabilistic reversal learning paradigm in Parkinson’s disease patients were 
restricted to BOLD signal in the basal ganglia, and did not extend to BOLD signal in the 
prefrontal cortex. Similar selective effects were observed in young healthy volunteers 
after administration of methylphenidate, which blocks the dopamine transporter 
thereby increasing dopamine levels (Dodds et al., 2008). Like dopaminergic medication 
(the dopamine precursor levodopa and dopamine receptor agonists) in Parkinson’s 
disease patients, methylphenidate reduced BOLD signal in the basal ganglia, but 
not in the prefrontal cortex during switch trials of the probabilistic reversal learning 
paradigm. Finally, recent genetic imaging data, showed that the modulation of 
task-switching costs by incentive motivation depended on genetic variation in the 
dopamine transporter (Aarts et al., 2010). In this study the authors investigated a 
common polymorphism in the dopamine transporter gene (DAT1, SLC6A3), which 
is thought to affect dopamine transmission primarily in the basal ganglia. Results 
revealed that carriers of the 9-repeat allele, associated with high dopamine levels in 
the basal ganglia, exhibited greater decreases of switch-costs when they anticipated 
being rewarded for correct performance, compared to 10-allele homozygotes. 
Critically, this modulatory effect on task-switching was accompanied by significant 
modulation of BOLD signal in the basal ganglia.
These different lines of research suggest that the effects of dopamine might depend 
on its site of action. To directly test this hypothesis Cools et al. (2007b) designed a study 
that enabled the researchers to assess drug effects on signals associated with cognitive 
stability and cognitive flexibility in one paradigm. They showed that bromocriptine 
modulated basal ganglia signals during cognitive switching, but prefrontal cortex 
signals during distracter-resistance in a delay period. These data accord well with the 
idea that the same dopaminergic drug might modulate distinct cognitive functions, 
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i.e. task-switching and distracter-resistance, by acting on dissociable brain regions, i.e. 
the basal ganglia and the prefrontal cortex respectively (Cools and D’Esposito, 2011). 
Taken together, dopamine acting in the prefrontal cortex and basal ganglia might 
have opposite effects on cognitive control. In addition, it has been demonstrated that 
dopamine levels in the prefrontal cortex and the basal ganglia are neurochemically 
reciprocal, such that dopamine increases in the prefrontal cortex lead to dopamine 
decreases in the basal ganglia and vice versa (Pycock et al., 1980; Akil et al., 2003). 
Based on these findings a model was proposed suggesting a reciprocal relationship 
between cognitive stability and cognitive flexibility (Cools and D’Esposito, 2011). 
According to this model, manipulations that increase cognitive focusing might impair 
cognitive flexibility (Bilder et al., 2004; Durstewitz and Seamans, 2008; Cools and 
D’Esposito, 2011). Observations in marmosets with striatal dopamine lesions (Crofts 
et al., 2001) and patients with Parkinson’s disease (Cools et al., 2010) are in support 
of such a reciprocal relationship. Thus, non-human primates with striatal dopamine 
lesions and patients with Parkinson’s disease are impaired on set-shifting tasks that 
require cognitive flexibility (Cools et al., 1984; Owen et al., 1992; Cools, 2006), while 
actually showing enhanced cognitive stability, i.e. increased distracter resistance 
(Crofts et al., 2001; Cools et al., 2010). In chapter 6 of this thesis I tested this model of 
reciprocity in patients with ADHD. 
Dopaminergic effects on fronto-striatal interaction
Apart from direct effects of dopamine on the basal ganglia and prefrontal cortex, 
dopamine might also modulate the interaction between these regions (Honey et al., 
2003; Krugel et al., 2009; Stelzel et al., 2010; Wallace et al., 2011). As described above, 
dopamine acts as a neuromodulator to potentiate or attenuate responses evoked by 
classical neurotransmitters (i.e. glutamate and GABA) (Stahl, 2008). In the striatum, 
dopaminergic receptors are located in the proximity of synapses from fronto-striatal 
glutamatergic neurons. As such, dopamine can influence the excitability of striatal 
neurons in response to input from the prefrontal cortex (Moss and Bolam, 2010), 
thereby modulating information flow through fronto-striatal-thalamic circuits. For 
instance, it was shown that injection of a dopaminergic agent into the basal ganglia 
of the rat modulated striatal responses elicited by stimulation of the frontal cortex 
(Goto and Grace, 2005). The role of dopamine in modulating fronto-striatal interaction 
was confirmed in human studies. One of the first studies to show such effects used 
deep brain electrodes in combination with EEG to test coherence between oscillatory 
activity measured in the basal ganglia (with electrodes) and the cortex (with EEG) 
(Williams, 2002). The authors tested patients with Parkinson’s disease on and off their 
dopaminergic medication to show that fronto-striatal interaction was modulated 
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by dopaminergic medication. Importantly, these results were replicated in healthy 
individuals using pharmacological neuroimaging. For example, temporarily lowering 
dopamine levels in healthy volunteers impaired fronto-striatal interaction during an 
attention switching task (Nagano-Saito et al., 2008). Furthermore, genetic variance in 
dopamine D2 receptor expression could predict individual variance in switch-related 
fronto-striatal connectivity (Stelzel et al., 2010). 
In sum, dopamine acts on the basal ganglia and prefrontal cortex to regulate 
cognitive functions associated with these regions. In addition, dopamine can modulate 
functional fronto-striatal interaction during tasks that require cognitive control.
Individual differences in the effects of dopamine
As outlined above, there is clear evidence for the involvement of dopamine in 
cognitive control processes. However, one major challenge in dopaminergic drug 
development is that drug effects are highly variable across individuals (Cools and 
Robbins, 2004; Cools and D’Esposito, 2011). Dopaminergic drugs might improve 
cognitive function in one patient, yet impair cognitive function in another. Evidently, 
the precise relationship between dopamine and cognitive control is complex and non-
linear. Indeed, an ‘inverted U’-shaped relationship exists between dopamine receptor 
stimulation and cognitive function, with too little as well as excessive dopamine levels 
impairing performance (Williams and Goldman-Rakic, 1995; Zahrt et al., 1997; Arnsten, 
1998). Evidence for such an ‘inverted U’-shaped relationship between dopamine and 
cognitive functions comes, for example, from studies in monkeys showing that low 
doses of a dopamine receptor agonist improve working memory performance, while 
higher doses have a detrimental effect (Cai and Arnsten, 1997). Dose-dependent 
effects of dopaminergic drugs have also been found on prefrontal cortex activity in 
humans (Tipper et al., 2005). 
Dopaminergic drug effects might depend on baseline dopamine levels, such that 
individuals with suboptimal baseline dopamine levels benefit from additional dopamine 
receptor stimulation, while individuals with already optimal baseline dopamine might 
be detrimentally overdosed by the same increase in dopamine receptor stimulation. 
Indeed, it has been shown that individual differences in dopaminergic drug effects 
can be explained by a range of measures that reflect individual differences in baseline 
dopamine levels. For example, several studies showed that dopaminergic drugs had 
opposite effects on cognitive performance as a function of working memory capacity 
(Kimberg et al., 1997; Mattay et al., 2000; Mehta et al., 2000; Gibbs and D’Esposito, 
2005a), which was shown to correlate with baseline dopamine synthesis capacity (Cools 
et al., 2008; Landau et al., 2009). Furthermore, evidence for baseline-dependency comes 
from studies which have made use of common genetic polymorphisms in dopamine 
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genes to predict dopaminergic drug effects (Mattay et al., 2003; Cohen et al., 2007). 
For example, amphetamine was shown to improve performance on a working memory 
task and to reduce prefrontal BOLD responses specifically in carriers of the Val allele 
of the COMT Val108/158Met genetic polymorphism, which is associated with low 
baseline dopamine levels in the prefrontal cortex. By contrast, the same drug impaired 
performance and increased BOLD signal in subjects who were homozygous for the 
Met allele, which is associated with high baseline dopamine levels in the prefrontal 
cortex (Mattay et al., 2003).
Similar to drug effects on BOLD signals in the prefrontal cortex, drug effects on 
BOLD signals in the basal ganglia are highly variable between subjects. For example, in 
a recent study by Cools et al (2007b), bromocriptine improved cognitive switching and 
potentiated BOLD signals in the basal ganglia, but only in subjects who scored highly 
on a self-report measure of trait impulsivity. The enhancing effects of bromocriptine 
on cognitive switching and associated basal ganglia signals were restricted to high-
impulsive subjects, while low-impulsive subjects exhibited, if anything, the opposite 
effect. This observation concurs with findings from another recent study showing 
that the effects of methylphenidate on probabilistic reversal learning were predicted 
by trait impulsivity, such that high-impulsive subjects benefited most from the drug 
(Clatworthy et al., 2009). Greater cognitive benefits of dopamine-enhancing drugs 
in high-impulsive subjects are consistent with methylphenidate’s beneficial effects 
on cognition in ADHD and might reflect suboptimal baseline levels of dopamine 
transmission in high-impulsive subjects (Dalley et al., 2007; Oswald et al., 2007; 
Buckholtz et al., 2010). More direct evidence for a relationship between baseline levels 
of dopamine in the basal ganglia and bromocriptine’s effects on flexible updating 
comes from a recent study, in which neurochemical PET imaging was combined with 
psychopharmacology (Cools et al., 2009). In this study, subjects underwent a PET 
scan with the radiotracer 6-[18F]fluoro-L-m-tyrosine (FMT), a substrate for dopamine 
synthesis, with uptake of the tracer reflecting the degree to which dopamine is 
synthesized in the basal ganglia. Results revealed that the effects of bromocriptine 
on reversal learning could be predicted from baseline levels of dopamine synthesis 
capacity in the basal ganglia. Bromocriptine improved reversal learning in subjects 
with low baseline synthesis capacity, but impaired it in subjects with high baseline 
synthesis capacity. This large variability in drug effects is a challenge for psychiatric 
treatment and drug research. In chapter 5 of this thesis, I explored a novel way of 
predicting individual differences in dopaminergic drug effects.
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Outline of this thesis
In the research presented in this thesis I investigated the neural mechanisms of 
cognitive control. One way to study cognitive control is by using attention switching 
paradigms. Most traditional switching paradigms explicitly cue subjects when to switch 
their attention. However, in real life situations attention switching usually happens 
when we are distracted by something in a currently unattended stream of information. 
I developed a new paradigm in which a switch in attention is triggered in exactly 
such a bottom-up fashion. In this paradigm, subjects focus their attention on one 
dimension of a series of two-dimensional stimuli, but switch attention when stimuli of 
the other dimension change. 
The research in chapter 2, chapter 3, chapter 4 and chapter 6 focused primarily 
on the question how the prefrontal cortex and basal ganglia interact to implement 
a switch in attention. Because of the bottom-up nature of the attention switches in 
the novel paradigm, subjects sometimes failed to detect changes in the unattended 
dimension, and therefore failed to switch attention. This allowed me to assess 
differential responses to environmental changes that cause a switch in attention versus 
those that remain unnoticed in chapter 2. In addition, it allowed me to test the output 
gating model of the basal ganglia as described above. Hence, the basal ganglia might 
implement a switch in attention by gating prefrontal signals. Specifically, I assessed 
whether prefrontal top-down signals to posterior visual cortex are modulated by the 
basal ganglia during a switch in attention, using a combination of fMRI and dynamic 
causal modelling (DCM; Box 1). 
In chapter 3 I focused exclusively on those trials on which an environmental change 
caused a switch in attention. Here I aimed to assess the mechanism underlying selective 
gating by the basal ganglia. Again using both fMRI and DCM I assessed whether 
the basal ganglia ensure selective gating by enhancement of the newly attended 
information, suppression of the previously attended information, or a combination 
of these processes. This allowed me to dissociate between three proposed models of 
basal ganglia function as described above. 
In chapter 4 I tested whether the basal ganglia are under frontal control. If this 
is indeed the case, then frontal stimulation should affect striatal function. I used TMS 
to stimulate the frontal cortex and scanned subjects before and after this stimulation 
while they performed a switching paradigm. I predicted that frontal stimulation would 
modulate striatal BOLD signal, and that this effect would be functionally selective. Put 
differently, I predicted that frontal stimulation would modulate striatal BOLD signal 
only during conditions that depend on the basal ganglia. 
In chapter 6 I investigated the interaction between the prefrontal cortex and 
basal ganglia by looking at structural connectivity, rather than functional connectivity, 
between these regions. Indeed, the prefrontal cortex and basal ganglia are strongly 
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connected via anatomical white tracts (Alexander et al., 1986). I reasoned that if 
cognitive flexibility indeed relies on fronto-striatal interaction, then sound fronto-
striatal infrastructure is a prerequisite for optimal cognitive flexibility. Hence, 
individual differences in the ability to flexibly adjust behaviour might depend on 
individual differences in the strength of white matter fibres connecting the prefrontal 
cortex and basal ganglia. As an index of local white matter integrity, I calculated 
fractional anisotropy values from diffusion tensor weighted images (DTI; Box 1). Next, 
fractional anisotropy values were correlated with individual measures of behavioural 
performance on our attention switching paradigm. 
Together, these chapters will increase our knowledge on how the prefrontal 
cortex and the basal ganglia interact to control behaviour in our constantly changing 
environment. These findings might lead future research in neuropsychiatry on 
disorders associated with fronto-striatal dysfunction and cognitive control deficits. 
The research presented in chapter 4, chapter 5 and chapter 6 has more direct 
implications for neuropsychiatry. In chapter 5 I focused on the link between dopamine 
and cognitive flexibility. Currently, drug research and psychiatric treatment are 
challenged by the large variability in dopaminergic drug effects. The same drug might 
enhance cognitive function in one person, but impair it in another person. Hence, a 
better of knowledge of the complex relationship between dopamine and cognition 
is crucial to improve dopaminergic drug treatment. In chapter 5 I examined whether 
individual differences in the effect of dopaminergic drugs can be predicted as a 
function of white matter connectivity between the prefrontal cortex and the basal 
ganglia. As described above, one way by which dopamine might affect cognitive 
functions is by acting on fronto-striatal glutamatergic synapses, thereby modulating 
information flow through fronto-striato-thalamic loops. I reasoned that dopaminergic 
function is thus constrained by the existing anatomical fronto-striatal infrastructure. 
From each subject we acquired a diffusion weighted scan to measure white matter 
connectivity. Subsequently, subjects were scanned on and off the dopamine agonist 
bromocriptine. I hypothesized that individual differences in drug effects on switch-
related basal ganglia BOLD signal as well as drug effects on fronto-striatal functional 
connectivity could be predicted by individual differences in white matter connectivity. 
Another challenge in neuropsychiatry is the fact that dopaminergic drugs can elicit 
adverse effects. This might be a consequence of the wide spread effects of dopamine. 
Thus systemic administration of dopamine might affect a number of cognitive functions, 
by acting on several brain regions. For example in Parkinson’s disease, dopaminergic 
drugs are indicated to alleviate motor rigidity by acting on the dopamine-depleted 
dorsal striatum. However, these same drugs might detrimentally overdose ventral 
parts of the striatum leading to impulsive behaviour and aberrant reward processing 
(Swainson et al., 2000; Cools et al., 2001a, 2003; Cools, 2006). In chapter 4 of this thesis, 
I exploited a TMS protocol that was previously shown to modulate dopamine levels 
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selectively in subregions of the basal ganglia. If we find, as predicted, that TMS over 
the frontal cortex modulates striatal signals in a functionally selective manner, then 
this protocol might be a potential tool to modulate one cognitive function, without 
affecting other cognitive functions. 
In chapter 6 I aimed to assess performance on our novel attention switching task in 
patients with ADHD. This disorder is associated with deficits in attention focusing and 
high distractibility (DSM IV, 1994; Carter et al., 1995; Jonkman et al., 1999; Hervey et al., 
2004). Given the reciprocal nature between cognitive stability and cognitive flexibility 
described earlier, I hypothesized that the impairment in focusing of attention in ADHD 
might be accompanied by a paradoxical cognitive benefit in a context that requires 
attention switching. Moreover, I aimed to assess whether such an attention switching 
benefit was accompanied by changes in white matter connectivity. Indeed, previous 
studies have shown altered functional and structural connectivity in ADHD (Konrad 
and Eickhoff, 2010). If attention switching performance can be predicted from white 
matter this might be informative for neuropsychiatry. Neuropsychiatric treatment is 
currently based on DSM diagnosis without taking into account individual differences 
between patients. For example ADHD is associated with both attentional deficits and 
hyperactivity, but the severity of symptoms in these separate domains varies greatly 
between patients. Thus, individual neurocognitive assessment of attentional deficits 
might improve neuropsychiatric treatment.
Finally, in chapter 7, I will present a summary and interpretation of the findings 
described in this thesis. 
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Abstract
Current models of flexible cognitive control emphasize the role of the prefrontal cortex. 
This region has been shown to control attention by biasing information processing 
in favour of task-relevant representations. However, the prefrontal cortex does not 
act in isolation. We used functional magnetic resonance imaging combined with 
nonlinear dynamic causal modelling to demonstrate that the basal ganglia play a role 
in modulating the top-down influence of the prefrontal cortex on visual processing 
in humans. Specifically, our results reveal that connectivity between the prefrontal 
cortex and stimulus-specific visual association areas depends on activity in the basal 
ganglia, elicited by salient events leading to shifts in attention. These data integrate 
disparate literatures on top-down control by the prefrontal cortex and selective gating 
by the basal ganglia and highlight the importance of the basal ganglia for high-level 
cognitive control.
Based on: van Schouwenburg, M.R., den Ouden, H.E.M., Cools, R. (2010). The human 
basal ganglia modulate frontal-posterior connectivity during attention shifting. 
Journal of Neuroscience 30(29): 9910-9918
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Introduction
The limited processing capacity of our brain requires us to select relevant information 
for further processing and filter out irrelevant information from our complex 
environment. According to the biased competition model, this selection is biased 
by salience (bottom-up processing) as well as behavioural relevance (top-down 
processing) (Bundesen, 1990; Desimone and Duncan, 1995). Active maintenance of 
goal-relevant representations in the prefrontal cortex allows top-down biasing of 
attention by modulation of visual processing in posterior cortical regions (Miller and 
Cohen, 2001; Wallis et al., 2001; Gazzaley et al., 2007). To facilitate flexibility of attention 
in response to changes in the environment, these goal-relevant representations need 
to be updated constantly (Rougier et al., 2005). 
The prefrontal cortex does not act in isolation but rather interacts with other 
regions, such as the basal ganglia to bias attentional flexibility. However, their 
respective contributions are unclear. The basal ganglia have long been implicated 
in the control of movement, and the anatomy of the basal ganglia is perfectly suited 
to selectively gate a desired motor plan to the motor cortex while simultaneously 
inhibiting competing motor plans (Mink, 1996). Computational modelling work has 
suggested that the role of the basal ganglia in selective gating is not limited to motor 
processes but extends to cognitive functions. For instance, it has been proposed that 
goal-relevant representations in prefrontal cortex are updated only when the basal 
ganglia ‘open the gate’ for cortical processing (Braver and Cohen, 2000; Frank et al., 
2001). This hypothesis is in line with empirical evidence from functional imaging and 
patient studies revealing a role for the basal ganglia in attention switching (Cools 
et al., 2004; Leber et al., 2008). For example, patients with focal lesions in the basal 
ganglia (Cools et al., 2006) as well as patients with Parkinson’s disease, characterized 
by basal ganglia dysfunction, exhibit attention switching deficits (Cools et al., 2001a, 
2001b, 2003). 
In this study, we aimed to elucidate the mechanism by which the basal ganglia 
control attention switching by integrating the hitherto segregated literatures on the 
role of the prefrontal cortex in top-down biasing of attention and the role of the basal 
ganglia in selective gating, using fMRI. In contrast to traditional attention switching 
paradigms (e.g. reversal learning, task switching, and set shifting), we used an attention 
switching paradigm in which subjects did not switch their attention based on an explicit, 
top-down cue. Rather, the need to shift attention was signalled by a bottom-up cue 
consisting of a change in stimuli. We hypothesize that attention switching under such 
salience-driven conditions is mediated by modulatory influences of the basal ganglia 
on interactions between the prefrontal cortex and stimulus-specific visual regions in 
the posterior cortex. To test this hypothesis, we used dynamic causal modelling (DCM), 
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a generic Bayesian framework for inferring effective connectivity from neuroimaging 
data (Friston et al., 2003). Specifically, we used a nonlinear extension to DCM (Stephan 
et al., 2008; den Ouden et al., 2010) that allowed us to investigate modulatory influences 
of activity in the basal ganglia on the effective connectivity between prefrontal cortex 
and posterior visual regions.
Materials and methods
Subjects 
Twenty healthy right-handed volunteers participated in this study, which was approved 
by the local ethics committee. Exclusion criteria were claustrophobia, neurological or 
cardiovascular diseases, psychiatric disorders, regular use of medication or marihuana, 
use of psychotropic drugs, heavy smoking, or metal parts in the body. All subjects 
gave written informed consent and were compensated for participation. Two subjects 
were excluded from additional analysis because of abnormal performance on the task 
(see below). Accordingly, data are reported from 18 subjects (seven male; age 22.4 ± 
0.6 years [mean ± SEM]). 
Paradigm 
A novel attention switching paradigm was used in which subjects switched attention 
when they detected a change in the stimulus exemplars of an unattended dimension 
of two-dimensional stimuli. Subjects were presented with a series of stimulus pairs, i.e. 
two images presented side by side, each consisting of an overlapping face exemplar and 
scene exemplar (Figure 1A). At the beginning of each block, subjects were instructed 
to select one of the two dimensions (faces or scenes), focus on this dimension, and 
ignore the other dimension. Within the chosen dimension, subjects then selected one 
of the two exemplars by making a left (left index finger) or right (right index finger) 
response, depending on the location of the exemplar of their choice. This self-chosen 
exemplar was then set as the correct stimulus. Subjects were instructed to continue 
selecting the correct stimulus on subsequent trials. We used a design similar to that 
used by Hampshire and Owen (2006), in which stimulus pairs were presented twice 
within each trial. The combination of face and scene was reversed on the second 
presentation (F2S1 and F1S2) relative to the first (F1S1 and F2S2). This enabled us 
to identify the attended stimulus (Figure 1). At the end of each trial, feedback was 
presented. Feedback was positive (a green ‘smiley’ face) only if the subject selected 
the correct stimulus twice within the trial. If subjects selected the pattern that did not 
contain the correct exemplar or did not respond within a personalized cut-off time, 
then negative feedback (a red ‘sad’ face) was presented. Thus, a trial consisted of two 
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successive responses followed by feedback, and subjects were explicitly instructed 
to always respond to the same exemplar within each trial. After a variable number of 
correct trials (that is, 2-5 positive feedback events, or 4-10 correct responses) stimuli of 
the ignored dimension were replaced with novel exemplars. Subjects were instructed 
to shift their attention to this other dimension and to choose one of the two novel 
exemplars, whenever they detected a change. On trials on which novel exemplars 
were introduced (novel trials), subjects either detected the change and switched to 
one of the novel exemplars (novel switch trials [Figure 1C]) or they failed to detect the 
novel exemplars and kept responding to the previously correct exemplar (novel non-
switch trials [Figure 1D]). If they failed to detect the change, negative feedback was 
presented, usually leading subjects to switch on the subsequent trial. Trials on which 
no novel stimuli were introduced are defined as repeat trials (Figure 1B). 
In the main experiment, subjects were presented with, on average 355 ± 15 trials 
(mean ± SEM), of which 86 were novel trials. The trials were distributed across four 
blocks, separated by 23 s breaks. The sequence of the presented faces and scenes was 
randomized across subjects. For details on the exact timing of the paradigm, we refer 
to the supplementary materials. The paradigm was programmed using Presentation 
software (Neurobehavioural Systems).
Figure 1. The attention switching paradigm used in this study required subjects to select one stimulus 
exemplar (left versus right) within one dimension (faces versus scenes) on every trial. A) Each trial 
consisted of two consecutive responses followed by feedback. Red boxes indicate a possible response 
sequence. B-D show two consecutive trials with responses defining the three different trial types. For 
clarification, the stimuli are displayed schematically (F1, face 1; S1, scene 1; F2, face 2; S2, scene 2). B) In 
this example, the subject is attending to F1 on the first trial (attended stimuli are displayed in italic). On 
the next trial, no novel stimuli are introduced and the subject keeps attending to F1. The second trial 
is thus defined as a repeat trial. C) On a novel switch trial, novel stimuli of the unattended dimension, 
in this case scenes, are introduced (S3 and S4). The subject detects this change and switches attention 
to one of two novel stimuli (here S3). D) Alternatively the subject can fail to detect the novel stimuli 
and keep responding to the previously relevant stimulus exemplar, in this case F1. The subject will then 
receive negative feedback and the second trial is defined as a novel non-switch trial.
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Localizer
After completion of the main experiment, subjects performed an one-back task using 
alternating blocks of face stimuli and scene stimuli to localize the stimulus-specific 
visual association cortices (i.e. fusiform face area [FFA] [Kanwisher et al., 1997] and 
parahippocampal place area [PPA] [Epstein and Kanwisher, 1998]), in every subject 
individually. Subjects were presented with 16 s blocks of 20 face stimuli, 20 scene 
stimuli (each presented for 300 ms, intertrial interval of 500 ms), and rest periods 
(seven blocks of each type) and were instructed to press buttons with their left and 
right index finger whenever they noticed an immediate (one-back) repeat of a stimulus. 
Acquisition and preprocessing of fMRI data was performed as for the main experiment, 
and the statistical analysis was conducted using the normalized and smoothed images. 
In the general linear model (GLM), we included three regressors of interest (scene 
blocks, face blocks, and rest blocks), and the six realignment parameters as regressors 
of no interest. The blocks were modelled at the onset of the first stimulus presentation, 
with a duration of 16 s and convolved with a canonical hemodynamic response. Our 
contrasts of interest were (1) faces versus scenes and (2) scenes versus faces. 
Behavioural analysis
The switch likelihood was calculated as the percentage of switches on novel trials. The 
primary reaction time (RT) data analyses focused on three trial types of interest: novel 
switch trials, novel non-switch trials, and repeat trials. Excluded from these primary 
RT analyses were the first trial of each block, all trials on which subjects received 
negative feedback (except for the novel non-switch trials, which by definition resulted 
in negative feedback), and the trials following negative feedback. Median rather than 
mean RTs were reported to minimize the influence of outliers. 
Planned contrasts were assessed using paired sample t-tests. The statistical 
threshold was set at p < 0.05 (two-tailed). All results are reported as mean ± SEM 
unless stated otherwise.
fMRI data acquisition
Whole-brain imaging was performed on a 3T MR scanner (Magnetom Trio Tim; 
Siemens Medical Systems). Functional data were obtained using a gradient-echo 
echo-planar scanning sequence with blood oxygenation level-dependent (BOLD) 
contrast (30 axial-oblique slices; repetition time, 1990 ms; echo time, 30 ms; voxel 
size, 3.5x3.5x3.0 mm; interslice gap, 0.5 mm; field of view, 224 mm; flip angle, 80°). 
Visual stimuli were projected on a screen and were viewed through a mirror attached 
to the head coil. In addition, a high-resolution T1-weighted magnetization-prepared 
rapid-acquisition gradient echo anatomical scan was obtained from each subject (192 
sagittal slices; repetition time, 2300 ms; echo time, 3.03 ms; voxel size, 1.0x1.0x1.0 mm; 
field of view, 256 mm). 
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fMRI analysis
Univariate data analysis was performed using SPM5 software (Statistical Parametric 
Mapping; Wellcome Trust Centre for Cognitive Neuroimaging, London, UK). For the 
DCM analysis, SPM8 software was used. The first four functional scans of each dataset 
were discarded to avoid T1 equilibrium effects. Anatomical images were spatially 
coregistered to the mean of the functional images and normalized using a unified 
segmentation approach. Preprocessing procedures of functional images included 
within-subject realignment, spatial normalization using the same transformation 
matrix as estimated from the anatomical images, and spatial smoothing using a 
Gaussian kernel of 6 mm full width at half maximum. These preprocessed images were 
used for all analyses. 
In a GLM (model A), we included three regressors of interest: novel switch trials, 
novel non-switch trials, and repeat trials. In addition, we modelled trials following non-
switch trials, on which subjects switched their attention based on feedback (regressor 
4), all error trials, missed trials and trials after an error or after a missed trial (regressor 
5), and the six realignment parameters (regressors 6-11) as regressors of no interest. 
All paradigm-related regressors were modelled as delta functions at the onset of the 
first stimulus pair presentation within a trial and were convolved with a canonical 
hemodynamic response function including time derivatives. Time series were high-
pass filtered (128 s).
We focused on the following four contrasts: (1) novel switch versus repeat, (2) 
novel switch versus novel non-switch, (3) novel non-switch versus repeat, and (4) novel 
(both switch and non-switch) versus repeat. Contrasts from the first (subject-specific) 
level were used in a second-level random-effects analysis to test for consistent effects 
across subjects. 
To investigate any stimulus-specific effects in the PPA and FFA, we specified a 
second GLM (model B) in which novel switch, novel non-switch, and repeat trials 
were separated according to whether subjects were attending to faces or scenes. The 
following trial types were categorized as trials on which subjects attended to faces 
(vice versa for scenes): (1) novel switch trials on which subjects switched attention to a 
face, (2) novel non-switch trials on which subjects failed to detect a novel scene, and 
(3) repeat trials on which subjects attended to a face. This additional separation of trial 
types led to a reduction in the number of trials per trial type. For statistical analysis, 
we included only those subjects with at least 10 trials per trial type in each comparison 
(for additional details, see supplementary materials). 
We report the results of a random-effects analysis, with inferences drawn at the 
cluster level, familywise error corrected for multiple comparisons (p < 0.05) over the 
volumes of interest (VOIs). The height threshold at the voxel level was set at p < 
0.001 uncorrected for multiple comparisons. Large activation clusters from the insula 
often blended into clusters in the basal ganglia and prefrontal cortex as a result of 
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smoothing and intersubject differences in anatomy. Therefore, we also report the 
second or third largest peak voxel if the maximum peak voxel in a VOI was at the 
border with the insula.
Volumes of interest
VOIs in the basal ganglia, the prefrontal cortex, and the primary visual cortex (V1) were 
defined using the Automated Anatomical Labelling (AAL) interface (Tzourio-Mazoyer 
et al., 2002). The VOI of V1 was defined as the calcarine sulcus. The VOI of the basal 
ganglia included the caudate nucleus, the putamen, and the pallidum. VOI analyses 
of the prefrontal cortex focused on the (right) inferior frontal gyrus pars opercularis, 
based on previous results indicating that the right inferior frontal gyrus plays an 
important role in the deliberate and selective focusing of attention on currently 
relevant information (Gazzaley et al., 2004; Hampshire et al., 2007, 2009; Petrides and 
Pandya, 2009). For example, the right inferior frontal gyrus, but not the middle frontal 
gyrus, was shown recently to rapidly tune to selectively respond to current targets, 
becoming less responsive to those same objects when the task demands change 
(Hampshire et al., 2009). It might be noted that the pattern of BOLD responses in the 
inferior frontal gyrus reported in Figure 5B does not differ qualitatively from that in 
other regions of the prefrontal cortex. 
Because of large variation in the localization of the FFA and PPA, these were 
individually defined using an independent localizer task as described above. To define 
the FFA and PPA VOIs, we used a combination of functional and anatomical constraints. 
Within the anatomical masks of fusiform gyrus (FFA) and parahippocampal and lingual 
gyri (PPA) (defined using the AAL interface), the voxel with the highest t-value was 
determined in the faces versus scenes and scenes versus faces contrasts, respectively, 
for every subject separately. Voxels that (1) were within the anatomical masks, (2) were 
within a sphere (radius of 3 mm) around the peak voxel, and (3) exceeded a statistical 
threshold of p < 0.05 (uncorrected) were included in the subject’s FFA and PPA VOIs. 
Inferences were drawn based on the whole-brain or VOI analysis, corrected for 
multiple comparisons at the cluster level. For illustration purposes, we also plotted the 
weights for the different trial types for each VOI (extracted using MarsBaR [Brett et al., 
2002]). For the basal ganglia, the inferior frontal gyrus, and V1, weights were extracted 
from the peak voxel at the group level from the novel switch versus repeat contrast. 
To show the stimulus-specific effects, weights were extracted from the supplementary 
GLM (model B, with separate regressors for attention to faces and attention to scenes) 
from the individually defined FFA and PPA VOIs and averaged over the whole VOI. 
Dynamic causal modelling
DCM is a hypothesis-driven model of neural dynamics that uses a bilinear or nonlinear 
state equation to characterize an experimentally perturbed cognitive system (Friston 
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et al., 2003). The original bilinear implementation allows one to estimate effective 
connectivity between areas as well as modulations of these connections by external 
parameters. Recently, a nonlinear extension was introduced that allows one to test 
modulation of effective connectivity between two areas by activity in a third area. 
We used this nonlinear DCM to test our hypothesis, based on the GLM results and 
previous findings that top-down influences from the prefrontal cortex to posterior 
visual regions were modulated by activity in the basal ganglia. More specifically, we 
tested whether the increased activity in the basal ganglia that accompanied novel 
switch trials modulated connectivity between the inferior frontal gyrus and the FFA/
PPA. 
For a given model, nonlinear DCM models the hidden neural dynamics of a system 
of interacting brain regions. Using a nonlinear state equation, neural state changes are 
governed by four sets of parameters: (1) direct input parameters that model how brain 
regions respond to external stimuli, known as the ‘driving inputs’, (2) fixed effective 
connectivity parameters that reflect the coupling between modelled regions in the 
absence of input, the ‘endogenous or intrinsic connections’, (3) changes of these 
connections induced by experimental conditions, or the ‘modulatory inputs’, and 
(4) modulation of intrinsic connections by the neural activity of one of the modelled 
regions. This model of neural dynamics is combined with a hemodynamic model that 
describes the transformation of neural activity into a BOLD response. More details 
about DCM can be found in previous studies (Friston et al., 2003; Penny et al., 2004a; 
Stephan et al., 2008, 2010). 
The posterior probabilities of the parameters from the neural as well as the 
hemodynamic model are estimated from the measured BOLD data using a Bayesian 
inversion scheme that rests on an expectation-maximization algorithm (Friston et al., 
2003). The posterior distributions of the estimated parameters can then be used to test 
hypotheses about connection strengths, context-dependent connectivity changes, or 
the effect of activity in one region on coupling strength between two other regions. 
In addition, several models can be compared (e.g. including or excluding a particular 
connection) to test which estimated model optimally describes the measured BOLD 
responses, using Bayesian model selection (BMS) (as described below). 
DCM specification
Based on our GLM results, we constructed a nonlinear DCM including the right basal 
ganglia, the inferior frontal gyrus, the PPA, and the FFA (Figure 2). We compared 
several alternative models, all of which included connections from the inferior frontal 
gyrus to the FFA and the PPA. In addition to this basic architecture, models could 
include (1) reciprocal connections between the FFA and the PPA to model mutual 
interaction between these regions, (2) a connection from the inferior frontal gyrus to 
the basal ganglia and (3) a connection from the basal ganglia to the inferior frontal 
38
Chapter 2
gyrus to test functional contributions of known recurrent loops between these regions 
(Alexander et al., 1986), and (4) modulation of the connections from the inferior 
frontal gyrus to the FFA and the PPA by basal ganglia activity to test our hypothesis 
of interest. Connections from the basal ganglia to the FFA and PPA were not included 
based on the fact that our GLM results could not be accounted for by direct effects 
of basal ganglia activity on signal in the FFA and PPA. Varying these model features 
in a factorial manner resulted in a model space of 16 models (Figure 2). Note that 
comparing DCMs with these connections is not equivalent to testing whether these 
connections do or do not exist anatomically but rather whether these connections 
play a functional role in the process modelled.
Attention to faces and attention to scenes were modelled as input to the FFA and 
PPA, respectively. In our paradigm, the need to switch attention between faces and 
scenes was signalled by novelty. Novelty responses were larger in the inferior frontal 
gyrus then in the basal ganglia (see Figure 5). Accordingly, we modelled novelty as 
input in the inferior frontal gyrus and switching as input to the basal ganglia. 
Following the notation in previous DCM publications (Friston et al., 2003; Stephan 
et al., 2008), the hidden neural dynamics of the areas x1-n in the tested models are 
described by the following equation:
Here, x is the state vector, with each state variable representing the population activity 
in one region of the model, within total n regions (n = 4: FFA, PPA, basal ganglia, 
inferior frontal gyrus). t is continuous time, and thus dx/dt is the change in activity in 
areas x over time t. The A-matrix represents the endogenous connection strengths 
between the modelled regions x, u are the experimentally controlled inputs (attention 
to faces, attention to scenes, switching, novelty). As can be seen in Figure 2, these 
external inputs to the system only directly enter into the different areas, the weight 
of which is represented by the C-matrix, i.e. there are no external modulatory inputs, 
hence the absence of the B-matrix in this equation. Finally, the D(j) matrices encode 
how connection strengths are modulated or gated by activity in area j (for details, see 
Stephan et al., 2008).
Time series extraction
Because the exact locations of activation maxima varied across participants, we used 
subject-specific anatomical and functional constraints for selection of regional time 
series (cf. Stephan et al., 2007). For the basal ganglia, we determined the individual 
peak voxel that (1) exceeded a threshold of p < 0.05 (uncorrected) in the novel switch 
versus novel non-switch contrast, (2) was within the anatomical VOI of the basal 
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ganglia, and (3) was within 12 mm of the group maximum in the novel switch versus 
novel non-switch contrast. To summarize the regional time series, we computed the 
first eigenvector across all suprathreshold voxels (p < 0.05 uncorrected) within 3 mm 
of this peak voxel. For the inferior frontal gyrus, we determined the individual peak 
voxel that (1) exceeded a threshold of p < 0.05 (uncorrected) in the novel versus repeat 
contrast and (2) was within 6 mm of the group maximum in the novel versus repeat 
contrast. We then again computed the first eigenvector across all suprathreshold 
voxels within 3 mm of this peak voxel. For the FFA and PPA, we computed the first 
eigenvector across all voxels in the individual VOIs. 
We were able to extract time series for all four areas in 16 of 18 participants. We 
could not obtain a basal ganglia time series in two participants because of failure to 
meet the anatomical and functional criteria above. Given that the complete models 
could not be specified, these participants were excluded from the DCM analysis. 
Bayesian model selection
BMS provides a principled foundation for comparing competing models of different 
complexity (Penny et al., 2004b). We used the negative free energy approximation 
to the log model evidence (cf. Friston and Stephan, 2007; Stephan et al., 2007b) 
to compare models at the group level, using random-effects BMS (Stephan et al., 
2009). This method is considerably more robust than either the conventional fixed-
effects analysis using the group Bayes factor (Stephan et al., 2007b) or frequentist 
Figure 2. Dynamic causal modelling was used to investigate the modulation of connections between 
the inferior frontal gyrus (IFG) and FFA/PPA by switch-related activity in the basal ganglia (BG). A) The 
basic architecture of the model included connections from the IFG to the FFA and PPA (black) and the 
following inputs: novelty to the IFG, switch to the BG, attention to faces to the FFA, and attention to 
scenes to the PPA. B) We tested 16 alternative models that could include connections from IFG to BG 
(orange), from BG to IFG (blue), reciprocal connection between FFA and PPA (red), and modulation 
of IFG to FFA/PPA connectivity by the BG (green). Dark gray boxes indicate that this connection was 
included in the model. The best model (16) included all connections.
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tests applied to model evidences, especially in the presence of outliers (Stephan et al., 
2009). It uses variational Bayes to infer the posterior density of the models per se. One 
can then derive the exceedance probability XPk, i.e. the probability that a particular 
model k is more likely than any other model considered, given the group data. 
Note that the model evidence is defined with respect to one particular dataset and 
that it is therefore not possible to compare models with different numbers of nodes.
Results
Behavioural results
There was large individual variability in terms of the likelihood of switching when novel 
stimuli were introduced, ranging from 31 to 94% (mean ± SEM, 65 ± 4%). Two subjects 
with a switch likelihood above 90% were excluded from additional analysis because of 
insufficient numbers of novel non-switch trials. 
Subjects were significantly slower on novel switch trials compared with novel non-
switch trials (t17 = 6.0, p < 0.001) and compared with repeat trials (t17 = 7.5, p < 0.001) 
(RTs: novel switch, 1118 ± 71 ms; novel non-switch, 817 ± 54 ms; repeat, 678 ± 37 
ms). Conversely, there was no significant difference in RT between novel non-switch 
trials and repeat trials (t17 = 1.2, p < 0.3). Thus, subjects’ performance did not differ 
between trials in which they continued responding to the same stimulus, independent 
of whether novel stimuli were introduced in the other stimulus dimension. 
On average, subjects made 9.0 ± 1.4% errors on repeat trials. Subjects did not 
respond within the cutoff time (see supplementary materials) on 1.8 ± 0.3% of repeat 
trials and on 2.5 ± 0.5% of novel trials. Importantly, the number of errors did not 
correlate with switch likelihood (r18 = -0.01, p = 1.0), indicating that the individual 
differences in switch likelihood could not be explained by individual differences in the 
general level of attention, arousal, or motivation. 
fMRI results
In line with previous findings showing a role for the basal ganglia in switching, we 
found that BOLD signal in the basal ganglia was significantly higher during novel 
switch trials than during repeat trials (Figure 3A, Table 1) (see also Figure 5A). This 
effect was centred on the ventral striatopallidum. Furthermore, there was a significant 
correlation between BOLD signal in the ventral striatopallidum during switching to 
a novel stimulus and the behavioural measure of switch likelihood across subjects 
(Figure 4). This finding strengthens previous observations that the basal ganglia 
are involved in cognitive switching and extends their role in cue-based switches to 
salience-driven attentional switches that are not driven by instruction cues. Novel 
switch-related responses were also found in the inferior frontal gyrus, V1, the FFA, and 
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the PPA (Figures 3A, 5A-E, Table 1). 
Interestingly, the basal ganglia and the inferior frontal gyrus showed an increase 
in BOLD response not only when a novel stimulus caused the subjects to switch 
their attention but also when a novel stimulus was introduced but not detected. In 
other words, the basal ganglia and the inferior frontal gyrus responded to novelty, 
regardless of whether this novelty elicited an attentional switch (Figures 3B, 5A, B, 
Table 1). Conversely, posterior visual regions (V1, FFA, and PPA) showed no increase 
in BOLD response for novelty per se (novel non-switch - repeat) (Figures 3B,5C-E) but 
were particularly sensitive to switching as evidenced by the large increase in BOLD 
signal for the contrast novel switch - novel non-switch (Figures 3C, 5C-E, Table 1). This 
latter contrast also showed an increase in BOLD responses in the basal ganglia, further 
strengthening the role of the basal ganglia in switching (Figures 3C, 5A, Table 1).
Supplementary GLM analyses (model B) (see materials and methods and 
supplementary materials) revealed stimulus-specific effects in the FFA and PPA, such 
Figure 3. BOLD responses from a whole-brain analysis. Bars indicate t-values, and figures are 
thresholded for a t-value of 3.65, corresponding to a p-value of 0.001 uncorrected for multiple 
comparisons. A) Contrasting novel switch trials with repeat trials showed increased responses in the 
basal ganglia, anterior cingulate cortex, inferior frontal gyrus, midbrain, parietal cortex, and posterior 
visual regions. B) When comparing novel non-switch trials with repeat trials, the basal ganglia and 
fronto-parietal regions also showed an increase in BOLD responses, but this effect was not observed 
in posterior visual regions. C) Contrasting novel switch trials with novel non-switch trials showed 
increased responses in posterior visual regions and the basal ganglia.
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Figure 4. Individual differences in behaviour could be explained by BOLD signal in the basal ganglia. 
More specifically, the level of BOLD signal on novel switch trials in the basal ganglia correlated 
negatively with the switch likelihood (left basal ganglia: r18 = -0.54, p < 0.05; right basal ganglia: r18 = 
-0.48, p < 0.05). Beta-values were extracted from the group peak voxel from the novel switch versus 
repeat contrast in the right basal ganglia (MNI coordinates [10 10 0]).
Figure 5. To illustrate the pattern of responses in our VOIs we extracted the beta values for each 
subject from the group peak voxels (MNI coordinates [x y z]) from the novel switch versus repeat 
contrast. Here we display the mean beta values ± SEM across subjects. Novel stimuli increased BOLD 
responses in A) the basal ganglia [10 10 0] and B) the inferior frontal gyrus [48 10 28] even when 
they were not detected. Supplementary repeated measures ANOVA revealed a significant interaction 
between region (basal ganglia versus inferior frontal gyrus) and novelty (novel switch + novel non-
switch versus repeat) (F1,1 = 10.2, p < 0.01), suggesting that the inferior frontal gyrus is particularly 
important for processing novel information. In contrast, in C) the primary visual cortex [14 -80 8] 
BOLD responses increased only when the novel information elicited an attention switch. Beta values 
for D) the FFA and E) the PPA were extracted from the individual localizer-defined VOIs using the 
supplementary GLM (model B). These areas showed stimulus-specific effects, such that the BOLD 
response in the FFA increased when an attention switch was elicited by a novel face, but not a novel 
scene, whereas the reverse effect was found in the PPA.
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that BOLD responses increased significantly in the FFA on novel switch trials, only when 
the novel stimulus was a face and not when it was a scene (Figure 5D). The opposite 
pattern was obtained in the PPA (Figure 5E) (for details, see supplementary materials). 
Again, effects were restricted to novel switch trials and did not extend to novel non-
switch trials. This indicates that novel stimuli did not cause an overall increase in BOLD 
signal in posterior visual regions but that the signal was specifically upregulated in 
stimulus-specific areas and only when they elicited an attentional switch.
In summary, BOLD responses increased on novel switch trials in the basal ganglia, 
the inferior frontal gyrus, and V1 and in a stimulus-specific manner in the FFA and 
PPA. In addition, novel stimuli were processed by the basal ganglia and the inferior 
frontal gyrus, even when these stimuli did not trigger an attention switch. In contrast, 
it was only when visual information triggered flexible switching in attention that BOLD 
responses also increased in the primary visual cortex (V1) and stimulus-specific visual 
association cortices (FFA and PPA). 
As outlined in the Introduction, the basal ganglia might control salience-driven 
attention switching by gating the influence of the inferior frontal gyrus to posterior 
visual regions. Thus, the attentional bias from the prefrontal cortex on processing in 
posterior visual regions might be updated only when the basal ganglia open the gate 
in response to novel stimuli. The present results are consistent with this proposal. To 
test directly the hypothesis that salience-driven attention switching is mediated by 
ventral striatopallidum activity on coupling between the inferior frontal gyrus and 
the FFA and PPA, we used nonlinear DCM, a generic Bayesian framework for inferring 
hidden neuronal states from measurements of brain activity.
Nonlinear DCM
Our hypothesis that ventral striatopallidum activity modulates frontal-posterior 
coupling required the assessment of second-order modulatory effects on connectivity. 
Based on the GLM results, we constructed a nonlinear DCM including the ventral 
striatopallidum, the inferior frontal gyrus, the PPA, and the FFA. We constructed 16 
alternative models and compared them at the group level. Each model included 
connections from the inferior frontal gyrus to the FFA and the PPA (Figure 2, black). 
In addition to this basic architecture, the following connections were systematically 
included: (1) reciprocal connections between the FFA and the PPA (red), (2) connection 
from the inferior frontal gyrus to the ventral striatopallidum (orange), (3) connection 
from the ventral striatopallidum to the inferior frontal gyrus (blue), and (4) modulation 
of the connection from the inferior frontal gyrus to the FFA and the PPA by ventral 
striatopallidum activity (green), which was driven by switching. We hypothesized that 
the switch signal originates in the ventral striatopallidum, which subsequently facilitates 
the inferior frontal gyrus-driven biasing of posterior visual regions processing in favour 
of novel stimuli. 
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Table 1. Coordinates of local maxima within volumes of interest
Local maxima Cluster statistics
Region Hemisphere x y z T-value
Novel switch > repeat
Basal ganglia L -10 8 -2 11.40
(insula) L 26 18 -8 8.85
R 10 10 0 8.77
Inferior frontal gyrus L -46 14 20 8.71
(insula) L 50 18 2 8.78
(insula) L 50 14 20 8.47
R 48 10 28 7.47
V1 L -8 -76 6 7.98
R 14 -80 8 7.88
FFA (VOI) L 5.69
R 5.97
PPA (VOI) L 5.10
R 6.69
Novel switch > novel non-switch
Basal ganglia L -18 -2 18 5.67
R 18 4 -6 6.53
Inferior frontal gyrus L -54 6 18 5.63
R 62 18 16 5.27
V1 L 2 -94 4 8.90
R 16 -88 10 6.49
FFA (VOI) L 5.53
R 3.90
PPA (VOI) L 4.55
R 4.66
Novel non-switch > repeat
Basal ganglia L -10 4 8 4.15
R 10 8 2 5.01
Inferior frontal gyrus L -48 16 32 7.20
R 42 8 30 6.71
V1 L          no suprathreshold clusters
R          no suprathreshold clusters
FFA (VOI) L          not significant 1.39
R          not significant 1.45
PPA (VOI) L          not significant 1.75
R          not significant 1.63
Clusters were significant at p < 0.05 cluster-level corrected for a priori regions of interest. SPM maps 
were thresholded at p < 0.001 uncorrected. FFA and PPA statistics were done on mean beta weights, 
extracted from the individual localizer-defined VOIs. All reported coordinates are in MNI space. 
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The best model (Figure 2, model 16) included reciprocal connections between 
the PPA and the FFA, reciprocal connections between the inferior frontal gyrus and 
the ventral striatopallidum, and, critically, modulation by ventral striatopallidum 
activity of connectivity between the inferior frontal gyrus and the FFA and the PPA. 
The exceedance probability for this model was XP = 0.83, surpassing the exceedance 
probabilities of all other models (which ranged from 0.002 to 0.1) (for details, see 
Table S1, supplementary material). Using model space partitioning, we could directly 
compare all models with and without the critical modulatory influence from the 
ventral striatopallidum (Stephan et al., 2009). This comparison revealed an exceedance 
probability of 0.95 in favour of the set of models including this modulatory connection. 
Having determined the optimal model (Figure 2, model 16), we then tested whether, in 
this model, the modulation of the frontal-posterior coupling by ventral striatopallidum 
activity was consistently different from zero across subjects. Indeed, the parameter 
estimates reflecting gating effects of ventral striatopallidum activity on frontal-
posterior connections were consistently positive and significant across subjects (effect 
on IFG to FFA: d = 0.54 ± 0.15 [mean ± SEM], t15 = 3.55, p = 0.003; effect on IFG to PPA: 
d = 0.62 ± 0.19, t15 = 3.11, p = 0.007). Thus, switch-related activity in the basal ganglia 
significantly modulated the strength of connections from the inferior frontal gyrus to 
stimulus-specific visual cortices.
Discussion 
The basal ganglia have been implicated in attentional flexibility. Existing evidence 
indicates that the basal ganglia are activated during the performance of set-shifting, 
reversal learning, and task-switching paradigms (Rogers et al., 2000; Cools et al., 
2002a, 2004; Leber et al., 2008) and that lesions in this region impair the ability to 
flexibly switch attention in response to changes in the environment (Cools et al., 2006). 
However, the mechanism by which the basal ganglia control attentional flexibility is 
unclear. Here we investigate a potential mechanism using a new attention switching 
paradigm in which subjects flexibly switched attention only when they detected 
a change in the unattended dimension of two-dimensional stimuli. The results 
demonstrate that BOLD responses in the basal ganglia, in particular in the ventral 
parts of the striatum and pallidum (ventral striatopallidum), as well as in the prefrontal 
cortex were increased when novel stimuli triggered switches in attention. Strikingly, 
the BOLD signal in these regions also increased during novel stimuli that did not elicit 
flexible attention switching. In contrast, the primary visual cortex and stimulus-specific 
visual association cortices responded only when those novel stimuli elicited switches 
in attention. 
The finding that the main effects of stimulus in V1, FFA, and PPA were driven 
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by attention rather than by novelty per se is consistent with many previous studies, 
reporting similar attentional gain effects in posterior visual regions (Moran and 
Desimone, 1985). The absence of signal in V1, FFA, and PPA during the novel non-
switch trials relative to the repeat trials is particularly striking and suggests that BOLD 
in these regions might be driven by top-down signals to a greater extent than by 
bottom-up signals (Maier et al., 2008). It is precisely the combination of, on the one 
hand, absence of signal in posterior visual regions, and, on the other hand, presence 
of signal in the basal ganglia that led us to test the hypothesis that the basal ganglia 
might control attentional flexibility by modulating the processing of visual information 
in posterior visual regions. Given extensive connections between the basal ganglia 
and the inferior parts of the prefrontal cortex (Alexander et al., 1986) and known 
attentional influences from the prefrontal cortex on the FFA/PPA, we hypothesized 
that such an influence would most likely occur via modulation of inferior prefrontal 
inputs to posterior regions. 
This hypothesis concurs with the basic architecture of current action selection and 
centre surround models of the basal ganglia (Hikosaka and Wurtz, 1989; Redgrave 
et al., 1999a; Nambu et al., 2002), which highlight their role in gating task-relevant 
cortical programs via the focal release of extensive inhibition mediated by connections 
between the output nuclei of the basal ganglia and the thalamus. This gating function 
of the basal ganglia in the motor domain has been suggested to extend to the domain 
of attention, selection of eye movement, and the selective updating of task-relevant 
representations in the prefrontal cortex (Braver and Cohen, 2000; Frank et al., 2001; 
Dodds et al., 2009).
Nonlinear DCM enabled us to test the hypothesis that the basal ganglia function 
as a gate to modulate top-down attentional biasing by the prefrontal cortex on 
processing in stimulus-specific posterior visual areas. Consistent with this prediction, 
we found that our data were best explained by a model that included a modulatory 
influence of the basal ganglia on connectivity between the prefrontal cortex and 
stimulus-specific visual regions. 
The present finding that attentional flexibility is mediated by influences from 
basal ganglia activity on frontal-posterior coupling was obtained in the context of a 
paradigm that required switching in response to the introduction of novel exemplars 
of an unattended stimulus dimension. We hypothesize that the degree of salience of 
the novel stimuli determined whether they were detected or not. Only changes that 
reached a certain salience threshold caused a switch in attention. In other words, the 
stimulus changes on novel non-switch trials were not salient enough to trigger an 
attention switch, but changes on novel switch trials were. This hypothesis is reminiscent 
of a mechanism suggested for action selection, in which evidence for a certain action 
accumulates until a threshold is reached, on which the action is executed (Lo and 
Wang, 2006; Yang and Shadlen, 2007; Forstmann et al., 2008a). The basal ganglia 
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have been implicated in this process, and, based on the literature and our results, we 
suggest here that the basal ganglia might play similar roles in the domain of attention 
and action.
Although the basal ganglia are often associated with the processing of reward 
(Schultz, 2007), several studies have revealed a more general role for the basal ganglia 
in the processing of salient information. For example, several fMRI studies have shown 
increased BOLD responses in the basal ganglia in response to novel or surprising 
nonreward stimuli (Bunzeck and Duzel, 2006; Wittmann et al., 2008; den Ouden et al., 
2010). Specifically, Zink et al. (2003, 2006) have found that BOLD signal increased in 
the basal ganglia in proportion to the degree to which an unexpected novel sound 
interfered with an ongoing task. These data suggest that the salience of a stimulus is 
reflected in the BOLD responses in the basal ganglia. Indeed we found the BOLD signal 
in parts of the basal ganglia to gradually increase over different trial types (Figure 5A), 
such that novel switch trials showed an increase in BOLD signal compared with novel 
non-switch trials, which in turn showed an increase in BOLD signal compared with 
repeat trials. Thus, novel stimuli that were not detected caused an increase in BOLD 
response in the basal ganglia. However, they did not affect ongoing behaviour in terms 
of RTs, nor in terms of BOLD responses in the posterior visual regions. We suggest 
that, although novel stimuli elicited a response in the basal ganglia, the evidence on 
non-switch trials was not sufficient to trigger attention switching, i.e. did not reach 
the salience threshold. Note that the present study did not enable us to disentangle 
whether salience was driven by exogenous (e.g. stimulus properties) or endogenous 
(e.g. intrinsic brain states) factors. 
Our finding of a between-subject correlation of switch-related BOLD signal in the 
basal ganglia and behavioural switch likelihood can be reconciled with this hypothesis. 
Low BOLD signal in the basal ganglia during switching was accompanied by high 
switch likelihood, whereas subjects who showed relatively high BOLD signal during 
switching were less likely to detect the novel stimulus. At first, a negative correlation 
may seem counterintuitive, but the critical observation is that this is a between-subject 
correlation. Although on average the BOLD signal was higher on novel switch trials 
than on novel non-switch trials, here we look at individual differences in the height 
of the switch-related BOLD signal. The observed negative correlation to individual 
behavioural differences could be explained by the following hypothesis: if attention 
switching occurs when neural activity in the basal ganglia reaches a particular salience 
threshold, then in subjects with a low salience threshold, a switch will be caused even 
by a moderately salient stimulus. In these subjects, the average of neural activity across 
switch trials will be lower than in subjects with a high salience threshold. Salience 
should be manipulated parametrically in future study to test this hypothesis. 
One mechanism by which salient stimuli might influence the selective gating of 
attention is the regulation of basal ganglia activity by the neuromodulator dopamine, 
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which is released in the basal ganglia during salient events (Redgrave and Gurney, 
2006; Schultz, 2007). This hypothesis is in line with suggestions that short-latency 
dopamine signals mediate the switching of attention to unexpected, behaviourally 
relevant stimuli (Redgrave et al., 1999a, 1999b) and concurs with pharmacological 
functional imaging studies showing that dopaminergic manipulations modulate BOLD 
signals in the basal ganglia (Cools, 2006; Dodds et al., 2008) and its connectivity with 
the prefrontal cortex during attention switching (Nagano-Saito et al., 2008). In chapter 
5 of this thesis we will test this hypothesis by assessing whether BOLD responses in 
the basal ganglia during the performance of the present paradigm are modulated by 
administration of dopaminergic drugs. 
The finding that responses within the basal ganglia and prefrontal cortex were 
centred on their ventral inferior parts concurs with proposals that a ventral attentional 
network is involved when reorienting to behaviourally relevant stimuli, especially 
when they are salient or unexpected, whereas a dorsal attentional network is involved 
when selecting stimuli in a more goal-directed manner (Corbetta and Shulman, 2002). 
The present finding does not imply that all forms of attention switching are mediated 
by the basal ganglia. Indeed, there is evidence that different forms of switching are 
subserved by distinct cortical and subcortical mechanisms (Cools et al., 2004, 2006; 
Kehagia et al., 2009). 
In summary, we combined the use of a new attention switching paradigm with 
fMRI and DCM to test a hypothesized mechanism by which the basal ganglia might 
control attentional flexibility. Our results integrate two hitherto disparate literatures 
on the role of the prefrontal cortex in top-down biasing of attention and the role of 
the basal ganglia in selective gating by demonstrating that salience-driven attention 
switching is accompanied by modulatory influences of activity in the basal ganglia 
on connectivity between the prefrontal cortex and stimulus-specific visual association 
cortex.
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Supplementary materials 
Timing details paradigm
The different trial types of the paradigm are described in the methods section of 
the main text and Figure 1. Here we describe the timing details of the paradigm (see 
also Figure S1). After a 500 ms inter-trial interval, subjects were presented with the 
first stimulus-pairs. Upon responding to the first presentation, the stimulus-pairs were 
removed from the screen and reappeared after a 1000 ms interval. Alternatively, if 
subjects did not respond within a personalized cut-off time (see next paragraph), 
stimulus-pairs were removed from the screen, subjects were presented with the words 
‘too late’ for 500 ms and stimulus-pairs reappeared after 500 ms. After responding to 
(or after missing) the second stimulus-pairs, there was a jittered interval (0-4500 ms) 
followed by 750 ms of feedback.
Before the main experiment, subjects completed a self-paced practice block 
(consisting of on average 128 trials, including 29 novel trials) outside the scanner. 
We calculated the mean reaction time (RT) on novel switch trials, which we used as a 
personalized cut-off time in the main experiment to put emphasis on a fast response. 
This way subjects were forced to concentrate on the relevant dimension. To prevent 
subjects from missing too many novel trials, this cut-off time was increased (by 10%) 
during the experiment if subjects failed to respond in time on more than 10% of novel 
trials. In order to further ensure sufficient numbers of novel switch and novel non-
switch trials, subjects occasionally received additional feedback after a block. If they 
switched on more than 70% or less than 30% of novel trials, then they were instructed 
to respectively concentrate on the currently relevant dimension and to respond as fast 
as possible, or to try to detect a change more often. This occurred on average 1.3 ± 
SEM 0.3 times per subject.
Figure S1. Stimuli were presented after an inter-trial interval of 500 ms. Upon responding stimuli were 
removed from the screen and after a 1000 ms interval, stimuli reappeared. After a jittered interval (0-
4500 ms) feedback was presented for 750 ms.
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Stimulus-specific BOLD responses in FFA and PPA
In addition to our main general linear model (GLM), in which we compared the novel 
switch, novel non-switch and repeat trials, we built a supplementary GLM (model B) to 
test for stimulus-specific effects in the fusiform face area (FFA) and parahippocampal 
place area (PPA). In this model we further separated the novel switch, novel non-
switch and repeat trials into trials on which subjects attended to faces versus scenes. 
The following trial types were categorized as trials on which subjects attended to faces 
(vice versa for scenes): (1) novel switch trials on which subjects switched attention to 
a face, (2) novel non-switch trials on which subjects failed to detect a novel scene 
and (3) repeat trials on which subjects attended to a face. This further separation of 
trial types led to a reduction of the number of trials per trial type. For the statistical 
analysis we included only those subjects who had at least 10 trials per trial type in each 
comparison.
Results are presented in Figure 5 in the main text. As predicted there was a main 
effect of faces in the FFA (n = 9; left F1,8 = 19.0, p < 0.01; right F1,8 = 12.6, p < 0.01) and 
a main effect of scenes in the PPA (n = 9; left F1,8 = 25.2, p < 0.01; right F1,8 = 41.6, p 
< 0.001). In addition, we found that there was significantly larger BOLD responses in 
the FFA when subjects attended to faces versus scenes on repeat trials (n = 18; left t17 
= 4.8,p < 0.001; right t17 = 3.6, p < 0.01), and vice versa for the PPA (n = 18; left t17 = 
-4.9, p < 0.001; right t17 = -4.4, p < 0.001), confirming that subjects attended to one of 
the dimensions more than to the other during repeat trials. BOLD responses in the FFA 
increased when subjects switched to a novel face (switch novel face versus non-switch 
novel face; n = 12; left t11 = 4.0, p < 0.01; right t11 =1.9, p < 0.09), but not when they 
switched to a novel scene (switch novel scene versus non-switch novel scene; n = 12; 
left t11 = 0.5, p < 0.7; right t11 = 1.5, p < 0.2). The opposite pattern was observed in the 
PPA (switch novel scene versus non-switch novel scene; n = 12; left t11 = 5.6, p < 0.001; 
right t11 = 10.0, p < 0.001; switch novel face versus non-switch novel face; n = 12; left 
t11 = -0.4, p < 0.8; right t11 = 0.03, p < 1.0).
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Bayesian model selection
To assess which model described our data best we used random effects Bayesian 
model selection, where we compared models based on their exceedance probability 
XPk, i.e. the probability that a particular model k is more likely than any other model 
considered, given the group data. Table S1 shows the exceedance probabilities for all 
tested models, showing that model 16 is clearly the winning model. This model included 
a modulation by basal ganglia activity of the fronto-posterior visual connections (c.f. 
Figure 2).
Table S1. BMS results
Model
Dirichlet 
parameter 
Exceedance 
probability
1 1.0406 0.0021
2 1.0487 0.0021
3 1.4806 0.0053
4 1.6952 0.0075
5 1.1702 0.0028
6 1.2161 0.0032
7 1.7095 0.0076
8 4.1404 0.1073
9 1.097 0.0023
10 1.1171 0.0026
11 1.5382 0.0057
12 1.7142 0.0077
13 1.0264 0.0021
14 1.0372 0.0021
15 1.9047 0.0102
16 8.0639 0.8295

Martine van Schouwenburg
Hanneke den Ouden 
Roshan Cools
Selective attentional gating of 
fronto-posterior connectivity 
by the basal ganglia during 
attention switching3
54
Chapter 3
Abstract
Both the prefrontal cortex and the basal ganglia have been associated with cognitive 
flexibility. The prefrontal cortex enhances processing of task-relevant representations 
by exerting top-down control over posterior cortical areas. However, controversy 
exists about the exact role of the basal ganglia in cognitive flexibility. While some 
theories highlight basal ganglia-driven inhibition of task-irrelevant processing, other 
theories suggest that the basal ganglia contribute to enhancement of task-relevant 
processing. We combined functional neuroimaging with dynamic causal modelling to 
show that the basal ganglia subserve both these functions. This finding is in line with 
selective gating models of the basal ganglia and increases our understanding of the 
role of the basal ganglia in cognition.
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Introduction
Our constantly changing environment requires us to continuously update our goals 
and associated task-relevant representations. Both the prefrontal cortex and basal 
ganglia have been implicated in such switches in attention (Monchi et al., 2001; 
Robbins, 2007; Nagano-Saito et al., 2008; Kehagia et al., 2010; Cools, 2011). Indeed the 
anatomical arrangement of fronto-striatal circuitry seems optimized for selecting task-
relevant representations (Redgrave et al., 1999a). The prefrontal cortex exerts a top-
down bias towards processing of task-relevant representations, thereby potentiating 
the maintenance of representations and increasing their resistance to distracters 
(Miller and Cohen, 2001; Gazzaley et al., 2007). Conversely, the basal ganglia might be 
particularly important when task-relevant representations need to be updated (Perry 
and Zeki, 2000; Rogers et al., 2000; Cools et al., 2002, 2004; Leber et al., 2008).
However, the exact mechanism by which the basal ganglia contribute to attention 
switching remains unclear. It has been suggested that the basal ganglia selectively gate 
prefrontal representations, such that they select which prefrontal cortex representation 
guides behaviour (Hazy et al., 2007; Frank and Badre, 2011). In recent neuroimaging 
studies we found evidence for such a gating mechanism by the basal ganglia (den 
Ouden et al., 2010; van Schouwenburg et al., 2010 [chapter 2]). Using dynamic causal 
modelling (DCM), we showed that the basal ganglia increased connectivity between 
the prefrontal cortex and visual cortex during attention switching (van Schouwenburg 
et al., 2010 [chapter 2]). Here we aim to extend these findings by investigating the 
mechanisms underlying such selective gating by the basal ganglia. 
The prefrontal cortex and basal ganglia are strongly connected via a set of 
functionally segregated loops connecting the cortex with the basal ganglia, and via 
the thalamus back to the cortex (Alexander et al., 1986). The inhibitory basal ganglia-
thalamic connections provided the basis for classical models of basal ganglia function, 
emphasizing their role in the inhibition of task-irrelevant representations (Hikosaka 
and Wurtz, 1989; Alexander and Crutcher, 1990; Nambu et al., 2002; Aron, 2007). Other 
models highlight their importance in the selection of task-relevant representations 
(Redgrave et al., 1999; Gurney et al., 2001). For example, it has been suggested that 
the basal ganglia can lower a decision threshold thus facilitating the selection of task-
relevant representations (Lo and Wang, 2006; Forstmann et al., 2008). A third group of 
models suggest that desired representations are selectively gated by a combination 
of these mechanisms. These suggest that the basal ganglia select the appropriate 
representation by focally releasing inhibition of the desired representation, while 
further inhibiting task-irrelevant representations (Mink, 1996; Hazy et al., 2007). 
To further elucidate the role of the basal ganglia in attention switching, we employed 
a spatial attention switching paradigm in combination with fMRI. This enabled us 
to compare BOLD signals in task-relevant visual cortical areas with BOLD signals in 
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task-irrelevant visual cortical areas. We predicted that switch-related BOLD signals in 
visual cortex are modulated in a spatially selective manner. Using DCM we assessed 
whether these predicted spatially selective effects are controlled by the basal ganglia 
through selective attentional gating of prefrontal top-down connections. Specifically, 
we assessed whether the basal ganglia increased fronto-posterior connectivity with 
the newly attended hemifield and/or decreased fronto-posterior connectivity with the 
now irrelevant hemifield.
Materials and methods 
Subjects
Data are reported from 17 subjects (4 men, mean age 20.5, standard error of the 
mean [SEM] 0.5). Thirty-three subjects were screened on an initial intake session. Only 
subjects who performed well on the task (accuracy > 65% on repeat trials) and were 
able to maintain fixation during the task (as assessed by visual inspection of eyetracking 
data) were invited for the fMRI session. Of the 21 subjects who were scanned, two 
subjects were excluded due to excessive head movement in the scanner (>2x voxel 
size), one subject was excluded because the experiment had to be ended prematurely 
and one subject was excluded because of low accuracy on repeat trials (<50%). One 
subject who completed 90% of the experiment was included for all analyses.
 Exclusion criteria were claustrophobia, neurological diseases, cardiovascular 
diseases, psychiatric disorders, regular use of medication or soft drugs, use of hard 
drugs, heavy smoking, excessive alcohol consumption or metal parts in the body. All 
subjects had normal or corrected to normal vision, and were right-handed. They all 
gave written informed consent and were compensated for participation. The study 
was approved by the local ethics committee.
Paradigm
A spatial attention switching paradigm was employed in which subjects switched 
attention when they detected a change in a stimulus at an unattended location. 
Subjects were instructed to fixate on a centrally presented fixation cross, and to 
covertly attend to a stimulus either on the left or right side of the fixation cross. Stimuli 
consisted of a pattern of moving dots that could move in one of four directions (left, 
right, up, down). On each trial subjects had to indicate the direction of the moving 
dots on the attended side by pressing one of four buttons (left: right index finger, 
right: right middle finger, up: left middle finger, down: right index finger). The start of a 
new ‘repeat trial’ was indicated by a change in the direction of motion at the attended 
side. At the unattended side random noise was presented on repeat trials. After a 
variable number of correct responses a ‘switch trial’ was presented on which a change 
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in the direction of motion at the attended side was accompanied by an initiation of 
motion at the unattended side (Figure 1). Switch trials required subjects to switch their 
attention (covertly) to the other side. On switch trials the direction of motion at the 
attended side was always incongruent with that at the unattended side enabling us 
to identify the attended stimulus. On trials after a switch trial no change in direction 
occurred at the now attended side and motion at the now unattended side changed 
to random noise. These trials did not require a response. Note that trials were not 
separated by an intertrial interval and that no feedback was presented to the subjects. 
The stimuli consisted of 600 dots that were replotted at each time frame (at 60 
Hz). A subset of the dots moved coherently in one direction while the other dots 
were replotted randomly on each time frame. Coherence of the dots varied between 
30% and 75% with steps of 5%. The time between the onset of subsequent repeat 
trials (trial duration) varied between 1.3 s and 6.7 s (average trial duration 3.5 s, SEM 
0.02 s) and was randomized across trials. To decrease predictability of trial onset, 
shorter trial durations were more frequent than longer ones (according to a Poisson 
Repeat
Repeat
Repeat
Switch
Post-switch
Figure 1. Attention switching paradigm. Subjects were instructed to covertly attend to the left or right 
visual hemifield. On each trial (repeat trials) they had to discriminate the direction of a moving dot 
pattern at the attended side, while ignoring the unattended side (random noise). On switch trials a 
moving dot pattern at the unattended side triggered a switch in attention. Subjects then continued 
performing the task at the opposite visual hemifield. Post-switch trials (on which no response was 
required) were excluded from the analyses.
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distribution) and the same trial duration was not repeated more than twice in a row. 
In addition, the coherence on repeat trials was not repeated more than twice in a row. 
Responses were collected for the whole trial duration. A switch trial was presented 
after 3 to 8 consecutive correct responses on repeat trials. The required number of 
correct responses was randomized and low numbers were more frequent than high 
numbers according to a Poisson distribution. Furthermore, the required number of 
correct responses was not repeated more than twice consecutively. A total of 100 
switch trials were presented, 10 of each coherence level. The same coherence was 
not presented on two consecutive switch trials. Because subjects responded more 
slowly on switch trials compared with repeat trials the trial duration for switch trials 
was increased (between 2.6 and 6.7 s, average trial duration 3.3 ± 0.01 s) to prevent 
subjects from missing too many switch trials. The experiment was divided in 5 blocks 
with breaks in between. Subjects were presented with an average of 553.4 repeat trials 
(± 21 trials). The paradigm was programmed using PsychToolbox in Matlab.
Behavioural analysis
Behavioural analysis focused on reaction time analyses. The difference between 
reaction times on switch trials and repeat trials was assessed using a paired sample 
t-test. The statistical threshold was set at p < 0.05 (two-tailed). Mean reaction times ± 
SEM across subjects are reported. 
fMRI data acquisition
Whole-brain imaging was performed on a 3 Tesla MR scanner (Magnetrom Trio Tim, 
Siemens Medical Systems, Erlangen, Germany). Functional data were obtained using a 
multi-echo gradient T2*-weighted echo-planar (ME-EPI) scanning sequence (Poser et 
al., 2006) with blood oxygen level-dependent (BOLD) contrast (38 axial-oblique slices, 
repetition time, 2.32 s; echo-times, 9.0, 19.3, 30.0 and 40.0 ms; in plane resolution, 
3.3x3.3 mm; slice thickness, 2.5 mm; distance factor, 0.17; field of view, 211 mm; flip 
angle, 90º). Visual stimuli were projected on a screen and were viewed through a mirror 
attached to the head coil. In addition, a high-resolution T1-weighted magnetization-
prepared rapid-acquisition gradient echo anatomical scan was obtained from each 
subject (192 sagittal slices; repetition time, 2.3 s; echo time, 3.03 ms; voxel size 1.0 x 
1.0 x 1.0 mm; field of view 256 mm).
fMRI data analysis
Mass-univariate data analysis was performed using SPM8 software (Statistical 
Parametric Mapping; Wellcome Trust Centre for Cognitive Neuroimaging, London, 
UK). Anatomical images were spatially coregistered to the mean of the functional 
images and normalized using a unified segmentation approach. For the functional data 
realignment parameters were estimated for the images acquired at the first echo-time 
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and subsequently applied to images resulting from the three other echoes. The echo-
images were combined by applying a PAID-weight algorithm assessing the signal-to-
noise ratio as described by Poser et al. (2006). Thirty volumes, acquired before each 
instrumental session, were used as input for this algorithm. Further preprocessing 
procedures of functional images included slice timing correction, spatial normalization 
using the same transformation matrix as estimated from the anatomical images and 
spatial smoothing using a Gaussian kernel of 6 mm full width at half maximum. These 
preprocessed images were used for all analyses.
In a general linear model (GLM) we included four regressors of interest. Switch 
trials were divided across two regressors, one for switching attention from the left to 
the right visual hemifield and one for switching attention from the right to the left 
visual hemifield. Similarly, the repeat trials were divided across two regressors, one for 
repeat trials on which subjects attended the left visual hemifield and one for repeat 
trials on which subjects attended the right visual hemifield. In addition, we modelled 
all error trials, missed trials, trials after an error or missed trial, and the first trial after 
a switch trials (on which no response was required) using a regressor of no interest. In 
addition, the six realignment parameters were modelled as regressors of no interest. 
All paradigm-related regressors were modelled as delta functions at the onset of the 
trial and were convolved with a canonical hemodynamic response function including 
time derivatives. Time series were high-pass filtered (128s). 
Parameter estimates for the regressors of interest, derived from the mean least-
squares fit of the model to the data, were estimated at the (subject-specific) first-level 
and were used in a second level random effects analysis to assess consistent effects 
across subjects.
Regions of interest
In line with our previous study and our hypotheses outlined in the introduction, we 
focused on four regions of interest (ROI). ROIs of the basal ganglia and prefrontal 
cortex were defined using the Automated Anatomical Labelling (AAL) interface 
(Tzourio-Mazoyer et al., 2002). The ROI of the basal ganglia included the caudate 
nucleus, the putamen, and the pallidum. ROI analyses of the prefrontal cortex 
focused on the inferior frontal gyrus pars opercularis, based on our previous study 
(van Schouwenburg et al., 2010 [chapter 2]), and based on results indicating that this 
region plays an important role in the deliberate and selective focusing of attention on 
currently relevant information (Gazzaley et al., 2004; Hampshire et al., 2009; Petrides 
and Pandya, 2009). ROIs of the visual cortex were defined separately for the left 
and right hemisphere and included V1, V2, V3, V4 and V5 according to the Jülich 
probabilistic atlas (Eickhoff et al., 2007). Moving dot stimuli have previously been 
shown to activate the motion-sensitive V5/MT region (Zeki et al., 1991; Rees et al., 
2000). The main contrast switch versus repeat activated large portions of the visual 
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cortex including peak voxels near coordinates that have previously been reported to 
coincide with human V5/MT (Kayser et al., 2010) (left [-42 -74 8], t = 12.59; right [46 
-66 4], t = 12.42) (Figure 3). Overlap with human V5/MT was less clear for the contrasts 
comparing switch directions (switch to left trials versus switch to right trials and vice 
versa); clusters were more medial and more inferior than previously reported (Figure 
4, Table 1). Because the primary goal of this study was to elucidate the mechanism 
underlying spatially selective effects in posterior visual cortex, we decided to focus 
analyses on visual regions that showed such spatially selective effects. Definition of 
ROIs and ROI data extraction were done using MarsBaR (Brett et al., 2002). 
Inferences were drawn at the cluster level, corrected for multiple comparisons in 
our small search volumes (ROIs) (psvc < 0.05). The height threshold at the voxel level 
was set at p < 0.001 uncorrected for multiple comparisons. 
Figures were displayed using MRIcroN (Rorden et al., 2007). SPMs were 
superimposed on a skull-stripped template in MNI space. 
Dynamic Causal Modelling (DCM)
We used nonlinear DCM (Stephan et al., 2008; van Schouwenburg et al., 2010 [chapter 
2]) to test our hypothesis that top-down influences from the inferior frontal gyrus to 
the visual cortex were modulated by the basal ganglia in a selective manner. More 
specifically, we aimed to assess whether the basal ganglia increased connectivity 
between the inferior frontal gyrus and the visual cortex that processes the newly 
attended hemifield and/or decreased connectivity between the inferior frontal gyrus 
and the visual cortex that processes the now irrelevant hemifield. 
Nonlinear DCM models the hidden neural dynamics of a system of interacting 
brain regions. Using a nonlinear state equation, neural state changes are governed 
by four sets of parameters: (1) direct input parameters that model how brain regions 
respond to external stimuli, known as the ‘driving inputs’, (2) fixed effective connectivity 
parameters that reflect the coupling between modelled regions in the absence of input, 
the ‘fixed connections’, (3) changes of these connections induced by experimental 
conditions, or the ‘modulatory inputs’, and (4) modulation of fixed connections by 
the neural activity of one of the modelled regions. This model of neural dynamics is 
combined with a hemodynamic model that describes the transformation of neural 
activity into a BOLD response. Details on DCM can be found elsewhere (Friston et al., 
2003; Stephan et al., 2008).
The posterior probabilities of the parameters from the neural as well as the 
hemodynamic model are estimated from the measured BOLD data using a Bayesian 
inversion scheme, implemented in DCM10 (Friston et al., 2003). The posterior 
distributions of the estimated parameters can then be used to test hypotheses about 
connection strengths, context-dependent connectivity changes or the effect of activity 
in one region on coupling strength between two other regions. 
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DCM specification
We constructed a nonlinear DCM, which was based on the model in our previous 
study, including the right basal ganglia, the right inferior frontal gyrus, and the left and 
right visual cortex (Figure 2) (van Schouwenburg et al., 2010 [chapter 2]). The models 
included top-down connections from the inferior frontal gyrus to the visual cortex 
nodes. These two top-down connections were modulated by basal ganglia activity. 
Attention to the left and the right visual hemifield were modelled as input to the right 
and left visual cortex respectively and attention switching was modelled as input to 
the inferior frontal gyrus. 
In the current implementation of DCM, it is not possible for a modulatory connection 
to be modulated itself by an external input. Therefore, it is not possible to assess the 
modulatory influence of basal ganglia activity on fronto-posterior connections during 
attention switching from left to right versus switching from right to left. In order to 
test spatially selective gating by the basal ganglia, we included the same basal ganglia 
voxels twice in the model, but created two timeseries, each excluding variance related 
to right or left lateralised trials, respectively. In other words, one timeseries included 
only task-related variance of right-lateralised events (i.e. repeat and switch trials on 
which subjects were attending/switched to the right hemifield), and excluded all task-
related variance of left-lateralised events, and vice versa for the other timeseries. Thus, 
in each basal ganglia node only the variance related to trials in which attention was 
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Figure 2. Tested dynamic causal models of basal ganglia function in top-down attention. The right 
inferior frontal gyrus, right basal ganglia (2x) and left and right visual cortex nodes were included. 
Top-down connections from the inferior frontal gyrus were modulated by basal ganglia activity during 
‘switch to left’ and ‘switch to right’ trials. Three alternative models of basal ganglia selective gating 
were tested. Basal ganglia activity could modulate fronto-posterior connectivity on the visual cortex 
ipsilateral (model 1) or contralateral (model 2) to the side attention was being switched to, or both 
(model 3). Model 1 assesses excitatory gating of fronto-posterior connections to the visual hemisphere 
that processes the newly attended visual hemifield. Model 2 assesses inhibitory gating of fronto-
posterior connections to the visual hemisphere that processes the now unattended visual hemifield. 
In model 3 embodies both these effects. These three models of basal ganglia selective gating were 
constructed with and without reciprocal connections between the left and right visual cortex (dashed 
lines). Thus, the final model space included six models.
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directed to one particular visual hemifield was present.
To assess selective gating by the basal ganglia three types of models were 
constructed (Figure 2). The first model set tested for modulation of frontal connections 
to task-relevant visual cortex by the basal ganglia. This effectively tests for an excitatory 
gating of fronto-posterior connections to the visual hemisphere that processes the 
newly attended visual hemifield. The second model set tested for the modulation 
of frontal connections to the task-irrelevant, now unattended, visual hemisphere by 
the basal ganglia. This effectively tests for an inhibitory gating of fronto-posterior 
connections to the visual hemisphere that processes the now unattended visual 
hemifield. In the third model, both task-relevant and task-irrelevant modulatory 
influences of the basal ganglia were included. 
An additional mechanism that can lead to differences in processing of task-
relevant and task-irrelevant representations is mutual lateral inhibition of visual areas. 
Enhanced processing of the task-relevant visual hemifield would lead to enhanced 
suppression of the task-irrelevant visual hemifield. To test for such effects, the above 
described models were constructed with and without reciprocal connections between 
the left and right visual cortex. Thus, the final model space included six models.
Time series extraction
For each node, regional time series were summarized by computing the first 
eigenvector across all voxels within 3 mm of the peak voxel at the group level. For 
the basal ganglia and the inferior frontal gyrus, peak voxels were selected based on 
the switch versus repeat contrast. We selected the peak voxel within the basal ganglia 
[18 4 4] and inferior frontal gyrus [52 12 24] ROIs. For the left and right visual cortex, 
peak voxels were selected based on the switch to left versus switch to right contrast 
within the right visual cortex ROI [22 -80 -10] and the switch to right versus switch to 
left contrast within the left visual cortex ROI [-30 -76 -12]. All timeseries were mean-
centred and variance explained by motion regressors and other regressors of no 
interest (i.e. error trials) was removed. Additionally, for each of the two basal ganglia 
nodes, variance explained by task regressors associated either with ‘attention left’ (i.e. 
repeat left and switch to left) or ‘attention right’ (i.e. repeat right and switch to right) 
was removed as described above. This resulted in two basal ganglia timeseries with 
lateralised task-related variance. 
Bayesian model selection
Bayesian model selection (BMS) provides a principled foundation for comparing 
competing models of different complexity (Penny et al., 2004b). We used the negative 
free energy approximation to the log model evidence (Friston and Stephan, 2007; 
Stephan et al., 2007b) to compare models at the group level, using random-effects 
BMS. One can then derive the exceedance probability XPk, i.e. the probability that 
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a particular model k is more likely than any other model considered, given the 
group data. To test for evidence for the presence or absence of reciprocal visual 
cortex connections, we separated the model space into families of models that in- 
or excluded these reciprocal connections. To test for evidence of excitatory and/or 
inhibitory gating by the basal ganglia, we separated the model space into 3 families 
grouped by the presence/absence of each of these connections (Figure 2). 
Bayesian model averaging and parameter inference
We then looked at the parameters of the models in the winning family. When it 
was not possible based on the model evidence, to distinguish between families, 
we used Bayesian model averaging on models in the winning families (Penny et al., 
2010). Bayesian model averaging calculates an average parameter estimate for each 
connection and subject across a set of models, weighted by the posterior probability 
of each model. This procedure enables inference about model parameters while 
accounting for differences in model evidence. Our hypothesis was that selective 
gating by the basal ganglia can explain spatially selective effects in visual cortex. 
To test this hypothesis, we assessed the significance of parameter estimates of the 
modulatory influence of basal ganglia response on fronto-posterior connections in a 
2x2 repeated-measures ANOVA with the factors ‘switch direction’ (switch to left trials 
versus switch to right trials) and ‘hemisphere’ (left visual cortex versus right visual 
cortex). Post-hoc t-tests were performed to determine the direction of the interaction.
Results
Behavioural results
Reaction time analyses revealed that subjects responded significantly more slowly on 
switch trials (1329.7 ± 37 ms) compared with repeat trials (940.6 ± 28.5 ms) (t16 = 
18.7, p < 0.0005). This is in line with previous findings (van Schouwenburg et al., 2010 
[chapter 2]).
fMRI results
Whole-brain analysis of the attention switching contrast revealed two clusters covering 
large parts of the brain (cluster-corrected for multiple comparisons) (Figure 3A). As 
predicted, the basal ganglia showed a significantly increased response when subjects 
covertly switched their attention between the left and right visual hemifields (Figure 3, 
Table 1). Two clusters (MNI coordinates [-16 6 -2], t = 7.28, psvc < 0.0005 and [18 4 4], 
t = 6.71, psvc = 0.001) were very close to clusters we found in previous studies which 
involved attention switching between different dimensions of the same stimulus, 
rather than spatial attention switching (van Schouwenburg et al., 2010 [chapter 2]) 
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(van Schouwenburg, unpublished data [chapter 5]). In line with our previous study we 
also found significant clusters in the inferior frontal gyrus and visual cortex (Figure 3, 
Table 1).
To test whether the visual cortex responded in a spatially selective manner, we 
compared trials on which subjects switched attention from the left to the right visual 
hemifield (switch to right) with trials on which subjects switched attention from 
the right to the left visual hemifield (switch to left). The right visual cortex showed 
increased BOLD signal for ‘switch to left’ compared with ‘switch to right’ ([22 -80 -10], t 
= 10.36, psvc < 0.0005), while the opposite contrast showed an increase in the left visual 
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Figure 3. Task network for attention switching. A) Main effect on BOLD signal for the attention 
switching contrast (switch trials versus repeat trials). Bar indicates t-values, and figure is thresholded 
for a t-value of 3.68, corresponding to a p-value of 0.001 uncorrected for multiple comparisons. B) 
Graphs show the pattern of activation for the four different trial types in the basal ganglia and inferior 
frontal gyrus. Plotted data were extracted from the peak voxels from the contrast of interest, as 
described in the subsection ‘time series extraction’ in the methods section.
0
5
10
15
0
5
10
15
L R
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
Visual cortex - left Visual cortex - right
Switch to left
Pa
ra
m
et
er
 e
st
im
at
es
Switch to right Repeat left Repeat right
A B
Figure 4. Spatially selective effects in the visual cortex. A) Switching to the left visual hemifield 
compared with switching to the right visual hemifield increased BOLD signal in the right visual 
cortex (red). The opposite contrast showed increased BOLD signal in the left visual cortex (blue). Bar 
indicates t-values, and figure is thresholded for a t-value of 3.68, corresponding to a p-value of 0.001 
uncorrected for multiple comparisons. B) Graphs show the pattern of activation for the four different 
trial types in the left and right visual cortex. Plotted data were extracted from the peak voxels from 
the contrast of interest, as described in the subsection ‘time series extraction’ in the methods section.
65
Selective attentional gating by the basal ganglia
3
cortex ([-30 -76 -12], t = 7.05, psvc < 0.0005) (Figure 4, Table 1). Thus consistent with 
our predictions, processing was increased for the newly attended visual hemifield (in 
the contralateral visual hemisphere) compared with the now irrelevant visual hemifield 
(in the ipsilateral visual hemisphere).
DCM results
Next we asked whether these spatially selective effects in the visual cortex were 
accompanied by selective modulation of fronto-posterior connectivity by the basal 
ganglia. We constructed six alternative models, in a 2 x 3 factorial design, with (1) 
present or absent reciprocal connections between left and right visual cortex and (2) 
modulation by the basal ganglia of frontal-posterior connections to task-relevant and/
or task irrelevant visual cortex (Figure 2). Results from the family-wise model comparison 
show that the models with the reciprocal visual cortex connections outperformed the 
models without these connections (XP = [0.99; 0.01]). Family-wise model comparison 
did not confirm one model of basal ganglia gating to outperform the other models 
(XP = [0.35; 0.32; 0.33]). Therefore, all models that included the reciprocal connections 
were included in the Bayesian model average to draw inferences about the basal 
ganglia modulatory influence. 
Crucially, in the averaged model, the modulatory influence of the basal ganglia 
on fronto-posterior connections showed a significant interaction between ‘switch 
Local maximum Statistics
Region Clustersize x y z T-value
Switch > repeat
Basal ganglia 314 30 18 0 10.35
88 12 -6 16 8.97
760 -16 6 -2 7.28
135 18 4 4 6.71
Inferior frontal gyrus 1135 52 12 24 11.70
298 -44 4 28 7.62
Visual cortex 6926 -24 -68 -8 14.83
67 18 -66 28 7.75
Switch to left > switch to right
Right visual cortex 846 22 -80 -10 10.36
Switch to right > switch to left
Left visual cortex 973 -30 -76 -12 7.05
Clusters are reported that are significant at the cluster level, corrected for multiple comparisons 
across small volumes of interest. Voxel threshold was set at p=0.001 uncorrected for multiple 
comparisons.
Table 1. Main effects of task
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direction’ (switch to left trials versus switch to right trials) and ‘hemisphere’ (left visual 
cortex versus right visual cortex) (F1,16 = 14.4, p = 0.002) (Figure 5). 
Post-hoc t-tests revealed that the basal ganglia increased connectivity between 
the inferior frontal gyrus and the visual cortex that processed the newly attended 
hemifield (right visual cortex on ‘switch to left’ trials: t16 = 3.1, p = 0.007, left visual 
cortex on ‘switch to right’ trials: t16 = 3.5, p = 0.003). Conversely, the basal ganglia 
decreased connectivity between the inferior frontal gyrus and visual cortex that 
processed the now unattended hemifield (left visual cortex on ‘switch to left’ trials: t16 
= -2.3, p = 0.033, right visual cortex on ‘switch to right’ trials: t16 = -2.6, p = 0.021). In 
short, basal ganglia activity enhanced prefrontal influence on the newly task-relevant 
visual cortex while it suppressed prefrontal influence on the task-irrelevant visual 
cortex during attention switching. 
Discussion
Attentional processes are supported by the prefrontal cortex and basal ganglia. 
However, while the role of the prefrontal cortex in attention is quite well established, 
the unique contribution of the basal ganglia to attention has remained unclear. 
Recently, it has been suggested that the basal ganglia act as a selective gate (Hazy et 
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Figure 5. Results from Bayesian model averaging. A) The average model showed that the basal 
ganglia both suppress previously attended visual information and enhance the newly attended visual 
information, via modulation of frontal top-down connections. B) In line with this model, the basal 
ganglia inhibited connection strength with the left visual cortex when subjects switched attention to 
the left visual hemifield, but enhanced connection strength with the left visual cortex when subjects 
switched attention to the right visual hemifield. The opposite pattern was observed in the right visual 
cortex. 
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al., 2007; Frank and Badre, 2012). According to this account they select which, among 
multiple maintained prefrontal cortex goal representations, guides current behaviour 
(Frank and Badre, 2012).
In this study we aimed to assess the mechanism underlying such selective gating 
during attention switching. Using Bayesian model averaging, we found that switch-
related basal ganglia signal enhanced fronto-posterior connectivity with parts of the 
visual cortex that process the newly attended visual information, while decreasing 
fronto-posterior connectivity with parts of the visual cortex that process visual 
information that is no longer relevant. This suggests that basal ganglia function can 
be described by a model in which selective gating is achieved by a combination of 
enhanced task-relevant processing and suppressed task-irrelevant processing. This is 
in line with current anatomical and computational models of the basal ganglia (Mink, 
1996; Frank, 2011). According to these models the anatomy of the basal ganglia is 
perfectly suited to simultaneously perform these seemingly contradicting operations. 
The primary output nuclei of the basal ganglia, the internal segment of the globus 
pallidus (GPi) and the substantia nigra pars reticulata (SNr), send continuous inhibitory 
output to the cortex, via the thalamus. Information that arrives at the input nuclei of the 
basal ganglia (caudate nucleus and putamen) is passed on via inhibitory connections 
either directly to the output nuclei, or via the external segment of the globus pallidus 
(GPe). Depending on the route, activation of the striatum will lead to disinhibition of 
the cortex (via the direct or ‘Go’ pathway), or further inhibition of the cortex (via the 
GPe, the so-called indirect or ‘NoGo’ pathway). The large number of topographically 
organized loops allows for selective disinhibition and inhibition of the appropriate 
pathways.
This model of basal ganglia function was first proposed in the context of motor 
control (Mink, 1996). However, recent theorizing suggests that a similar mechanism 
applies to attentional control (Hazy et al., 2007). In previous studies we found evidence 
for such a gating mechanism in the human basal ganglia using dynamic causal 
modelling (den Ouden et al., 2010; van Schouwenburg et al., 2010 [chapter 2]). Critically, 
however, we did not assess, in those previous studies whether this gating was selective. 
For example, one of these studies showed that the basal ganglia modulated fronto-
posterior connections to the fusiform face area (FFA) and parahippocampal place area 
(PPA) when subjects switched attention between faces and scenes. In addition, BOLD 
signal increased in the FFA, but not PPA, when subjects switched attention towards a 
novel face. The opposite pattern was found in the PPA (van Schouwenburg et al., 2010 
[chapter 2]). This finding, together with the spatially selective effects in visual cortex 
found here, suggests that basal ganglia gating acts in a selective manner. However, 
those findings did not disentangle three potential mechanisms of this selective 
gating, i.e. inhibition of irrelevant information, enhancement of relevant information 
or a combination of both. Here we extend our previous findings by showing that 
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the basal ganglia ensure attentional gating of prefrontal representations by allowing 
cortical processing of task-relevant representations, while inhibiting task-irrelevant 
representations.
Several previous studies have found a modulation of functional signals in task-
relevant and task-irrelevant regions as a function of attention (Gazzaley et al., 2005; 
Polk et al., 2008; King et al., 2010). These have shown that signals are decreased in 
unattended sensory regions, but increased in attended sensory regions. This attentional 
modulation has generally been thought to originate from the prefrontal cortex, which 
increases processing in attended sensory regions and by virtue of mutual suppression 
inhibits unattended sensory regions (Desimone and Duncan, 1995). We demonstrate 
that the basal ganglia play a key role in these top-down attentional processes. 
In the context of task switching, several studies using univariate fMRI analyses 
have failed to find evidence for suppression of previously relevant sensory processing 
(Wylie et al., 2006; Yeung et al., 2006). This might be due to a general increase in 
attention on switch trials causing enhanced processing in both the task-relevant 
and task-irrelevant regions. Interestingly, a correlation was found between activity 
in task-irrelevant regions and switch-cost, suggesting that the failure to suppress the 
previously relevant information causes the response slowing that is associated with 
task switching (Yeung et al., 2006). Here we provide evidence that switching indeed 
involves inhibition of previously attended sensory information as well as enhancement 
of newly attended sensory information.
Our finding of increased BOLD signal in the basal ganglia when subjects switched 
attention is in line with previous findings implicating the basal ganglia in attention 
switching. Most studies linking the basal ganglia to attention switching have been 
done in the context of reversal learning (Rogers et al., 2000; Cools et al., 2002a) or 
task switching paradigms (Leber et al., 2008; Kehagia et al., 2010). They suggest that 
the basal ganglia are particularly important when switching attention between stimuli 
and associated stimulus-response mappings (Cools et al., 2004). Our study and other 
studies in both monkeys (Boussaoud and Kermadi, 1997) and humans (Gitelman et 
al., 1999; Perry and Zeki, 2000) indicate that the basal ganglia are not only involved 
in object-based attention switching but also in switching attention between different 
spatial locations. The hypothesized role of the basal ganglia in spatial attention 
generally concurs with the observation that focal lesions in the basal ganglia can 
evoke spatial neglect (Karnath et al., 2002).
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Abstract
Cognitive flexibility is known to depend on the striatum. However the striatum does 
not act in isolation to bias cognitive flexibility. In particular, cognitive flexibility also 
implicates the frontal cortex. Here we tested the hypothesis that the human frontal 
cortex controls cognitive flexibility by regulating striatal function via topographically 
specific fronto-striatal connections. To this end, we exploited a repetitive transcranial 
magnetic stimulation (TMS) protocol over frontal cortex that is known to increase 
dopamine release in the striatum. This intervention was combined with functional 
magnetic resonance imaging to determine the functional and topographic specificity 
of its consequences at the whole brain level. Participants were scanned both before and 
after off-line TMS while performing a cognitive switching task that is known to depend 
on a specific striatal sub-structure, the putamen. Frontal stimulation perturbed task-
specific functional signals in the putamen, while reducing fronto-striatal functional 
connectivity. There were no such effects of TMS over the medial parietal cortex. These 
data strengthen the hypothesis that cognitive flexibility involves topographic frontal 
control of striatal function.
Based on: van Schouwenburg, M.R.*, O’Shea, J.*, Mars, R.B., Rushworth, M., Cools, R. 
(2012). Controlling human striatal cognitive function via the frontal cortex. Journal of 
Neuroscience 32(16): 5631-5637  *These authors contributed equally to this work
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Introduction
The human striatum is increasingly recognized to be important for higher cognitive 
functions, in particular ‘cognitive flexibility’ - the ability to update behavioural goals 
in response to changing contextual demands (Cools et al. 2004, 2006). However, the 
striatum does not function alone, but interacts with the frontal cortex. This is consistent 
with the fact that these two regions are strongly interconnected via functionally and 
anatomically relatively segregated topographic loops (Alexander et al., 1986). Here we 
aimed to assess whether cognitive flexibility, and associated striatal functional signals, 
are controlled by the frontal cortex. 
To this end, we used an offline repetitive TMS protocol known to increase 
dopamine release in the striatum. Using [11C]raclopride positron emission tomography 
(PET), Strafella and colleagues (2001, 2003) showed that cortical stimulation altered 
striatal dopamine release, in a manner restricted by cortico-striatal circuit structure. 
Stimulation over primary motor cortex increased dopamine release in anatomically 
connected regions of the putamen (Strafella et al., 2003), while dorsolateral prefrontal 
cortex stimulation increased dopamine release focally in the caudate nucleus (Strafella 
et al., 2001). This TMS-induced dopamine release was observed while subjects were at 
rest, in the absence of any psychological task. 
The functional importance of striatal dopamine for cognitive flexibility is supported 
by psychopharmacological and fMRI studies, which have revealed that cognitive 
switching and associated striatal activity (Rogers et al., 2000; Leber et al., 2008) 
are sensitive to dopaminergic drug administration (Mehta et al., 2004; Cools et al., 
2007b) and polymorphisms in dopamine genes (Aarts et al., 2010; Stelzel et al., 2010). 
Furthermore, dopaminergic manipulations modulate functional connectivity between 
the striatum and frontal cortex (Nagano-Saito et al., 2008; Wallace et al., 2011). 
Previous work suggests that the putamen is critical for cognitive switching 
between concrete stimulus exemplars, but not between abstract rules that have 
no direct instantiation in the motor or sensory domain. When healthy volunteers 
switched between concrete stimuli, but not abstract rules, fMRI signal in the putamen 
was increased (Cools et al., 2004). Further, patients with focal putamen lesions were 
selectively impaired during stimulus switching but not rule switching (Cools et al., 
2006). 
Here we aimed to test the hypothesis that cognitive flexibility involves topographic 
frontal control of striatal function. If the frontal cortex has a causal role in cognitive 
flexibility by controlling striatal function, then the functional impact of frontal 
stimulation should be particularly pronounced when subjects are in a cognitive state 
that depends critically on putamen signalling (O’Shea et al., 2007a). Subjects performed 
a cognitive switching task during fMRI (Cools et al., 2004), both before and after TMS. 
We predicted that TMS over primary motor cortex, but not medial parietal cortex, 
74
Chapter 4
would alter functional signal in the putamen, specifically, when subjects switched 
between stimuli (but not between abstract rules). If the expected change in putamen 
functional signal is indeed a direct consequence of motor cortex stimulation, then this 
should be reflected in a TMS-induced change in task-specific functional connectivity 
between these regions.
Materials and methods 
Subjects
Twenty-nine right-handed healthy volunteers participated in this study. Data from one 
subject were excluded because the scan had to be aborted during the critical period 
immediately after the TMS. Fourteen subjects received TMS over the left primary 
motor cortex (M1) (9 female, mean age: 24.4, SD 3.1) and fourteen subjects received 
TMS over the medial parietal cortex (POz, 60% of the vertex-inion distance) (8 female, 
mean age: 23.1, SD 3.0). One subject in the control group mistakenly received TMS 
over PPOz (30% of the vertex-inion distance). Analyses performed with and without 
this subject yielded the same results.
The study was approved by the Central Oxford Research Ethics Committee 
(COREC, 07/Q1606/1) and was conducted in accordance with the Declaration of 
Helsinki. Exclusion criteria were personal or family history of neurological or psychiatric 
disorder, cardiovascular disease, regular use of medication or recreational drugs, 
heavy smoking, claustrophobia or metal parts in the body. All subjects gave written 
informed consent and were compensated for their participation. 
Procedure
Subjects were invited to spend on average 4 hours at the University of Oxford Centre 
for Clinical Magnetic Resonance Research at the Radcliffe Hospital. After extensive 
practice on the experimental paradigm, they underwent two fMRI scans, one pre-TMS 
scan and one post-TMS scan, in counterbalanced order (M1 group: 7 subjects received 
TMS first; control group: 7 subjects received TMS first) (Figure 1A). The average delay 
between the last TMS pulse and the first experimental trial of the post-TMS fMRI 
scan was 3 min 44 s for the M1 group (SEM 8.5 s; range 3 min 14 s – 5 min) and 3 
min 38 s for the control group (SEM 7.6 s; range 2 min 29 s – 4 min 20 s). For subjects 
who received TMS first, the minimum (washout) delay between the end of TMS and 
the start of the second (baseline, so-called ‘pre-TMS’ scan) fMRI scan was 70 min. 
During both fMRI scans, subjects performed four runs of the behavioural paradigm 
(described below), which lasted approximately 30 min. For one subject in the control 
group only two runs were obtained during the pre-TMS session and so data analysis 
was performed on these two sessions.
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Behavioural paradigm
On each trial, the same two abstract coloured patterns were presented simultaneously 
(left-right location randomized) (Figure 1B), and subjects were required to choose 
one of the two patterns on each trial. Responses were made according to one of two 
response rules using the index and middle finger of the right hand on a button box. 
The patterns were presented within and at the same time as either blue or yellow 
stimulus windows. If the windows were yellow, subjects were required to choose the 
same stimulus as on the previous trial (i.e. the target stimulus remained the same). If 
the windows were blue, subjects were required to choose the pattern that they did 
not choose on the previous trial (i.e. they switched responding from target stimulus 
A to target stimulus B). The design allowed us to separate four trial types: (1) trials on 
Stimulus-switch
Rule-switch
Stimulus/rule-
switch
Non-switch
B Task design
A Study design
TMS over M1 fMRI fMRI 
no TMS fMRI fMRI 
TMS over MPC fMRI fMRI 
no TMS fMRI fMRI 
TMS over M1
no TMS
TMS over MPC
no TMS
M1 group
Control group
Figure 1. A) We used a between-subjects design such that one group of subjects (n=14) received 
TMS over the primary motor cortex, and one group of subjects (n=14) received TMS over the medial 
parietal cortex. Subjects were scanned before and after TMS. Importantly, the order of the ‘pre-TMS’ 
and ‘post-TMS’ scans was counterbalanced within groups. B) On each trial the same two abstract 
patterns were presented within a pair of coloured stimulus cue windows. The yellow (here solid) 
stimulus windows cued participants to choose the same pattern as on the previous trial (match rule), 
while the blue (here dotted) stimulus windows cued participants to respond to the other pattern (non-
match rule). This design allowed us to separate four trial types: (1) trials on which both the task rule 
and the target stimulus were the same as on the previous trial (non-switch trials); (2) trials on which 
the task rule remained the same but the target stimulus switched (stimulus-switch trials); (3) trials on 
which the target stimulus remained the same but the task rule was different from the previous trial 
(rule-switch trials); and (4) trials on which both the task rule and the target stimulus were different 
from the previous trial (stimulus/rule-switch trials). The white arrows indicate the correct response 
(not shown to subjects).
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which both the task rule and the target stimulus were the same as on the previous trial 
(i.e. yellow trials after yellow trials [non-switch trials]); (2) trials on which the task rule 
remained the same but the target stimulus switched (i.e. blue trials after blue trials 
[stimulus-switch trials]); (3) trials on which the target stimulus remained the same 
but the task rule switched (i.e. yellow trials after blue trials [rule-switch trials]); and 
(4) trials on which both the task rule and the target stimulus were different from the 
previous trial (i.e. blue trials after yellow trials [stimulus/rule-switch trials]) (Figure 1B). 
Each subject performed four runs of 114 trials (6.3 min per run), and stimuli were 
presented in a pseudorandom fixed order so that: (1) rule switching was unpredictable 
(the probability of a rule-switch was 0.5 on each trial); (2) the number of stimulus 
repetition and stimulus switching trials was matched within each block; (3) response 
repetition was approximately matched across the four trial types. Stimuli and cue 
windows were presented for 2000 ms or until a response was made. If a response was 
not made within 2000 ms, a ‘too late’ message was presented. Feedback, consisting 
of a green smiley face for correct responses, or a red sad face for incorrect responses, 
was presented immediately after the response. The feedback faces were presented 
centrally between the two stimuli for 500 ms, during which the stimuli also remained 
on the screen. After feedback, the stimuli were removed, and the face was replaced 
by a fixation cross for a variable interval so that the overall inter-stimulus interval 
was 3.32 ms, enabling desynchronization from the repetition time (of 1600 ms) and 
sufficient sampling across the hemodynamic response function. 
Upon arrival each subject performed four practice blocks to ensure subjects 
understood the task and to minimize test-retest effects during the two following 
experimental sessions. The task was programmed in Microsoft (Seattle, WA) Visual 
Basic 6.0, and stimuli were presented using a beamer and projected onto a mirror in 
the MR scanner.
Transcranial Magnetic Stimulation
TMS was delivered via a biphasic Magstim SuperRapid machine (Magstim Company, 
Carmarthenshire, Wales, UK) through a 70 mm figure-of-eight coil held tangential 
to the skull and fixed in position using a mechanical arm. Stimulation intensity was 
determined for each individual with reference to the hand motor ‘hotspot’, the 
optimal scalp position overlying the left primary motor cortex (M1) at which the lowest 
intensity single-pulse TMS evoked a just-noticeable twitch from the relaxed first dorsal 
interosseous muscle of the right hand. Stimulation was applied at 90% of the resting 
motor threshold, defined as the lowest TMS intensity to elicit motor evoked potentials 
of ~ 50 µV amplitude on five out of ten consecutive trials. The resting motor threshold 
was measured for each individual on a different day prior to the fMRI session. In the 
same session we confirmed for each individual that a train of the repetitive stimulation 
protocol at this subthreshold intensity did not elicit motor evoked potentials. Mean 
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stimulation intensities were 48.3% (SD ± 6.6) of maximum stimulator output for our 
cortical area of interest, M1, and 50% (SD ± 11.4) for the control region, medial parietal 
cortex. 
Medial parietal cortex (60% of the vertex-to-inion distance, area ‘POz’ according 
to the International 10-20 electrode system) was chosen as a control region. In 
common with other TMS/fMRI studies (e.g. O’Shea et al. 2007a), we selected a cortical 
region that is not a critical node in the functional network controlling the function of 
interest, cognitive flexibility. Hence, the data for this region control for any general, 
non-specific effects of repetitive brain stimulation, and for non-specific connectional 
spread of stimulation from cortex to striatum. Over M1, the TMS coil was oriented 
posterior-anterior at ~45˚ from the mid-sagittal axis, inducing latero-medial current 
flow in the brain. Over medial parietal cortex, the coil was oriented perpendicular to 
the floor. 
Motor evoked potentials were recorded using silver chloride surface electrodes 
in a belly-tendon montage. Electromyographic responses were sampled, amplified 
and filtered using a CED 1902 amplifier, a CED 1401 analog-to-digital converter, and 
a Pentium 4 computer running Signal (version 2.14) software (Cambridge Electronic 
Design Ltd.). The sampling rate was 5 kHz and signals were notch filtered at 50 Hz and 
band-pass filtered between 10 and 1000 Hz. 
The repetitive TMS protocol was identical to that previously shown to induce focal 
dopamine release in the striatum (Strafella et al., 2001, 2003, 2005). Three blocks of 
TMS were delivered 10 minutes apart. Each block consisted of fifteen 10-pulse trains of 
1 s duration (i.e. 10 Hz) with an inter-train interval of 10 s. Stimulation was performed 
in the MRI control room, immediately adjacent to the scanner room. 
Image acquisition
Whole-brain imaging was performed on a 3 Tesla MR scanner (Magnetom Trio 
TIM, Siemens Medical Systems, Erlangen, Germany). Four runs of 250 T2*-weighted 
echoplanar images were obtained using a gradient-echo echo-planar scanning 
sequence (25 axial-oblique slices, repetition time = 1.6 s, echo time = 28 ms, slice 
thickness = 4 mm, interslice gap = 1 mm, descending slice acquisition, field of view 
= 224 mm, flip angle = 80º). Visual stimuli were projected on a screen and were 
viewed through a mirror attached to the head coil. In addition, a high-resolution T1-
weighted MP-RAGE anatomical scan was obtained from each subject (192 sagittal 
slices, repetition time = 2300 ms, echo time = 3.03 ms, voxel size = 1.0 x 1.0 x 1.0 mm, 
field of view = 256 mm).
Image analysis
Univariate data analysis was performed using SPM5 (Statistical Parametric Mapping; 
Wellcome Trust Centre for Cognitive NeuroImaging, London, UK). The first 12 functional 
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scans of each dataset were discarded to avoid T1 equilibrium effects. The first task 
trial began immediately after that. Anatomical images were spatially co-registered 
to the mean of the functional images and normalized using a unified segmentation 
approach. Pre-processing procedures for functional images included within-subject 
realignment, spike removal, spatial normalization using the same transformation 
matrix as estimated from the anatomical images, and spatial smoothing using a 
Gaussian kernel of 10 mm full width at half maximum. 
In a general linear model we included four regressors of interest: (1) non-switch 
trials, (2) stimulus-switch trials, (3) rule-switch trials, and (4) combined stimulus/rule-
switch trials. The first trial in each block, error trials (including omissions and premature 
responses), and trials immediately after such error trials were not included in the 
model. The six realignment parameters were modelled as regressors of no interest. 
All paradigm-related regressors were modelled as delta functions at the onset of the 
stimulus (which co-occurred with the onset of the cue) and were convolved with a 
canonical hemodynamic response function including time derivatives. Time series 
were high-pass filtered (128 s). The parameter estimate, derived from the mean least-
squares fit of the model to the data, reflects the strength of covariance between the 
data and the canonical response function for a given condition. 
We predicted that TMS would modulate blood oxygenation level-dependent 
(BOLD) signal on trials requiring switching between stimuli. Hence, we defined a 
‘stimulus switch’ contrast which was used for all analyses. This ‘stimulus switch’ 
condition was defined as the contrast between (stimulus-switch and stimulus/rule 
switch trials) versus (rule-switch and non-switch trials). Contrast images for ‘stimulus 
switching’ were calculated separately at the subject-level for each fMRI session (pre- 
and post-TMS). Next, these contrast images were tested in a random effects second-
level factorial design with the factors TMS Time (pre- versus post-TMS) and TMS Site 
(M1 versus medial parietal cortex). This allowed us to assess all of the following within 
a single statistical model: (1) main effect of Task (‘stimulus switching network’); (2) 
Task × TMS Site × TMS Time interaction; (3) Task × TMS Time interactions separately 
for each of the two TMS sites.
The main effect of Task, collapsed across TMS Site and TMS Time conditions, was 
tested and displayed at a threshold of p < 0.05 family-wise error (FWE) corrected for 
the whole brain (pFWE). 
We predicted that M1 TMS would modulate activity in the putamen in a task-
specific manner. Since stimulation was delivered over the left M1, we expected the 
effect to be particularly strong in the left putamen. To investigate this hypothesis, 
we generated a functionally defined putamen volume of interest (VOI), based on 
an a priori expected pattern of putamen activity in the main task condition (BOLD 
increase during stimulus switching, data collapsed across subjects, TMS Site and TMS 
Time). The VOI was centred on an activation cluster in the left anterior putamen (MNI 
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coordinates peak [-20 6 2], cluster size 412 voxels). VOI definition and data extraction 
were done using MarsBaR (Brett et al., 2002). 
TMS effects in the putamen were assessed at the cluster level, corrected for multiple 
comparisons in our small search volume (VOI) (psvc < 0.05). The height threshold at the 
voxel level was set at p < 0.001 uncorrected for multiple comparisons. 
In additional analyses we assessed TMS effects in all task-activated regions using 
MarsBaR. P-values were divided by the number of regions tested to correct for multiple 
comparisons. 
Figures were displayed using MRIcroN (Rorden et al., 2007). Statistical parametric 
maps were superimposed on a skull-stripped template in standard MNI space. 
Psychophysiological interaction analysis
Functional connectivity was assessed using psychophysiological interaction (PPI) 
analysis (Friston et al., 1997). PPI works under the assumption that the degree to which 
the BOLD signal in one area can predict the BOLD signal in another, corresponds to 
the degree of influence that the first region has on the second region. In order words, 
it tests whether region A shows higher or lower connectivity with region B, during 
condition C, compared with condition D. The PPI analysis was used to test whether 
this relationship was changed by TMS. Timeseries were extracted for each individual 
participant from a seed voxel in the left putamen that showed significant BOLD signal 
for the stimulus switching contrast (i.e. main effect of Task at p < 0.05 FWE corrected 
for the whole brain). Because the exact locations of activation maxima varied across 
subjects, we localized the peak voxel in the putamen for each individual according 
to the constraints that it: (1) exceeded a threshold of p < 0.05 (uncorrected) for the 
specified contrast, and (2) was within 10 mm of the group maximum (MNI coordinates 
[-20 6 2]) for the stimulus switching contrast. For datasets in which no significant 
voxels were found using these constraints (4 of the 14 pre-TMS sessions and 6 of the 
14 post-TMS sessions), the threshold was lowered to p < 0.5 (uncorrected). Once the 
peak voxel was located for each individual subject, timeseries data were averaged 
across a 3 mm spherical VOI centred on that voxel. More specifically, regional 
timeseries were summarized by computing the first eigenvector across all supra-
threshold voxels (p < 0.05 or p < 0.5 uncorrected) within 3 mm of this peak voxel. The 
deconvolved timeseries were then multiplied by a vector coding for the experimental 
condition of interest (stimulus switching) to obtain the PPI regressor. On the subject 
level, we included the PPI regressor in a GLM, together with regressors modelling 
the experimental conditions and the extracted timeseries. This allowed us to assess 
functional connectivity between the seed and all other voxels in the brain over and 
above shared functional activation and task-independent correlations in BOLD signal 
between the seed and other regions. These regressors were convolved with a canonical 
hemodynamic response function and high-pass filtered (128 s). In addition, the six 
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realignment parameters were modelled. The PPI analysis was performed separately 
for each fMRI session (pre- and post-TMS). The PPI maps from the pre- and post-TMS 
sessions were brought to the second level in a paired sample t-test. We predicted that 
TMS would change functional connectivity between the putamen and the stimulated 
left M1. For the M1 hand area, we defined a 6 mm spherical VOI around the MNI 
coordinates [-32 -21 69] based on our previous work (O’Shea et al., 2007b).
TMS effects were assessed at the cluster level, corrected for multiple comparisons 
in our small search volume (VOI) (psvc < 0.05) or the whole brain (p < 0.05). The height 
threshold at the voxel level was set at p < 0.005 uncorrected for multiple comparisons. 
Note that although this voxel threshold is quite liberal, statistical inferences were done 
after correction for multiple comparisons in our volume of interest.
Behavioural analysis
The first trial in each block, incorrect trials, trials on which subjects did not respond 
within the maximum of 2000 ms (omissions), premature responses (<300 ms), and 
trials after errors and omissions (to avoid a potential bias across trial types in the 
reaction time data owing to differential rates of ‘post-error slowing’, [Rabbitt, 1966]) 
were excluded from reaction time analyses. All 28 subjects performed well on the 
task, and individual percentage errors and omissions did not differ between the two 
experimental groups (M1: mean 8.2%, medial parietal cortex: mean 7.7%). Data were 
analyzed using repeated-measures ANOVA (SPSS, Chicago, IL) with Greenhouse-
Geisser correction where appropriate. In line with the fMRI analyses, we carried out 
repeated measures ANOVA with one between-subject factor (TMS Site: M1 versus 
medial parietal cortex) and two within-subject factors (Task: [stimulus-switch and 
stimulus/rule switch trials] versus [rule-switch and non-switch trials] and TMS: pre-
TMS versus post-TMS) and tested for a 3-way interaction.
Results
Main effect of stimulus switching
Based on previous work (Cools et al., 2004, 2006), we focused hypothesis-driven 
analyses on trials that required switching between stimuli (i.e. stimulus-switch and 
stimulus/rule-switch trials versus rule-switch and non-switch trials). First, to identify 
the network activated by stimulus switching, we assessed the main effect across the 
whole group (data pooled across pre/post-TMS conditions and TMS site). Consistent 
with our prior study (Cools et al., 2004), BOLD signal was increased in the anterior 
putamen, when subjects switched between stimuli. Regions that showed a similar 
increase during stimulus switching included the supplementary motor area, inferior 
frontal cortex, thalamus, inferior parietal cortex and visual regions (Figure 2, Table 1).
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Figure 2. Task network for stimulus switching. Main effect on BOLD signal during trial types that 
required switching between stimuli (stimulus-switch and stimulus/rule-switch) relative to trial types 
that did not require switching between stimuli (rule-switch and non-switch), with data pooled across 
TMS Time (pre- versus post-TMS) and TMS Site (M1 versus medial parietal cortex). A cluster in the left 
putamen was defined as a volume of interest (indicated by arrows). Bar indicates t-values, and figure 
is thresholded for a t-value of 5.22, corresponding to a p-value of 0.05 FWE corrected for multiple 
comparisons.
Local maximum Cluster statistics M1 TMS effect
Region  Clustersize x y z T-value p-value
Putamen left 412 -20 6 2 7.49 0.004
Putamen right 97 22 14 -6 6.09 0.009
Premotor left/ACC 2802 -8 12 46 11.31 n.s.
Occipital cortex 6400 -6 -84 2 11.00 0.026
Premotor right 173 26 -2 48 7.35 n.s.
Parietal cortex left 1383 -28 -50 42 7.05 n.s.
Thalamus right 51 12 -4 -8 6.09 n.s.
Thalamus left 22 -16 -16 0 5.85 n.s.
Parietal cortex right 16 26 -50 36 5.68 n.s.
Occipital cortex left 19 -38 -58 -14 5.67 n.s.
Inferior frontal cortex left 7 -40 26 24 5.56 n.s.
Occipital cortex right 2 22 -86 22 5.30 n.s.
Thalamus/Pallidum right 1 14 4 -10 5.26 n.s.
Clusters showing a main effect of stimulus switching at 0.05 FWE corrected. The last column shows 
effects of M1 TMS, as revealed by a supplementary VOI analysis for each of these clusters. The p-values 
for these supplementary analyses are corrected for multiple comparisons. N.s. = non-significant.
Table 1. Main effect of stimulus switching 
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Effect of TMS on task-specific BOLD signal in the putamen 
To test the hypothesis that TMS over the left M1, but not the medial parietal cortex, 
would modulate BOLD signal in the left putamen, we focused analyses on the cluster 
in the left putamen that showed a main effect of stimulus switching (Figure 2). In this 
region, we found, as predicted, a significant 3-way interaction between Task (stimulus-
switch and stimulus/rule-switch versus rule-switch and non-switch), TMS Time (pre- 
versus post-TMS) and TMS Site (M1 versus medial parietal cortex) (cluster 1: peak voxel 
[-18 8 2], F = 14.09, psvc = 0.020 and cluster 2: peak voxel [-16 8 -4], F = 12.53, psvc = 
0.034) (Figure 3A). This confirmed that TMS induced a significantly different effect on 
functional activity in the anterior putamen depending on where the stimulation was 
applied. To further explore this interaction, we assessed Task × TMS Time interactions 
separately in each TMS Site group. As predicted, we found that M1 TMS significantly 
changed putamen BOLD signal (cluster 1: peak voxel [-16 8 -6], F = 28.14, psvc < 0.0005, 
cluster 2: peak voxel [-20 0 10], F = 12.72, psvc = 0.032 and cluster 3: peak voxel [-24 2 
10], F = 12.17, psvc = 0.038), but TMS at the control site did not (Figure 3B, C). 
Effect of TMS on task-specific BOLD signal in other regions
To test the regional selectivity of the M1 TMS effect we assessed TMS Time x Task 
interactions in all clusters that showed a main effect of Task (Figure 2, Table 1). After 
correction for multiple comparisons, we found an effect of TMS in three regions. One 
of these regions was the left putamen, as described above. In addition we found an 
effect in the right putamen and in an occipital cluster (Table 1). 
Psychophysiological interactions: TMS reduced task-specific connectivity 
between the motor cortex and the anterior putamen 
Next we assessed whether the effect of M1 TMS on switch-related BOLD signal in 
the anterior putamen was accompanied by changes in functional connectivity 
between M1 and the anterior putamen. Functional connectivity was assessed via 
psychophysiological interaction (PPI) analyses, contrasting pre-TMS versus post-TMS 
data from the left putamen seed region with the stimulus switching contrast as the task 
regressor. Random effects analysis with multiple comparison correction (SVC in the a 
priori defined M1; whole-brain correction elsewhere) revealed that M1 TMS reduced 
switch-related connectivity between the left putamen and left M1, adjacent to the 
motor hand knob, which was the target for TMS (Yousry et al., 1997) (peak voxel [-32 
-26 66], t = 3.20, psvc = 0.031) (Figure 4). No other effects were found at the whole brain 
level. The exact same analysis was carried out on the data from the control group who 
received TMS over the medial parietal cortex. No effects were found. Hence, TMS over 
M1 reduced switch-related functional connectivity between the putamen and M1.
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Effect of TMS on behaviour
The overall pattern of task performance replicated our previous studies (Cools et al., 
2004, 2006) and so is not reported in detail here. Just as for fMRI signal, we expected 
that TMS would alter task performance, and predicted a 3-way interaction of Task × 
TMS Site × TMS Time on error rates or reaction times. There was no effect of TMS on 
reaction time. In the error rate data, the 3-way interaction did not reach significance 
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Figure 3. Stimulation-induced task-specific reduction in striatal activity during stimulus switching. A) 
The statistical parametric maps were masked by the main effect of stimulus switching (thresholded 
at p<0.001 uncorrected). The 3-way interaction of TMS Site (M1 versus medial parietal cortex) × 
TMS Time (pre- versus post-TMS) × Task revealed a significant effect in the putamen. TMS had a 
different effect on BOLD signal in the putamen during stimulus switching depending on whether 
stimulation was applied to M1 or medial parietal cortex. B) This interaction was driven by a significant 
effect of M1 TMS, and no significant effect of TMS over the medial parietal cortex (not displayed). Bar 
indicates t-values and figures are thresholded for a t-value of 3.25 corresponding to a p-value of 0.001 
uncorrected for multiple comparisons. C) Bar graphs represent parameter estimates extracted from 
the peak voxel of the 3-way interaction (MNI coordinates [-18 8 2]) (cluster shown in panel A) shows 
that TMS over M1, but not the medial parietal cortex, decreased BOLD signal in the anterior putamen 
during stimulus switching.
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Figure 4. TMS reduced switch-related functional connectivity between the motor cortex and putamen. 
TMS over left M1 reduced functional connectivity between the left putamen and left M1. Bar indicates 
t-values and figure is thresholded for a t-value of 3.01 corresponding to a p-value of 0.005 uncorrected 
for multiple comparisons.
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(p = 0.1). Rather, analyses revealed a generalized reduction in performance accuracy 
specifically after M1 stimulation, irrespective of trial type. Error rate analyses showed 
a significant interaction between TMS Site and TMS Time (F1,26 = 6.84, p = 0.015). 
Separate analyses by group revealed that accuracy changed only after M1 stimulation 
(effect of TMS Time: F1,13 = 8.76, p = 0.011). After M1 TMS, there was a generalized 
increase in error rates that was not specific to any trial type (no Task × TMS Time 
interaction: F1,13 = 2.89, p = 0.1). There was no main effect or interaction when TMS 
was applied over the medial parietal cortex. We also tested for a significant correlation 
between the behavioural and neural effects of TMS, but there was no relationship that 
survived correction for multiple comparisons.
Discussion 
This study confirmed the hypothesis that striatal functional signals associated with 
cognitive switching are under topographic frontal cortical control. Frontal but not 
medial parietal cortex TMS attenuated cognitive switch-related signal selectively in 
the putamen. The effect was anatomically constrained: a focal reduction in putamen 
activity was accompanied by weakened cortico-striatal functional connectivity. Hence, 
the induced signal changes were specific to the anatomical loop connecting the 
cortical stimulation target and its topographically connected striatal sub-structure. 
In addition, the TMS effect was functionally specific, expressed only on trials that are 
known to depend critically on the putamen. TMS suppressed BOLD signal only on 
trials that required subjects to switch between concrete stimuli, with no effect on 
trials where subjects had to switch between abstract rules. Hence, frontal interference 
disrupted fronto-striatal connectivity in a functionally and topographically specific 
way. 
These findings extend the work of Strafella and colleagues in an important way. 
Those authors observed that frontal stimulation induced focal striatal dopamine 
release. However, the functional consequences were not addressed. Here, for the first 
time, we demonstrate the functional consequences of this intervention by using a 
task designed to specifically assay putamen-dependent cognitive functioning. Frontal 
TMS perturbed putamen signal, selectively on trials in which subjects were required to 
switch between concrete stimuli. This task has been previously shown to activate the 
putamen (Cools et al., 2004) and to be impaired by focal putamen lesions (Cools et 
al., 2004, 2006). As predicted, stimulation had no effect on brain activity during trials 
in which subjects had to switch between abstract rules, a task that is not striatum-
dependent. Hence, the effect of TMS varied as a function of participants’ cognitive 
state, arising only on trials that imposed a cognitive demand for which the putamen is 
functionally specialized. Hence, the stimulation effects were not a simple consequence 
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of passive connectional spread - rather their trial-by-trial expression was cognitive 
state-dependent.
The TMS effects were also anatomically specific to the stimulation site: no such 
effects were observed when stimulation was applied over the medial parietal cortex. 
Hence, the results cannot be explained by some general, non-specific effect of cortical 
stimulation. The region in the putamen that was modulated by TMS is remarkably 
close to the region found in the previous neurochemical study (Strafella et al., 2003), 
and is known to receive anatomical projections from the hand area of M1 (Takada et 
al., 1998). To test whether the changes in putamen BOLD signal were indeed a direct 
effect of M1 stimulation, we carried out functional connectivity analysis. In support 
of this hypothesis, stimulation weakened functional interaction between the anterior 
putamen and the stimulated M1 in a task-specific manner. 
The topographic specificity of the TMS-induced functional changes concurs with 
and extends the focal neurochemical findings of Strafella and colleagues (Strafella 
et al., 2001, 2003). In those studies, focal increases in striatal dopamine varied by 
cortical stimulation site: M1 TMS selectively affected the putamen, while dorsolateral 
prefrontal cortex TMS affected the caudate nucleus. Hence, dopamine release was 
altered specifically in the sub-region of the striatum known to receive most of its 
projections from the frontal area that was stimulated. The topographical specificity of 
those neurochemical data, combined with the present pattern of functional activation 
changes, indicate that the connectional spread of stimulation was constrained by 
the known anatomical pattern of relatively segregated fronto-striatal-thalamic loops 
(Alexander et al., 1986; Kelly and Strick, 2004).
To determine the regional specificity of the observed TMS effects, supplementary 
analysis was conducted on functionally defined VOIs derived from the main task 
contrast. In addition to the predicted effect in the left putamen, M1 TMS also modulated 
BOLD signal significantly in the right putamen and the occipital cortex (Table 1). Such 
distributed effects of cortical stimulation are a typical finding in the TMS-fMRI literature 
(e.g. O’Shea et al., 2007a; Sack et al., 2007; Ruff et al., 2008). Indeed, given that TMS 
attenuated functional signal in the putamen, a structure known to have a key role in 
stimulus switching, it would be surprising if there were no accompanying changes in the 
activity of functionally interconnected regions within the stimulus switching network 
(Figure 2). The right putamen effect likely reflects inter-hemispheric connections, 
either at the level of the putamen or the motor cortex (Künzle, 1975). The effect on 
occipital cortex might reflect indirect downstream consequences of the perturbation 
of striatal BOLD signal. Consistent with this, in a previous study we showed that activity 
in the basal ganglia can influence visual processing by modulating fronto-posterior 
connections (van Schouwenburg et al., 2010 [chapter 2], chapter 3). Importantly, there 
were no observed effects in somatosensory regions, such as posterior thalamus or 
primary somatosensory cortex, ruling out a role for somatosensory feedback in driving 
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the observed results. 
In a previous [11C]raclopride PET study, continuous theta burst stimulation (cTBS) 
to left dorsolateral prefrontal cortex was shown to reduce striatal dopamine release 
and impair performance on a Wisconsin Card Sort task involving set-shifting between 
higher-order abstract rules (Ko et al., 2008). Notably, unlike the effects of the current 
TMS protocol, the impact of cTBS in that study was neither topographically specific 
nor restricted to a specific sub-region of the striatum. Reductions in dopamine release 
were observed in both the caudate nucleus and putamen. In addition, that study did 
not include a task control, so the functional specificity of the effects could not be 
determined. The difference in topographical specificity between the results of Ko et al. 
and the present findings might reflect differences in the TMS protocol (cTBS versus 10 
Hz TMS), imaging duration (60 min acquisition time for PET), or cognitive state. In any 
case, the present study is the first to demonstrate the feasibility of using cortical TMS 
to modulate subcortical function in a topographically specific manner. The question 
of whether the current TMS protocol applied to dorsolateral prefrontal cortex would 
selectively perturb rule switching but not stimulus switching functions should be 
addressed in future work.
The exact same TMS protocol as used in the current study was previously shown to 
increase dopamine release in the putamen (Strafella et al., 2001, 2003, 2005). The idea 
that the present functional effects of TMS may be dopamine-dependent concurs with 
evidence that cognitive switching is sensitive to dopaminergic drug manipulations 
and polymorphisms in dopamine genes (Cools et al., 2001a, 2003; Mehta et al., 2004; 
Aarts et al., 2010; Stelzel et al., 2010). Hence, we hypothesize that the observed TMS 
effects on functional striatal signal are caused by modulation of striatal dopamine 
transmission. This remains to be tested, however, since the dopamine findings were 
observed at rest, in the absence of any psychological task, while the present functional 
results were shown to be cognitive state-dependent. This causal dopamine hypothesis 
could be directly tested in future experiments by assessing whether the TMS-induced 
functional effects are blocked following pre-treatment with sulpiride, a dopamine 
receptor antagonist that blocks striatal dopamine transmission (van Holstein et al., 
2011). The finding that M1 TMS decreased BOLD signal in the putamen might at first 
seem surprising, given that this protocol is known to increase dopamine release, at 
least when subjects are at rest. However, it is established that there is an optimal level 
of dopamine transmission for cognitive function, with either too much or too little 
dopamine impairing cognitive performance (Arnsten, 1998; Cools and Robbins, 2004; 
Cools and D’Esposito, 2011). Accordingly, one might speculate that the observed 
decrease in putamen signal reflects a detrimental ‘overdose’-like effect, caused by 
a TMS-induced abnormal increase in dopamine release. Contrary to predictions, 
however, this task-specific perturbation of functional signals was not accompanied by 
a task-specific behavioural interference effect. Rather, TMS degraded accuracy across 
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all trial types. This may reflect an impact of TMS on the directly stimulated motor and 
adjacent premotor cortices, which play important roles in arbitrary stimulus-response 
selection and execution (O’Shea et al. 2007a, b). 
The topographic specificity of the current results suggests that it is possible to 
manipulate cognitive functions associated within distinct cortico-striatal circuits 
by means of non-invasive transcranial stimulation. The present study targeted the 
putamen-motor cortical loop and provides the first proof-of-principle demonstration. 
It is an empirical question as to whether other loops can be modulated as effectively. 
If so, then this approach could have interesting therapeutic potential. For example, 
in Parkinson’s disease, where patients suffer motor and cognitive deficits caused by 
dopamine loss in the basal ganglia, dopamine agonists can restore motor and some 
forms of cognitive control. However, these drugs are systemic and lack specificity, 
such that improvements in some functions are accompanied by impairment of 
other functions associated with other cortico-striatal loops that are overdosed by 
dopaminergic drugs (Cools, 2006). Hence, a non-invasive intervention, such as the 
current TMS protocol, is of in-principle theoretical interest, since it demonstrates the 
feasibility of intervening selectively to alter functioning within a specific cortico-striatal 
circuit without unwanted side effects in adjacent loops. 
 In summary, the present study confirmed the hypothesis that striatal functional 
signals associated with cognitive flexibility are under topographic frontal cortical 
control. Cortical TMS can be used to manipulate subcortical cognitive functions in a 
functionally and topographically specific manner. 
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Abstract
The neurotransmitter dopamine plays a key role in cognitive functions that 
are associated with fronto-striatal circuitry and has been implicated in many 
neuropsychiatric disorders. However there is large variability in the direction and 
extent of dopaminergic drug effects across individuals. Here we combined human 
psychopharmacology, functional neuroimaging, functional connectivity analyses 
and structural connectivity analyses to establish a link between dopaminergic drug 
effects on fronto-striatal function and fronto-striatal anatomy. We demonstrate 
that stimulation of dopamine receptors with the receptor agonist bromocriptine 
alters functional signals associated with attention switching in the basal ganglia. 
Crucially, individual differences in the drug’s effect on these signals could be 
predicted from individual differences in fronto-striato-thalamic white matter tracts, 
as indexed by diffusion tensor imaging. Anatomical fronto-striatal connectivity also 
predicted drug effects on switch-related functional connectivity between the basal 
ganglia and the prefrontal cortex. These data reinforce the link between dopamine, 
cognition and the basal ganglia, and have implications for the individual tailoring of 
dopaminergic drug therapy based on anatomical fronto-striatal connection strength.
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Introduction
Dopamine is implicated in many neuropsychiatric disorders, such as Parkinson’s 
disease, schizophrenia, attention deficit hyperactivity disorder and addiction. These 
disorders are invariably accompanied by cognitive and attention deficits. Therefore, 
a better understanding of the mechanisms by which dopamine affects cognition and 
attention is crucial. However, one major challenge for dopaminergic drug research 
is that drug effects vary greatly across individuals (Cools and Robbins, 2004; Cools 
and D’Esposito, 2011). While dopaminergic drugs improve cognitive function in 
some individuals, they can impair cognitive function in others. Indeed accumulating 
evidence indicates that the isolation of dopaminergic drug effects requires us to take 
into account such individual variability (Kimberg et al., 1997; Mehta and Riedel, 2006; 
Cools et al., 2007b, 2009; Wallace et al., 2011). 
Dopamine acts primarily as a neuromodulator, potentiating or attenuating 
synaptic transmission of classical neurotransmitters (Seamans and Yang, 2004). At the 
level of the striatum, dopaminergic neurons and glutamatergic cortico-striatal and 
thalamo-striatal neurons converge onto dendritic spines of medium spiny neurons 
(Moss and Bolam, 2010). This arrangement enables dopamine to influence cortico-
striatal and thalamo-striatal neurotransmission. Thus, dopamine’s primary effect is to 
modulate the flow of cortical and thalamic information through the basal ganglia. One 
important implication of these observations is that dopamine’s functional effects must 
be constrained by existing anatomical infrastructure. Specifically, dopaminergic drug 
effects must depend on individual differences in fronto-striatal and thalamo-striatal 
connections. Here we investigated whether individual differences in dopaminergic 
drug effects on human cognitive processing could be predicted based on individual 
differences in underlying fronto-striato-thalamic anatomy. We used pharmacological 
fMRI to assess the effects of the dopamine receptor agonist bromocriptine on fronto-
striatal activity during attention switching, as a function of anatomical connectivity as 
measured with diffusion tensor imaging. We anticipated that individual differences 
in dopaminergic drug effects on fronto-striatal function would depend on fronto-
striato-thalamic anatomical connectivity. 
This approach also enabled us to assess the pervasive, but untested hypothesis 
that dopamine can alter prefrontal function indirectly by acting on the basal ganglia, 
and by modulating information flow through fronto-striato-thalamo-frontal circuitry 
(Hazy et al., 2007). So far, most studies have emphasized the role of the prefrontal 
cortex in dopamine’s effects on cognition and attention (Brozoski et al., 1979; Robbins, 
2000; Seamans and Yang, 2004; Arnsten, 2011). They demonstrate that dopamine can 
act on the prefrontal cortex to regulate attentional control (Noudoost and Moore, 
2011). However, accumulating evidence indicates that the prefrontal cortex does not 
act alone to control attention, but rather interacts with the basal ganglia (Cools et 
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al., 2004, 2006; Hazy et al., 2007; van Schouwenburg et al., 2010 [chapter 2], chapter 
3, chapter 4). Dopamine receptors are particularly abundant in the basal ganglia; 
accordingly, dopamine might also act on the basal ganglia to modulate attentional 
control, for example by modification of information flow via anatomical fronto-
striato-thalamo-frontal circuits (Alexander et al., 1986). This hypothesis is supported 
by a number of studies. First, pharmacological fMRI studies in humans have shown 
that dopamine modulates functional signals in the basal ganglia during a range of 
paradigms that require attention switching, such as task-switching (Aarts et al., 2010), 
updating of working memory (Cools et al., 2007b) and reversal learning (Cools et al., 
2007a; Dodds et al., 2008). Second, dopamine has been shown to modulate fronto-
striatal functional connectivity in humans as well as in animals (Bamford et al., 2004; 
Nagano-Saito et al., 2008; Wallace et al., 2011). Third, attentional control is disturbed 
in Parkinson’s disease, a disorder that is characterized by relatively selective dopamine 
depletion in the basal ganglia (Cools et al., 2001b, 2010). 
The present study contributes to existing literature by investigating directly the link 
between dopaminergic drug effects on the basal ganglia, anatomical fronto-striatal 
connectivity and functional fronto-striatal connectivity. We predicted that dopamine 
manipulation would selectively modulate functional signals in the basal ganglia. 
Crucially, these dopaminergic drug effects were anticipated to be accompanied by 
dopaminergic drug effects on functional fronto-striatal connectivity, in an anatomy-
dependent manner.
Materials and methods 
Subjects
Twenty-eight right-handed healthy volunteers participated in this study. Four subjects 
were excluded due to excessive movement in the scanner (sudden spiky movements 
of more than two times the voxel size, e.g. translation > 6 mm), or data acquisition 
problems. One subject had less than 10 switch trials and therefore was excluded. Finally, 
one subject was excluded because of image pre-processing problems. Accordingly, 
data are reported from 22 subjects (11 males, mean age 21.3, standard error of the 
mean [SEM] 0.4).
During an initial intake session, participants were screened by a medical doctor 
and a research nurse. This screening included a Mini-International Neuropsychiatric 
Interview (Sheehan et al., 1998) to exclude (a history of) psychiatric diseases. 
Furthermore, an anamnesis and physical examination (including measurements for 
weight, pulse rate, blood pressure and an electrocardiogram) were completed to 
exclude (a history of) medical illness, (a history of) substance abuse or a family history 
of psychiatric diseases. Self-report questionnaires and neuropsychological tests were 
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administered to assess personality traits, IQ and baseline working memory capacity. 
All scores were within normal range. Finally, the attention switching paradigm was 
practised in the MRI scanner, while we obtained a structural scan and a diffusion-
weighted scan.
All subjects gave written informed consent and were compensated for participation. 
The study was approved by the local ethics committee (committee for the protection 
of human subjects of the Arnhem/Nijmegen region; CMO protocol number 2008/078).
Pharmacological design and procedures
Subjects were tested on two occasions, once on placebo and once after intake of 
a single oral dose of the dopamine receptor agonist bromocriptine (Parlodel®, 
Novartis, 1.25 mg). The order of administration was randomized according to a 
counterbalanced, placebo-controlled and double-blind design (11 subjects received 
bromocriptine first, 11 subjects received placebo first). All doses were administered in 
opaque, gelatine capsules. Dose selection was based on previous and similar studies, 
which had revealed good tolerance (Gibbs and D’Esposito, 2005b; Cools et al., 2007b). 
Mean time to maximal plasma concentration of bromocriptine is about 2.5 hours with 
a plasma half-life of about 7 hours (Deleu et al., 2002). Accordingly, time of testing 
(110 minutes after drug intake) coincided with the time-window of maximal drug 
effects represented by a combination of plasma kinetics and physiological effects. 
Subjects were instructed to abstain from alcohol 24 hours before drug intake and were 
not allowed to smoke or drink any caffeinated drinks on the day of testing. 
A well-known side effect of bromocriptine is hypotension. To monitor our subjects 
and to assess drug effects, we measured heart rate and blood pressure, on both 
sessions, before drug intake, 45 minutes after drug intake, 165 minutes after drug 
intake and 240 minutes after drug intake. In one subject we did not measure heart 
rate on one of the time points. Drug effects on heart rate, diastolic and systolic blood 
pressure were tested with a repeated measures ANOVA with the factors drug (2) and 
time (4).
Secretion of the hormone prolactin is inhibited by dopamine D2 receptor 
stimulation in a dose-dependent manner. To measure the level of prolactin in blood 
plasma we drew blood twice during each of the sessions, once before drug intake, and 
once 165 minutes after bromocriptine intake. Plasma prolactin levels were determined 
by an electrochemiluminescence immunoassay on a Modular E170 Analyzer (Roche 
Diagnostics) by Professor Fred Sweep and Rob van den Berg at the Laboratory for 
Endocrinology of the Radboud University Nijmegen Medical Centre. From two subjects 
we failed to draw blood on one of the time points. These subjects are excluded from 
prolactin analyses. Drug effects on prolactin levels were tested with a repeated 
measures ANOVA with the factors drug (2) and time (2).
On each session, participants completed the following questionnaires: the State 
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Anxiety Inventory (Spielberger et al., 1970; van der Ploeg et al., 1980), the Barratt 
Impulsiveness Scale, the Behavioural Inhibition/Behavioural Activation Scale (BIS/
BAS) (Carver and White, 1994) and the Positive and Negative Affect Scale. Background 
neuropsychological tests assessed at the end of each session day included the digit 
span test, a paper and pencil block completion and number cancellation test and 
letter fluency test. Paired t-tests were performed to assess drug effects on these 
neuropsychological tests and questionnaires. 
Furthermore, to assess drug effects on subjective mood ratings, subjects completed 
the Bond and Lader visual analogue scales before drug intake, 165 minutes after drug 
intake and 240 minutes after drug intake, on each session. Effects of drug on the mood 
rating scales were measured with repeated measures ANOVA with the factors drug (2) 
and time (3) for each mood scale separately.
Paradigm
An attention switching paradigm was employed in which subjects switched attention 
when they detected a change in the stimulus exemplars of an unattended category 
of face/scene stimuli (van Schouwenburg et al., 2010 [chapter 2]). Subjects were 
presented with a series of stimulus-pairs, each consisting of a superimposed face 
exemplar and scene exemplar (Figure 1A). Subjects were instructed to select one of 
four exemplars by making a left (left index finger) or right (right index finger) response, 
depending on the location of the exemplar of their choice. This self-chosen exemplar 
was then set as the correct stimulus and subjects were instructed to continue selecting 
that stimulus on subsequent trials. Stimulus-pairs were presented twice within each 
trial and the combination of face and scene was reversed on the second presentation 
relative to the first, enabling us to identify the attended stimulus (Figure 1). Feedback 
was presented after each trial, and was positive only if the subject selected the correct 
stimulus twice within the trial. If subjects selected the pattern that did not contain the 
correct exemplar or did not respond within a personalized cut-off time, then negative 
feedback was presented. 
After a variable number of correct trials, exemplars of the ignored category 
were replaced with novel exemplars. Subjects were instructed to switch attention to 
this other category, and to choose one of the two novel exemplars, as soon as they 
detected a change. Trials on which novel exemplars were introduced, and on which 
subjects detected the change and switched to one of the novel exemplars where 
classified as switch trials (Figure 1C). On some trials subjects failed to detect the novel 
exemplars and kept responding to the previously correct exemplar (non-switch trials). 
In this case negative feedback was presented, usually leading subjects to switch on 
the subsequent trial. Trials on which no novel stimuli were introduced were defined as 
repeat trials (Figure 1B). Four subjects had less that 10 non-switch trials on one of two 
sessions. Therefore we focused all analyses on switch and repeat trials. 
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Subjects were presented with an average of 349 trials (SEM 5), on which novel 
exemplars were introduced on 82 trials. The sequence of the faces and scenes 
presented was randomized across subjects but was constant within subjects across 
the two sessions. For more details on the paradigm see (van Schouwenburg et al., 
2010 [chapter 2]).
The paradigm was programmed using Presentation software (Neurobehavioural 
systems, Albany, USA). 
Behavioural analysis
Behavioural analysis focused on the switch likelihood, which was calculated as the 
percentage of immediate switches in response to a novel stimulus, and reaction time 
analyses. Excluded from these reaction time analyses were the first trial of each block, 
all trials on which subjects received negative feedback and trials following negative 
feedback. Median rather than mean reaction times were calculated to minimize the 
influence of outliers. Mean reaction times ± SEM across subjects are reported. Planned 
contrasts were assessed using repeated-measures ANOVA’s or paired sample t-tests. 
The statistical threshold was set at p < 0.05 (two-tailed).
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Repeat Novel switch
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+F2S1 F1S2
+F2S2 F1S1
+ F2S1
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+F2S1 F1S2
+F2S3 F1S4
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Figure 1. Subjects were instructed to select one stimulus exemplar (left versus right) within one 
category (faces versus scenes) and to keep selecting that same exemplar for a number of trials, until 
novel exemplars were introduced in the unattended category, requiring a switch in attention. A) Stimuli 
consisted of superimposed exemplars of a face and a scene. Each trial consisted of two consecutive 
responses followed by feedback. Red boxes indicate a possible response sequence. B–C) Two 
consecutive trials constituting our two trial types of interest. The stimuli are displayed schematically for 
illustrative purposes (F1, face 1; S1, scene 1; F2, face 2; S2, scene 2). Attended stimuli are displayed in 
italic font. B) Repeat trial: on the first trial, the subject attends to F1. On the next trial, no novel stimuli 
are introduced and the subject keeps attending to F1. The second trial is thus defined as a repeat 
trial. C) Switch trial: The subject attends to F1 on the first trial. On the second trial, novel stimuli of the 
unattended category, in this case scenes, are introduced (S3 and S4). The subject detects this change 
and switches attention to one of two novel stimuli (here S3).
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fMRI data acquisition
Whole-brain imaging was performed on a 3 Tesla MR scanner (Magnetom Trio Tim, 
Siemens Medical Systems, Erlangen, Germany). Functional data were obtained using 
a gradient-echo echo-planar scanning sequence with blood oxygenation level-
dependent (BOLD) contrast (30 axial-oblique slices, repetition time = 1990 ms, echo 
time = 30 ms, voxel size = 3.5 x 3.5 x 3.0 mm, inter slice gap = 0.5 mm, field of 
view = 224 mm, flip angle = 80°). Visual stimuli were projected on a screen and were 
viewed through a mirror attached to the head coil. In addition, a high-resolution T1-
weighted MP-RAGE anatomical scan was obtained from each subject (192 sagittal 
slices, repetition time = 2300 ms, echo time = 3.03 ms, voxel size = 1.0 x 1.0 x 1.0 mm, 
field of view = 256 mm). The diffusion tensor images were acquired using a twice-
refocused spin-echo echo-planar imaging sequence (64 slices interleaved acquisition 
mode, repetition time = 8600 ms, echo time = 89 ms, voxel size = 2.2 x 2.2 x 2.2 mm, 
field of view = 220 mm). For each slice, seven images without diffusion weighting (b 
= 0), and 61 images with diffusion weighting (b = 1000 s/mm2) applied along non-
colinear directions were assembled.
fMRI data analysis
Mass-univariate data analysis was performed using SPM5 software (Statistical 
Parametric Mapping; Wellcome Trust Centre for Cognitive Neuroimaging, London, 
UK). The first four functional scans of each dataset were discarded to avoid T1 
equilibrium effects. Anatomical images were spatially coregistered to the mean of 
the functional images and normalized using a unified segmentation approach. 
Preprocessing procedures of functional images included within-subject realignment, 
spatial normalization using the same transformation matrix as estimated from the 
anatomical images and spatial smoothing using a Gaussian kernel of 6 mm full width 
at half maximum. These procedures were applied to the images for each session 
separately and these preprocessed images were then used for all further analyses.
In a general linear model we included two regressors of interest: switch and 
repeat trials. In addition we modelled non-switch trials (regressor 3), trials following 
non-switch trials (regressor 4), all error trials, missed trials and trials after an error or 
after a missed trial (regressor 5), and the six realignment parameters (regressors 6 
to 11) as regressors of no interest. All paradigm-related regressors were modelled 
as delta functions at the onset of the first stimulus-pair presentation within a trial 
and were convolved with a canonical hemodynamic response function including time 
derivatives. Time series were high-pass filtered (128 s). 
Parameter estimates for the regressors of interest, derived from the mean least-
squares fit of the model to the data, were estimated at the first-level, for each session 
separately, and then used in a second level 2x2 factorial design with the within-subject 
factors trial type (switch and repeat) and drug (placebo and bromocriptine). 
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To assess drug effects in the basal ganglia we defined a volume of interest (VOI) as 
a 6 mm sphere around the peak voxel for the switch versus repeat contrast averaged 
across drug conditions (main effect of task) within the left (MNI coordinates [-12 2 
0]) and right [14 2 0] basal ganglia (defined as the caudate, putamen and pallidum, 
according to the Automated Anatomical Labelling interface [Tzourio-Mazoyer et al., 
2002]). The left and right VOI were then combined. Definition of VOI’s and VOI data 
extraction were done using MarsBaR (Brett et al., 2002). Note that the number of trials 
was equal in both drug conditions. This balanced design allows us to define a VOI 
based on the main effect of task without introducing a bias towards finding a drug 
effect (Kriegeskorte et al., 2010). 
The main effects of task across drug conditions were tested and displayed at a 
threshold of p < 0.05 familywise error (FWE) corrected for the whole brain (pFWE). 
Drug effects were assessed at the cluster level, corrected for multiple comparisons 
across our VOI in the basal ganglia (defined functionally, as described above) (psvc 
< 0.05). For this analysis the height threshold at the voxel level was set at p < 
0.001 uncorrected for multiple comparisons. In addition, exploratory analyses were 
performed across the whole brain (pFWE < 0.05).
Figures were displayed using MRIcroN (Rorden et al., 2007). SPMs were 
superimposed on a skull-stripped template in MNI space, unless indicated otherwise. 
In Table 1 peak voxels for the different contrasts were localized using the SPM Anatomy 
Toolbox (Eickhoff et al., 2007).
Diffusion tensor imaging analysis
To determine anatomical connectivity we acquired diffusion tensor images (DTI). Raw 
DTI data were preprocessed using in house software (Zwiers, 2010). The DTI images 
were realigned and eddy-current corrected by residual error minimization of the 
diffusion tensor model (Andersson and Skare, 2002). Susceptibility induced echo-
planar imaging distortions were corrected by warping the images to the distortion-
free T1 reference image (Studholme et al., 2000) using an in-house developed 
implementation (Visser et al., 2010).
 Diffusion tensors were then robustly estimated using our artefact-insensitive 
compute algorithm (Zwiers, 2010). Mean diffusivity (MD) and fractional anisotropy 
(FA) measures were computed from the diffusion tensor eigenvalues. FA and MD maps 
were normalized to the T1 ICBM-template (MNI space) using the unified segmentation 
parameters of the structural image, and spatially smoothed using a Gaussian kernel of 
8 mm full width at half maximum. 
The resulting FA and MD maps were then tested using a second level one-sample 
t-test, with the drug effect on basal ganglia BOLD signal for the switch versus repeat 
contrast as a covariate. This drug effect was calculated for each subject separately by 
subtracting the average switch-related BOLD signal across the basal ganglia VOI on 
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placebo from the average switch-related BOLD signal across the basal ganglia VOI on 
bromocriptine. MD and FA results were masked by a brain mask and FA results by a 
threshold mask of FA > 0.2. 
Correlations between FA/MD values and drug effects on basal ganglia BOLD 
signal were assessed at the cluster level, corrected for multiple comparisons across 
the functionally defined VOI in the basal ganglia (psvc < 0.05). The height threshold at 
the voxel level was set at p < 0.001 uncorrected for multiple comparisons. In addition, 
exploratory analyses were performed across the whole brain (pFWE < 0.05).
Fibre tracking
The FA region showing a significant correlation with the drug effect on basal ganglia 
BOLD signal was then used for probabilistic diffusion tractography to identify white 
matter tracts connecting with this location. More specifically, we defined a VOI as a 
6 mm sphere around the peak voxel of the correlation (MNI coordinates [18 6 0]). 
For each subject this VOI was brought back into native space, using the inverse of 
the computed normalization parameters. FMRIB’s Diffusion Toolbox (part of FMRIB’s 
Software Library [FSL]) was used to build up distributions on diffusion parameters at 
each voxel, allowing for crossing fibres (using ‘bedpostx’) (Behrens et al., 2007), and 
subsequent probabilistic tracking from the VOI to all other voxels in the brain (using 
‘probtrackx’ with standard settings). Significant voxels were determined with a one-
sample t-test in SPM at a threshold of pFWE < 0.05 and a contiguous voxel cluster 
threshold k > 5.
PPI analysis
Functional connectivity was assessed using psychophysiological interaction (PPI) 
analysis (Friston et al., 1997). PPI works under the assumption that the degree to 
which the BOLD signal in one area can be predicted, based on BOLD signal in another, 
corresponds to the contribution of the second region to the first region. The PPI then 
tests whether this contribution changes over experimental conditions. In other words, 
it tests whether region A shows higher or lower connectivity with region B, during 
condition C, compared to condition D. Timeseries were extracted from a seed voxel 
in the basal ganglia that showed an increase in BOLD signal during switching (main 
effect of task), for each subject individually. Because the exact locations of activation 
maxima varied across subjects, we determined the individual peak voxels in the basal 
ganglia, using the constraints that it (1) exceeded a threshold of p < 0.05 (uncorrected) 
in the switch versus repeat contrast, and (2) was within 6 mm of the group maximum 
(MNI coordinates [16 0 -2]) of the drug effect on the switch versus repeat contrast. 
To summarize the regional time series, we computed the first eigenvector across all 
supra-threshold voxels (p < 0.05 uncorrected) within 3 mm of this peak voxel. The 
timeseries were then multiplied by a vector coding for the experimental conditions 
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(switch versus repeat) to obtain the PPI. 
On the subject level, we included the PPI as a regressor of interest in a general 
linear model. The experimental conditions and the extracted timeseries were modelled 
as additional regressors, in order to assess the PPI estimates in the brain over and 
above shared functional activation and task-independent correlations in BOLD signal 
between the seed and other regions. This approach ensures that any obtained PPI 
results are independent of univariate results. These regressors were convolved with a 
canonical hemodynamic response function and high-pass filtered (128 s). In addition, 
the six realignment parameters were modelled. The PPI analysis was performed for 
each session separately. 
Next, the difference between PPI maps on the drug and placebo session was 
calculated for each subject. These difference maps were then brought to the second 
level in a one-sample t-test, with FA values as a covariate. These FA values were 
extracted from the region showing a significant correlation with the drug effect on 
switch-related BOLD signal in the basal ganglia (as shown in Figure 4A). We would 
like to emphasize here that data derived from (1) the univariate analyses, (2) the 
PPI analysis and (3) the DTI images are all independent of each other, and therefore 
circular analysis is not an issue here. 
As outlined in the introduction, our functional connectivity analyses aimed to reveal 
that drug effects on the basal ganglia during attention switching were accompanied 
by drug effects on functional connectivity between the basal ganglia and regions of 
the prefrontal cortex that are recruited by the attention switching task. To this end, we 
focused our functional connectivity analyses on a prefrontal region which we know, 
based on our previous study with this task (van Schouwenburg et al., 2010 [chapter 
2]), to be involved; the right inferior frontal gyrus. Selection of this region is further 
justified based on other studies suggesting that the right inferior frontal gyrus plays an 
important role in the selective focusing of attention on currently relevant information 
(Gazzaley et al., 2004; Hampshire et al., 2007; Petrides and Pandya, 2009). We combined 
subregions of the right inferior frontal gyrus according to the Automated Anatomical 
Labelling interface (Tzourio-Mazoyer et al., 2002) to obtain an anatomical VOI. 
Drug effects were assessed at the cluster level, corrected for multiple comparisons 
across the VOI (psvc < 0.05). The height threshold at the voxel level was set at p < 
0.001 uncorrected for multiple comparisons. In addition, exploratory analyses were 
performed across the whole brain (pFWE < 0.05).
VBM analysis
White matter volume and grey matter volume are highly (negatively) correlated. To 
ensure that our findings reflect selectively anatomical connections, i.e. white matter, 
rather than grey matter volume, we applied a threshold mask in our FA correlation 
analyses excluding all voxels that showed an FA value lower than 0.2. This approach 
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corresponds to applying a grey matter mask. Furthermore we conducted a voxel-
based morphometry analysis. The VBM5.1 toolbox in SPM5 (http://dbm.neuro.uni-
jena.de/vbm) was used to segment and normalize the anatomical image of each 
subject (Ashburner and Friston, 2000). Normalized modulated grey matter tissue 
probability maps were smoothed using a Gaussian kernel of 8 mm full width at half 
maximum and tested in a second level one-sample t-test using the drug effect on 
switch-related BOLD signal extracted from our functional basal ganglia VOI as a 
covariate. We assessed positive correlations between grey matter volume and drug 
effects on switch-related BOLD signal. 
Results
Neural responses during attention switching
Consistent with our previous study (van Schouwenburg et al., 2010 [chapter 2]), 
attention switching increased BOLD signal in a network of regions. These included the 
basal ganglia, inferior frontal gyrus, thalamus, insula, hippocampus, anterior cingulate 
cortex/supplementary motor area, inferior and superior parietal cortex, visual 
association cortex and midbrain (Figure 2, Table 1). The switch-related increase in 
basal ganglia BOLD signal was centred on ventral parts of the striatopallidum as shown 
previously (van Schouwenburg et al., 2010 [chapter 2]). This is in line with findings 
that this region responds to salient events (Zink et al., 2003) as well as proposals that 
attention switching relies predominantly on a ventral attention network that disrupts 
ongoing activity in response to unexpected, salient events (Corbetta and Shulman, 
2002).
Dopaminergic drug effects during attention switching
To investigate effects of dopamine on this fronto-striatal network associated with 
attention switching we compared BOLD signal after administration of the dopamine 
D2 receptor agonist bromocriptine with BOLD signal after placebo. Based on prior 
work and the distribution of D2 receptors in the brain, we expected bromocriptine 
to act on the basal ganglia. Consistent with this prediction, bromocriptine increased 
BOLD signal selectively in the basal ganglia during the switch trials relative to the 
repeat trials (t = 3.91, psvc = 0.009) (Figure 3). No other effects were observed at our 
statistical threshold. This result supports previous findings that show the basal ganglia 
as the site of action of dopaminergic drug effects on attention switching (Cools et 
al., 2007b; Dodds et al., 2008). However, large individual differences were observed 
in the degree to which bromocriptine modulated BOLD signal in this region during 
switching. While bromocriptine increased BOLD signal in some subjects, it decreased 
BOLD signal in others (Figure 3B). 
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Correlations between drug effects and white matter structure
Next we assessed whether these drug effects were associated with individual 
differences in the underlying white matter structure. To this end, we extracted BOLD 
signal from our functional basal ganglia VOI for each subject and calculated the 
difference between the bromocriptine session and the placebo session. These values 
were entered as a covariate in a second level general linear model to assess associations 
with whole brain fractional anisotropy (FA) values, a measure of white matter integrity. 
This revealed a significant association between the drug effect on basal ganglia BOLD 
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Figure 2. Statistical parametric map of the main effect of attention switching, across drug sessions 
(unmasked). Bar indicates t-values, and figures are thresholded for a t-value of 5.10, corresponding to 
a p-value of 0.05 FWE corrected for multiple comparisons.
Local maximum Cluster statistics
Region Clustersize x y z T-value
Insula 755 -32 22 0 17.40
Supplementary motor area/Anterior cingulate cortex 2590 -4 18 44 17.13
Inferior frontal gyrus 1571 -42 6 30 15.49
Insula/Inferior frontal gyrus 3355 32 26 2 14.43
Midbrain/Thalamus/Basal ganglia 2425 -6 -28 -6 12.25
Middle/Superior frontal gyrus 861 -24 0 54 11.92
Inferior/Superior parietal lobule 1881 34 -46 46 11.73
Inferior/Superior parietal lobule 2497 -46 -40 42 11.35
Inferior temporal gyrus 72 -44 -58 -8 9.30
Inferior temporal gyrus/Fusiform gyrus 351 30 -34 -20 7.32
Posterior cingulate cortex 62 -4 -28 28 6.96
Fusiform gyrus 30 -28 -54 -10 6.29
Middle frontal gyrus 6 -32 52 24 5.65
Calcarine gyrus 7 -12 -76 8 5.65
Precuneus 9 22 -56 22 5.41
Clusters showing a main effect of task at 0.05 FWE corrected and a contiguous voxel cluster threshold 
k > 5.
Table 1. Main effect of attention switching 
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signal and FA values in a region located in the anterior limb of the capsula interna 
(t = 4.86, psvc = 0.014) (Figure 4A). This region was immediately adjacent to the region 
where bromocriptine exerted its effect (Figure 4C). The association was negative, 
such that bromocriptine enhanced BOLD signal in the basal ganglia of subjects with 
low local white matter integrity, while decreasing BOLD signal in the basal ganglia of 
subjects with high local white matter integrity (Figure 4B). There were no other effects 
at our statistical threshold.
Probabilistic diffusion tractography
To identify the white matter tracts connecting with the region in which the drug-FA 
association was found, we used the cluster found in the capsula interna as a seed 
region for probabilistic diffusion tractography (Behrens et al., 2007). Using a threshold 
of pFWE < 0.05, white matter fibres were revealed selectively in a fronto-striato-thalamic 
tract, running from the basal ganglia to the inferior frontal gyrus and from the basal 
ganglia to the thalamus, extending into the midbrain (Figure 5A).
Drug effects on functional connectivity
We predicted that dopamine would also alter functional connectivity between the 
prefrontal cortex and basal ganglia. Thus next we investigated whether drug effects on 
functional (switch-related) connectivity between the basal ganglia and right inferior 
frontal gyrus also depended on white matter integrity. 
Functional connectivity was assessed using psychophysiological interaction (PPI) 
analyses (Friston et al., 1997), using the basal ganglia VOI as a seed region and the 
2
4
8
10
0
6
-1.0
-0.5
0.0
0.5
1.0
1.5
D
ru
g 
ef
fe
ct
 s
w
itc
h-
re
la
te
d 
B
O
LD
 in
 B
G
Subjects
A B
Figure 3. A) Whole-brain statistical parametric map of drug effects on switch-related BOLD signal. 
The statistical parametric map is masked by the main effect of attention switching (thresholded at 
p < 0.001 uncorrected). Bar indicates t-values of the drug effect (bromocriptine – placebo), and figure 
is thresholded for a t-value of 3.19, corresponding to a p-value of 0.001 uncorrected for multiple 
comparisons. B) Shown are individual differences in drug effects on switch-related BOLD signal from 
the basal ganglia, extracted from the cluster displayed in A.
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Figure 5. A-B) Whole-brain statistical parametric map of white matter tracts generated by probabilistic 
tractography (red/yellow). Bar indicate t-values, and figure is thresholded for a t-value of 6.63, 
corresponding to a p-value of 0.05 FWE corrected for multiple comparisons. B) Whole-brain statistical 
parametric map (unmasked) of the association between fractional anisotropy and drug effect on 
functional connectivity from the basal ganglia, as assessed by PPI (blue/green). Bar indicates t-values, 
and figure is thresholded for a t-value of 3.55, corresponding to a p-value of 0.001 uncorrected for 
multiple comparisons.
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Figure 4. A) Whole-brain statistical parametric map (unmasked) of association between fractional 
anisotropy and drug effect on switch-related basal ganglia (BG) BOLD signal, superimposed on the 
mean fractional anisotropy image from all participants. Bar indicates t-values, and figure is thresholded 
for a t-value of 3.55, corresponding to a p-value of 0.001 uncorrected for multiple comparisons. B) 
Data were extracted from the correlated cluster and plotted for illustration purposes. C) Overlap 
between drug effect on switch-related basal ganglia BOLD signal (green) and its association with 
fractional anisotropy (red).
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switch versus repeat contrast as a task regressor. In line with our predictions, whole-
brain analyses revealed that FA values associated with the drug effect on the basal 
ganglia were also associated with the drug effect on functional connectivity between 
this region and the right inferior frontal gyrus (cluster 1: MNI coordinates [48 24 22], 
t = 6.17, psvc = 0.010 and cluster 2: MNI coordinates [48 42 -2], t = 4.88, psvc = 0.003). 
No other regions were revealed by this analysis. One of these frontal clusters (cluster 
2) was localized in remarkably close proximity to the endpoint of the anatomical 
fronto-striato-thalamic tract revealed by our tractography analyses (Figure 5B). Thus, 
consistent with our prediction, dopaminergic drug effects on the basal ganglia during 
attention switching were accompanied by dopaminergic drug effects on functional 
fronto-striatal connectivity, in an anatomy-dependent manner.
Additional analyses
A number of additional analyses were performed to exclude possible confounding 
factors. First, white matter volume is often anti-correlated with grey matter volume. This 
might be especially true for the basal ganglia, where the capsula interna is embedded 
between the caudate and putamen. Therefore, we aimed to exclude the possibility that 
our white matter correlations were driven by differences in grey matter. To this end, 
we performed a voxel-based morphometry analysis, assessing whether switch-related 
BOLD signal in the basal ganglia could also be predicted from individual differences 
in grey matter volume. This was not the case (no supra-threshold effects within the 
basal ganglia even at p < 0.05 uncorrected for multiple comparisons). In addition, no 
other brain regions showed such a correlation at the threshold of 0.001 uncorrected 
for multiple comparisons.
Second, to strengthen our conclusion that our effects are driven by directional 
(axonal) organization rather than overall cell density, we repeated our correlational 
analysis with mean diffusivity (MD) maps. While the FA values represent the orientation-
dependence of water diffusion, which is directional in white matter fibres, the MD 
reflects overall diffusion and depends on cell density. No associations were found 
between the drug effect on basal ganglia BOLD signal during attention switching and 
MD within our basal ganglia VOI, indicating that our results cannot be explained in 
terms of differences in cell density.
Behavioural analyses
Behavioural analysis focused on reaction times and switch likelihood, defined as the 
percentage of immediate switches in response to a novel stimulus. 
Reaction times were significantly slower on switch trials compared with repeat 
trials (main effect of trial type, F1,21 = 107.0, p < 0.0001). There was no main effect of 
drug (F1,21 = 1.4, p = 0.2) or an interaction between drug and trial type (F1,21 = 1.1, p 
= 0.3) (reaction times placebo: switch, 1030 ± 53; repeat, 746 ± 36) (reaction times 
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bromocriptine: switch, 1098 ± 73; repeat, 774 ± 44).
Bromocriptine also had no effect on switch likelihood. Mean switch likelihood 
was not significantly different between the placebo session (67.2 ± 4.1%) and the 
bromocriptine session (64.7 ± 3.9%) (t1,21 = 1.2, p = 0.3), also not when individual 
differences in FA were taken into account. There were no brain-behaviour associations.
Drug effects on physiological measurements
Repeated measures ANOVA showed a significant main effect of drug on the prolactin 
levels (F1,19 = 9.6, p = 0.006), systolic (F1,21 = 34.5, p < 0.0005), and diastolic blood 
pressure (F1,21 = 11.8, p = 0.002), indicating that bromocriptine bound to dopamine 
receptors (Johns et al., 1984; Fitzgerald and Dinan, 2008).
Drug effects on neuropsychological tests and mood ratings
Drug effects on questionnaires and neuropsychological test were assessed. The only 
significant effect was found on subscales of the Behavioural Activation Scale (BAS) 
(Carver and White, 1994), such that bromocriptine increased the score on the BAS 
Drive subscale (t1,21 = 2.1, p = 0.045), but decreased score on the BAS Fun subscale (t1,21 
= -2.6, p = 0.018). However, there were no significant correlations between the drug 
effects on these scales and our critical measures, (1) drug effect on basal ganglia BOLD 
signal and (2) FA values, indicating that drug effects on these scales cannot account 
for our findings. Bromocriptine had no effect on mood ratings (Bond and Lader, 1974). 
Discussion
Dopaminergic drug effects vary greatly between individuals such that the same drug 
can exert effects in opposite directions. Our study establishes an important new link 
between dopaminergic drug effects and white matter integrity of anatomical fronto-
striato-thalamic connections. More specifically, we found that the effect of bromocriptine 
on functional signals in the basal ganglia and fronto-striatal connectivity could be 
predicted based on anatomical fronto-striato-thalamic connectivity. Bromocriptine 
had diametrically opposite effects in subjects with high and low white matter tract 
integrity, as indexed by fractional anisotropy values measured with diffusion tensor 
imaging. Fractional anisotropy relies on several microstructural properties of white 
matter tissue, such as the level of axon myelination, intact axonal membranes, fibre 
density and fibre diameter (Beaulieu, 2002). This suggests that bromocriptine had 
opposite effects as a function of neuronal communication efficiency, in line with the 
observation that dopamine acts as a neuromodulator (Moss and Bolam, 2010). 
Our approach resembles that used previously to link anatomical connectivity 
with individual differences in behaviour (Tuch et al., 2005; Forstmann et al., 2008b), 
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and functional connectivity (Boorman et al., 2007; Neubert et al., 2010). For example, 
Forstmann et al. (2008b) have shown that individual differences in response inhibition 
performance depended on fractional anisotropy in the inferior frontal gyrus. However, 
to our knowledge, no previous work has revealed associations between neurochemical 
(drug) effects and anatomical connectivity. This finding should have important 
implications for neuropsychiatric drug treatment. For example, taking into account 
white matter integrity might contribute to individual tailoring and thus optimization of 
drug treatment strategies in dopamine-related neuropsychiatric disorders. 
The finding that bromocriptine had diametrically opposite effects as a function of 
anatomy is reminiscent of the inverted-U-shaped relationship between dopamine and 
cognitive function (Kimberg et al., 1997; Cools et al., 2007b). Subjects with relatively 
low baseline dopamine levels benefit from dopaminergic drugs, while subjects with 
already optimized dopamine levels can be impaired by the same dopaminergic drugs 
(Cools et al., 2009; Cools and D’Esposito, 2011). However, so far individual differences 
in dopaminergic drug effects have not been linked to brain structure. Of course it is not 
possible to determine the direction of causality between brain structure and function 
and accordingly, this study does not allow us to exclude the role of other factors, such 
as genetic predisposition, in the observed individual differences in anatomy and drug 
responsiveness. An important aim for future work is to assess how these baseline 
neurochemical, genetic and anatomical factors interact to determine drug efficacy. 
The drug-FA association, revealed by whole-brain analysis, was remarkably 
regionally selective. Indeed the effect was restricted to a region in the capsula interna 
transversing the basal ganglia, immediately adjacent to the region that was modulated 
by drug. Probabilistic tractography revealed that this white matter region projected to 
the inferior frontal gyrus, and the thalamus, extending into the midbrain. Furthermore, 
individual differences in white matter integrity predicted drug effects on functional 
connectivity between the basal ganglia and an inferior frontal cluster that was located 
right next to the inferior frontal extension of these tracts. These findings are in line 
with suggestions that dopamine acts on the basal ganglia to alter information flow 
through anatomical fronto-striatal-thalamic circuits. 
Although most existing work has emphasized that dopamine modulates the 
prefrontal cortex to affect cognition, others have shown previously that dopamine 
can also modulate cognitive BOLD signal in the basal ganglia (Owen et al., 1998; Lewis 
et al., 2005; Cools et al., 2007a, 2007b; Dodds et al., 2009; Jocham et al., 2009; Aarts 
et al., 2010) and fronto-striatal connectivity (Nagano-Saito et al., 2008; Krugel et al., 
2009; Stelzel et al., 2010; Wallace et al., 2011). The present work extends this previous 
work by establishing a link between dopaminergic drug effects on the basal ganglia 
and dopaminergic drug effects on functional fronto-striatal connectivity. Importantly, 
this link is further substantiated by the finding that it seems mediated by anatomical 
connectivity between the basal ganglia and the prefrontal cortex. 
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The present study investigated the effect of bromocriptine on a task that required 
a switch in attention in response to novel stimuli. This process presumably involves 
separate subcomponents, such as detection of a novel stimulus, inhibition of a previous 
stimulus-response association, and selection of a novel stimulus. Here we did not aim 
to isolate the specific subcomponent process that was affected by the drug, but rather 
we aimed to test drug effects on an ecologically valid model of attention switching. 
Nevertheless, it is notable that the regions within the functional network that were 
affected by bromocriptine, in particular the inferior frontal gyrus and the basal ganglia, 
have previously been associated with inhibition (Aron et al., 2007; Duann et al., 2009; 
Zandbelt and Vink, 2010). Similarly, the thalamus has been implicated in the inhibition 
of ongoing behaviour and action selection. More specifically, Ding et al. (2010) have 
proposed that salient signals that are detected by the thalamus are transmitted to the 
striatum via thalamostriatal axonal connections, where they elicit a characteristic firing 
pattern that is optimized for halting ongoing (motor and cognitive) programs. Their 
study revealed that activation of thalamostriatal axons mimicked the response to salient 
stimuli in the sense that it induced burst firing of striatal interneurons, which in turn 
triggered prolonged enhancement of postsynaptic responsiveness of striatopallidal 
neurons. Critically, the effect of stimulating the thalamus on striatal interneurons 
depended on D2 receptor stimulation. Accordingly, they proposed that effects of 
D2 receptor agents on attention switching to salient events might depend on axonal 
connections that enable thalamic gating of striatopallidal signals (Ding et al., 2010). 
The findings of the present study concur with this hypothesis. Thus one mechanism 
by which dopamine D2 receptor stimulation might modulate attention switching to 
salient events is by affecting thalamic signals to the striatum and subsequent flow 
through fronto-striatal circuitry. 
One caveat of the present study is that we did not find any drug effects on the 
behavioural measures of our task. This was unexpected, but might be accounted for by 
masking of a subtle behavioural effect by noise induced by the scanner environment. 
Perhaps our measure of behaviour was not sufficiently sensitive, and thus masked by 
such non-specific effects. Nevertheless, the lack of behavioural effect does ensure that 
the observed neural drug effects are not confounded by drug-related differences in 
performance. Thus, the present study establishes a strong link between dopamine’s 
effects on the basal ganglia, functional fronto-striatal connectivity during attention 
switching and fronto-striato-thalamic anatomy. In the next chapter (chapter 6) we 
aimed to extend this link between fronto-striatal anatomy and dopaminergic drug 
effects on fronto-striatal function to behaviour. 
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Attention switching depends 
on white matter integrity of 
the basal ganglia: a study in 
adults with ADHD6
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Abstract
Attention deficit hyperactivity disorder (ADHD) is characterized by cognitive deficits, 
such as deficient focusing of attention. These deficits have been associated most 
commonly with abnormal functioning of the prefrontal cortex. We assessed whether 
ADHD is also accompanied by altered cognitive function thought to implicate the basal 
ganglia, such as attention switching. To this end, an attention switching paradigm 
was employed, which was previously shown to increase BOLD signal in the basal 
ganglia. Intriguingly, in that study, switch-related basal ganglia BOLD signal was found 
to depend on individual differences in white matter integrity of the basal ganglia. 
Here we demonstrate that white matter integrity of the basal ganglia also predicts 
behavioural performance on our attention switching task. In addition, patients with 
more inattentive symptoms exhibited greater attention switching deficits. However, 
there was no overall difference in task performance between patients with ADHD 
and controls. Our findings highlight the crucial role of basal ganglia white matter 
integrity for attention switching. In addition, the data also incidentally demonstrate 
that a dimensional approach to attentional difficulty in psychiatry has greater 
neurocognitive validity than does a categorical approach based on (ADHD) diagnosis.
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Introduction
The ability to focus attention is crucial in daily life. It allows us to allocate our limited 
processing capacity to the processing of goal-relevant representations rather than to 
that of irrelevant distracters (Desimone and Duncan, 1995). However, our constantly 
changing environment also demands frequent updating of these representations, 
accompanied by a switch in attention towards newly relevant representations. 
Adaptive behaviour requires a delicate balance between focusing of attention on the 
one hand and switching attention on the other hand. In fact, models of cognitive 
control have proposed a reciprocal relationship between these processes, such that 
manipulations that increase cognitive focusing might impair cognitive flexibility (Bilder 
et al., 2004; Durstewitz and Seamans, 2008; Cools and D’Esposito, 2011). Observations 
in marmosets with striatal dopamine lesions (Crofts et al., 2001) and patients with 
Parkinson’s disease (Cools et al., 2010) are in support of such a reciprocal relationship. 
Thus, non-human primates with striatal dopamine lesions and patients with Parkinson’s 
disease are impaired on set-shifting tasks that require cognitive flexibility (Cools et 
al., 1984; Owen et al., 1992; Cools, 2006), while actually showing enhanced cognitive 
focusing, i.e. increased distracter resistance (Crofts et al., 2001; Cools et al., 2010). We 
hypothesized that the opposite pattern might be observed in patients with attention 
hyperactivity disorder (ADHD). ADHD patients are known to have problems with 
focusing of attention and are more easily distracted than healthy individuals (DSM 
IV; American Psychiatric Association, 1994; Carter et al., 1995; Jonkman et al., 1999; 
Hervey et al., 2004). Here we assess whether ADHD is accompanied by a paradoxical 
cognitive benefit in a context that requires attention switching rather than focusing.
At first sight, this hypothesis might seem counterintuitive given that a number of 
studies have shown performance deficits in ADHD patients on set-shifting (Boonstra 
et al., 2005, 2010) and task switching paradigms (McLean et al., 2004; King et al., 2007). 
However, these tasks usually require subjects to switch attention based on a top-down 
instruction cue. Here we employed an attention switching paradigm that required 
subjects to switch attention in response to a change in stimuli in an unattended 
dimension. We predicted that our task, which triggers a switch in attention in a 
bottom-up fashion, might be a more ecologically valid model of attention switching in 
daily life. Indeed, a previous study demonstrated that distracters can actually improve 
performance in ADHD patients when this distracter is presented in an unattended 
dimension (van Mourik et al., 2007). 
The cognitive deficits observed in ADHD have most commonly been associated 
with the prefrontal cortex (Arnsten, 2006). The prefrontal cortex is thought to focus 
attention towards goal-relevant representations through the top-down biasing of 
processing in sensory regions (Miller and Cohen, 2001; Gazzaley et al., 2007). However, 
recent studies suggest that the prefrontal cortex does not act in isolation, but rather 
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interacts with the subcortical basal ganglia to support cognitive control. In particular, 
the basal ganglia have been associated with switching of attention. Thus, fMRI studies 
demonstrate that the basal ganglia are activated during the performance of task 
switching, reversal learning and set-shifting paradigms (Rogers et al., 2000; Cools et 
al., 2002a, 2004; Leber et al., 2008). In addition, lesions to this region impair the ability 
to flexibly switch attention in response to changes in the environment (Cools et al., 
2006).
Based on this evidence, we hypothesized that the predicted attention switching 
benefit in ADHD might depend on basal ganglia integrity. Indeed, ADHD has been 
associated with altered basal ganglia function, in addition to prefrontal dysfunction. 
For example, patients with ADHD show reduced striatal activation during sustained 
attention (Cubillo and Rubia, 2010) and cognitive switching (Cubillo et al., 2010) 
compared with controls. Moreover, ADHD has been associated with altered gray 
(Seidman et al., 2011) and white matter volumes (Ashtari et al., 2005) in and around 
the basal ganglia. Thus, we predicted that attention switching performance in ADHD 
would be a function of individual differences in basal ganglia integrity. 
To test this hypothesis, we employed an attention switching paradigm that was 
previously shown to reliably recruit the basal ganglia during a switch of attention 
(van Schouwenburg et al., 2010 [chapter 2]). Furthermore, we also showed using 
this paradigm that functional signals in the basal ganglia depended on individual 
differences in local white matter integrity of the basal ganglia, as indexed by fractional 
anisotropy (FA), measured with diffusion tensor imaging (DTI) (chapter 5). Thus, 
individual differences in switch-related BOLD signal were predicted based on white 
matter integrity in the basal ganglia. We reasoned that if basal ganglia function is 
indeed crucial for attention switching, then task performance should also depend 
on white matter integrity in the basal ganglia. However, our previous study did not 
allow us to assess a direct relationship between basal ganglia white matter integrity 
and task performance on our attention switching task. The narrow distribution of task 
performance prevented us from testing this relationship in our previous experiment, 
which included only healthy participants. Here, we anticipated that the inclusion of 
subjects diagnosed with ADHD would lead to a broader range in task performance. In 
line with our previous study, we acquired DTI to calculate local FA values, which were 
used as an index of local white matter integrity.
In summary, based on current models about functional reciprocity between 
attention focusing and attention switching (Bilder et al., 2004; Durstewitz and Seamans, 
2008; Cools and D’Esposito, 2011), we predicted that ADHD patients might perform 
paradoxically better than controls on our attention switching paradigm. Furthermore, 
we predicted that individual differences in task performance can be explained by 
individual differences in white matter integrity of the basal ganglia.
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Materials and methods 
Subjects
Nineteen healthy volunteers and 19 volunteers diagnosed with ADHD were recruited 
from an existing database (Dutch cohort of the International Multicenter persistent 
ADHD CollaboraTion [IMpACT] [Hoogman et al., 2011]). None of these volunteers had 
(co-morbid) psychiatric or neurological disorders at the time of testing. All subjects 
gave written informed consent and were compensated for participation. The study 
was approved by the local ethics committee (committee for the protection of human 
subjects of the Arnhem/Nijmegen region; CMO protocol number 2009/260.
All 38 subjects performed the attention switching paradigm as described below. 
Subjects were asked to complete the ADHD DSM-IV-TR Rating Scale (ADRS) at home 
and to bring it with them on the day of testing (Kooij et al., 2005). This self-report 
questionnaire was used to assess inattentive symptoms and hyperactivity symptoms. 
ADRS data were missing from two subjects (one control subject and one ADHD patient). 
Structural MRI and diffusion tensor images were missing from five additional subjects 
(three control subjects and two ADHD patients). Accordingly, results are reported from 
31 subjects. These 31 subjects included 15 control subjects (9 men), and 16 ADHD 
patients (7 men). There were no significant differences between the ADHD and control 
group with respect to gender (X2 = 1.57, p = 0.21), age (t29 = -0.40, p = 0.69), or IQ 
(t29 = -0.03, p = 0.97) (Table 1). Four of the ADHD patients were medication-naive and 
three had taken medication in the past, but were off medication at the time of the 
experiment. The remaining nine ADHD patients took regular medication, but withdrew 
from medication approximately 24 hours prior to the experiment.
Paradigm
An attention switching paradigm was employed in which subjects switched attention 
when they detected a change in the stimulus exemplars of an unattended category 
of face/scene stimuli (van Schouwenburg et al., 2010 [chapter 2]). Subjects were 
presented with a series of stimulus-pairs, each consisting of a superimposed face and 
ADHD Control
Mean SEM Mean SEM
Age 32.5 1.7 31.6 1.4
IQa 11.6 0.6 11.5 0.7
Inattentive symptoms 5.7 0.7 0.8 0.4
Hyperactivity/Impulsivity symptoms 3.9 0.6 0.9 0.2
Table 1. Demographics of ADHD patients and healthy controls
a) Scores represent the average of the standard scores for the block design and vocabulary assessments 
of the Wechsler Adult Intelligence Scale-III.
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scene exemplar (Figure 1A). Subjects were instructed to select one of four exemplars 
by making a left or right (left/right index finger) response, depending on the location 
of the exemplar of their choice. This self-chosen exemplar was then set as the 
correct stimulus and subjects were instructed to continue selecting that stimulus on 
subsequent trials. Stimulus-pairs were presented twice within each trial and subjects 
were instructed to select the same stimulus on both presentations within a trial. The 
specific pairing of the superimposed face and scene exemplars was opposite on the 
second presentation relative to the first presentation (e.g. if face 1 overlapped scene 1 
on the first presentation, then face 1 overlapped scene 2 on the second presentation), 
enabling us to identify which stimulus exemplar was selected by the subject. Feedback 
was presented after each trial, and was positive only if the subject selected the correct 
stimulus twice within the trial.
After a variable number of correct trials, exemplars of the ignored category 
were replaced with novel exemplars. Subjects were instructed to switch attention to 
this other category, and to choose one of the two novel exemplars, as soon as they 
detected a change. Trials on which novel exemplars were introduced, and on which 
subjects detected the change and switched to one of the novel exemplars where 
classified as novel switch trials (Figure 1C). On some trials subjects failed to detect the 
novel exemplars and continued to respond to the previously correct exemplar (novel 
non-switch trials) (Figure 1D). In this case negative feedback was presented, usually 
leading subjects to switch on the subsequent trial. Trials on which no novel stimuli 
Figure 1. The attention switching paradigm used in this study required subjects to select one stimulus 
exemplar (left versus right) within one dimension (faces versus scenes) on every trial. A) Each trial 
consisted of two consecutive responses followed by feedback. Red boxes indicate a possible response 
sequence. B-D show two consecutive trials with responses defining the three different trial types. For 
clarification, the stimuli are displayed schematically (F1, face 1; S1, scene 1; F2, face 2; S2, scene 2). B) In 
this example, the subject is attending to F1 on the first trial (attended stimuli are displayed in italic). On 
the next trial, no novel stimuli are introduced and the subject keeps attending to F1. The second trial is 
thus defined as a repeat trial. C) On a novel switch trial, novel stimuli of the unattended dimension, in 
this case scenes, are introduced (S3 and S4). The subject detects this change and switches attention to 
one of two novel stimuli (here S3). D) Alternatively the subject can fail to detect the novel stimuli and 
continue to respond to the previously relevant stimulus exemplar, in this case F1. The subject will then 
receive negative feedback and the second trial is defined as a novel non-switch trial.
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were introduced were defined as repeat trials (Figure 1B). 
Subjects performed a practice block before the start of the main experiment, 
consisting of on average 140.2 trials (± 4.5 [SEM]). During the main experiment, 
subjects were presented with an average of 405.0 repeat trials (± 11.5) (control: 401.0 
± 14.6, ADHD: 408.7 ± 18.0), and novel exemplars were introduced on 82 trials. The 
sequence of the faces and scenes presented was randomized across subjects but were 
matched between groups. The timing of the paradigm was slightly adjusted compared 
to our previous study. Time between presentation of the first and second stimulus 
was reduced to 500 ms (previously 1000 ms) and feedback was given immediately 
after the second response (previously jittered between 0 and 4500 ms to allow for 
desynchronization of trials necessary for fMRI analyses). These adjustments reduced 
the duration of the experiment with approximately 15 minutes (total current duration: 
25-30 minutes). 
Behavioural analysis
Behavioural analysis focused on the switch likelihood, which was calculated as the 
percentage of immediate switches in response to a novel stimulus. To assess between-
group differences an independent sample t-test was performed. In addition, we 
assessed correlations between switch likelihood and ADRS scores using Pearson’s 
correlation analyses. For this analysis the five subjects who did complete the ADRS, 
but for whom MR data were missing were included.
Furthermore, median reaction times were calculated for our three trial types of 
interest (novel switch, novel non-switch and repeat). Excluded from these reaction 
time analyses were the first trial of each block, all trials on which subjects received 
negative feedback and trials following negative feedback. Median rather than mean 
reaction times were calculated to minimize the influence of outliers. Four subjects 
were excluded for this RT analysis due to a small number of (i.e. less than 10) novel 
switch or novel non-switch trials (3 controls and 1 ADHD). RT data were analyzed with 
repeated-measures ANOVA with trial type (novel switch, novel non-switch, repeat) as 
a within-subject factor and group (ADHD, control) as a between-subject factor. Results 
are reported as the mean ± SEM across subjects. The statistical threshold was set at p 
< 0.05 (two-tailed).
MRI data acquisition
Whole-brain imaging was performed with a 1.5 Tesla MR scanner (Magnetom Avanto, 
Siemens Medical Systems, Erlangen, Germany) at the time of inclusion in the IMpACT 
study (0-3.5 years prior to the current experiment) (Hoogman et al., 2011). A high-
resolution T1-weighted MP-RAGE anatomical scan was obtained from each subject 
(176 sagittal slices, repetition time = 2730 ms, echo time = 2.95 ms, voxel size = 1.0 
x 1.0 x 1.0 mm, field of view = 256 mm). In addition, diffusion tensor images were 
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acquired using a twice-refocused spin-echo echo-planar imaging sequence. Eighteen 
subjects (8 controls, 10 ADHD) were scanned with the following protocol: 56 slices 
interleaved acquisition mode, repetition time = 6700 ms, echo time = 85 ms, voxel 
size = 2.5 x 2.5 x 2.5 mm, field of view = 220 mm. For each slice, four images without 
diffusion weighting (b=0), and 30 images with diffusion weighting (b=1000 s/mm2) 
applied along non-colinear directions were assembled. The remaining 13 subjects 
(7 controls, 5 ADHD) were scanned with a different protocol (64 slices interleaved 
acquisition mode, repetition time = 10200 ms, echo time = 95 ms, voxel size = 2.5 x 
2.5 x 2.5 mm, field of view = 320 mm). For each slice, four images without diffusion 
weighting (b=0), and 30 images with diffusion weighting (b=900 s/mm2) applied 
along non-colinear directions were assembled. We corrected for possible variance 
introduced by using different protocols where appropriate by including DTI protocol 
as a covariate.
Diffusion tensor imaging analysis
Raw DTI data were preprocessed using in house software (Zwiers, 2010). The DTI 
images were realigned and eddy-current corrected by residual error minimization of 
the diffusion tensor model (Andersson and Skare, 2002). Susceptibility induced echo-
planar imaging distortions were corrected by warping the images to the distortion-
free T1 reference image (Studholme et al., 2000) using an in-house developed 
implementation (Visser et al., 2010).
Diffusion tensors were then robustly estimated using an artefact-insensitive 
compute algorithm (Zwiers, 2010). Fractional anisotropy (FA) measures were computed 
from the diffusion tensor eigenvalues. FA maps were normalized to the T1 ICBM-
template (MNI space) using the unified segmentation parameters of the structural 
image, and spatially smoothed using a Gaussian kernel of 8 mm full width at half 
maximum.
To investigate the question whether white matter integrity predicts attention 
switching, we submitted the resulting FA maps to a second level one-sample t-test, 
with switch likelihood as a covariate of interest and DTI scanning protocol as a covariate 
of non-interest. FA results were masked by a whole brain mask and a threshold mask 
of FA > 0.2. Previously we had shown that individual differences in basal ganglia BOLD 
signal during attention switching depended on FA values in the basal ganglia (chapter 
5). This prior work provided the basis for our current hypothesis that FA values in this 
region might also predict individual differences in attention switching in behavioural 
terms. Accordingly, we defined our FA volume of interest (VOI) based on this previous 
study (chapter 5). Specifically, we defined our FA VOI as a 4 mm sphere around the 
peak coordinates [18 6 0] found previously in the right basal ganglia and mirrored this 
to obtain an FA VOI in the left basal ganglia [-18 6 0]. These two were then combined 
into one FA VOI, containing a cluster in the left and right basal ganglia (we had no a 
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priori hypothesis on hemisphere selective effects). Definition of VOI’s and VOI data 
extraction were done using MarsBaR (Brett et al., 2002). 
Correlations between FA values and switch likelihood were assessed at the voxel 
level, corrected for multiple comparisons across our VOI in the basal ganglia (psvc < 
0.05). In addition, FA values were extracted from our VOI and averaged across voxels 
to assess and to plot the correlation between FA value and switch likelihood. Note 
that the VOI was defined a priori based on an independent study and therefore is not 
biased in any way towards finding a significant correlation between switch likelihood 
and the extracted FA data. Additional exploratory analyses were performed across the 
whole brain (pFWE < 0.05).
Fibre tracking
The FA region showing a significant correlation with switch likelihood was then used 
for probabilistic diffusion tractography to identify white matter tracts connecting with 
this location. More specifically, we defined a VOI as a 4 mm sphere around the peak 
voxels of the correlations (MNI coordinates [-18 2 0] and [20 4 2]). For each subject 
this VOI was brought back into native space, using the inverse of the computed 
normalization parameters. FMRIB’s Diffusion Toolbox (part of FMRIB’s Software 
Library [FSL]) was used to build up distributions on diffusion parameters at each voxel, 
allowing for crossing fibres (using ‘bedpostx’) (Behrens et al., 2007), and subsequent 
probabilistic tracking from the VOI to all other voxels in the brain (using ‘probtrackx’ 
with standard settings). To eliminate spurious connections, tractography in individual 
subjects was thresholded to include only voxels through which at least 50 samples 
had passed (out of 5000). These individual tracts were then binarized and summed 
across subjects to produce group probability maps. In these maps, each voxel value 
represents the number of subjects in whom the pathway passes through that voxel. 
Results were thresholded to display only those paths that were present in at least 25% 
of the subjects (8 out of 31).
Results
Behaviour
ADHD patients exhibited significantly more inattentive symptoms (t29 = 6.23, p < 0.0005) 
as well as hyperactive symptoms (t29 = 4.76, p < 0.0005) compared with controls. In 
contrast to our predictions switch likelihood was not significantly different between 
the control subjects and subjects diagnosed with ADHD (t29 = 0.27, p = 0.79) (control 
49.1 ± 6.3, ADHD 47.0 ± 4.9). In addition, RT analyses revealed that there was also no 
significant interaction between trial type and group (trial type x group interaction: F1,26 
= 1.18, p = 0.32). These results indicate ADHD patients were not improved or impaired 
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relative to controls in terms of attention switching. 
Critically however, there was a significant correlation between switch likelihood and 
self-reported inattentive symptoms in ADHD subjects (r16 = -0.52, p = 0.027) (Figure 2). 
More inattentive symptoms were associated with greater attention switching deficits in 
ADHD patients. In contrast, there was no such correlation with hyperactivity symptoms 
(r16 = -0.08, p = 0.74). Furthermore, no correlations were found in the control group 
(inattentive symptoms: r16 = 0.13, p = 0.62, hyperactive symptoms: r16 = 0.12, p = 0.65), 
which is not surprising because there was little to no variability in ADRS scores in this 
control group (Figure 2).
Brain-behaviour correlation
To assess the hypothesis that attention switching performance could be predicted 
from white matter in/around the basal ganglia, we correlated FA values with individual 
differences in switch likelihood. Consistent with our prediction we found a significant 
correlation in the basal ganglia (cluster 1: [-18 2 0], t = 3.65, psvc = 0.009, cluster 2: [20 4 
2], t = 3.34, psvc = 0.018) across subjects (controls and ADHD) (Figure 3). Clusters were 
centred on the left and right pallidum. Note that the effect was regionally selective, 
as exploratory analyses (pFWE < 0.05) revealed no other clusters. The correlation was 
positive, such that high local FA values were associated with a high switch likelihood. 
Averaged data extracted from the basal ganglia VOI confirmed these findings as they 
showed a significant between-subjects correlation with switch likelihood (r28 = 0.475, 
p = 0.008, corrected for DTI protocol) (Figure 3).
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Figure 2. Correlation between inattentive symptoms as scored on the ADRS and switch likelihood. A 
greater number of inattentive symptoms was associated with lower switch likelihood, thus impaired 
attention switching, but only in ADHD patients.
119
Structural connectivity predicts attention switching behaviour
6
Probabilistic diffusion tractography
To identify the white matter tracts connecting with the region in which the switch 
likelihood-FA association was found, we used the cluster found in the basal ganglia 
as a seed region for probabilistic diffusion tractography (Behrens et al., 2007). White 
matter fibres ran from the basal ganglia to the frontal cortex and from the basal 
ganglia to the thalamus, extending into the midbrain (Figure 4), replicating our prior 
findings (chapter 5).
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Figure 3. A) Whole-brain (unmasked) statistical parametric map of the association between fractional 
anisotropy and switch likelihood, superimposed on the mean fractional anisotropy image from all 
participants. Bar indicates t-values and figure is thresholded at a threshold of t = 2.8, corresponding to 
a p-value of 0.005 uncorrected, for illustration purposes. B) Mean FA values were extracted from our 
VOI in the left and right basal ganglia. The scatter plot shows there is a positive correlation between 
FA values in the basal ganglia and performance on the attention switching task.
31
8
Figure 4. Group probability map of tracts generated by probabilistic tractography from FA clusters 
correlating with switch likelihood. Bar indicates the number of subjects containing the path and the 
map is thresholded such that only tracts that were found in at least 25% of the subjects (8 out of 31) 
are included.
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Discussion
Cognitive flexibility has traditionally been associated with the prefrontal cortex (Milner, 
1963; Owen et al., 1993; Rougier et al., 2005). However, recent studies suggest that it 
does not act in isolation, but interacts with the subcortical basal ganglia to control 
attention switching (Hazy et al., 2007; van Schouwenburg et al., 2010 [chapter 2]). 
We demonstrate that attention switching performance can be predicted based on 
individual differences in white matter integrity in/around the basal ganglia. Our data 
strengthen previous studies that have shown increased activity in the basal ganglia 
during attention switching (Rogers et al., 2000; Cools et al., 2002a, 2004; Leber et 
al., 2008). In addition, the results concur with demonstrations that striatal lesions in 
humans and non-human primates impair attention switching performance (Crofts 
et al., 2001; Cools et al., 2006). Here we extend these findings by linking attention 
switching performance to white matter integrity in the intact basal ganglia. 
Our approach resembles that used previously to link anatomical connectivity with 
individual differences in behaviour (Tuch et al., 2005; Forstmann et al., 2008b). More 
specifically, we calculated FA values based on diffusion tensor images as an index 
of local white matter strength. Previous studies revealed that fractional anisotropy 
relies on several microstructural properties of white matter tissue, such as the level of 
axon myelination, intact axonal membranes, fibre density and fibre diameter (Beaulieu, 
2002). This suggests that performance on our attention switching task might be 
associated with the level of neuronal communication within the basal ganglia, and/or 
between the basal ganglia and other brain regions.
The prefrontal cortex might be one such region. The basal ganglia and prefrontal 
cortex are strongly anatomically connected via fronto-striato-thalamic loops (Alexander 
et al., 1986) and have been suggested to interact during attention switching (Hazy et 
al., 2007). Indeed, we have previously demonstrated that the basal ganglia act as a gate 
to selectively guide prefrontal representations during a switch in attention (Hazy et al., 
2007; van Schouwenburg et al., 2010 [chapter 2]; Frank, 2011). In line with the proposed 
role of fronto-striatal interaction in attention switching, probabilistic tractography 
from the basal ganglia region showing the FA-switch likelihood correlation, revealed 
a fronto-striato-thalamic network. This same network was found in our previous study 
(chapter 5). In that study we showed that (drug effects on) switch-related BOLD signal 
in the basal ganglia could be predicted based on FA values in the exact same white 
matter region as found here. In addition, (drug effects on) functional (switch-related) 
fronto-striatal connectivity was predicted by the same FA values. However, the small 
distribution of task performance in that study prevented us from demonstrating 
correlations between task performance and white matter strength. Here we confirm 
the hypothesis that white matter integrity of the basal ganglia, likely representing 
the degree to which it is connected to other brain regions, is necessary for optimal 
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attention switching performance.
In contrast to our predictions we did not find any differences in task performance 
between ADHD patients and controls. We had hypothesized that a balance between 
attention focusing and attention switching might have shifted in ADHD patients, 
rendering them more vulnerable to distraction (lower cognitive stability), but perhaps 
more flexible on our task (higher cognitive flexibility) (see also Cools and D’Esposito, 
2011). This balance shift should then be accompanied by improved task performance 
on our attention switching paradigm. If anything, we found the opposite. Although 
ADHD patients were neither improved nor impaired on our attention switching 
task compared with controls, we did find a significant correlation between switch 
likelihood and inattentive symptoms within the ADHD group. More specifically, ADHD 
patients with more inattentive symptoms performed worse on the attention switching 
paradigm. This correlation was not found for the hyperactive symptoms. Hence, 
in line with previous studies, inattention was associated with impaired rather than 
improved cognitive flexibility (McLean et al., 2004; Boonstra et al., 2005, 2010; King et 
al., 2007). How can these findings be reconciled with a reciprocal relationship between 
cognitive stability and cognitive flexibility? Theories on reciprocity in cognitive control 
processes are primarily based on the opposite effects of dopamine in the prefrontal 
cortex and basal ganglia. Thus, dopamine is thought to act on the prefrontal cortex to 
increase focusing of attention (Sawaguchi and Goldman-Rakic, 1991; Durstewitz and 
Seamans, 2008), while acting on the basal ganglia to improve the ability to flexibly 
switch attention (Cools et al., 2003; Frank, 2005). Moreover, these two systems are 
neurochemically reciprocal, such that dopamine increases in the prefrontal cortex lead 
to dopamine decreases in the basal ganglia and vice versa (Pycock et al., 1980; Akil 
et al., 2003). However, it should be noted that the reciprocal relationship between 
a frontal dopamine system (associated with cognitive stability) and a subcortical 
dopamine system (associated with cognitive flexibility) has been proposed in the 
context of changing task demands in healthy individuals. In fact, it might be exactly 
this reciprocity that is compromised in the diseased brain (Cools and D’Esposito, 
2011). Indeed several studies have reported decreased fronto-striatal connectivity in 
ADHD patients (Cubillo and Rubia, 2010; Konrad and Eickhoff, 2010; Cubillo et al., 
2011). Thus deficient structural and functional connectivity between the prefrontal 
cortex and basal ganglia in ADHD might disturb both cognitive functions associated 
with attention focusing and attention switching (Cubillo and Rubia, 2010; Konrad and 
Eickhoff, 2010; Cubillo et al., 2011). Interestingly, one study showed that fronto-striatal 
connectivity was normalized after treatment with methylphenidate, a substance that 
elevates dopamine levels (Rubia et al., 2009). Thus optimal dopamine levels might be 
necessary to be able to dynamically adjust the balance between cognitive stability and 
cognitive flexibility.
A correlation between task performance and inattentive symptoms was not found 
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in the control subjects. The failure to find such a correlation in the control group 
might be due to a lack of validity of the questionnaire used to assess inattention 
in controls. Indeed control subjects on average scored very low on the inattentive 
symptoms scale: most had a score of zero. The questionnaire was developed for 
clinical purposes and might be less appropriate for use in healthy individuals. Thus, 
questions are formulated to assess whether inattentive symptoms form a problem in 
daily life. Moreover, subjects were informed that they participated in an ADHD study, 
which might have biased the control subjects to report low inattentive symptoms. 
In a follow-up study we could use an alternative questionnaire (for example the 
Cognitive Failure Questionnaire [Broadbent et al., 1982; Wallace et al., 2002], or the 
Attention-Related Cognitive Errors Scale [Smilek et al., 2010]) to score distractibility 
and inattentive symptoms to assess whether there is a correlation between switch 
likelihood and inattentive symptoms in healthy controls as well.
In conclusion, we have shown that attention switching depends on white matter 
integrity in/around the basal ganglia. This finding supports the idea that the basal 
ganglia, and perhaps their interaction with other brain regions, are involved in attention 
switching. In addition, we demonstrated that inattentive symptoms in ADHD were 
associated with performance deficits on the attention switching task, suggesting that 
this task might be a good neurocognitive measure to assess inattentive symptoms. 
Currently, diagnosis in psychiatry is mainly based on self-report measures, rather 
than underlying biological mechanisms. Indeed, the present categorical approach has 
proven to be challenging due to the heterogeneity of symptoms within psychiatric 
disorders and resemblance of symptoms across disorders (Robbins et al., 2012). 
Moreover, cognitive traits such as inattentiveness might be present on a continuum in 
the population with patient groups being on one end of such a continuum (Chen et 
al., 2008; Hoogman et al., 2012). Thus, assessing cognitive function with sophisticated 
behavioural paradigms and investigating neurobiological traits might allow for better 
neuropsychiatric treatment. Our data are in support for such a dimensional approach 
in psychiatry. 
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The limited processing capacity of our brain requires us to select relevant information 
for further processing and to filter out irrelevant information from our complex 
environment. In addition, when the environment changes, we need to be flexible, 
update our goals, and reallocate our attention to newly relevant information. In this 
thesis I aimed to increase our understanding of brain functions associated with these 
processes. In this chapter I will present a summary of my findings and discuss these 
findings in the context of the current literature. 
A number of my studies point towards the importance of interaction between the 
prefrontal cortex and basal ganglia for cognitive control. This will be discussed in the 
first section. Next I will discuss, based on my findings and previous computational 
modelling, how the prefrontal cortex and basal ganglia might interact. The research 
presented in this thesis provides evidence for the selective gating model of the basal 
ganglia. In the third section I will discuss our attention switching paradigm in more 
detail and speculate on a role for the basal ganglia in salience detection. Then the role 
of dopamine in attention switching will be discussed. We demonstrate that dopamine 
acts on the basal ganglia to modulate functional signals associated with attention 
switching, in line with previous studies. Importantly, we also found a novel method 
to predict individual differences in dopaminergic drug effects. Next, I would like to 
speculate about a potential model of salience-driven attention switching based on my 
findings and the present literature. In the final section I will discuss the implications of 
my findings for neuropsychiatry. 
The importance of fronto-striatal interaction for cognitive 
control 
Both the prefrontal cortex and the basal ganglia have been implicated in cognitive 
control processes. More specifically, previous studies have shown a role for the 
prefrontal cortex in the online maintenance of goal-relevant representations and 
top-down biasing of processing towards these representations (Jacobsen, 1937; 
Baddeley, 1986; Miller and Cohen, 2001). In addition, the basal ganglia are involved 
in the updating of these goal-relevant representations (Rogers et al., 2000; Cools et 
al., 2002a, 2004; Leber et al., 2008). In this thesis I aimed to integrate the separate 
literatures on top-down control by the prefrontal cortex and updating by the basal 
ganglia, and highlight the importance of interaction between these regions to guide 
behaviour in our constantly changing environment. Indeed, much evidence supports a 
role for fronto-striatal interaction in cognitive control. First, the prefrontal cortex and 
the basal ganglia are connected anatomically via a number of fronto-striato-thalamic 
loops (Alexander et al., 1986). More direct evidence comes from animals studies 
that have demonstrated that lesioning these fronto-striatal anatomical connections 
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disrupted performance on a cognitive control task in rats (Dunnett and Meldrum, 
2005). In addition, patients studies have shown that both damage to the prefrontal 
cortex or the basal ganglia can result in cognitive control deficits (Milner, 1963; Divac 
et al., 1967; Owen et al., 1992, 1993). 
The research in this thesis supports the hypothesis that the interaction between the 
prefrontal cortex and basal ganglia is crucial for guiding behaviour in our constantly 
changing environment. First, in chapter 2 and chapter 3, we tested subjects on novel 
attention switching paradigms that required subjects to focus attention on one 
dimension of bidimensional stimuli, but to switch attention to the other dimension 
when a change in that unattended dimension was detected. On those trials on which 
subjects switched attention we found an increase in BOLD signal in the prefrontal 
cortex and basal ganglia, consistent with previous fMRI studies implicating these 
regions in cognitive control (Rogers et al., 2000; Cools et al., 2002a; Buchsbaum et 
al., 2005; Derrfuss et al., 2005; Leber et al., 2008). Importantly, we assessed whether 
the prefrontal cortex and basal ganglia interact to employ a switch in attention. Using 
DCM we demonstrated that our data indeed were best explained by a model in which 
the basal ganglia and prefrontal cortex interact during attention switches (chapter 
2). We showed that the basal ganglia implement a switch in attention by modulating 
prefrontal top-down signals. More specifically, the basal ganglia modulated 
connectivity between the prefrontal cortex and posterior visual cortex when subjects 
switched their attention between visual hemifields (chapter 3) or different dimensions 
within the same stimulus (i.e. faces and scenes) (chapter 2). Hence, the basal ganglia 
and prefrontal cortex interact to update behaviour in response to novel stimuli. 
Second, in chapter 4 we showed that the basal ganglia are under frontal control. In 
that study we used TMS to modulate the frontal cortex. We reasoned that if the frontal 
cortex and the striatum interact to support cognitive flexibility, then frontal stimulation 
should alter striatal signals, in a functionally selective manner. This is exactly what we 
found; stimulation of the frontal cortex modulated signals in the basal ganglia, but 
only when subjects switched attention between concrete stimulus exemplars, a form 
of cognitive flexibility that was previously shown to depend on the basal ganglia. On 
the other hand, TMS had no effect on basal ganglia signal when subjects switched 
between abstract rules that was shown to rely on other parts of the brain (Cools et al., 
2004, 2006). Importantly, TMS over a control region in parietal cortex did not affect 
striatal signals. Thus our results cannot be explained by some general, non-specific 
effect of cortical stimulation. The effects of frontal TMS on basal ganglia signal were 
accompanied by an effect on switch-related functional connectivity between the 
stimulated region and the basal ganglia. These findings are in support of the hypothesis 
that the prefrontal cortex and basal ganglia interact during attention switching. More 
specifically, they suggest that the prefrontal cortex might control attention switching 
by modulating basal ganglia function. 
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Third, in chapter 6 we focused analyses on anatomical interactions, rather than 
functional interactions, and the association with cognitive flexibility. Indeed, the 
prefrontal cortex and the basal ganglia are strongly connected via anatomical loops 
(Alexander et al., 1986). As an index of white matter strength, we calculated fractional 
anisotropy values based on diffusion tensor images. We demonstrated that individual 
differences in task performance on our attention switching task can be predicted based 
on local white matter integrity in the basal ganglia, such that higher white matter 
integrity was associated with better task performance. Interestingly, probabilistic fibre 
tracking from this region revealed that this region was connected to the prefrontal 
cortex. These findings suggest that a direct connection between the basal ganglia 
and prefrontal cortex is involved in attention switching. Consistently, impaired fronto-
striatal interaction has been suggested to underlie cognitive control deficits such as 
observed in ADHD (Konrad and Eickhoff, 2010; Cubillo et al., 2011).
In summary, we found that the prefrontal cortex and the basal ganglia interact 
during a switch in attention, such that the basal ganglia can modulate prefrontal top-
down signals (chapter 2 and chapter 3). In turn, the basal ganglia are under frontal 
control during attention switching (chapter 4). And finally, white matter strength 
in the basal ganglia, possibly reflecting the level of fronto-striatal communication, 
predicts individual variance in the ability to flexibly adjust behaviour (chapter 6). 
Together, these data highlight the importance of interaction between these regions 
to guide behaviour in our constantly changing environment. These findings are in line 
with previous studies that implicated fronto-striatal interaction in cognitive control 
processes in the healthy human brain (Liston et al., 2006; Chang et al., 2007; Nagano-
Saito et al., 2008). 
The selective gating model of the basal ganglia
What might be the mechanism by which the prefrontal cortex and basal 
ganglia interact? The frontal cortex and basal ganglia are connected via a number 
of functionally segregated loops (Alexander et al., 1986). Studies on fronto-striatal 
interaction have focused primarily on the motor circuit, which connects the primary 
motor cortex with posterior parts of the putamen and the ventral lateral and ventral 
anterior nuclei of the thalamus. A selective gating model was proposed that suggests 
that the basal ganglia can enhance activity in a desired motor pathway (via the Go 
pathway), and simultaneously suppress activity in competing motor pathways (via the 
NoGo pathway) (Mink, 1996; Nambu et al., 2002) (for more details see the Introduction 
of this thesis). This selective gating by the basal ganglia might extend to the cognitive 
domain (Divac et al., 1967; Cools et al., 1984; Redgrave et al., 1999a; Frank et al., 2001; 
Hazy et al., 2007). Hence, the basal ganglia might perform a similar gating function 
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within the cognitive loop, connecting the dorsolateral prefrontal cortex with anterior 
parts of the caudate nucleus and the mediodorsal and ventral anterior nuclei of 
the thalamus. As highlighted in the Introduction of this thesis, the prefrontal cortex 
maintains online representations of goals and goal-relevant sensory stimuli. The basal 
ganglia might select which, among these prefrontal cortex goal representations, 
guides current behaviour (Frank and Badre, 2012). In other words, although multiple 
goals can be kept in working memory, only one goal can be pursued at each moment 
in time. The basal ganglia ensure that only representations relevant to the current goal 
can influence attention and action selection.
In chapter 2 we found the first evidence for this selective gating model of the 
basal ganglia in humans. The paradigm employed in this study required subjects to 
attend to one dimension of overlapping face/scene stimuli, but to switch attention 
to the other dimension when novel exemplars were introduced in the unattended 
dimension. On some of these ‘novel’ trials subjects failed to detect the novel 
exemplars. Reaction times on those trials did not differ from trials on which no novel 
stimulus was introduced, while reaction times were significantly increased on trials on 
which a novel stimulus triggered a switch in attention. Thus, ‘novel switch’ trials were 
accompanied by a switch cost, a typical observation in the task switching literature, 
while no effect was observed on ‘novel non-switch’ trials. In line with these behavioural 
effects, BOLD responses increased in the primary visual cortex and stimulus-specific 
visual association cortices only on those trials on which novel stimuli elicited switches 
in attention. Novel stimuli that triggered a switch attention also increased BOLD 
responses in the prefrontal cortex and basal ganglia. But strikingly, in these regions 
the BOLD signal also increased during novel stimuli that did not elicit flexible attention 
switching. Hence, all novel stimuli were processed in the prefrontal cortex and basal 
ganglia, but only some of these novel stimuli caused a switch in attention. In line with 
the model of basal ganglia function, described above, we assessed whether the basal 
ganglia might control attention switching by selectively gating top-down signals in 
response to novel stimuli. Indeed, our data were best described by a model in which 
the prefrontal cortex processes novel stimuli, while the basal ganglia implement a 
switch in response to (some of) these novel stimuli. Thus, the basal ganglia allowed 
top-down gating of prefrontal signals towards visual cortex only on switch trials. This 
suggests that the basal ganglia can control attention by modulation of prefrontal top-
down signals in line with the selective gating model.
In chapter 3, we aimed to extend these findings by testing the underlying 
mechanisms of such selective gating by the basal ganglia. In keeping with the selective 
gating model of motor function, the model proposed by Hazy and colleagues 
(Hazy et al., 2007; Frank and Badre, 2012) suggests that the basal ganglia enhance 
goal-relevant representations (via the Go pathway), and suppress goal-irrelevant 
representations (via the NoGo pathway). This hypothesis was tested in chapter 3. In 
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that study, subjects had to switch attention between visual hemifields. Again we used 
DCM to test the interaction between the prefrontal cortex, basal ganglia and posterior 
visual cortex. When subjects switched attention between visual hemifields, the basal 
ganglia increased connectivity between the prefrontal cortex and the visual cortex 
that processed the newly attended hemifield. Conversely, they decreased connectivity 
between the prefrontal cortex and the visual cortex that processed the now unattended 
hemifields. 
In conclusion, we showed that the prefrontal cortex and the basal ganglia interact 
to control attention. More specifically, the basal ganglia gate prefrontal top-down 
signals to enhance goal-relevant processing and inhibit goal-irrelevant processing. 
Interestingly, in chapter 4 we found that frontal TMS, in addition to modulation of 
striatal signal, modulated signals in posterior visual cortex. Although further research 
is needed, it is tempting to speculate that the (indirect) modulation of basal ganglia 
signal affected top-down processing in the visual cortex. 
In the first two sections of this final chapter I have focused on the importance of 
fronto-striatal interaction in cognitive control. This does not mean that these regions 
do not perform independent functions. In fact, in the above described models the 
specialized functions of the prefrontal cortex and basal ganglia are just as essential 
to the model as their interaction (Frank et al., 2001; chapter 2; chapter 3). Previous 
studies showed that the prefrontal cortex exerts top-down control over posterior 
visual cortex, highlighting its importance in cognitive stability (Yoon et al., 2006; 
Gazzaley et al., 2007). Moreover, studies have suggested a role for the basal ganglia 
in cognitive flexibility (Rogers et al., 2000; Cools et al., 2002a). I made use of this 
knowledge to test an ecologically valid model of cognitive control. Thus, I used a 
paradigm that required subjects to focus attention, but at the same time monitor the 
environment for novel information that requires updating of the current goal. It is 
exactly this balance between focusing of attention on the one hand and the ability to 
flexibly switch attention on the other hand that is so important in daily life, and that I 
propose depends on fronto-striatal interaction.
The basal ganglia: a salience detector? 
One key feature of the paradigms used in this thesis is the need for switching attention 
in response to a salient change in stimuli. As mentioned above, we aimed to test an 
ecologically valid model. In classical task switching paradigms a switch in attention is 
generally signalled by an explicit, top-down cue. However, we reasoned that in daily 
life a switch in attention is more likely to be triggered by stimuli in an unattended 
stream of information. For example, when you are in a meeting you probably attend 
to the speaker. However, if in the middle of the meeting someone enters the room you 
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might redirect your attention to the door. Thus even though you were not attending 
to the door in the first place, it attracts your attention when something changes 
unexpectedly. Consequently, we developed a novel paradigm in which a switch in 
attention was triggered by a change in an unattended stimulus dimension (chapter 2) 
or visual hemifield (chapter 3). 
Such stimulus-driven attention switches have been proposed to be under control 
of a ventral attention network, that includes the basal ganglia (Corbetta and Shulman, 
2002; Shulman et al., 2009). A dorsal fronto-parietal attention network has been 
associated with focusing attention on stimuli in a goal-directed (top-down) manner. 
Ongoing activity in this dorsal network might be disrupted by the ventral attention 
network to redirect attention to a salient stimulus (Corbetta and Shulman, 2002). 
In keeping with this theory we found in chapter 2 that the basal ganglia modulate 
prefrontal top-down signals during a stimulus-driven attention switch. Although all 
novel stimuli increased BOLD responses in the prefrontal cortex and basal ganglia, 
only some novel stimuli caused a switch in attention. It was only on those switch trials 
that the basal ganglia allowed top-down gating of prefrontal signals towards visual 
cortex. These DCM analyses thus suggest that the basal ganglia play a crucial role 
in determining whether or not a novel stimulus will be accompanied by a switch in 
attention. The question remains though why some novel stimuli trigger a switch in 
attention, but others do not.
I speculate that the level of salience might underlie the ability of a stimulus to 
attract attention. Thus, unattended stimuli might need to reach a certain level of 
salience in order to attract attention and high salient stimuli might have a higher 
likelihood of attracting attention than low salient stimuli. Individual differences in this 
proposed ‘salience threshold’ might then reflect individual differences in the balance 
between cognitive stability and cognitive flexibility. Put differently, individuals with a 
high salience threshold are less likely to be distracted by low salient distracters and are 
thus more focused. The height of this threshold is likely not static and predetermined, 
but might vary also within individuals. Thus, at one moment you might be more easily 
distracted than at other times. Furthermore, the height of this salience threshold might 
be under the control of the prefrontal cortex and dopamine, which will be discussed 
below. 
Our DCM analyses suggest that the basal ganglia control switches in attention 
and thus might determine which stimuli cause a switch in attention. Following the 
reasoning described above, one mechanism by which the basal ganglia might regulate 
attention switching is based on stimulus salience. Indeed, some evidence implicates 
the basal ganglia in salience processing. For example, the basal ganglia have been 
shown to respond to salient stimuli, including rewarding, surprising and novel stimuli 
(Zink et al., 2003, 2006; Bunzeck and Duzel, 2006; Wittmann et al., 2008; den Ouden 
et al., 2010). 
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One way to test if basal ganglia signal indeed represents stimulus salience is 
by experimentally manipulating the salience of stimuli in a parametric fashion. One 
such attempt was made in chapter 3 in which patterns of moving dots were used as 
stimuli. Subjects had to respond to the direction of coherently moving dots against a 
background of noise. To manipulate salience, the number of coherently moving dots 
was varied between trials. However, in contrast to our findings in chapter 2, in this 
experiment subjects almost never failed to detect the novel stimulus (i.e. a change 
in motion direction in the unattended visual hemifield). In other words, the novel 
stimuli were always associated with a switch in attention, which prevented us from 
investigating the effects of salience of unattended stimuli, independent of attention 
switching. Perhaps the high switch likelihood in this experiment can be explained by 
the nature of the novel stimuli, which consisted of moving stimuli in the periphery of 
the visual field. From a evolutionary perspective, a strong and automatic reorienting 
of attention to such stimuli might be beneficial (i.e. to check for potential predators or 
preys). Future research is needed to test the speculated association between attention 
switching, stimulus salience and the basal ganglia.
The role of dopamine in attention switching
The neuromodulator dopamine plays a key role in cognitive functions that are associated 
with fronto-striatal circuitry and has been implicated in many neuropsychiatric 
disorders (Cools and Robbins, 2004; Arnsten, 2011). More specifically, dopamine 
is thought to act on the prefrontal cortex to increase the stability of goal-relevant 
representations and hence, focusing of attention (Brozoski et al., 1979; Sawaguchi et 
al., 1990b; Sawaguchi and Goldman-Rakic, 1991; Durstewitz et al., 2000; Noudoost 
and Moore, 2011). Conversely, dopamine is thought to act on the basal ganglia to 
improve the ability to flexibly switch attention (Bilder et al., 2004; Frank, 2005; Cools et 
al., 2007a). Importantly, dopamine can also regulate cognitive control by modulating 
the interaction between the prefrontal cortex and basal ganglia (Honey et al., 2003; 
Nagano-Saito et al., 2008; Wallace et al., 2011). It acts at the level of the striatum, 
where dopaminergic receptors are located near fronto-striatal glutamatergic synapses, 
to modulate information flow through the fronto-striato-thalamic loops (Moss and 
Bolam, 2010). 
One major challenge for dopaminergic drug research is that drug effects vary 
greatly across individuals (Cools and Robbins, 2004; Cools and D’Esposito, 2011). Given 
the effects of dopamine on fronto-striato-thalamic information flow, we reasoned 
that dopamine’s effects must be constrained by existing fronto-striato-thalamic 
anatomical connections. Specifically, dopaminergic drug effects might depend on 
individual differences in fronto-striatal and thalamo-striatal connections. To test this 
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hypothesis, we conducted a pharmacological fMRI study, as described in chapter 5, 
using the D2 receptor agonist bromocriptine. In line with previous studies (Cools et al., 
2007b; Dodds et al., 2008) we found that our dopaminergic manipulation modulated 
BOLD signal in the basal ganglia during attention switching. As hypothesized, we 
found that individual differences in dopaminergic drug effects could be predicted 
from individual differences in fronto-striato-thalamic white matter tracts (chapter 5). 
Furthermore, anatomical fronto-striatal connectivity also predicted drug effects on 
switch-related functional connectivity between the basal ganglia and the prefrontal 
cortex. This suggests that dopaminergic drugs might have acted on D2 receptors in 
the basal ganglia to modulate fronto-striatal interaction and attention switching. Note 
that bromocriptine has some affinity for the D1 receptor (albeit 50 times lower than 
that for the D2 receptor), thus we cannot rule out the possibility that bromocriptine 
exerted its effects via D1 receptor stimulation.
In accordance with the bottom-up nature of our task, dopamine has also been 
implicated in salience detection. Rewarding and non-rewarding salient stimuli are 
accompanied by a phasic burst of dopamine in the basal ganglia (Schultz et al., 1997; 
Horvitz, 2000), while aversive stimuli are accompanied by a phasic dip in dopamine 
release (Schultz, 2007). Dopaminergic bursts are thought to promote reinforcement 
learning mechanisms, such that behaviour just preceding or coinciding with the 
dopamine burst is likely to be repeated in a similar context (Redgrave and Gurney, 
2006; Schultz, 2007). Thus dopamine bursts might promote synaptic plasticity and be 
involved in learning stimulus-response-reward associations. The reinforcing properties 
of dopamine might result from complex dopaminergic effects on the Go and NoGo 
pathway of the basal ganglia (Frank, 2005; Gerfen and Surmeier, 2011). In short, 
dopamine acts on D1 receptors, which are primarily expressed in the Go pathway 
to increase activity, while it acts on D2 receptors, which are primarily expressed in 
the NoGo pathway to decrease activity. Hence a phasic increase in dopamine will 
temporarily increase the excitatory output from the Go pathway, and decrease the 
inhibitory output from the NoGo pathway, effectively lowering the threshold for a 
response to be made. Likewise, dopamine bursts might promote the updating of 
task-relevant representations in the prefrontal cortex by acting on cognitive fronto-
striato-thalamic loops (Frank, 2005). If the phasic dopamine response is accompanied 
by cortical glutamatergic input (for example during a movement) this will lead to a 
strengthening of cortico-striatal synaptic strength (long-term potentiation) in the Go 
pathway and a weakening of cortico-striatal synaptic strength (long-term depression) 
in the NoGo pathway. As a consequence, the particular cortico-striatal pathway is 
biased towards activating the Go pathway, and so the movement that was associated 
with the phasic dopamine burst is reinforced (Gerfen and Surmeier, 2011). 
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It is easy to imagine why a rewarding stimulus-response association should be 
reinforced. However, the picture becomes more complicated when we consider 
salient non-rewarding stimuli (such as novel stimuli). A novel stimulus can be linked 
to reward, punishment, or not be linked to any behaviourally relevant outcome and 
thus reinforcement is not always appropriate. Recent studies have suggested that 
dopamine neurons respond to salient stimuli with a short-latency ‘alerting’ response 
that precedes the reward-related reinforcing dopamine signal (Bromberg-Martin 
et al., 2010; Redgrave et al., 2011). Hence, a stimulus might evoke an initial, value-
independent dopamine response, followed by a later reinforcing signal that depends on 
reward value. The initial dopamine burst is thought to promote switching of attention 
towards the stimulus to allow careful investigation of its potential importance. At the 
level of the striatum, salient stimuli evoke a characteristic burst-pause firing pattern in 
striatal interneurons and this pattern is disrupted following lesioning of dopaminergic 
neurons innervating the striatum (Aosaki et al., 1994). However, it is also disrupted 
following lesioning of the intralaminar thalamic nucleus (Matsumoto et al., 2001). 
According to this framework, thalamo-striatal signals and dopaminergic signals need 
to converge on the striatum in order to elicit the burst-pause response, which has 
recently been associated with cessation of ongoing behaviour in response to a salient 
stimulus. More specifically, Ding et al. (2010) demonstrated that in vitro activation of 
thalamo-striatal axons mimicked the response to salient stimuli in the sense that it 
induced a characteristic burst-pause firing pattern in striatal interneurons. In turn, this 
burst-pause pattern triggered a transient suppression of cortical input to both the Go 
and NoGo pathway, followed by a more prolonged facilitation of the responsiveness of 
the NoGo pathway. Critically, in line with in vivo observations, the pause in interneuron 
firing depended on D2 receptor stimulation (Matsumoto et al., 2001; Ding et al., 2010). 
Thus, thalamo-striatal signals and nigro-striatal dopamine signals might interact in 
the striatum to inhibit ongoing behaviour through facilitation of the NoGo pathway 
and thereby promote a switch in attention. Our findings in chapter 5 of this thesis are 
in line with this hypothesis. We showed that switch-related striatal BOLD signal was 
modulated by the dopamine D2 receptor agonist bromocriptine as a function of white 
matter strength in a fronto-striato-thalamic network. Thus, one mechanism by which 
bromocriptine might have modulated switch-related signals is by affecting thalamic 
signals to the striatum and subsequent flow through fronto-striatal circuitry.
Taken together, the initial salience-induced burst in dopamine might be important 
for stopping ongoing behaviour, which might be accompanied by an automatic 
reorienting of attention towards the potentially important stimulus. This process might 
depend on D2 receptor stimulation as described above (Matsumoto et al., 2001; Ding 
et al., 2010). Next, the stimulus can be processed and evaluated more extensively and 
if the stimulus is rewarding it will initiate a second burst of dopamine. As described 
above, this reward-based dopamine burst might act on the Go and NoGo pathway, via 
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D1 and D2 receptors respectively, to lower the threshold that allows for the updating 
of action plans and goal-relevant representations and reinforcement of stimulus-
response associations.
In the previous section I suggested that individual variability in cognitive flexibility 
might be the consequence of individual differences in a salience threshold, which 
could be sensitive to dopamine. How would this work? Dopamine levels in the basal 
ganglia depend not only on phasic bursts in response to behaviourally relevant stimuli. 
In addition, dopamine is released in a tonic manner providing a low background tone 
of dopamine receptor stimulation (Grace, 1991). One interesting albeit speculative 
hypothesis is that the height of these tonic dopamine levels might form a basis for 
variance in a salience threshold. Thus, if tonic dopamine levels are high, less phasic 
dopamine might be needed to reach a critical threshold for neuronal firing. However, 
if tonic levels are low, a larger phasic dopamine response is needed to reach this 
threshold. Indeed, it has been proposed that genetic differences in tonic and phasic 
dopamine levels might cause individual differences in the balance between cognitive 
flexibility and cognitive stability (Bilder et al., 2004). Interestingly, tonic dopamine can 
be released in response to prefrontal glutamatergic signals (Grace, 1991). Hence, the 
height of such a salience threshold, and the balance between cognitive stability and 
cognitive flexibility might be under the control of the prefrontal cortex.
Stopping or switching?
What are we actually measuring with our task? The above reviewed literature suggests 
that two separate biological signals (i.e. the ‘alerting’ and ‘reward-related’ dopamine 
signal) might constitute a switch in attention. Indeed, in our paradigm, a switch of 
attention might entail both ‘the stopping of ongoing behaviour’ as well as ‘refocusing 
attention on a novel stimulus’. While the latter process might be important both for 
cognitive stability and cognitive flexibility, the first of these two processes might be 
especially important for cognitive flexibility. Thus, if we are not able to stop ongoing 
behaviour we will perseverate and become cognitively inflexible. One task that 
measures stopping of ongoing behaviour in response to a salient stimulus is the stop-
signal paradigm. In this paradigm, subjects have to make a response when signalled 
by a cue. However, this cue is sometimes followed by a stop-signal, indicating that the 
planned response should be stopped (Logan and Cowan, 1984). Performance on this 
task depends on the basal ganglia and ventral parts of the inferior frontal gyrus/insula 
among other regions (Aron et al., 2007; Duann et al., 2009; Zandbelt and Vink, 2010). 
Thus, patients with Parkinson’s disease, associated with basal ganglia dysfunction, and 
patients with inferior frontal gyrus lesions have difficulties in inhibiting their responses 
(Aron et al., 2004; Gauggel et al., 2004). Notably, in our studies these same regions 
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showed an increase in BOLD signal in when subjects switched attention based on 
novel stimuli (chapter 2, chapter 3, chapter 5).
Interestingly, the ability to inhibit an initiated response has also been linked to 
dopamine (Colzato et al., 2009; Cummins et al., 2011) and recent studies suggest 
that the effects of dopamine on response inhibition rely on D2 receptor stimulation 
(Hamidovic et al., 2009). Moreover, impulsive personality is associated with a reduction 
in D2/D3 receptor binding (Dalley et al., 2007; Buckholtz et al., 2010) as well as impaired 
response inhibition (Logan et al., 1997). A direct link between D2 receptor functioning, 
impulsivity and performance on the stop-signal task was recently established in 
humans (Hamidovic et al., 2009). Furthermore, a study in rats demonstrated that D2 
receptor stimulation in the dorsal striatum promotes stopping in the stop-signal task 
(Eagle et al., 2011). Consistent with these findings, we showed in chapter 5 that a D2 
receptor agonist modulated BOLD signals in the striatum as a function of a fronto-
striato-thalamic white matter network that connected the thalamus and basal ganglia 
to ventral parts of the inferior frontal gyrus. Thus, rather than modulating a ‘switching’ 
process, bromocriptine might have modulated a network associated with stopping of 
ongoing behaviour. Note that although this network has been associated most often 
with stopping of motor responses, its role likely extends to the inhibition of action 
plans and task sets (Verbruggen and Aron, 2010).
In contrast, the region in the prefrontal cortex selected for the DCM analysis in 
chapter 2 and chapter 3 was much more dorsal and overlapped with a region that has 
previously been associated with top-down focusing of attention (Gazzaley et al., 2007). 
Thus in those analyses we might have focused primarily on the process of ‘refocusing 
attention on a novel stimulus’.
Based on the above reviewed literature and the results presented in this thesis, 
I would like to propose a model of salience-driven attention switching. Imagine you 
are walking in the woods with a friend, having a lively discussion about politics. Even 
though you are engaged in the conversation, you will probably get distracted and 
turn your head if you suddenly see something moving in the corner of your eye. 
It is these kinds of salient, unexpected stimuli that are thought to elicit a short-
latency ‘alerting’ dopamine signal via the midbrain. This signal would inhibit ongoing 
processing by acting on D2 receptors in the basal ganglia and causes an automatic 
reorienting response. It might act as a ‘circuit breaker’ to reset the system and allow 
you to investigate this potentially dangerous stimulus. This is reminiscent of the 
theory, described above, of a salience-driven ventral attention network that disturbs 
the goal-directed dorsal attention network in response to a salient stimulus (Corbetta 
and Shulman, 2002). Thus a network including the ventral inferior frontal gyrus/insula 
and the basal ganglia might be involved in stopping ongoing processing (Figure 1, 
left).
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After you have redirected your attention to the moving object you can fully 
process the object and identify it. Now the stimulus is thought to evoke a second 
dopamine signal reflecting the rewarding (or punishing) value of the stimulus. This 
value-dependent dopamine signal acts both on D1 and D2 receptors to promote the 
updating of goals and the selection of the novel behaviour if appropriate. Thus if you 
see a deer you will probably continue what you were doing, i.e. walk on and discuss 
politics with your friend. However, if the moving object turns out to be bear, you might 
want to update your goal and adapt your behaviour accordingly, i.e. stop talking so 
you won’t get noticed and retreat slowly. The updating of goals and redirecting of 
attention to novel goal-relevant representations might rely on a more dorsal part of 
the inferior frontal gyrus and the basal ganglia (Figure 1, right). The proposed model 
suggests that ‘stopping’ is essential for ‘switching’. In other words, if you cannot stop, 
you cannot switch.
Implications for neuropsychiatry
In this last section I would like to discuss the implications of my research for psychiatry. 
In the research presented in chapter 6 of this thesis I assessed attention switching 
performance in patients with ADHD. ADHD is accompanied by problems with focusing 
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Figure 1. Model of salience-driven attention switching. A salient stimulus might evoke an initial burst 
of dopamine that promotes cessation of ongoing processing and reorienting of attention. Next, a 
second dopamine burst signals the reward value of the stimulus and allows for updating of goals if 
appropriate. BG = basal ganglia, dIFG = dorsal inferior frontal gyrus, vIFG = ventral inferior frontal 
gyrus, Thal = Thalamus
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of attention and high distractibility (DSM IV; American Psychiatric Association, 1994; 
Carter et al., 1995; Jonkman et al., 1999; Hervey et al., 2004). Given the reciprocal 
relationship between cognitive stability and cognitive flexibility (Cools and D’Esposito, 
2011), as described in the Introduction of this thesis, we predicted that this cognitive 
stability deficit in ADHD might we accompanied by a paradoxical improvement in 
cognitive flexibility. Moreover, we hypothesized that altered performance on our 
attention switching task might be a function of changes in basal ganglia integrity. This 
hypothesis was based on literature highlighting the importance of the basal ganglia 
in attention switching (Rogers et al., 2000; Cools et al., 2002a, 2006; Leber et al., 2008) 
and previous studies showing altered gray (Seidman et al., 2011) and white matter 
volumes (Ashtari et al., 2005) in and around the basal ganglia in ADHD patients. 
In contrast to our predictions we did not find any differences in task performance 
between ADHD patients and controls. If anything, we found the opposite pattern. Thus, 
inattentive symptoms in ADHD were associated with attention switching performance 
deficits (chapter 6). This finding suggests that the reciprocal relationship between 
cognitive stability and cognitive flexibility that was proposed in healthy individuals 
might be compromised in the diseased brain. Interestingly, brain-behaviour correlations 
showed that attention switching performance was associated with basal ganglia 
white matter integrity. Importantly, this correlation was found across all subjects, 
regardless of diagnosis. Thus, cognitive deficits might have greater neurocognitive 
validity than does disease diagnosis. Indeed, the current categorical approach in 
neuropsychiatry, in which diagnosis is based on self-report measures, rather than 
objective neurobiological markers, has proven challenging due to the heterogeneity of 
symptoms within psychiatric disorders and resemblance of symptoms across disorders 
(Robbins et al., 2012). Our findings in chapter 6 suggest that a dimensional approach 
in neuropsychiatry might be more valid than the current categorical approach. Thus, 
assessing cognitive deficits with sophisticated cognitive paradigms and investigating 
neurobiological traits might allow for a better neuropsychiatric treatment.
The large variability in individual responses to neurochemical drugs provides 
another challenge in neuropsychiatric treatment and pharmacological research. As 
a result of the inverted-U-shaped relationship between dopamine and cognitive 
function, dopaminergic drug effects depend on baseline dopamine levels (Williams 
and Goldman-Rakic, 1995; Zahrt et al., 1997; Arnsten, 1998). Consequently, individuals 
with low baseline dopamine levels might benefit from a drug, while individuals with 
already optimal dopamine levels are detrimentally overdosed by the same drug (Cools 
and Robbins, 2004; Cools and D’Esposito, 2011). A better understanding of the complex 
relationship between dopamine and cognition, and of the factors that mediate this 
relationship and thus predict dopaminergic drug efficacy, are crucial for improving 
dopaminergic drug treatment. To our knowledge, the present work is the first to reveal 
an association between neurochemical (drug) effects and anatomical connectivity. In 
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chapter 5 we showed that dopaminergic drugs modulated switch-related BOLD signal 
in the basal ganglia. However, in line with previous studies, large individual differences 
were observed in the degree to which bromocriptine modulated switch-related BOLD 
signal. Interestingly, we found that individual differences in dopaminergic drug effects 
could be predicted by individual differences in fronto-striato-thalamic white matter 
tracts. Thus, dopaminergic drugs had diametrically opposite effects in subjects with 
high and low white matter tract integrity. Anatomical fronto-striatal connectivity also 
predicted drug effects on switch-related functional connectivity between the basal 
ganglia and the prefrontal cortex. This finding should have important implications 
for neuropsychiatric drug treatment. For example, taking into account white matter 
integrity might contribute to individual tailoring and thus optimization of drug 
treatment strategies in dopamine-related neuropsychiatric disorders.
The use of neurochemical agents in human pharmacological research and 
pharmacotherapy raises another problem. Receptor agonists and antagonists used 
as drugs have different affinity and efficacy for receptors compared to endogenous 
neurotransmitters (Seeman and van Tol, 1994; Kvernmo et al., 2006). For example, the 
dopamine agonist bromocriptine has a similar affinity for the D2 receptor compared 
to endogenous dopamine, but a much lower affinity for the D1 receptor (Seeman 
and van Tol, 1994). In addition, it might bind to receptors of other neurotransmitter 
systems as well, for example serotonergic receptors (Kvernmo et al., 2006). Moreover, 
systemic administration of drugs affects function in the whole brain (as a function of 
receptor distribution). Thus, dopaminergic drugs can ameliorate cognitive function by 
acting on one brain region, but at the same time have a detrimental effect on other 
cognitive functions by acting on other brain regions (Swainson et al., 2000; Cools et 
al., 2003, 2007b). One interestingly solution to these problems might be the use of 
TMS. In chapter 4, we employed a TMS protocol that was previously shown to release 
dopamine in the striatum (Strafella et al., 2001, 2003, 2005). Using [11C]raclopride PET, 
Strafella and colleagues showed that cortical stimulation altered striatal dopamine 
release, in a manner restricted by cortico-striatal circuit structure. Stimulation over 
primary motor cortex increased dopamine release in anatomically connected regions 
of the putamen (Strafella et al., 2003), while dorsolateral prefrontal cortex stimulation 
increased dopamine release focally in the caudate nucleus (Strafella et al., 2001). These 
spatially selective effects render this TMS protocol of therapeutic interest; in contrast 
to systemic drugs it allows altering dopamine in one specific brain region. Thus, we 
showed that TMS modulated BOLD signal in the basal ganglia, associated with switching 
between stimuli, but not in the prefrontal cortex when subjects switched between 
abstract rules. This approach might also circumvent problems with receptor specificity 
because endogenous dopamine is released. Hence, TMS might be a potential tool to 
modulate dopamine levels for example in Parkinson’s disease, which is associated with 
dopamine loss in selective regions of the basal ganglia in early stages of the disease.
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Conclusions
The research in this thesis investigated neural mechanisms of cognitive control. 
My findings highlight the importance of the basal ganglia and their interaction with 
the prefrontal cortex for cognitive control. Specifically, I showed that the basal ganglia 
might control attention by selectively gating prefrontal representations to posterior 
visual cortex. In turn, fronto-striatal connections allow frontal control over the basal 
ganglia. My data further suggests that dopamine affects cognitive processing by 
modulating information flow through this fronto-striatal system. In sum, the work in 
this thesis increases our knowledge of the complex relationship between the prefrontal 
cortex, the basal ganglia and dopamine and how they interact to guide behaviour in 
our constantly changing environment. These findings might lead to improvement of 
neuropsychiatric treatment in disorders associated with cognitive control deficits.
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Begrippenlijst Nederlandse samenvatting
cognitieve controle - verzamelterm voor mentale processen die 
nodig zijn voor doelgericht gedrag; een belangrijk aspect van 
doelgericht gedrag is een goede balans bewaren tussen focussen 
op je huidige doel aan de ene kant, en in staat zijn om je doelen 
aan te passen wanneer nodig 
functionele MRI - een techniek waarmee (indirect) hersenactiviteit 
kan worden gemeten
prefrontale cortex - een hersengebied voorin de hersenen dat 
betrokken is bij het focussen van aandacht
visuele cortex - een hersengebied achterin de hersenen dat visuele 
informatie verwerkt
fusiform face area - een onderdeel van de visuele cortex dat 
betrokken is bij het verwerken van visuele informatie van 
gezichten
functionele connectiviteit - een maat voor de hoeveelheid 
communicatie tussen hersengebieden
basale ganglia - een groep van kernen die betrokken zijn bij het 
switchen van aandacht
structurele connectiviteit - een maat voor de sterkte van anatomische 
hersenverbindingen 
anatomische verbindingen - witte stof banen die hersengebieden 
met elkaar verbinden
transcraniële magnetische stimulatie - een techniek waarmee het 
mogelijk is om hersengebieden tijdelijk te activeren of te remmen
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Cognitieve controle
In het dagelijks leven worden we constant omringd door een overvloed aan informatie, 
waarbij lang niet alle informatie relevant is. Stel je eens voor dat je dit proefschrift leest 
in een druk café. Om je heen zitten mensen te praten, lopen langs je tafeltje, en de 
muziek staat aan. Als je de inhoud van dit proefschrift daadwerkelijk wilt begrijpen zal 
je je moeten afsluiten voor die informatie, die in feite niet relevant is op dit moment. 
Gelukkig zijn je hersenen in staat om inkomende signalen te filteren voor relevantie, 
zodat je je aandacht kan focussen op informatie die er toe doet voor je huidige doel 
en je niet afgeleid wordt door andere dingen. Maar tegelijkertijd moeten je hersenen 
ervoor zorgen dat je geen potentieel belangrijke informatie mist. Stel bijvoorbeeld dat 
het brandalarm afgaat in het café. Ondanks dat dit niet van belang is voor je huidige 
doel (dit proefschrift lezen), is het belangrijk dat je deze informatie wel verwerkt. 
Sterker nog, je moet je doel bijstellen; je zal moeten stoppen met lezen en het café zo 
snel mogelijk verlaten. 
Aan de ene kant moeten je hersenen dus irrelevante informatie onderdrukken, 
maar tegelijkertijd moeten ze die verwerken om er zeker van te zijn dat je geen 
belangrijke informatie mist. Onze hersenen zullen dus een optimale balans moeten 
vinden tussen het focussen van aandacht aan de ene kant, en het flexibel switchen van 
aandacht aan de andere kant. Dat dit niet makkelijk is blijkt uit het feit dat juist deze 
balans verstoord is bij veel psychiatrische aandoeningen. Patiënten met de ziekte van 
Parkinson kunnen bijvoorbeeld te gefocust zijn en hebben daardoor soms moeite 
om hun gedrag aan te passen wanneer de situatie dat vereist. Anderzijds hebben 
patiënten met ADHD of schizofrenie juist moeite om zich te concentreren op één ding 
tegelijk en zijn snel afgeleid. 
Het onderzoek in dit proefschrift is er op gericht om deze complexe processen, 
ook wel cognitieve controle genoemd, beter te begrijpen. Hiervoor heb ik onder 
andere gebruik gemaakt van functionele MRI (fMRI), een techniek waarmee (indirect) 
hersenactiviteit kan worden gemeten. Zo is het mogelijk om te onderzoeken 
welke hersengebieden betrokken zijn bij het focussen en switchen van aandacht. 
In de volgende paragraaf zal ik eerst beschrijven wat er reeds bekend was over de 
betrokkenheid van bepaalde hersengebieden bij cognitieve controle. 
Hersengebieden betrokken bij cognitieve controle
Eerdere onderzoeken naar cognitieve controle hebben het belang van twee 
hersengebieden aangetoond. De prefrontale cortex, voorin de hersenen, blijkt vooral 
belangrijk voor het focussen van aandacht (Figuur 1). Dit hersengebied heeft toegang 
tot informatie met betrekking tot ons huidige doel wat het mogelijk maakt om te 
focussen op informatie die relevant is voor ons huidige doel. Het is aangetoond dat de 
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prefrontale cortex de mate van activiteit in de visuele cortex kan reguleren, zodat de 
activiteit wordt verhoogd in gebieden van de visuele cortex die relevante informatie 
verwerken. Als gevolg hiervan wordt relevante informatie in sterkere mate verwerkt dan 
irrelevante informatie. Met behulp van fMRI is bijvoorbeeld aangetoond dat wanneer 
mensen hun aandacht focussen op gezichten de activiteit selectief verhoogd wordt in 
de fusiform face area (FFA), een gebied dat betrokken is bij het verwerken van visuele 
informatie van gezichten. Daarnaast bleek ook de functionele connectiviteit tussen 
de FFA en de prefrontale cortex toegenomen wat suggereert dat deze twee gebieden 
meer met elkaar communiceren op het moment dat de aandacht op gezichten wordt 
gericht.
Het tweede hersengebied waarvan eerder onderzoek heeft aangetoond dat het 
betrokken is bij cognitieve controle is een groep van kernen, diep in de hersenen, 
die samen de basale ganglia worden genoemd (Figuur 1). De basale ganglia blijken 
vooral van belang voor het switchen van aandacht. Echter het precieze mechanisme 
waarbij de basale ganglia bijdragen aan cognitieve controle is niet duidelijk. Een 
recente theorie suggereert dat mogelijk de interactie tussen de prefrontale cortex en 
de basale ganglia van groot belang is voor cognitieve controle. De sterke anatomische 
verbindingen tussen deze twee hersengebieden en de unieke configuratie van deze 
verbindingen zou het mogelijk maken voor de basale ganglia om aandacht te reguleren 
in samenwerking met de prefrontale cortex. 
Figuur 1. Overzicht van hersengebieden betrokken bij cognitieve controle. 
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Interactie tussen de prefrontale cortex en de basale ganglia
In dit proefschrift heb ik de interactie tussen de prefrontale cortex en de basale 
ganglia onderzocht en getest of deze interactie inderdaad van belang is voor 
cognitieve controle. De interactie tussen hersengebieden kan op verschillende 
manieren onderzocht worden. Zo kan er een onderscheid worden gemaakt tussen 
functionele connectiviteit en structurele connectiviteit tussen gebieden. Waar 
structurele connectiviteit wordt gezien als een maat voor de sterkte van anatomische 
verbindingen tussen twee gebieden, wordt functionele connectiviteit gezien als een 
maat voor de hoeveelheid communicatie tussen twee gebieden. Met andere woorden, 
als je de mate van structurele connectiviteit vergelijkt met de breedte van een snelweg 
(2-baans of 4-baans), dan kan je de mate van functionele connectiviteit vergelijken 
met het aantal auto’s dat daadwerkelijk heen en weer rijdt. 
Ten eerste zal ik een onderzoek beschrijven waarbij ik de interactie tussen de 
basale ganglia en de prefrontale cortex heb onderzocht door te kijken naar de 
structurele connectiviteit tussen deze gebieden (hoofdstuk 6). Voor dit onderzoek 
hebben proefpersonen een taak gedaan waarbij ze hun aandacht moesten switchen 
tussen foto’s van gezichten en foto’s van landschappen. Dit ging de een makkelijker af 
dan de ander. Van deze individuele verschillen heb ik gebruik gemaakt en gekeken of 
ze verklaard konden worden door individuele verschillen in structurele connectiviteit 
tussen de prefrontale cortex en de basale ganglia. Uit mijn onderzoek blijkt dat 
proefpersonen met een sterke structurele connectiviteit tussen de basale ganglia en de 
prefrontale cortex relatief goed zijn in aandacht switchen, terwijl proefpersonen met 
een zwakke structurele connectiviteit meer moeite hebben met aandacht switchen. 
Oftewel, de sterkte van de connectiviteit tussen de basale ganglia en de prefrontale 
cortex kon het gedrag van de proefpersonen voorspellen. Dit resultaat lijkt inderdaad 
te bewijzen dat de interactie tussen de basale ganglia en de prefrontale cortex een rol 
speelt in cognitieve controle processen. 
Het belang van de interactie tussen de basale ganglia en de prefrontale cortex 
voor cognitieve controle werd nog verder versterkt door de resultaten van de volgende 
twee onderzoeken (hoofdstuk 2 en hoofdstuk 3). In deze onderzoeken heb ik gekeken 
naar functionele connectiviteit tussen de prefrontale cortex en basale ganglia. Net 
als in eerdere studies vond ook ik dat de prefrontale cortex verbonden was met 
visuele gebieden die betrokken zijn bij het verwerken van gezichten en landschappen 
(hoofdstuk 2). Wat ik ook heb aangetoond, was dat deze verbindingen werden 
versterkt door de basale ganglia, juist op de momenten dat de proefpersonen hun 
aandacht switchten. Dit onderzoek toont daarmee aan dat de basale ganglia helpen 
bij het switchen van aandacht door verbindingen van de prefrontale cortex naar de 
visuele cortex te moduleren.
In een vervolgonderzoek heb ik gekeken op welke manier de basale ganglia de 
verbindingen van de prefrontale cortex naar de visuele cortex precies moduleren 
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(hoofdstuk 3). Op het moment dat je je aandacht switcht moet aandacht los gemaakt 
worden van het ene type informatie (bijvoorbeeld gezichten) en vervolgens gefocust 
worden op andere informatie (bijvoorbeeld landschappen). Mijn onderzoek heeft 
aangetoond dat de basale ganglia beide processen kunnen reguleren door modulatie 
van de verbindingen van de prefrontale cortex naar de visuele hersengebieden. De 
basale ganglia kunnen dus de connectiviteit tussen de prefrontale cortex en bepaalde 
delen van de visuele cortex onderdrukken zodat aandacht los gelaten wordt van 
informatie die niet meer relevant is. Daarnaast kunnen ze de connectiviteit tussen de 
prefrontale cortex en de andere delen van de visuele cortex versterken zodat aandacht 
gefocust kan worden op nieuwe relevante informatie. Uit dit onderzoek blijkt dat de 
basale ganglia (via de prefrontale cortex - visuele cortex verbindingen) aandacht 
reguleren door zowel het onderdrukken van aandacht voor irrelevante informatie als 
het versterken van aandacht voor relevante informatie. 
In een vierde onderzoek heb ik gekeken of er een causaal verband is tussen de 
prefrontale cortex - basale ganglia interactie en cognitieve controle. Hierbij heb ik 
gebruik gemaakt van een techniek genaamd transcraniële magnetische stimulatie 
(TMS). Met deze techniek is het mogelijk om een bepaald hersengebied tijdelijk te 
remmen of juist te activeren. In mijn onderzoek heb ik de prefrontale cortex door 
middel van TMS geactiveerd en vervolgens met fMRI gekeken wat dit voor effect had 
op activiteit in de basale ganglia. In de scanner hebben de proefpersonen wederom 
een taak uitgevoerd waarbij ze hun aandacht moesten switchen. Stimulatie van de 
prefrontale cortex zorgde voor een verandering van activiteit in de basale ganglia op 
het moment dat proefpersonen hun aandacht switchten. Dit onderzoek laat zien dat 
het mogelijk is om basale ganglia activiteit te veranderen door middel van prefrontale 
cortex stimulatie, en toont onomstotelijk aan dat de interactie tussen de prefrontale 
cortex en de basale ganglia van belang is voor het reguleren van cognitieve controle 
processen. 
 Concluderend tonen de studies in de hoofdstukken 2, 3, 4 en 6 van dit proefschrift 
voor het eerst het belang aan van de interactie tussen de prefrontale cortex en de 
basale ganglia voor cognitieve controle in mensen. De basale ganglia kunnen aandacht 
beïnvloeden door verbindingen van de prefrontale cortex naar de visuele cortex te 
moduleren (hoofdstuk 2 en hoofdstuk 3). Daarnaast kan de prefrontale cortex de 
activiteit van de basale ganglia veranderen (hoofdstuk 4). Het bestaan van dergelijke 
complexe interacties betekent dat de functie van de prefrontale cortex en de basale 
ganglia eigenlijk niet los van elkaar gezien kunnen worden. Naar mijn mening zal 
hersenonderzoek zich daarom in de toekomst meer moeten focussen op de functie 
van netwerken in de hersenen in plaats van de functie van individuele gebieden. 
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De rol van dopamine in cognitieve controle
De neurotransmitter dopamine wordt geproduceerd door cellen in de hersenstam 
die projecteren naar zowel de prefrontale cortex als de basale ganglia (Figuur 1). Het 
is dan ook niet verrassend dat eerdere studies hebben aangetoond dat dopamine 
een belangrijke rol speelt in cognitieve controle. Maar de relatie tussen dopamine en 
cognitieve controle is complex en niet rechtlijnig. Dezelfde hoeveelheid dopamine kan 
in de ene persoon cognitieve functies verbeteren, maar deze juist verslechteren in een 
ander. Dit is een groot probleem voor de behandeling van stoornissen die dopaminerge 
medicatie vereisen, omdat de effecten van dopamine moeilijk te voorspellen zijn. In de 
studie beschreven in hoofdstuk 5 heb ik een nieuwe methode getest om de effecten 
van dopamine te voorspellen. Op basis van eerdere studies in dieren verwachtte ik dat 
de effecten van dopamine mogelijk af zouden hangen van structurele connectiviteit. 
Dit bleek inderdaad het geval: individuele verschillen in structurele connectiviteit 
tussen de prefrontale cortex en de basale ganglia voorspelden individuele verschillen 
in de effecten van dopamine. 
Implicaties voor neuropsychiatrie
De resultaten van mijn onderzoek zullen mogelijk in de toekomst bijdragen aan het 
verbeteren van behandeling in de psychiatrie. Met name mijn bevinding van de relatie 
tussen de effecten van dopamine en structurele connectiviteit zou kunnen bijdragen 
aan het maken van een model waarmee de effecten van dopamine voor elk individu op 
voorhand voorspeld kunnen worden. Op basis van een dergelijk model zou er sneller 
de juiste soort en dosis medicijnen kunnen worden voorgeschreven. Dit verlaagt de 
kans op bijwerkingen bij de patiënten en scheelt tijd ten opzichte van de huidige ‘trial 
and error’ methode. 
Een andere interessante bevinding die potentieel klinisch relevant is, is het feit dat 
de activiteit van de basale ganglia gemoduleerd kan worden door middel van stimulatie 
van de prefrontale cortex. Een probleem bij de huidige behandeling van patiënten met 
medicatie is de aanwezigheid van bijwerkingen. Dit wordt veroorzaakt doordat veel 
medicijnen op grote delen van de hersenen en zelfs in de rest van het lichaam werken. 
Het zou ideaal zijn als we een methode zouden hebben die specifiek in een aangedaan 
hersengebied zou kunnen worden toegepast. De door ons gebruikte TMS manipulatie 
maakt het mogelijk om de functie van één gebied of netwerk te veranderen, hetgeen 
de kans op bijwerkingen door effecten van het medicijn op andere hersengebieden 
verkleint. 
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Dit proefschrift was er niet geweest zonder de bijdrage van een hoop mensen. 
Als eerste natuurlijk Roshan. Bedankt dat je mij de kans hebt gegeven om een 
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we labmeetings met z’n viertjes op jouw kamer. Wat is er veel veranderd sindsdien! 
Bedankt voor alles wat je me geleerd hebt. Dankzij jouw uitstekende begeleiding en 
enthousiasme zijn de afgelopen vier jaar voorbij gevlogen. Ik ben blij en trots dat je 
hoogleraar bent geworden en dat je nu mijn promotor kunt zijn. 
Beste Jan, bedankt voor je hulp met de bromocriptine studie en de ADHD studie. 
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Beste copromoter, lieve Hanneke, het is een genoegen om met je samen te werken. 
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motivatie en enthousiasme voor je werk zijn een voorbeeld voor iedereen. Ik vind het 
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terug op het Donders bent. En ik ben natuurlijk superblij dat je mijn paranimf wilt zijn!
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Bedankt voor de leuke tijd, nuttige discussies en gezellige etentjes en verjaardagen 
bij jou in de tuin. Stephen, jouw passies voor van alles en nog wat zijn prachtig om te 
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