Back to 1982, R. Learner reported what he calls an unexpected law, in which the number of weak lines from neutral iron atoms follows a power law of the intensity. Although some computer simulations have reproduced this dependence, its interpretation is still missing. Here, we report that a combination of two statistical models, namely, an exponential increase of the level density of many-electron atoms, and the local thermal equilibrium in the excited state population, gives a surprisingly simple explanation of this power law dependence. We also clarify an electron temperature dependence of the exponent, which may become a new spectroscopic diagnostic tool for plasmas of complex atoms.
In 1982, R. Learner presented a law relating to the number of weak lines [1] . He measured the emission lines from a hollow cathode ramp containing iron atoms and computed the number density of lines with given intensity I, ρ(I). He found that ρ(I) shows a power law dependence on I, ρ(I) ∝ I −1.50 .
(1)
[Note that although he used a different base for the exponent, we present the converted value by b log 10/ log 2 − 1 for the later convenience, where b is the original value, -0. 15 .] This report has stimulated many discussions. A theoretical work by A. Scheeline shows that this power law does not hold for a hydrogen atom spectra [2] . On the other hand, Bauche-Arnoult and Bauche reported a simulation with a collisional-radiative model and showed the power law dependence is still reproduced for a neutral iron atom spectra [3] . Their exponent shows 17-25 % smaller than the Learner's value but the reason was not clarified. A statistical consideration based on the quantum chaos point of view, where the Hamiltonian is modeled by a Gaussian orthogonal ensemble, gives an exponential intensity distribution of the line strength [4, 5] . This decays much faster than the power law dependence and therefore does not explain Learner's law. J. Pain reviewed this power law dependence problem [6] , including some discussion with fractal dimension and quantum chaos. As written in his review, a clear explanation of the origin of this power law and the inconsistency with the simulation has not been understood until now.
In this Letter, we present a surprisingly simple explanation of Learner's law. By combining two statistical models, well known local thermal equilibrium of excited states population, and an exponential increase in the state density of complex atoms, which was reported recently [7] , we will show that the level density with a given population also follows a power law. An assumption of the random radiative transition from the excited * fujii@me.kyoto-u.ac.jp states directly gives Learner's law. We also provide an analytical representation of the exponent with electron temperature and one constant, which is specific to atom. Plasma spectroscopy has been developed with simpler systems, such as hydrogen and rare gas atoms. It has been well known that intensity ratio of some emission lines give us information about plasmas, such as electron temperature and density [10] [11] [12] [13] . This requires correct line identifications and the accurate atomic data, arXiv:1908.10464v1 [physics.atom-ph] 26 Aug 2019 such as the energy levels and collision cross sections. However, accurate atomic data for open-shell atoms are difficult to obtain, although there are numerous demands for the plasma diagnostics with complex atoms, e.g., laser produced plasmas for extreme-ultraviolet-light source [14] [15] [16] , heavy metal contaminated from fusion plasmas [17, 18] , and the emission found after r-process supernova (kilonova) [19] . Not only because of the inaccurate emission line identification, but also the existence of too many emission lines and inaccurate cross sections of their elementary processes, the quantitative comparison with model has been difficult. Our result suggests a possibility of plasma diagnostics with much less atomic data, i.e., just needs energy level statistics and an emission intensity statistics. This may open a door to a statistical plasma spectroscopy. Figure 1 (a) shows the state density of neutral iron, ρ(E), the number of levels with given energy. This state density is computed from the experimentally measured energy levels taken from Atomic Spectral Database by National Institute for Standard Technology [8] . The actual energy levels are also shown by vertical bars in the figure. As pointed out by Dzuba et al [7] , for open-dor f -shell atoms, the state density follows an exponential dependence on the excited energy,
For the neutral iron, we found 0 ≈ 1.85 eV. Let us assume the local thermal equilibrium for the excited state population. Population in state i with energy E i is written as
where g i is the statistical weight of the state i, k is Boltzmann's constant, and T e is electron temperature. By substituting Eq. 2 into the above, the number of states having the population n ∼ n + dn is deduced as,
where dE is the energy interval corresponding to dn. We assume in Eq. 5 that the statistical weight (g i = 2J i + 1, where J i is total angular momentum quantum number of state i) distributes uniformly over the energy and therefore we omit it from the equation. This equation suggests that the number of states with given population follows a power law, with an exponent of −kT e / 0 − 1.
It has been well known that in many electron atoms with the enough wavefunction mixing, the probability distribution of the line strength between i and j states, S ij , can be well approximated by ∝ exp(−S ij /S 0 ), with a constant S 0 [4, 5, 20] . This is obtained by modeling the Hamiltonian with a Gaussian-orthogonal-ensemble. Because this distribution decays much faster than the power law, we can safely assume that the line strength is a constant for all the state and the emission intensity is simply proportional to the upper state population. On the other hand, the number of possible radiative transitions from upper state i may be proportional to the number of states existing below. This can be computed from Eq. 2, as
By following the similar derivation to Eqs. 4-6, we arrive at Learner's law,
where the factor 2 appears in the exponent. Note that the number of emission lines with given limited wavelength range also has the same exponential dependence, and therefore the power law may hold in arbitrary wavelength region if the photon energy is small compared with the excited energy. This is consistent to Learner's observation, where the emission line density in different wavelength regions all show the power law dependence with the same exponent [1] .
By comparing the exponents in Eq. 1 and Eq. 7, the electron temperature in Learner's experiment is estimated as (1.50 − 1) 0 /2 ≈ 0.47 eV, which is a reasonable electron temperature for low pressure discharges [3, 21, 22] . Bauche-Arnoult and Bauche have used T e = 0.4 eV for their simulation [3] , which is smaller than 0.47 eV. They obtained 1.392 ± 0.017 for the exponent (again converted from the original value b = −0.118 ± 0.005), which is consistently smaller than Learner's value. Our above discussion also gives an explanation of one argument in their paper, i.e., with the higher electron temperature, the larger exponent they got [3] .
We carry out an ab initio simulation of the emission spectrum from neutral iron with Flexible Atomic Code (FAC) [9] . FAC utilizes relativistic Hartree-Fock method to compute atomic structure. Configuration interaction method is used to approximate the electron-electron interaction in the atoms. The population and the emission line intensity are evaluated by the collisional-radiative model implemented in FAC, where the steady state of population in the plasma is assumed. For the collisionalradiative computation, we consider spontaneous emission, electron impact excitation / deexcitation / ionization, as well as the auto-ionization for the level above the ionization threshold, as elementary processes in plasmas. These rates are also calculated by FAC.
We assume T e = 0.4 eV and the electron density n e = 10 20 m −3 as Bauche-Arnoult and Bauche did. We also perform the simulation with T e = 1 eV to see the T e dependence of the exponent. Note that in the FAC computation, we do not explicitly assume either of the two assumptions we made in the previous discussion.
The state density of a neutral iron atom computed by FAC is shown in Fig. 1(a) . It shows a similar exponential dependence to those of the measured data (i.e., NIST ASD). In Fig. 1(b) , the population in all the excited 10 10 10 7 10 4 10 1 n (arb.) states computed by FAC is shown. Although we do not assume the local thermal equilibrium, the population follows the exponential function. The exponent is 0.38 eV, which is similar to the used temperature. Note that with the finite electron density, the exponent becomes smaller than the assumed electron temperature, because of the partial violation of the local thermal equilibrium assumption by finite contribution by the spontaneous transition. The blue markers in Fig. 2(a) show the state density ρ(n) with given population n (but scaled by n for the visualization purpose). The solid blue line is computed according to Eq. 6 with T e = 0.38 eV. Their agreement is clear. The red markers show ρ(n) computed with T e = 1 eV. This also follows Eq. 6 with T e = 0.8 eV. Figure 2(b) shows the line intensity distribution ρ(I), which appear in visible and infrared wavelength range (again scaled by I for the visualization). The solid lines shows Eq. 7 with T e = 0.38 and 0.8 eV for the two cases. This also agrees with the above discussion, in particular in the first three orders, in which Learner has considered.
Note that ρ(I) systematically has the smaller values than the power law in the low intensity region. Because in the simulation only the limited number of excited states are considered to compute the spectra, weaker emission from the higher excited states, which are far above the ionization energy, is not included in the histogram. This is one candidate of the deviation. This is consistent to the fact that the deviation is larger in the higher T e case, where more excited state population is generated. Equation 7 should hold any system as far as the two assumptions are valid. We carry out the similar ab initio simulation with FAC for another open-d-shell system, neutral molybdenum, with T e = 0.4 and 1 eV conditions. Figure 3 (a) -(c) shows the same results to those of the neutral iron. The energy density of neutral molybdenum also follows an exponential function with 0 ≈ 1.5 ( Fig.  3 (a) ). Its excited state population follows Boltzmann's distribution with similar temperatures to the setting values ( Fig. 3 (b) ), and the emission line density well follows Eq. 7 (Fig. 3 (c) ). This indicates the significant generality of Eq. 7 for many-electron atom emission. Equation 7 tells an analytical form of the exponent written only by T e and 0 . As pointed out by Dzuba et al, although the accurate energy level computation for open-shell atoms is difficult, its statistical distribution, i.e., 0 , is much easier to be estimated [7] . Computing an intensity histogram does not demand accurate atomic data, but only requires the spectrum observation in the wide wavelength range with high resolution. Our result suggests an effective usage of an intensity histogram for diagnosing plasmas with many-electron atoms.
