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AbstractAs one of the most important control problem, the stabilization problem is
to design a controller such that the closed-loop system will be stable and has some
desired performances. Due to singular Markovian jump systems containing singu-
lar derivative matrix and Markov property simultaneously, they usually complicate
the synthesis, especially the underlying SMJSs have some general conditions. In
this chapter, we will focus on the stabilization problem of SMJSs. Some kinds of
controllers such that the closed-loop system is regular, stable and impulse-free are
designed. A robust stabilizing controller guaranteeing the closed-loop systems ro-
bustly stochastically admissible is designed in the LMI setting. When an TRM can
be designed, the stabilization for SMJSs is also discussed. The other kinds of con-
trollers realized by noise control, proportional-derivative (PD) control and partially
mode-dependent (PMD) control are put forward. Such stabilizing controller designs
are formulated in terms of LMIs or LMIs with equation constraints, which can be
solved easily.
3.1 Introduction
As one of the most important control problem, the stabilization problem is to design
a controller such that the closed-loop system will be stable and has some desired
performances. In this chapter, we will focus on the stabilization problem of SMJSs.
Because singular derivative matrix and Markov property are included in SMJSs si-
multaneously, they usually make the synthesis for SMJSs with some general con-
ditions complicated. The purpose is to design some kinds of controllers such that
the closed-loop system is regular, stable and impulse-free. Based on the stability
conditions proposed in Chapter 2, a robust stabilizing controller guaranteeing the
closed-loop systems robustly stochastically admissible is designed in the LMI set-
ting. When an TRM can be designed, the stabilization for SMJSs is also discussed.
The other kinds of controllers realized by noise control, proportional-derivative (PD)
control and partially mode-dependent (PMD) control are put forward. Such stabi-
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lizing controller designs are formulated in terms of LMIs or LMIs with equation
constraints, which can be solved easily.
3.2 Robust Stabilization
Consider a class of SMJSs described as
Ex˙(t) = A(rt)x(t)+B(rt)u(t), (3.1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input. Matrix E ∈ Rn×n
may be singular, which is assumed to be rank(E) = r≤ n. A(rt) and B(rt) are known
matrices of compatible dimensions. Mode {rt , t ≥ 0} is a continuous-time Markov
process satisfying (2.2) and (2.3). In this section, TRM Π is obtained inexactly and
described by Case 2.
Definition 3.1. Unforced SMJS in (3.1) is said to be robustly stochastically admis-
sible, if there exists Pi, such that for all i ∈ S
ETi Pi = P
T







TPj < 0, (3.3)
hold over admissible uncertainty (2.11).
Lemma 3.1. [127] Let P¯i ∈ Rn×n be symmetric such that ETL P¯iEL > 0 and Q¯i ∈
R(n−r)×(n−r) is nonsingular for each i ∈ S. Then, P¯iE+UT Q¯iV T is nonsingular and
its inverse is expressed as
(P¯iE+U
T Q¯iV
T )−1 = PˆiET +VQˆiU, (3.4)
where Pˆi ∈ Rn×n is a symmetric matrix and Qˆi ∈ R(n−r)×(n−r) is a nonsingular ma-
trix such that
ETR PˆiER = (E
T
L P¯iEL)
−1, Qˆi = (V TV )−1Q¯−1i (UU
T )−1, (3.5)
where U ∈ R(n−r)×n is any matrix with full row rank and satisfies UE = 0; V ∈
Rn×(n−r) is any matrix with full column rank and satisfies EV = 0. Matrix E is
decomposed as E = ELE
T
R with EL ∈ Rn×r and ER ∈ Rn×r are of full column rank.
In this section, a mode-dependent controller (MDC) is developed as follows:
u(t) = K(rt)x(t), (3.6)
where K(rt) is the designed control gain. When its operation mode is not available
all time, a mode-independent controller (MIC) can be constructed as
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u(t) = Kx(t), (3.7)
where K is control gain to be determined.
Now, we will give an LMI condition for MDC (3.6).
Theorem 3.1. Consider system (3.1), there exists an MDC (3.6) such that the
closed-loop system is robustly stochastically admissible, if there exist Pˆi, Qˆi, Yi,
W¯i = W¯
T
i and T¯i > 0, such that the following LMIs hold for all i, j ∈ S, j ̸= i,






















Ω¯i3 =−diag{ETR PˆiER, . . . ,ETR Pˆi−1ER,ETR Pˆi+1ER, . . . ,ETR PˆNER}.




Proof. By Definition 3.1, system (3.1) is robustly stochastically admissible if (3.2)












(∆p˜ii j+ εi j)(E
TPj−ETPi−Wi)< 0,
(3.11)
where A¯i = Ai+BiKi andWi =W
T







TPj−ETPi)−∆p˜iiiWi− εiiWi < 0, (3.12)
ETPj−ETPi−Wi < 0, j ̸= i. (3.13)
Moreover, for any Ti > 0, it is known that
∆p˜iiiWi ≤ 0.25(∆p˜iii)2Ti+WiT−1i Wi ≤ 0.25ε2iiTi+WiT−1i Wi. (3.14)













where P¯i > 0 and Q¯i is nonsingular. Then, one has
ETPi = P
T
i E = E
T P¯iE ≥ 0, (3.17)
always holds. Since P¯i > 0 and Q¯i is nonsingular, we obtain E
T
L P¯iEL > 0. Then via





where Pˆi and Qˆi are defined in Lemma 3.1. Denoting W¯i = X
T
i WiXi, pre- and post-
multiplying (3.14) with XTi and Xi, one gets it is equivalent to (3.9). Let T¯i = X
T
i TiXi,















Taking into account (3.10) and (3.18), it is concluded that (3.8) implies (3.19). This
completes the proof.
If TRM is got exactly, some sufficient conditions for MDC (3.6) were given.
Lemma 3.2. [182] Consider system (3.1). There exists an MDC (3.6) such that the
closed-loop system is stochastically admissible, if there exist Pi > 0, Yi and scalar




T ≥ 0, (3.20)
PTi E





















Ωˆi3 =−diag{(P1)⋆−δ1I, . . . ,(Pi−1)⋆−δi−1I,(Pi+1)⋆−δi+1I, . . . ,(PN)⋆−δNI}.
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Lemma 3.3. [11] Consider system (3.1). There exists an MDC (3.6) such that the
closed-loop system is stochastically admissible, if there exist Xi, Yi and δi > 0, such




T ≥ 0, (3.24)





























Ωi4 =−4diag{δ1I, . . . ,δi−1I,δi+1I, . . . ,δNI},
Ωi5 =−diag{(X1)⋆−δ1I, . . . ,(Xi−1)⋆−δi−1I,(Xi+1)⋆−δi+1I, . . . ,(XN)⋆−δNI}.
Then, the corresponding gain is given by (3.10).
Lemma 3.4. [170] Let µi be given scalar. There exists an MDC (3.6) such that the
closed-loop system is stochastically admissible, if there exist Pˆi > 0, Qˆi, Li and Hi,





















By investigating such results, it is seen that in order to stabilize an SMJS via
MDC (3.6), some additional inequalities are introduced or some parameters are
given beforehand. Based on Theorem 3.1, a corollary could be obtained directly,
in which no more inequalities are used and no parameters are given in advance.
Corollary 3.1. Consider system (3.1), there exists an MDC (3.6) such that the re-
sulting closed-loop system is stochastically admissible, if there exist Pˆi, Qˆi and Yi,





















Then, the gain of MDC (3.6) is constructed by (3.10).
It is seen that the work of controller (3.6) requires its mode available online. How-
ever, in many practical applications, the data is usually transmitted through unreli-
able networks, which suffers packet dropout. As a result, controller (3.6) is too ideal.
Instead, MIC (3.7) is usually constructed to deal with the above case. In order to ob-
tain a common control gain K, the matrix related to K may be also a common ma-
trix. That means the corresponding Lyapunov function is mode-independent, which
is more conservative than mode-dependent ones. In the next, another sufficient con-
dition is presented, which makes the requirements of mode-independent controller
and mode-dependent Lyapunov function satisfy simultaneously.
Theorem 3.2. Consider system (3.1), there exists an MDC (3.6) such that the
closed-loop system is robustly stochastically admissible, if there exist Pˆi, Qˆi, Gi,
Yi, W¯i = W¯
T
i and T¯i > 0, such that the following LMIs hold for all i, j ∈ S, j ̸= i,

Φi1 Φi2 W¯i Ω¯i2
∗ (−Gi)⋆ 0 0
∗ ∗ −T¯i 0
∗ ∗ ∗ Ω¯i3

< 0, (3.28)






⋆+0.25ε2ii T¯i− εiiW¯i+αiiEPˆiET ,
Φi2 = (AiGi+BiYi)
⋆+XTi −GTi .




Proof. Pre- and post-multiplying (3.28) with the following matrix
 I A¯i 0 00 0 I 0
0 0 0 I

 ,
and its transpose respectively, it is obvious that (3.28) implies (3.8). This completes
the proof.
If the conditions in Theorem 3.2 with Gi = G satisfy, a corollary is obtained
directly.
Corollary 3.2. Consider system (3.1), there exists anMIC (3.7) such that the closed-
loop system is robustly stochastically admissible, if there exist Pˆi, Qˆi, G, Y , W¯i = W¯
T
i
and T¯i > 0, such that the following LMIs hold for all i, j ∈ S, j ̸= i,
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
Φ¯i1 Φ¯i2 W¯i Ω¯i2
∗ (−G)⋆ 0 0
∗ ∗ −T¯i 0
∗ ∗ ∗ Ω¯i3

< 0, (3.31)





Φ¯i1 = (AiG+BiY )
⋆+0.25ε2ii T¯i− εiiW¯i+αiiET PˆiE,
Φ¯i2 = (AiG+BiY )
⋆+XTi −GT .
Then, the gain of MIC (3.7) is computed by
K = YG−1. (3.33)
Example 3.1. Consider an SMJS of form (3.1) obtained by
A1 =

−0.2 1 0.32 −1.2 −6
2 1 −1









0.2 1.3 −0.33 −1.2 −1
1 2 1







The singular matrix is given as
E =





The transition rates are given as p˜i11 = −5 and p˜i22 = −7, and its uncertainties are
such that |∆p˜i12| ≤ ε12, 0.5p˜i12 and |∆p˜i21| ≤ ε21, 0.5p˜i21 respectively. Under initial
condition x0 =
[
1 −1 2 ]T , the state of open-loop systems is illustrated in Fig. 3.1,
which is not stable. When the system mode is always available to controller, by
Theorem 3.2, an MDC can be computed as
K1 =
[−0.3396 1.2769 −1.1206 ] ,
K2 =
[−0.9982 0.6619 1.2338 ] .
Applying the desired controller, the state response of the closed-loop system is
shown in Fig. 3.2. It is stable over all the admissible uncertainties. If the system
mode is not always available to controller, it means the controller mode accessibility
is in terms of probability. For this example, the system mode received by controller
is only about 30%. Fig. 3.3 gives the corresponding simulation, where ∗ denotes the
current mode inaccessible. Via Corollary 3.2, an MIC can be designed as
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K =
[−0.3346 0.4602 0.7148 ] .
The response of the closed-loop system is given in Fig. 3.3, which shows the con-
structed controller can stabilize the system over all the admissible uncertainties.
3.3 Stabilization with TRM Design
Consider a class of linear SMJSs described as
Ex˙= A(rt)x(t)+B(rt)u(t), (3.34)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input. Matrix E ∈ Rn×n
may be singular, which is assumed to be rank(E) = r≤ n. A(rt) and B(rt) are known
matrices of compatible dimensions. The mode {rt , t ≥ 0} is defined as (2.2) and
(2.3).
In this section, the aim is to design a mode-dependent feedback controller
u(t) = K(rt)x(t) (3.35)
and an appropriate TRM Π such that the closed-loop system is stochastically ad-
missible.
Theorem 3.3. Consider system (3.34). There exist a controller (3.35) and an SPRM
such that the closed-loop system (3.34) is stochastically admissible, if there exist



















Fig. 3.1 The simulation of open-loop system
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Pˆi > 0, Wi > 0, Zi > 0, pˆii j ≥ 0, i ̸= j, nonsingular matrix Qˆi and matrix Yi, such that


















pˆii1I · · · pˆii(i−1)I pˆii(i+1)I · · · pˆiiNI
]
,
Ωi3 =−diag{Zi, · · · ,Zi},Φi1 =−EPˆiET −Wi,
Φi2 = EPˆiER+U
T QˆTi V
TER, Φ j3 =−ETR PˆjER.
E is decomposed as E = ELE
T
R with EL ∈ Rn×r and ER ∈ Rn×r are of full column









































Fig. 3.2 The simulation of closed-loop system by MDC
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Proof. Substituting Ai with A¯i = Ai+BiKi, we have the closed-loop system (3.34)













TPjXi < 0, (3.42)
where Xi = P
−1
i . Based on Lemma 3.1, it is concluded that
Xi = (P¯iE+U
T Q¯iV
T )−1 = PˆiET +VQˆiU, (3.43)


















TPjXi−XTi ET −Wi)< 0. (3.45)






pii jWi < 0, (3.46)








Fig. 3.3 The simulation of closed-loop system by MIC
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XTi E
TPjXi−XTi ET −Wi < 0. (3.47)
Taking into account (3.43), (3.44) and by Schur complement, it is obtained that
(3.36)-(3.38) with (3.39) and (3.40) imply (3.45). This completes the proof.
It is seen that Theorem 3.3 can also be extended to polytopic uncertainty case.









αl = 1, αl ≥ 0. (3.48)
We will have the following corollary.
Corollary 3.3. For system (3.34) with polytopic uncertainty, there exist a controller
(3.35) and an SPRM such that the resulting system (3.34) is stochastically admissi-
ble, if there exist Pˆi > 0, Wi > 0, Zi > 0, pˆii j ≥ 0, i ̸= j, nonsingular matrix Qˆi and
















The other are given in Theorem 3.3. Then, the gain of controller (3.35) and TRM
are computed by (3.39) and (3.40) respectively.
Example 3.2. Consider the stabilization problem via designing state feedback con-














































Fig. 3.4 shows the state trajectories of the closed-loop system with initial value xT0 =[
1 −2 ]T , where the simulation of the corresponding system mode is illustrated in
Fig. 3.5.
3.4 Stabilization by Noise Control
Consider a class of Markovian jump singularly perturbed systems (MJSPSs) de-
scribed as
E(ε)dx(t) = A(rt)x(t)dt+[C(rt)x(t)+D(rt)uω(t)]dω(t), (3.52)
where x(t) ∈ Rn is the state vector, uω(t) is control input in the diffusion part,
ω(t) ∈ Rq is a q-dimensional Brownian motion or Wiener process. The underlying
complete probability space is (Ω ,F ,Ft ,P) with a filtration {Ft}t≥0 satisfying the
usual conditions (i.e. it is right continuous andF0 contains the P-null sets). Matrices
A(rt), C(rt) and D(rt) are known matrices of compatible dimensions. Without loss
of generality, it is assumed that E(ε) = diag{In1 ,εIn2}. Operation mode {(rt), t ≥ 0}
satisfying (2.2) and (2.3) is a stationary ergodic Markov process. For such Markov




pi∞ j = 1, pi∞ j > 0, (3.53)
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where pi∞µ is the µth element of vector pi∞ = I (Π +E)
−1, and I =
[
1 1 · · · 1 ],
E=
[
I T I T · · · I T ]T .
In this section, the state feedback controller is restricted only in shift or diffusion
part, which is ε-dependent and described as
uω(t) = K(rt ,ε)x(t), (3.54)
where control gain K(rt ,ε) is to be designed. Then the considered problem is for-
mulated as follows:
Proposition 3.1. Given a stabilization bound ε¯ , determine a kind of stochastic con-
troller (3.54) such that for any initial condition x0 ∈ Rn and r0 ∈ S, the closed-loop






Theorem 3.4. Given a scalar ε¯ > 0, the equilibrium of MJSPS (3.52) is almost
surely exponentially stable with control gain Ki(ε) = YiX
−1(ε) for any ε ∈ (0, ε¯], if
there exists matrices X1 > 0, X2 = X
T
2 , X3 = X
T
3 , X4 = X
T
4 , X5, Yi1 and Yi2 such that
the following LMIs hold for all i ∈ S
Ω1 ≥ 0, (3.55)
Ω1+ ε¯Ω2 ≥ 0, (3.56)
Ω1+ ε¯Ω2+ ε¯
2Ω3 > 0, (3.57)











































pi∞ j(α j−0.5β 2j )< 0, (3.61)
either
ϒi1 ≤ 0, (3.62)
ϒi1+ ε¯ϒi2 ≤ 0, (3.63)
ϒi1+ ε¯ϒi2+ ε¯
2βiΩ3 < 0, (3.64)
or
ϒ¯i1 ≥ 0, (3.65)
ϒ¯i1+ ε¯ϒ¯i2 ≥ 0, (3.66)





















⋆−αiΩ1, Φi2 =UTCTi +Y Ti1DTi ,
Ψi1 = (AiV )




















⋆+βiΩ1, ϒi2 = (CiV +DiYi2)
⋆+βiΩ2
ϒ¯i1 = (CiU+DiYi1)
⋆−βiΩ1, ϒ¯i2 = (CiV +DiYi2)⋆−βiΩ2,
αi and βi are some nonnegative constants.
Proof. For any given initial condition x0 ̸= 0, it is known that x(t) , x(t;x0) will
never reach zero with probability one. From the definition of X(ε) and notation
E(ε), it is obtained that
E(ε)X(ε) = XT (ε)ET (ε)> 0, ∀ε ∈ (0, ε¯], (3.68)
which is guaranteed by Lemma 2.3 with conditions (3.55)-(3.57) and implies that
X(ε) is nonsingular ∀ε ∈ (0, ε¯]. Let P(ε) = X−1(ε), we have that ET (ε)P(ε) =
PT (ε)E(ε)> 0, and the corresponding Lyapunov function is defined as
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V (x(t), t) = xT (t)ET (ε)P(ε)x(t), (3.69)
Applying the Itoˆ formula to log(V (x(t), t)), one has that
d[log(V (x(t), t))] =
1
V (x(t), t)
[LV (x(t), t)dt+H V (x(t), t)dω(t))]
− 1
2V 2(x(t), t)
|H V (x(t), t)|2dt,
(3.70)
where
LV (x(t), t) = xT (t)[(ATi P(ε))
⋆+C¯Ti P(ε)E
−1(ε)C¯i]x(t),
H V (x(t), t) = xT (t)(C¯Ti P(ε))
⋆x(t),
C¯i =Ci+DiKi(ε).
Taking into account (3.58)-(3.60), it is concluded that[
(AiX(ε))
⋆−αiXT (ε)ET (ε) XT (ε)C¯Ti
∗ −E(ε)X(ε)
]
< 0, ∀ε ∈ (0, ε¯], (3.71)
which implies
(AiX(ε))
⋆−αiXT (ε)ET (ε)+XT (ε)C¯Ti (E(ε)X(ε))−1C¯iX(ε)< 0, (3.72)
Considering P(ε) = X−1(ε), we have that
(ATi P(ε))
⋆+C¯Ti P(ε)E
−1(ε)C¯i < αiET (ε)P(ε), ∀ε ∈ (0, ε¯]. (3.73)
On the other hand, by (3.62)-(3.67), it is known that
(C¯iX(ε))
⋆+βiX
T (ε)ET (ε)< 0, ∀ε ∈ (0, ε¯], (3.74)
or
(C¯iX(ε))
⋆−βiXT (ε)ET (ε)> 0, ∀ε ∈ (0, ε¯], (3.75)
which are equivalent to
(C¯Ti P(ε))
⋆+βiE
T (ε)P(ε)< 0, (3.76)
or
(C¯Ti P(ε))
⋆−βiET (ε)P(ε)> 0. (3.77)
Based on (3.72), (3.76) and (3.77), it is obtained from (3.70) that








V (x(s),s) dω(s) is a continuous martingale vanishing at t = 0.











where ⟨M(t),M(t)⟩ = ∫ t0 |H V (x(s),s,r(s))|2V 2(x(s),s) ds and k = 1,2, · · · . By using the Borel-
Cantelli lemma, it is claimed that for almost all η ∈Ω , there always exists an integer







holds for ∀t ∈ [0,k], if k ≥ k0. Based on this, it is concluded that





[α(r(s))−0.5(1−δ )β 2(r(s))]ds a.s.
(3.81)
holds for all t ∈ [0,k], k ≥ k0. Then if t ∈ [k−1,k] and k ≥ k0, one has
1
t




























pi∞ j[α j−0.5(1−δ )β 2j ] a.s.
(3.83)
Let δ → 0, it is equivalent to (3.61), which implies limt→∞ sup 1t log(V (x(t), t))< 0.
This completes the proof.
Remark 3.1. It is worth mentioning that by using an ε-dependent Lyapunov func-
tion, an LMI condition for stochastic controller (3.54) is presented and is dependent
of ε . It is seen that not only the almost surely exponential stability of the closed-
loop system is guaranteed by noise control method, but also a stabilization bound
ε¯ is contained. Moreover, the proposed method can be extended to other problems
such as mode-independent control problem.
From Theorem 3.4, it is seen that TPM pi∞ is assumed to be known exactly. The
traditional results on stochastic stabilization or destabilization of stochastic Marko-
vian jump systems [1, 30, 50, 91, 95] all require pi∞ accurately available. This ideal
assumption will largely limit the scope of application. In the following, some gen-
eral cases are considered, and some sufficient results are established. Firstly, TPM
pi∞ is assumed to have admissible uncertainty, which is described as




(pi∞ j+∆pi∞ j) = 1, pi∞ j ≥ 0, (3.84)
where pi∞ j is the estimation and ∆pi∞ j ∈ [−θ j,θ j]. Then, we have the following
theorem.
Theorem 3.5. Given a scalar ε¯ > 0, the equilibrium of MJSPS (3.52) is almost
surely exponentially stable with control gain Ki(ε) = YiX
−1(ε) for any ε ∈ (0, ε¯], if
there exists matrices X1 > 0, X2 = X
T
2 , X3 = X
T
3 , X4 = X
T
4 , X5, Yi1, Yi2, δi > 0 and
γi > 0 such that LMIs (3.55)-(3.57), (3.58)-(3.60), (3.62)-(3.64) or (3.65)-(3.67) and











[pi∞ j(α j−0.5β 2j )+θ jδ j+
1
4
θ 2j γ j],
δ¯ =
[
δ1 · · · δN
]
, γ¯ =−diag{γ1, · · · ,γN}.
Proof. Based on the proof of Theorem 3.4, it is obtained that the changed condition




(pi∞ j+∆pi∞ j)(α j−0.5β 2j )< 0. (3.87)












(∆pi∞ j+θ j)(α j−0.5β 2j −δ j)< 0,
(3.88)












(∆pi∞ j+θ j)(α j−0.5β 2j −δ j)≤ 0. (3.90)


















with γ j > 0. Based on (3.89)-(3.91), we know (3.85) and (3.86) implies (3.87). The
others are same to those in Theorem 3.4, which are omitted here. That completes
the proof.
When pi∞ with property (3.53) is partially known or accessible, in which some
elements are unknown. For example, a partly unknown pi∞ may be expressed as
pi∞ =
[
pi∞1 ? pi∞2 pi∞3 ?
]
,
where ’?’ represents the unknown elements. Based on this, for any µ ∈ S, define
S= Sk+ S¯k such that
Sk = { j : pi∞ j is known} and S¯k = { j : pi∞ j is unknown}, (3.92)
which are further described respectively as
Sk = {k1, · · · ,km} and S¯k = {k¯1, · · · , k¯N−m} (3.93)
where ki ∈ Z+ is the index of the ith known element in pi∞, and k¯i ∈ Z+ is the index
of the ith unknown element in pi∞. For this general case, we have the following
result.
Theorem 3.6. Given a scalar ε¯ > 0, the equilibrium of MJSPS (3.52) is almost
surely exponentially stable with control gain Ki(ε) = YiX
−1(ε) for any ε ∈ (0, ε¯], if
there exists matrices X1 > 0, X2 = X
T
2 , X3 = X
T
3 , X4 = X
T
4 , X5, Yi1 and Yi2 such that
LMIs (3.55)-(3.57), (3.58)-(3.60), (3.62)-(3.64) or (3.65)-(3.67) and the following
LMIs hold for all i ∈ S
∑
i∈Sk
pi∞i(αi−0.5β 2i )+(1− ∑
i∈Sk
pi∞i)(α j−0.5β 2j )< 0, j ∈ S¯k. (3.94)
Proof. Similar to the proof of Theorem 3.5, we only consider condition (3.61) under
condition (3.92), which is equivalent to
∑
i∈Sk






(α j−0.5β 2j )< 0 (3.95)







pi∞i(αi−0.5β 2i )+(1− ∑
i∈Sk
pi∞i)(α j−0.5β 2j )]< 0, (3.96)
which are guaranteed by (3.94). The next is same to the proof of Theorem 3.4, thus
it is omitted here. This completes the proof.
In the following, we will discuss another general case that the underlying system
is observable only in some system modes but not all. In this case, S is decomposed
into two subsets S1 and S2 which satisfy S= S1∪S2. For each i∈ S2, the underlying
system is not observable, which cannot be stabilized by state feedback control, while
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it can be stabilized for each i ∈ S1. Without loss of generality, we only consider the
following SSPS which is with Markovian jump parameters and described as
E(ε)dx(t) = A(rt)x(t)dt+D(rt)uω(t)dω(t), (3.97)
where the stochastic controller is satisfied
uω(t) =
{
Kr(t)(ε)x(t), if rt ∈ S1,
0, if rt ∈ S2.
(3.98)
Similar to Theorem 3.4, we have the following result.
Theorem 3.7. Given a scalar ε¯ > 0, the equilibrium of MJSPS (3.97) is almost
surely exponentially stable with control gain Ki(ε) = YiX
−1(ε) satisfying (3.98) for
any ε ∈ (0, ε¯], if there exists matrices X1 > 0, X2 = XT2 , X3 = XT3 , X4 = XT4 , X5, Yi1
and Yi2 such that LMIs (3.55)-(3.57) hold for all i ∈ S and the following LMIs hold
Φˆi1 ≤ 0, i ∈ S, (3.99)
Φˆi1+ ε¯Ψˆi1 ≤ 0, i ∈ S, (3.100)







































j < 0, (3.105)
either
ϒˆi1 ≤ 0, i ∈ S1, (3.106)
ϒˆi1+ ε¯ϒˆi2 ≤ 0, i ∈ S1, (3.107)
ϒˆi1+ ε¯ϒˆi2+ ε¯
2βˆiΩ3 < 0, i ∈ S1, (3.108)
or
ϒ˜i1 ≥ 0, i ∈ S1, (3.109)
ϒ˜i1+ ε¯ϒ˜i2 ≥ 0, i ∈ S1, (3.110)




⋆−αΩ1, Φˆi2 = Y Ti1DTi ,
Ψˆi1 = (AiV )
⋆−αΩ2, Ψˆi2 = Y Ti2DTi ,
ϒˆi1 = (DiYi1)
⋆+βiΩ1, ϒˆi2 = (DiYi2)
⋆+βiΩ2,
ϒ˜i1 = (DiYi1)
⋆−βiΩ1, ϒ˜i2 = (DiYi2)⋆−βiΩ2,
α and βi are some nonnegative constants.
Proof. Taking into account (3.99)-(3.101) and by Lemma 2.3, it is seen
(AiX(ε))
⋆ ≤ αXT (ε)ET (ε), i ∈ S, ∀ε ∈ (0, ε¯], (3.112)
Similarly, by conditions (3.102)-(3.104), (3.106)-(3.108) or (3.109)-(3.111), one has[
(AiX(ε))
⋆−αXT (ε)ET (ε) XT (ε)CˆTi
∗ −E(ε)X(ε)
]
< 0, i ∈ S1, ∀ε ∈ (0, ε¯], (3.113)
(CˆiX(ε))
⋆+βiX
T (ε)ET (ε)< 0, i ∈ S1, ∀ε ∈ (0, ε¯], (3.114)
or
(CˆiX(ε))
⋆−βiXT (ε)ET (ε)> 0, i ∈ S1, ∀ε ∈ (0, ε¯], (3.115)
where Cˆi =DiKi(ε). Based on (3.105) and by exploiting the similar process of The-
orem 3.4, we can prove this theorem easily. This completes the proof.
Example 3.3. Consider a two-dimensional MJSPS of form (3.52) with r(t) ∈ S =




















































First, the TRM is assumed to be given exactly, which is
Π =









. Under initial condition x0 =
[−1 1 ]T and
ε = 0.005 ∈ (0, ε¯], the simulations with operation mode evolution are given in Fig.
3.6, Fig. 3.7 and Fig. 3.8 respectively. Based on the simulation, it is seen that this
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MJSPS is not stable. For this case, by Theorem 3.4, we may design a controller
of form (3.54) in the diffusion parts which makes the resulting closed-loop system






























where the stabilization bound is ε¯ = 0.0109. Applying such stochastic controllers
to the above unstable MJSPS, the stabilization effect via noise controller (3.54) is
presented in Fig. 3.9 and Fig. 3.10. From the simulations, it is said that presented
stochastic controller can stabilize an unstable MJSPS in addition to check stabi-
lization bound ε¯ . If pi∞ is with admissible uncertainty (3.84), where θ j = 0.5pi∞ j,























, the desired controller



















Example 3.4. Consider an MJSPS of form (3.97) with r(t) ∈ S = {1,2,3}, and its







































The transition rate matrix is assumed to be given exactly, which is
Π =









. For this example, it is firstly assumed that S=
S1 ∪S2 with S1 = {1} and S2 = {2,3}. Let α = 0.1, β1 = 0.8, β2 = 0.4, β3 = 0.6
















Fig. 3.6 Simulation of operation mode rt
3.4 Stabilization by Noise Control 65
with stabilization bound ε¯ = 0.105. Under initial condition x0 =
[−1 1 ]T and ap-
plying the desired controller to the open-loop system, we have the state responses
of the closed-loop system which are demonstrated in Fig. 3.11 and Fig. 3.12. From
such simulations, it is claimed that though some subsystems of MJSPS are not ob-
servable, one can also design an effective stabilizing controller of form (3.98) by
noise control. On the other hand, if S is decomposed into S1 = {3} and S2 = {1,2}
respectively, under the same values of α and β j with j = 1,2,3, we obtain that no
matter what value ε¯ choose, there is no solution to stochastic controller (3.98). From
this fact, it is concluded that the partial observability of MJSPS (3.52) or (3.97) also
plays an important role in its stabilization bound problem by noise control.
Example 3.5. Consider the following singularly perturbed system controlled by a





















where x1(t) = θp(t), x2(t) = θ˙p(t), z(t) = Ia(t), u(t) is the control input, Km is the
motor torque constant, Kb is the back emf constant, N is the gear ratio, and R(ηt) is
defined by















Ra if rt = 1,
Rb otherwise rt = 2,
where {r(t), t ≥ 0} is a Markov process taking values in a finite set S= {1,2}. Let
La = εH, g = 9.8m/s
2, l = 1m, m = 1kg, N = 10, l = 1m, Km = 0.1Nm/A, Kb =






Its linearized model is
























Firstly, TRM is assumed to be given exactly, which is













Fig. 3.8 Simulation of open-loop system state x2(t)






For this case, it is seen that the methods in [80, 76, 103] fail in giving an estima-
tion of stability bound ε¯ . Based on the proposed criteria, it is shown that an SMJS
can be stabilized by a stochastic controller (3.54). Without loss of generality, the
corresponding system becomes













More importantly, TPM is not necessary exactly which can be partially known. For
this example, without loss of generality, Π is assumed to be totally unknown, whose
elements are all unknown. By Theorem 3.6, one can design a stochastic controller
which is computed as
K1(ε) =






















Fig. 3.9 Simulation of closed-loop system state x1(t)
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where an estimation bound of ε¯ is obtained as ε¯ = 0.045. However, it is concluded
that the methods in [95, 30, 92] cannot be applied to such stabilization problems. In
this sense, it is said that our methods have larger application scope.
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where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, W (t) is a q-
dimension independent standard Wiener process. Matrix E ∈Rn×n may be singular,
which is assumed to be rank(E) = r ≤ n. A(rt), B(rt) and H(rt) are known matrices
of compatible dimensions. ∆E(rt), ∆A(rt), ∆B(rt) and ∆H(rt) are unknown matri-
ces denoting the uncertainties of system. The mode {rt , t ≥ 0} is a continuous-time
Markov process given in (2.2) and (2.3).
In this section, without loss of generality, the above uncertainties are assumed as
[∆E(rt),∆A(rt),∆B(rt),∆H(rt)] =MF(t)[Ne(rt),Na(rt),Nb(rt),Nh(rt)], (3.121)











Fig. 3.10 Simulation of closed-loop system state x2(t)
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whereM,Ne(rt),Na(rt),Nb(rt) and Nh(rt) are known real constant matrices with ap-
propriate dimensions. The uncertain matrix F(t) satisfies FT (t)F(t)≤ I. In addition,
the TRM Π is with admissible uncertainty and described in Case 2.
Remark 3.2. It is seen that system (3.120) is very general, which covers many
special systems studied very well. When there is no Wiener process and without
jumping parameter, it is a singular system with uncertainties in system matrices
[75, 124, 74, 109]. If there is no uncertainty and TRM is known exactly, it be-
comes a system in [53]. It also can be specialized into an MJS with or without
uncertainties [178, 202, 150, 128], where the derivative matrix is nonsingular. In
[53, 75, 124, 74, 109, 175], it has been shown that uncertainties in both derivative
matrix and TRM and noise of a system play important effects, which make the sys-
tem analysis and synthesis quite difficult. In one word, though system (3.120) is a
general system combining the above mentioned systems, it can not be studied via
combining the existing results directly and simply.
In this section, a proportional-derivative state feedback controller (PDSFC) de-
pending on system mode is developed as follows:
u(t) = Ka(rt)x(t)−Ke(rt)x˙(t), (3.122)
where Ka(rt) and Ke(rt) are the designed control gains. Applying it to system
(3.120) results the following closed-loop system, which is described by
Ec(rt)dx= Ac(rt)x(t)dt+ H¯(rt)x(t)dW (t), (3.123)
where













Fig. 3.11 Simulation of closed-loop system state x1(t)
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Ec(rt) = E¯(rt)+ B¯(rt)Ke(rt),Ac(rt) = A¯(rt)+ B¯(rt)Ka(rt),
E¯(rt) = E(rt)+∆E(rt), A¯(rt) = A(rt)+∆A(rt),
B¯(rt) = B(rt)+∆B(rt), H¯(rt) = H(rt)+∆H(rt).
Definition 3.2. Uncertain SSMJS
E¯(rt)dx= A¯(rt)x(t)dt+ H¯(rt)x(t)dW (t), (3.124)
is said to be quadratically stochastically stable (QNQSS), if E¯i, ∀ i∈ S is nonsingular














i H¯i < 0, (3.125)
hold over admissible uncertainties (3.121) and (2.11).
Lemma 3.5. [172] Given matrices H, U and V with appropriate dimensions and
with H = HT , then
H+UF(t)V +(UF(t)V )T < 0,
for all F(t) satisfying FT (t)F(t) ≤ I, if and only if there exists a scalar ε > 0 such
that
H+ εUUT + ε−1V TV < 0.
Firstly, sufficient conditions of controller (3.122) are developed within LMI
framework.











Fig. 3.12 Simulation of closed-loop system state x2(t)
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Theorem 3.8. Consider uncertain SSMJS (3.120), there exists an PDSFC (3.122)
such that the closed-loop system (3.123) is QNQSS, if there exist Xi > 0, Gi, Yi, Zi,
W¯i = W¯
T
i , Vi > 0, T¯i > 0, ε1 > 0 and ε2 > 0, such that the following LMIs hold for


































⋆,Ωi2 = AiGi+BiYi+EiXi+BiZi−GTi ,




Φi1 Φi2 W¯i XiH
T
i
∗ Φi3 0 0
∗ ∗ −T¯i 0













NhiXi 0 0 NeiXi+NbiZi
]
Φi1 =−Vi+0.25ε2ii T¯i+ εiiW¯i+αiiXi,
Φi2 =
[√





Φi3 =−diag{X1, · · · ,Xi−1,Xi+1, · · · ,XN},
Φi4 = (−EiXi−BiZi)⋆+Xi.
In this case, the gains of controller (3.122) are given by
Kai = YiG
−1
i ,Kei = ZiX
−1
i . (3.129)
Proof. From Definition 3.2, it is seen that system (3.123) is QNQSS if and only if














ci H¯i < 0. (3.130)
Let Xi = P
−1





















ci H¯iXi−Vi ≤ 0. (3.132)
From (3.126), it is concluded that Gi is nonsingular. Then, the following condition
implies (3.131), that is
 (AciGi)⋆ AciGi+EciXi−GTi EciXi∗ (−Gi)⋆ 0
∗ ∗ −XiV−1i Xi

< 0, (3.133)





and its transpose respectively. It is seen that for any R> 0, one gets
−LTR−1L≤ (−L)⋆+R. (3.134)
Taking into account (3.134) and substituting (3.121) into (3.133), via Lemma 3.5,
we obtain that (3.126) with (3.129) implies (3.133). For any appropriate matrixWi =




(∆p˜ii j+ εi j)Wi ≡ 0. (3.135)















(∆pii j+ εi j)Xi(Pj−Pi+Wi)Xi < 0.
(3.136)
Noting that for any Ti > 0, one gets
∆p˜iiiWi ≤ 0.25(∆p˜iii)2Ti+WiT−1i Wi ≤ 0.25ε2iiTi+WiT−1i Wi. (3.137)
Taking into account (3.137), and let W¯i , XiWiXi and T¯i , XiTiXi, one has that con-
ditions (3.127) and (3.128) with (3.129) imply (3.132) with substituting (3.121) into
(3.136), since ∆pii j+ εi j ≥ 0 always holds, ∀ j ̸= i ∈ S. This completes the proof.
Next, another condition on the existence of controller (3.120) for uncertain SS-
MJS (3.120) is given.
Theorem 3.9. Consider uncertain SSMJS (3.120), there exists an PDSFC (3.122)
such that the closed-loop system (3.123) is QNQSS, if there exist Xi > 0, Gi, Qi, Yi,
Zi, W¯i = W¯
T
i , Vi > 0, T¯i > 0, ε1 > 0 and ε2 > 0, such that the following LMIs hold
for all i ∈ S





























⋆,Θi2 = EiQi+AiXi+BiYi−GTi ,









∗ Φi3 0 0 0
∗ ∗ −T¯i 0 0
∗ ∗ ∗ Φ¯i4 0


















In this case, the gains of controller (3.122) are given by
Kai = YiX
−1
i −ZiG−1i QiX−1i ,Kei = ZiG−1i . (3.141)
Proof. Similar to the proof of Theorem 3.8, let Xi = P
−1
i , system (3.123) is QNQSS



















ci H¯iXi−Vi ≤ 0, (3.143)
From (3.138), it is seen that Qi and Gi are all nonsingular. Then (3.142) could be
obtained by 
 (EciGi)⋆ EciQi+AciXi−GTi EciGi∗ (−Qi)⋆ 0
∗ ∗ −GTi V−1i Gi

< 0, (3.144)






and its transpose respectively. Taking into account (3.134) and substituting the un-
certainties into (3.144), we obtain that (3.138) with (3.141) implies (3.144). From




which could be guaranteed by[−Vi+Xi ∑Nj=1 pii jPjXTi XiH¯Ti
∗ (EciGi)⋆+GTi X−1i Gi
]
< 0. (3.146)
The next is similar to the proof of (3.132). This completes the proof.




where ∆E(t) is satisfied ∆E =MF(t)Ne and the other uncertainties are same to ones
in (3.121). In this case, the corresponding controller becomes
u(t) = Ka(rt)x(t)−Kex˙(t), (3.148)
where Ka(rt) and Ke are the control gains to be determined. In this case, controller
(3.148) is said to be partially mode-dependent, since both mode-dependent and
mode-independent control gains are contained. The closed-loop system is
E˜c(rt)dx= Ac(rt)x(t)dt+ H¯(rt)x(t)dW (t), (3.149)
where
E˜c(rt) = E¯+ B¯(rt)Ke, E¯ = E+∆E.
The others are given in (3.123). By Theorem 3.9, a corollary can be obtained di-
rectly.
Corollary 3.4. Consider uncertain SSMJS (3.120), there exists an PDSFC (3.148)
such that the closed-loop system (3.149) is QNQSS, if there exist Xi > 0, G, Qi, Yi,
Z, W¯i = W¯
T
i , Vi > 0, T¯i > 0, ε1 > 0 and ε2 > 0, such that the following LMIs hold
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Θ¯i =











⋆,Θ¯i2 = EQi+AiXi+BiYi−GT ,








∗ Φi3 0 0 0
∗ ∗ −T¯i 0 0
∗ ∗ ∗ Φˇi4 0









In this case, the gains of controller (3.148) are given by
Kai = YiX
−1
i −ZG−1QiX−1i ,Ke = ZG−1. (3.153)
Remark 3.3. It is seen that both two conditions on the existence of PDSFC (3.122)
are obtained. In Theorem 3.8, matrix Xi coming from Lyapunov function is related
to derivative matrix, while Xi is related to system matrix. Both of them can be seen
as two independent kinds of methods for designing PDSFC (3.122). In some cases,
Theorem 3.8 is less conservative than Theorem 3.9, which is illustrated via a numer-
ical example. However, Theorem 3.9 can be used to deal with special case (3.147) by
using an MD Lyapunov function due to Xi without correlation to MI derivative ma-
trix. It is less conservative than Theorem 3.8 via taking a common Xi which comes
from an MI Lyapunov function.









































































The transition rates of Π˜ are given as p˜i11 =−5 and p˜i22 =−7, whose uncertainties
satisfy |∆p˜i12| ≤ ε12 , 0.5p˜i12 and |∆p˜i21| ≤ ε21 , 0.5p˜i21 respectively. It is seen that
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there is no solution to an PDSFC via Theorem 3.9. However, by Theorem 3.8, an
PDSFC can be computed as
Ka1 =






[−2.1171 0.4571 ] .

















































































. The estimated transition rate ares given as p˜i11 = −6 and
p˜i22 = −3, whose uncertainties are such that |∆p˜i12| ≤ ε12 , 0.5p˜i12 and |∆p˜i21| ≤




















When there is no jumping parameter in the derivative matrix, the singular matrix

































Example 3.8. Consider a special kind of SSMJS (3.120) without uncertainties,
whose parameters are described as follows:




 1 0 00 1 0
0 0 0

 , A1 =

 0.2 −0.3 10.7 −1 −0.5
0.1 0 0.4

 , B1 =








1 0 00 1 0
0 0 0

 , A2 =

 0.1 −1 0−0.2 −1 0.4
0 0.3 0.1

 , B2 =








0 0 00 1 0
0 0 1

 , A3 =

 0.6+ρ 0 0.4−0.5 0 0.7
−0.2 0.1 −0.3







where ρ is a positive parameter in matrix A3. In order to do a comparison, the TRM
Π is assumed to be obtained exactly, which is given as
Π =





The aim is to design a state feedback controller such that the resulting closed-loop
system is stochastically stable. From the method in reference [11], it is concluded
that there is no solution to a mode-dependent controller if ρ ≥ 4.09, where the
designed controller is proportional. From Theorem 3.8, it is obtained that one can
get an PDSFC of form (3.122), where ρ can suffer a large value. When ρ = 10 and





























With the same value of ρ and by Theorem 3.9, another group gains of controller

































3.6 Stabilization by PMD Control
Consider a class of singular Markovian jump systems with time delay described as

Ex˙(t) = A(rt)x(t)+Ad(rt)x(t− τ)+F(rt)u(t)+B(rt)ω(t),
y(t) =C(rt)x(t)+D(rt)ω(t),
x(t) = φ(t), ∀t ∈ [−τ,0],
(3.154)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, ω(t) ∈ Rp is
the disturbance input which belongs to L2[0,∞) and y(t) ∈ Rq is the measure-
ment. Matrix E ∈ Rn×n may be singular, which is assumed to be rank(E) = r ≤ n.
A(rt),Ad(rt),F(rt),B(rt),C(rt) and D(rt) are known matrices of compatible dimen-
sions. τ is an unknown constant delay and satisfies 0≤ τ ≤ τ¯ . The parameter rt is a
continuous-time Markov process with right continuous trajectory taking values in a
finite set S with transition probabilities
Pr{rt+h = j|rt = i}=
{
pii jh+o(h) i ̸= j,
1+piiih+o(h) i= j,
(3.155)
where h> 0, limh→0+(o(h)/h) = 0 and the transition probability rate satisfies pii j ≥






The traditional controller design methods for MJSs are generally classified into
two categories: that are MDCs and MICs, which are u(t) = K(rt)x(t) and u(t) =
Kx(t) respectively. In this section, a kind of controller called as PMD controller is
developed as follows:
u(t) = (α(t)K(rt)+K)x(t), (3.157)
where K(rt) and K are control gains to be determined, and α(t) is an indicator
function satisfying Bernoulli process and described as
α(t) =
{
1 if rt is transmitted successfully,
0 otherwise.
(3.158)
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Then, we have
Pr{α(t) = 1}= E (α(t)) = α , Pr{α(t) = 0}= 1−α . (3.159)
Moreover, it can be readily verified that
E (α(t)−α) = 0, β 2 , Pr{(α(t)−α)2}= α(1−α). (3.160)
Remark 3.4. The introduction of stochastic variable α(t) could reflect the jam de-
gree of network in which rt is transmitted. That is the larger value of α means that
the higher probability of mode signal transmitted successfully. Compared with tra-
ditional controller design methods, controller (3.157) has some advantageous: 1)
Different from MDC needing its OM online, controller (3.157) can bear the mode
lost with some probability. We may measure or drop the mode signal with some
probability. In this sense, it could reduce the burden of data transmission; 2) In con-
trast to MIC totally ignoring OM, the probability of mode accessible to controller
is considered. Due to method for MIC is to find a common controller for all modes,
the solvable solution set is smaller than one generated by (3.157). When there is no
solution to an MIC, we may still get an effective controller of form (3.157). In this
sense, it is said that the method for MIC is overdesign and more conservative.
Applying controller (3.157) to system (3.154) results in the following continuous-
time closed-loop system:

Ex˙(t) = A¯(rt)x(t)+Ad(rt)x(t− τ)+(α(t)−α)Aˇ(rt)x(t)+B(rt)ω(t),
y(t) =C(rt)x(t)+D(rt)ω(t),
x(t) = φ(t), ∀t ∈ [−τ,0],
(3.161)
where
A¯(rt) = A(rt)+F(rt)(αK(rt)+K), Aˇ(rt) = F(rt)K(rt).
For closed-loop system (3.161), some definitions are needed.
Definition 3.3. Singular Markovian jump system (3.161) with ω(t) ≡ 0 is said to
be:
1) regular and impulse free for any constant time delay τ satisfying 0 ≤ τ ≤ τ¯ ,
if pairs (E, A¯(rt)) and (E, A¯(rt)+Ad(rt)) are regular and impulse free for every
rt ∈ S;




xT (t)x(t)dt|φ(t),r0} ≤M(φ(t),r0), (3.162)
for any initial conditions φ(t) ∈ Rn and r0 ∈ S;
3) stochastically admissible, if it is regular, impulse free and stochastically stable.
Before giving the concept of dissipativity, an energy supply function related to
system (3.154) is defined by
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Ψ(ω,y, Tˆ ), E {⟨y,R(rt)y⟩Tˆ}+2E {⟨y,S(rt)ω⟩Tˆ}+E {⟨ω,T (rt)ω⟩Tˆ}, (3.163)
where R(rt), S(rt) and T (rt) are real matrices of appropriate dimensions with R(rt)
and T (rt) symmetric, Tˆ ≥ 0 is an integer, and ⟨u,v⟩Tˆ =
∫ Tˆ
0 u
T vdt. Now, we will give
the following definition.
Definition 3.4. System (3.161) with zero initial state x0 is said to be strictly (Ri,Si,Ti)-
dissipative for i∈ S, if for any Tˆ ≥ 0 and some scalar µ > 0, the following condition
holds
Ψ(ω,y, Tˆ )≥ µE {⟨ω,ω⟩Tˆ}, (3.164)
for any initial conditions φ(t) ∈ Rn and r0 ∈ S.
From Definition 3.4, it is seen that strict (Ri,Si,Ti)-dissipativity includes H∞ per-
formance and passivity as special cases. That is
1) When R(rt) = −I, S(rt) = 0 and T (rt) = γ2I, for any rt = i ∈ S, (3.164) will
be simplified to be an H∞ performance constraint;
2) When R(rt) = 0, S(rt) = I and T (rt) = 0, for any rt = i ∈ S, (3.164) will be
reduced to be a strict positive realness.
Before presenting the main results and without loss of generality, an assumption
is given as follow:










First of all, the strict dissipativity of system (3.161) is considered.
Theorem 3.10. Let matrices Ri, Si and Ti be given with Ri and Ti symmetric and
Assumption 3.1 holds. Then system (3.161) via given controller (3.157) is stochasti-
cally admissible and strictly (Ri,Si,Ti)-dissipative, if there exist matrices Pi, Q > 0
and Z > 0, such that the following coupled LMIs hold for all i ∈ S
ETPi = P
T
i E ≥ 0, (3.165)






∗ Ωi4 0 τ¯ATdi 0
∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ −Z−1 0
















TZE, Ωi3 = P
T
i Bi−CTi RiDi−CTi Si,
Ωi4 =−Q−ETZE, Ωi5 =−Ti− (STi Di)⋆−DTi RiDi, τˆ = β τ¯.
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TPj+Q−ETZE−CTi RiCi < 0. (3.167)

















Pre- and post-multiplying (3.165) by NT and its transpose respectively, it is con-
cluded that NTETMTM−TPiN =NTPTi M
−1MEN, which implies Pˆi2 = 0. Similarly,


















which imply Qˆ3 > 0 and Rˆi3 ≥ 0. Taking into account (3.169) and (3.170), we obtain
AˆTi4Pˆi4+ Pˆ
T
i4 Aˆi4 < 0, (3.171)
which implies that Aˆi4 is nonsingular. Then, for each i ∈ S, pair (E, A¯i) is regular

















∗ Ωi4 0 τ¯ATdi 0
∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ −Z−1 0




















TPj−CTi RiCi < 0. (3.173)
Similar to that in (3.167), it follows from (3.173) that pair (E, A¯(rt) + Ad(rt)) is
regular and impulse free for every i ∈ S. Then, from Definition 3.3, we have system
(3.161) is regular and impulse free, for any time delay τ satisfying 0≤ τ ≤ τ¯ .
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Next, we show system (3.161) is stochastically stable. Let xt(s) = x(t+s),−2τ ≤
s ≤ 0, similar to [27], we know that {(xt ,rt), t ≥ τ} is a Markov process. Now, for
t ≥ τ , choose a stochastic Lyapunov function as
V (xt ,rt) =V1(xt ,rt)+V2(xt ,rt)+V3(xt ,rt), (3.174)
where












For each rt = i ∈ S, it is defined as




[E (V (xt+h,rt+h)|xt ,rt = i)−V (xt , i)]. (3.175)
Then under ω(t)≡ 0, we have






+ xT (t)Qx(t)− xT (t− τ)Qx(t− τ)
















where ζ T (t) =
[
xT (t) xT (t− τ) ]. Then from (3.176) and (3.177), we obtain






























From (3.166), we concludeΓi< 0, which implies (3.178) holds. SinceL [V (xt , i, t)]<
0, there always exists a sufficient small scalar ε > 0 for each i ∈ S
L [V (xt ,rt , t)]≤−εxT (t)x(t). (3.179)
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By using Dynkin’s formula, we obtain that for all t ≥ τ








xT (s)x(s)ds} ≤ ε−1E {V (xτ ,rτ ,τ)}. (3.181)























where A˜i1 , Aˆi1 − Aˆi2Aˆ−1i4 Aˆi3, and let ξ T (t) =
[





(3.161) with ω(t)≡ 0 is equivalent to


ξ˙1(t) = A˜i1ξ1(t)+ Aˆdi1ξ1(t− τ)+ Aˆdi2ξ2(t− τ),
0= Aˆi3ξ1(t)+ Aˆi4ξ2(t)+ Aˆdi3ξ1(t− τ)+ Aˆdi4ξ2(t− τ),
ξ (t) = N−1φ(t), t ∈ [−τ,0].
(3.184)

















where k1 = maxi∈S{∥Aˆi1∥,∥Aˆdi1∥,∥Aˆdi2∥}. Moreover, for any 0 ≤ t ≤ τ , by using
Gronwall-Bellman lemma, we conclude
sup
0≤t≤τ






≤ (1+ k1τ)∥N−1φ(0)∥e2k1τ .
(3.186)
For any t ∈ [0,τ] and from (3.184), we have
sup
0≤t≤τ
∥ξ2(t)∥ ≤ k2(∥ξ1(t)∥+2∥N−1φ(0)∥)≤ k2[(1+ k1τ)e2k1τ +2]∥N−1φ(0)∥,
(3.187)









∥ξ2(t)∥2 ≤ k3∥N−1φ(0)∥2, (3.188)
where k3 = (1+ k1τ)
2e4k1τ +[k2(1+ k1τ)e
2k1τ +2k2]
2. Since N is nonsingular and
by (3.188), we have
sup
0≤t≤τ











xˆT (t)xˆ(t)dt|φ(0),r0} ≤ ρ∥φ(0)∥2. (3.190)
Now, we will show the dissipativity property of system (3.161) for each rt = i∈ S,
that is
L [(V (xt ,rt , t))]− yT (t)R(rt)y(t)−2y(t)S(rt)ω(t)−ωT (t)T (rt)ω(t)
= L [(V (xt ,rt , t))]− (C(rt)x(t)+D(rt)ω(t))TR(rt)(C(rt)x(t)+D(rt)ω(t))
−2(C(rt)x(t)+D(rt)ω(t))TS(rt)ω(t)−ωT (t)T (rt)ω(t)
= ζˆ T (t)Γˆ (rt)ζˆ (t)< 0,
(3.191)
where
ζˆ T (t) =
[
xT (t) xT (t− τ) ωT (t) ] ,
Γˆi =





























Since (3.166) is equivalent to Γˆi< 0, it implies (3.191) holds. Moreover, there always
exists a sufficient small scalar µ > 0 such that Ωi5+µI < 0. As a result, we get
µωT (t)ω(t)<−L [(V (xt , i, t))]+ yT (t)Riy(t)+2y(t)Siω(t)+ωT (t)Tiω(t),
(3.192)











Under zero initial condition, we have (3.164) holds. This completes the proof.
Remark 3.5. Via giving controller (3.157) beforehand, Theorem 3.10 gives a suffi-
cient condition for dissipativity of continuous-time SMJS (3.161) with time delay.
However, it cannot be used to test the dissipativity directly due to the couplings
among variables. More importantly, an PMD controller cannot be solved directly
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via pre- and post-multiplying Pi, where there is a distinct contradiction between the
solution to PMD controller and the requirement of an MD Lyapunov function.
In the following, a condition to separate Pi from A¯i is proposed, where the re-
quirements of PMD controller and MD Lyapunov function are likely to be satisfied
simultaneously.
Theorem 3.11. Let matrices Ri, Si and Ti be given with Ri and Ti symmetric and
Assumption 3.1 holds. Then system (3.161) via given controller (3.157) is stochasti-
cally admissible and strictly (Ri,Si,Ti)-dissipative, if there exist matrices Xi, Gi, Zi,
Q> 0 and Z > 0, such that the following coupled LMIs hold for all i ∈ S
XTi E
T = EXi ≥ 0, (3.194)










∗ Ω¯i5 0 0 τ¯ZTi A¯Ti τˆZTi AˇTi
∗ ∗ Ω¯i6 0 τ¯XTi ATdi 0
∗ ∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ ∗ −Z−1 0


















i −GTi , Ω¯i3 = AdiXi+XTi ETZEXi,
Ω¯i4 = Bi−XTi CTi RiDi−XTi CTi Si, Ω¯i5 =−(Zi)⋆, Ω¯i6 =−XTi (Q+ETZE)Xi,
which are equivalent to ones in Theorem 3.10.
Proof. Let Xi = P
−1
i , pre- and post-multiplying (3.166) with diag{XTi ,XTi , I, I, I}
and (3.165) with XTi and their transposes respectively, we have
XTi E
T = EXi ≥ 0, (3.196)










∗ Ω¯i6 0 τ¯XTi ATdi 0
∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ −Z−1 0















Sufficiency: Pre- and post-multiplying (3.195) with the following matrix
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
I A¯i 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 τ¯A¯i 0 0 I 0
0 τˆAˇi 0 0 0 I

 , (3.198)
and its transpose, it is directly obtained that (3.195) implies (3.197).
Necessity: Since (3.197) holds, there always exists a sufficient small scalar εi > 0
such that










∗ Ω¯i6 0 τ¯XTi ATdi 0
∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ −Z−1 0

























Let εiI = Zi and Xi = Gi and via using congruent transformation, we have that
(3.199) implies (3.195). This completes the proof.
Remark 3.6. It is seen that Theorem 3.11 is equivalent to Theorem 3.10. How-
ever, system matrix A¯i is decoupled from Lyapunov function matrix Pi, where
both of them could be solved separately. Unfortunately, there are still some solu-
tion problems, such as equation constraint (3.194), nonlinear terms, e.g., XTi QXi
and XTi E




j=1, j ̸=i pii jE
TX−1j Xi,
which results from the inherent characteristics of continuous-time SMJSs. Since,
there are singular matrix E and no symmetric positive definite matrix X−1j in such
terms, it cannot be dealt with by using Schur complement directly. As a result, in or-
der to establish LMI conditions for controller (3.157), such conditions of Theorem
3.11 should be further handled.
Finally, we will give strict LMI conditions for the design of PMD controller of
form (3.157).
Theorem 3.12. Let matrices Ri, Si and Ti be given with Ri and Ti symmetric and
Assumption 3.1 holds. Then system (3.161) via controller (3.157) is stochastically
admissible and strictly (Ri,Si,Ti)-dissipative, if there exist matrices G, Pˆi, Qˆi, Qˆ> 0,
Zˆ > 0, Yi and Y , such that the following LMIs hold for all i ∈ S











∗ −(G)⋆ 0 0 Ωˆi5 Ωˆi6 0 0 0
∗ ∗ Ωˆi8 0 τ¯XTi ATdi 0 0 0 0




∗ ∗ ∗ ∗ −Zˆ 0 0 0 0
∗ ∗ ∗ ∗ ∗ −Zˆ 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −Qˆ 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I 0
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where
Ωˆi1 = (AiG+Fi(αYi+Y )−EPˆiET )⋆+λiiEPˆiET + Zˆ,





























T +VQˆiU, Ωˆi8 =−(PˆiET +VQˆiU+EPˆiET )⋆+ Qˆ+ Zˆ,
Ωˆi9 =−diag{ETR PˆiER, . . . ,ETR Pˆi−1ER,ETR Pˆi+1ER, . . . ,ETR PˆNER}.
Then, the desired control gains of form (3.157) are given as
Ki = YiG





where P¯i > 0 and Q¯i is nonsingular. Moreover, we have
ETPi = P
T
i E = E
T P¯iE ≥ 0, (3.203)
always holds, which could be omitted. Then, there is no constraint (3.165) in Theo-
rem 3.10. If such conditions of Theorem 3.10 hold, the closed-loop system (3.161)
will be stochastically admissible and strictly (Ri,Si,Ti)-dissipative. Since P¯i > 0 and
Q¯i is nonsingular, we obtain E
T
L P¯iEL > 0. Then we get
Xi , (P¯iE+U
T Q¯iV
T )−1 = PˆiET +VQˆiU, (3.204)
where Pˆi and Qˆi are defined in Lemma 3.1. If the conditions in Theorem 3.11 are sat-
isfied with Gi =G and Zi =G, where matrices Pi and Xi are replaced by (3.202) and
(3.204) respectively, we have Theorem 3.10 holds. It means that closed-loop systems
(3.161) via controller (3.157) is stochastically admissible and strictly (Ri,Si,Ti)-
dissipative. That is 

Ω˜i1 Ω˜i2 Ω¯i3 Ω¯i4 τ¯G
T A¯Ti τˆG
T AˇTi
∗ Ω˜i5 0 0 τ¯GT A¯Ti τˆGT AˇTi
∗ ∗ Ω¯i6 0 τ¯XTi ATdi 0
∗ ∗ ∗ Ωi5 τ¯BTi 0
∗ ∗ ∗ ∗ −Z−1 0



















i −GT ,Ω˜i5 =−(G)⋆.
The others are given in Theorem 3.11. However, there are sill nonlinear terms in
(3.205), such as XTi ∑
N






i QXi, which cannot be
dealt with directly. For nonlinear term XTi ∑
N
j=1, j ̸=i pii jE
TPjXi, it cannot be handled
directly because of singular matrix E and no symmetric positive-definite matrix Pj.


































For nonlinear terms XTi QXi and X
T
i E
TZEXi, by letting Qˆ = Q
−1 and Zˆ = Z−1, we
get
−XiQXi ≤−(Xi)⋆+ Qˆ, (3.207)
−XTi ETZEXi ≤−(EXi)⋆+ Zˆ, (3.208)



















I −I ] . (3.209)
Via using Schur complement and taking into account (3.206)-(3.209), it is deduced
that (3.200) with (3.201) implies (3.205) with (3.202). This completes the proof.
Remark 3.7. It is remarked that Theorem 3.12 presents a sufficient strict LMI con-
dition for designing an PMD controller such that the resulting system with delay is
stochastically admissible and strictly (Ri,Si,Ti)-dissipative. Moreover, from Theo-
rem 3.12, it can be seen that both time delay bound τ¯ and mode observation proba-
bility α are involved, which play important roles in PMD controller design.
When system mode is always unavailable to state feedback controller, an MIC
describe by (3.7) is obtained by (3.157) with α = 0. Then, we have the following
corollary.
Corollary 3.5. Let matrices Ri, Si and Ti be given with Ri and Ti symmetric and
Assumption 3.1 holds. Then system (3.161) via controller (3.7) is stochastically ad-
missible and strictly (Ri,Si,Ti)-dissipative, if there exist matrices G, Pˆi, Qˆi, Qˆ > 0,
Zˆ > 0, Yi and Y , such that the following LMIs hold for all i ∈ S
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










∗ −(G)⋆ 0 0 Ξi5 0 0 0
∗ ∗ Ωˆi8 0 τ¯XTi ATdi 0 0 0




∗ ∗ ∗ ∗ −Zˆ 0 0 0 0
∗ ∗ ∗ ∗ ∗ −Qˆ 0 0
∗ ∗ ∗ ∗ ∗ ∗ −I 0





Ξi1 = (AiG+FiY −EPˆiET )⋆+λiiEPˆiET + Zˆ,




T −GT , Ξi5 = τ¯GTATi + τ¯Y TFTi ,
Ωˆi3, Ωˆi4, Xi, Ωˆi7, Ωˆi8 and Ωˆi9 are defined in Theorem 3.12. Then a desired control
gain of form (3.7) is given by
K = YG−1. (3.211)






where A¯(rt) and Aˇ(rt) are defined in (3.161). By the similar methods, we easily have
the following corollary.
Corollary 3.6. Let matrices Ri, Si and Ti be given with Ri and Ti symmetric and
Assumption 3.1 holds. Then system (3.212) via controller (3.157) is stochastically
admissible and strictly (Ri,Si,Ti)-dissipative, if there exist matrices G, Pˆi, Qˆi, Yi and
Y , such that the following LMIs hold for all i ∈ S










∗ −(G)⋆ 0 0 0




∗ ∗ ∗ −I 0




Ξ¯i1 = (AiG+Fi(αYi+Y )−EPˆiET )⋆+piiiEPˆiET ,
Xi, Ωˆi2, Ωˆi4, Ωˆi7 and Ωˆi9 are given in Theorem 3.12. Then a desired controller gain
of form (3.157) is given via (3.201).
Remark 3.8. It is noticed that the criteria obtained in this section are related to be
SMJSs. However, since system matrix E satisfies rank(E) = r ≤ n, the results of
normal MJSs can be obtained easily via the similar methods.
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In this section, two examples are used to demonstrate the applicability of the
proposed approach.















































, D2 =−0.2, R2 =−0.8, S2 = 0.5 ,T2 = 1.5.













The constant time delay satisfies τ ∈ [0,0.25]. By Corollary 3.5, there is no solution
to a totally MIC. However, by Theorem 3.12, we see that there is no solution when
0 ≤ α < 0.827. Under α = 0.83 and via Theorem 3.12, we have the PMD control
gains of form (3.157) as follows:
K1 =
[
6.4087 −0.4905 ] ,
K2 =
[−0.6307 1.2948 ] ,
K =
[−0.5228 −1.8551 ] .
The corresponding control gains of an MDC are constructed as
K1 =
[−136.7725 −26.9473 ] ,
K2 =






which are equivalent to
K˜1 =
[
5.2153 −2.1133 ] , K˜2 = [−0.7778 −0.9186 ] .
Illustrated by the proposed results, it is known that the system mode is not neces-
sary to an PMD controller. For this example with given system matrices and τ , we
see that the obtained PMD control gain of form (3.157) could discard system mode
signal with 17%. In this sense, it could reduce the burden of data transmission and
has more scope of application. Moreover, from the above explanation, we know that
the larger α corresponding to the high probability of mode accessible, the less con-
3.6 Stabilization by PMD Control 91
servativeness of the obtained results in terms of the larger τ¯ , which is also illustrated
in Table 3.1.
Table 3.1 Allowable upper bounds of τ¯ with given α
α 0.1 0.2 0.3 0.4 0.5
τ¯ 0.053 0.079 0.101 0.123 0.146
α 0.6 0.7 0.8 0.9 1
τ¯ 0.171 0.20 0.238 0.288 0.352
Example 3.10. Consider an SMJS described by (3.212) with
A1 =

−0.2 1 0.32 −1.2 −3
2 1 1













[−0.2 0 0 ] , D1 =−0.5, R1 =−0.4, S1 = 0.7 ,T1 = 2.2,
A2 =

 0.2 1.3 −0.33 −1.2 −1
1 2 1
















, D2 = 0.7, R2 =−0.5, S1 =−0.7 ,T2 = 2.3.






and singular matrix is
E =





Let initial condition ϕ(0) =
[
1 −1 2 ]T , and the state of the open-loop system is
illustrated in Fig. 3.13, which is not stable. By Corollary 3.5, it is known that for
this example, there is no solution to an MIC. With the same parameters, we will
design a dissipative controller of form (3.157), which is partially mode-dependent.
If the probability of mode available to controller is α = 0.6, then by Corollary 3.6,
we have the gains of PMD controller as follows
K1 =
[
702.1877 284.9663 −201.3750 ] ,
K2 =
[
662.3898 269.6700 −186.8841 ] ,
K =
[−398.8988 −161.6548 113.6045 ] ,
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where the closed-loop system is not only stochastically admissible but also satisfies
condition (3.164). Moreover, from Fig. 3.14, it is seen that the corresponding closed-
loop system is stable. Though we may also design an MDC, it needs system mode
obtained exactly online. Compared with MDC, the PMD controller of this example
only needs system mode accessible with distribution probability α = 0.6, where
40% of mode signal can be dropped out. The effect of the desired PMD controller is
also demonstrated in Fig. 3.15, where ∗ denotes the corresponding controller mode
unavailable.
3.7 Conclusion
This chapter has investigated the stabilization problem for SMJSs. An LMI approach
has been developed to design robust stabilizing state feedback controller such that
the closed-loop system is robustly stochastically admissible over uncertainties of
TRM. Stabilizing conditions for SMJSs via designing TRM and state feedback con-
troller are presented in terms of LMIs with some equation constraints. Moreover,
the other stabilization cases such as noise control, PD control and PMD control
have been solved, which are formulated as LMIs or LMIs with some equations. Part
contents of this chapter is based on the work of the author [130, 133, 143, 152].

















Fig. 3.13 Response of open-loop system
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Fig. 3.14 Response of closed-loop system
















Fig. 3.15 The mode of controller with α = 0.6
