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In this paper, we prove the long-time existence of the flow in Q(H) for the 
nonlinear Schrijdinger equation in RI” 
where H = $A + V and Q(H) is the form domain of H, when the potential V is 
bounded below and satisfies the condition that ID”VI is bounded for all 1x1 > 2. We 
also show that the nonlinear analogue of the classical Ehrenfest’s law for the 
(linear) Schriidinger equation holds for the above equation. 0 1989 Academic Press, 
Inc. 
1. INTR~~IJCTI~N 
In this paper, we first prove the long-time existence of the flow in some 
appropriate function space for the nonlinear Schrodinger equation 
(abbreviated as NLS) on R”, 
when the potential V is bounded below and satisfies the condition that 
ID’V/I is bounded for all lcll 22 (e.g., V= 1x1’) and then establish the non- 
linear analogue of Ehrenfest’s law of NLS. We choose the above non- 
linearity just for simplicity but we can allow more general nonlinearity as 
in [S]. If we view this equation as an infinite dimensional hamiltonian 
system, it is natural to choose for the domain of the evolution defined the 
function space Q(H) where the corresponding energy 
is well-defined, where H = - $A + V. 
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For the case when I’= 0, Ginibre and Velo [S] proved the global exist- 
ence of the flow in this space (i.e., H’ in this case) if 1 <p < 1 + 4/n. Since 
then, the Cauchy problem for NLS in H’ has been studied essentially by 
Ginibre and Velo [6, 71, and Kato [lo]. They extensively exploited the 
explicit form of the propagator for the free particle; this was essential for 
their proof. When I’# 0, we may try again to exploit this explicit form of 
the free propagator by considering I’$ - I+IPP’$ and not just - 111/1”-‘1++ 
as a perturbation. However, for unbounded potentials, this is not successful 
since the terms V$ and 111/l P- ’ $ are not compatible in any reasonable 
sense as perturbations. 
We, instead, consider (1) as a nonlinear perturbation of the usual linear 
Schriidinger equation 
It is then crucial to have some LP-estimates for the Schrodinger kernel of 
e -‘” as in [S], especially of the type of Lemma 1.2 in that paper. 
Meanwhile, Fujiwara proved in [2, 31 that for potentials of quadratic 
growth, the Schriidinger kernel has the asymptotic form 
near t = 0 uniformly over x and y. This allows us to get the above men- 
tioned LP-estimates for the Schriidinger kernel like Lemma 1.2 in [S] for a 
small time interval. As far as the present author knows, it is the first time 
the Schrijdinger kernel has been used besides the free one in the study of 
the Cauchy problem for NLS. 
We now outline the content of this paper. In Section 2, we prove the 
above mentioned kernel estimates using Fujiwara’s theorem. Using these 
estimates, we establish the existence of global flow in Sections 3, 4 and 5, 
basically following the procedure used by Ginibre and Velo [S]. More 
specifically, in Section 3, we establish local flow in the space Lp(R”) using 
the above kernel estimaes. This is the only step where we use these 
estimates explicitly. In Section 4, we prove conservation laws for the 
L2-norm and the energy, and the regularity of the above local flow. Many 
details in this step are essentially different from those in [5]. The point 
here is that we replace estimates on derivatives by Hk-estimates for the 
regularized equations. Here, however, we need to use the full regularization 
using both mollifiers and space cut-offs while regularization using the 
mollifier alone was sufficient for the case V= 0 (see the details in [S] ). 
In Section 5, we prove the global existence. This is an easy step after the 
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previous two. We have only to replace the H’-norm by the form norm 
induced from the quadratic form (u, Hu). 
After establishing the existence of the global flow, we prove in Section 6 
that NLS satisfies the analogue of the classical Ehrenfest law, so that any 
localized wave packe reveals a particle-like behavior. This is essential for us 
to prove in [13] an instability result for some semiclassical bound states 
found in [l, 121. 
2. ESTIMATES ON SCHR~DINGER KERNELS 
Consider the Schrodinger operator in R”, 
H= -;A+ V, 
where V is bounded below and for each Ial > 2, ID”VI is bounded. We will 
keep these assumptions through this paper. Let U(t) be the propagator of 
H and k(t, x, y) its Schwartz kernel. Under these assumptions, Fujiwara 
proved the following proposition (see [2, 31) which is essential for the 
(local) existence of the evolution of (1). A more detailed description of the 
Schriidinger kernel restricted to a slightly smaller class of potentials was 
obtained by S. Zelditch [17] and A. Weinstein [16]. 
PROPOSITION 2.1 (Fujiwara). Under the above assumption, for suf 
ficiently small 6 > 0 and 0 < 1 t 1 < 6, 
(i) the classical action function S(t, x, y) is globally (uniquely) defined 
and smooth, 
(ii) the kernel k(t, x, y) has the form 
W&x, Y)= a(t, x, y)eiS”,X*Y), 
where a is a bounded continuous function of t, x and y. 
Proof See [2] and [3], especially Corollary 2.7 on pp. 573-574 in [3]. 
Q.E.D. 
EXAMPLE (Harmonic Oscillator). Consider a harmonic potential, 
505/81/2-4 
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It is well known that the corresponding Schrodinger kernel is given by the 
explicit formula 
Then, we can easily check that this kernel illustrates the above proposition. 
With this proposition, we can easily derive the following LP-estimates 
on U(t). 
PROPOSITION 2.2. For any q > 2 and 0 -C t < 6, U(t) is a bounded operator 
from Lq’ to Lq, l/q + l/q’ = 1 and the map t H U(t) is strongly continuous to 
B(Lq’, Lq). Moreover, for all 0 < t 6 6, we have 
II Wvll, G 
( > 
pJl c1 n’q--‘2 IIvI(q,, 
where cl = ~~~~~~~~~~~~~ la(t, x, y)I)““. 
Proof: We know that U(t) is unitary operator in L2 since H is self- 
adjoint under the assumption on V (see [2]), i.e., 11 U(t)vl12 = 11011~. And for 
ICI& 
II VtMll m 6 sup s Ik(t, x, Y)I I$(Y)I dy x 
6 sup Ik(t, x, Y)I lll/(~)l dy I 
t.x,Y 
+=&, M(Y)I dY 
= 
( > & 
n IIIc/II L. 
By the Riesz-Thorin interpolation theorem (see, e.g., [lS]), U(t) is there- 
fore bounded from Lq’ to LQ with norm bounded by (271 (tl/c,)“/q-“n/2. 
Q.E.D. 
Since V is bounded below, we may assume without loss of generality that 
V(x) > E > 0 for all X. Then H is a positive self-adjoint operator on L2, and 
we have 
Q(H) = D(a) 4 H’ G L4 (2) 
where Q(H) is the form domain of H with the norm defined by 
I141Q(~j= ll,,hl, f or u E Q(H). Moreover, it is well known (see, e.g., [9]) 
that U(t) preserves Q(H). 
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3. LOCAL EXISTENCE OF THE FLOW IN Lpf’ 
We consider the integral equation associated to NLS (1) 
u(t)= U(t-t&,-i I t U(t-r)f(u(z))dz, f(z) := IzIp-lz. (3) Gl 
For later purposes, we also consider regularized versions of (3), as in [5 J, 
u(r)=u(l-~to)h*(gu,)-i~ru(r--r)h*(gf(A*u(~)))dr, (4) 
10 
where we let h E Y, 9’ the Schwavz space, be an even function with llhll, = 1 
and g be a C” cut-off function with compact support. The corresponding 
NLS is 
i~=zzu-h * (gf(h *u(t))), u(0) = h * (gu,). (5) 
From now on, we denote 4 = (g, h) for notational convenience. 
Remark 3.1. Equation (5) is again a hamiltonian system with the 
energy 
E,(u)=; (u, Hu)- p& (gf(h * u(t)), h * u(t)> 
due to the fact that h is an even function and so h * ( .) is a (formally) 
self-adjoint operator. 
DEFINITION 3 2 X *= Lp+ ‘(Rn), X(Z) := %(I, X) = the set of continuous . . . 
maps with uniform topology where Z is an interval in [w with size II) < 6. 
Now we define as in [S] 
[GJt,, t2)v](t) := -if* U(t - z)fb(u(z)) dz, 
11 
(6) 
wheref+(u) :=A * (gf(h * u)) and It, - l1 I < 6. Then we have the following 
lemma. 
LEMMA 3.3. The map (t, , t,, u) H G(t 1, t,)v is a continuous map from 
Ix Ix X(Z) to X(Z). Moreover, for all t E [tl, t,] c Z, G, satisfies 
II {G&I, t2h - G,(t,, ~2b2)(f)ll, 
<c, tz-fl( n/2 - pn/cp + 1) + 1 . II4 -~,lI,,,,4l4ll&,‘+ lb2IIP5;lf), 
where c2 does not depend on u, , u2, or q5, 
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Prooj The inequality comes from simple calculations using Proposi- 
tion 2.2 (or see [5]). Q.E.D. 
Remark 3.4. Note that 
n 
--pn+1>0 
2 p+l 
(7) 
by the assumption that 1 <p < 1 + 4/n. This is crucial for the local existence 
of the evolution. In fact, the condition that 
lCp<l+-&, if n > 3, 
l<p<oO, if n=l,2 
is enough for Inequality (7), and so for the local existence of the evolution. 
The stronger inequality 1 <p < 1 + 4/n is needed only for the global exist- 
ence of the evolution (see Sectin 5). 
Now, we define 
CA,(to, %3bl(t) := wt - hdh * k%) + C~J4d%l(f), (8) 
where 
[~,(t, u](t) := --iI’ U(~--t)f~(t+)) dr. 
kl (9) 
It is obvious that A, are continuous maps from X(Z) into itself. With these 
definitions, (4) can be written as 
A&,, u,)u= u. (10) 
We write F, G, and A for F,, G,, and A, if 4 = (1,6), the Dirac delta 
function. Since Eqs. (1 ), (5) are autonomous, the solutions of (3), (4) are 
consistent with change of initial time t,. 
Now we will find a fixed point of the map A(t,, u,,) for a suitable time 
interval and for u0 such that U( t - tO)uo E X for all t E Z (e.g., u0 E Q(H)). 
THEOREM 3.5. For any p >O, there exists a T,(p) with 0 < T,,(p) < 6 
depending only on p but not depending on 4 such that for any to E Iw 
and uOeX for which U( .- t,)h * (gu,) E B(Z, p), where Z= [to- T,(p), 
to+ T,(p)], Eqs. (3) and (4) have unique solutions in B(Z, 2~). Here B(Z, p) 
is the ball with radius p in S?(Z). 
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Proof. We have for all tEI=[t,-T, to+T], T<6, 
= SUP IlG4(b, th - G,(t,, tb,ll, 
(El 
s cz It - tol 
n/2-pn/(p+ 1)+ 1 ~Ilu*-~,lla~,,~~ll~,ll~~:+ Il%II&:~ (11) 
from Lemma 3.3. Therefore if U, , u2 E B(Z, 2p), we have 
~~~T~‘*-~~‘(~~‘)+‘~2.(2~)~-~ l~u,-~~l~~~,~. 
Therefore,ifwechooseT,(p)>Osothatc,.T”’2-ppn’(p+1)+1.2.(2p)p-1=~, 
we have 
IIF&o)% -F&ob* IIf G 4 II4 - %llE(l). (12) 
From the definition of F4 (9) and the hypothesis that U(. - t,)u, E B(Z, p), 
we can easily prove that 
IIqo7 +4lbq,,~& 
Il~,(h3~ %bI - AJL39 ~OMl,(,) d 4 II% - dl,(,). 
Therefore, we have a unique solution for (10) in B(Z, 2~) by the contraction 
mapping theorem. Q.E.D. 
Remark 3.6. We can easily check that 
A&, u(s))24 = u for all s E Z (13) 
which says that u is also the unique solution for the initial data (s, U(S)). 
To see this, apply U(r - S) to (10). 
COROLLARY 3.7. For any p > 0, there exists a T(p) > 0 depending only 
on p (but independent oft,, and 4) such that for any t,, E [w and any u0 E Q(H) 
for which IMI Q(H) <p, (10) has a unique solution in %(I), where 
I= [to - T(P), to + %)I. 
ProoJ This is immediate from the facts that Q(H) is continuously 
embedded in Lp+ ’ and that U(t) preserves Q(H). Q.E.D. 
4. CONSERVATION LAWS 
We can easily see (at least at the formal level) that (1) is a hamiltonian 
system with S’-symmetry due to the form of the nonlinearity 
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f(u) = Iu( p--l u. By the general theory of hamiltonian systems, we have two 
(formal) conserved quantities, 
L(u) = ll4l: “momentum function” (14) 
E(u)=; (u, zfu) - “energy.” (15) 
Note that 
In this section, we want to make these conservation laws precise. 
PROPOSITION 4.1. Let p > 0 and T,(p) > 0 be defined as in Theorem 3.5, 
and let u0 E X be such that U(. - t,,)u, E B(Z, p). Let u) be the solution of 
(10) in X(Z) and u be the solution of A(t,, uO) = u in X(Z). Then Us tends to 
u in S(Z) when 4 tends to (1, 6) in the distribution sense. 
Proof. The proof is the same as the one in [S] except that [S] does not 
deal with the cut-off g, and so we refer the reader to the proof of Proposi- 
tion 3.1 in [S]. Q.E.D. 
Now we state the following regularity result for the regularized 
equations. 
PROPOSITION 4.2. Let Z be an interval of R, t,,E Z, u,, E Q(H) and let 
U+E S(Z) be a solution of (10). Then, for all kE N, 
uo E W, QW”)) (16) 
and u1 satisfies the equations in L2 
if (JH)ku&) = q/mku&) - (JH)kf&,(t)). (17) 
To prove this proposition, we need the following lemmas. 
LEMMA 4.3. Let h and g be the molltj?er and the cut-off function defined 
in Section 3. Then for any u E Lp+ I, pal, h*(gu)EY andf+,(u)EY and 
f@(u) E Y. In particular, h * (gu) and fJu) E Q(ZYk) for all k E N. 
Proof By the hypothesis, h E Y and g is a Cm-function with compact 
support. Therefore, h * (gu) E S by the general fact that Y * b’ c 9’ (see, 
e.g. [a]) where B’ is the set of compactly supported distributions. This may 
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not be true unless we cut off u, which is the reason why we need the cut-off 
function for the regularization. For the same reason, we have fJu) E Y 
sincefJz4) = h * (g Ih * uJP-‘(h * u)). Q.E.D. 
LEMMA 4.4. Let u(z) be any continuous map from Z to Lpi ‘(CR”). Then 
($@fm(u(z)) is continuous in L*(R”) for all kE N. 
Proof: Since 
we eventually have only to show that fJu(z)) and Hkf6(u(r)) are 
continuous funtions from Z to L2(W). First let us prove that fJu(z)) is 
continuous. We have 
Ilf&4~1)) -f&b(~z)Nl* 
= Ilh * (gf(h * ub,))-h * (gf(h * 4G)llz 
= lb* (g(f@ * 4z,))-f(h* 4~),>,ll, 
6 IIN,. Ilf(h * ~(t,))-f(h * 4411p+,r (18) 
where l/q = l/2 + l/(p + 1). However, 
llffh * dzI))-f@ * 4*zHll,+, 
Gc, Ilh * u(z)-h * ~(4ll,+,W * 4dll;;: + Ilh * 47,)ll$‘;:) 
6c, llhll, ~1I~~~~~-~~~~~II~+~{ll~lI~-‘~II~~~~~II~~:+ Il44ll;;;)) 
=c3 ll~~ll~~~ll~~~,~ll~~:+ ll~~~,,ll~s:,~Il~~~~~-~C~~~Ilp+~ 
by the generalized Young’s inequality (see [15]). Since II~(z)ll~+~ is 
bounded in Z, we have proved that f (h * U(T)) is continuous in Lp+’ and 
so fJu(r)) is continuous in L2 by (18). 
Now, let us prove that @f,(u(t)) is continuous. Since lPV[ is bounded 
if [cl1 2 2, it is enough to show that xsD”f4(u(z)) is continuous for any 
multi-indices a and p in L’. Then, since 
VfJu(t)) = Wh * (gf (h * 4~)) 
= P”h) * (gf (h * 47)) 
and D’h E Y, it is enough to show that xsf4(u(z)) is continuous in L*. Note 
that 
xBf&(o)) = xB. h * (gf (h * u(z))}. 
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Therefore, this map is a composition of the following continuous maps: 
z t-+f(h * u(z)) from Z to Lp + ‘, 
uHgufromLPtl toL’ci&‘, 
w++h*wfromb’toY, 
v H x8u from Y to Y. 
Hence, ZH x~~#(u(z)) is continuous from Z to Y and so to L*. Here, we 
again used the cut-off function g for the second map above to become 
continuous. Q.E.D. 
Remark 4.5. The point in the two lemmas above is that if we replace 
D” by Hk, we do not have to worry about estimating the commutators 
[D”, U(t).], since H commutes with U(t). Then, however, we need the 
above full regularization procedure using both the mollifier and the cut-off 
function instead of just using the cut-off as in the case Y = 0 (see [S] ) 
because H involves not only differentiations but also multiplication 
operators, so that we do not have the analogue of the simple relation 
D”(h * 4) = (D”h) * 4. 
With these two lemmas, we are ready to prove Proposition 4.2 
Proof of Proposition 4.2. 
Consider RHS of (4), 
U(t-t,)h*(gu,)-iJ’U(t-T)fJu(T))dz. 
10 
By the above Lemma 4.3 and the fact that U(t) commutes with H, it is cer- 
tainly in Q(Hk) for any ke N, since uOe Q(H) and U(Z)E Lp+’ for all z EZ. 
Therefore, u(t) E Q(Hk) for all k E N and for all t E I. Now apply (fi)” to 
(4); we get 
(fi)kMf) = u(t - td(fi)k(h * (wd) - is’ Wt - z)(fi)kfb(U(t)) &. 
to 
(19) 
Every term in this equation is in L* by Lemma 4.3. Moreover, the 
integrand in the second term in RHS is continuous in L* and so the second 
term is differentiable in L* by Lemma 4.4. It is obvious that the first term 
is differentiable in L*. Therefore (fi)ku(t) is differentiable in L* with 
respect to t. Now, we can easily prove (17) by differentiating with respect 
to 1. Q.E.D. 
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With this proposition, we can directly prove the conservation laws by 
differentiating the functions L(U) and E(u) with respect to time. 
PROPOSITION 4.6. Let L(u) = llull: and 
E,#,(u)=i (u, Hu)- & <gf(h * u(.t)), h * U(T)>. 
Then, L and E, are conserved under the ji’ow of (4). More specifi:cally, we 
have 
~ll~&fll:=o (20) 
$ E,(u,(t)) = 0. (21) 
Proof. Since we have the regularity result in Proposition 4.2, L(u) and 
E,(u) are differentiable functions with respect to t. Therefore, 
-$ W,(t)) = f (%5(t), u,(t)> 
= 2 Re $ u,(t), u,+(t) 
> 
=2 Re( -i&(t)-if,(u,(t)), uo(t)) 
=2Re(-i(Hu,(t),u,(t))-i<f,(u,(t))). 
Since H is self-adjoint, the first term is zero. And from 
f&,(t)) = h * (g Ih * fiLl(t)lP-‘h * us(t)), 
we have 
(f~(u,(t))> u,(t)> = <h * (g Ih * U&Y’ h * u,(t)), u,(t)> 
= (g jh * z+(t)lp-’ h * u+(t), h * u,(t)) 
= g Ih * us(t)lP+’ dx 
and so it is real. Here we used the hypothesis that h is even, for the second 
equality. Therefore, we have proved that (d/dt)L(u,(t)) = 0. Similarly, we 
can prove (21) by using (19) for k = 0,2. Q.E.D. 
With this preliminary work, we are ready to prove the invariance of the 
domain Q(H) and the conservation laws of the momentum and the energy 
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under the local flow of NLS (1) whose existence has been established in 
Section 3. 
THEOREM 4.7. Let I be an interval of R, to E Z and u0 E Q(H), and let u 
be a solution of (10) in X(Z). Then u E W(Z, Q(H)) and for all t E I, u(t) 
satisfies the equalities 
L(u(t)) = Uu,), i.e. IIu(t)l12= Iluollz; 
E(u(t)) = E(%). 
Proof The proof just follows the proof of Proposition 3.4 in [S] 
verbatim, by setting 2 = Q(H) and g = X= Lp+ ’ and considering 
quadratic forms i( u, Hu ) and (u, u ). In other words, since we have the 
conservation laws for the approximate flow (5) and it converges in X(I) to 
the flow of (l), we can use the lower semi-continuity of the above quadratic 
forms both forward and backward in time to get the above results. Q.E.D. 
5. GLOBAL EXISTENCE OF THE FLOW IN Q(H) 
In this section, we write I] .\I for II . II *. Since most arguments are quite the 
same as those in [S], if we replace H * by Q(H) and llVvll* by i(v, Hv), 
we will briefly sketch the remaining arguments. Recall that we assume I’ is 
positive. 
LEMMA 5.1. Let v E Q(H). Then, 
%v, Hv) G N2(l141, E(v)) (22) 
where 
N2(IIvII, E(v))=(l -u)-‘E(v)+c,(~lv~~2+ Ilv~(*(‘+*~~‘(~-~))) 
and a is defined by p = 1+ 4afn (in particular, 0 < a -C 1 because we assume 
that 1 <p < 1 +4/n). 
ProoJ By the Nirenberge-Gagliardo (see e.g., [4, 111) inequality, we 
have 
Ilvll,“~; <bllVvll*” IIv(I~(~-~)+~~‘~. (23) 
Since we assume that Y is positive, we may replace llVv/12 by (v, Hv) 
(possibly changing the constant b) and then we get 
Ilvll;~~ <b I(v, Hv)l”. I~vII*(~-~)+~~‘~. (24) 
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FromE(u)=(1/2)(u,Hu)-(l/(p+l))fl~(r)l~+’dx, 
E(u)> gu, flu) -cq(u, flu)” llUll*(1-a)+40’n. 
Then with the same argument as in [S], we get Inequality (22). Q.E.D. 
COROLLARY 5.2. There exists a continuous increasing polynomially 
bounded function M from Iw + to Iw + with M(0) = 0, depending only on n and 
p, such that 
Ib,liQ(H) s M( ilo1 11 Q(H)) (25) 
for all v,, v2 in Q(H) satisfying [Ivt(l = llv, I( and E(vz) = E(v,). 
Proof This is immediate from Lemma 5.1. Q.E.D. 
We finally state the main theorem on the global existence of the flow 
in Q(H). 
THEOREM 5.3. Let t,E Iw and u~EQ(H). Then 
(i) (10) has a unique solution u in X( Iw) and this solution is bounded. 
(ii) ~E%?(IW, Q(H)) and boundedfor all t. 
(iii) u(t) satisfies the following equalities 
IMt)ll = IIw3ll, E(u(t)) = E(u,) for all t. 
Proof. This is immediate from Theorems 3.5, 4.7, and the above 
Corollary 5.2. We refer for the details to [S]. Q.E.D. 
As for continuity with respect to the initial data, we just refer to [S] for 
the statements and the proofs. 
Remark 5.4. Any arguments on the global existence of the flow in 
Q(H) can be repeated for polynomially growing potintials at co, as long as 
we get a local existence of the flow in some Lp-space. The only problem we 
have for the local existence is that we do not have kernel estimates of the 
type in Proposition 2.2 because Fujiwara’s theorem, Proposition 2.1 holds 
only for potentials satisfying the hypothesis we imposed. 
6. NONLINEAR ANALOGUE OF EHRENFEST'S LAW 
We have proved in Section 4 the L*-inner product (#,, 4,) is preserved 
and so we can define “expectation values” of “observables” as in the linear 
Schrijdinger equation. We know (at least at the formal level) that in the 
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linear Schrbdinger equation, the expectation values of position and 
momentum satisfy the following equations, “Ehrenfest’s law”: 
f Cd,, %> = <4,,$4,> (26) 
(27) 
Curiously enough, the same equations hold for the nonlinear Schrijdinger 
equation. Let us start with some heuristics. 
“PROPOSITION 6.1.” Let t+G, be a solution to NLS (1) on R” and write 
p’= (l/i)V. Then th e expectation values of x’ and fl satisfy (26) (27). 
Remark 6.2. The quatation mark means that this is a formal proposi- 
tion since (26) and (27) do not make sense in general because Q(H) is not 
contained in Q(T) in general. However, we can make this proposition 
rigorous in some cases later. 
“P,ooj? 
$(i,,-3)=2Re(~,.Ql) 
=2Re(is,i@,) 
2Re -i41+ W,-f(+A, WI) 
( 
=2Re -iA$,,iSjl 
( > 
since V and x‘ are real and f ($,) = l$,IpP1 $,. Now, we assume without 
loss of generality that n = 1. Then, 
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Therefore, 
Hence, we have proved (26). By a similar computation, we can prove (27). 
Q.E.D. 
Next, we will show that (26) and (27) rigorously make sense if we choose 
an initial condition $0~ Q(H) so that ( $0, 1x’1’ tiO) < co. To do that, let us 
lirst consider the following auxillary space. 
DEFINITION 6.3. SO := {SE L* I Ix’/ f E L*, IdI p, L*}, i.e., S, := domain 
of the Hamiltonian operator for the harmonic potential. 
Then we have the following theorem. 
THEOREM 6.4. Assume that (1) has a global flow (e.g., V satisfies the 
assumption in Section 1). Then the flow of (1) preserves the space S,. 
Proof It is obvious that (tit, Ip’I’ IL,) is finite for all t by conservation 
of energy and momentum, and so we will concentrate on the proof of the 
finiteness of (tit, (X-l* II/,). First, let us give a heuristic proof using the 
conservation laws. In the same way as in Proposition 6.1, 
=2 Im f 
(V$,, Z$,> dx 
$4($,, IPI2 11/Y*. (IcIt, lx-l2 $Y2. 
Here, the last inequality comes from the Schwarz inequality. Equivalently, 
we have 
Therefore, 
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However, 
By (22), (Ic/!, (H-E)$,) is bounded by N2(11$011, E(+,)). Therefore, if 
Il/o~QW)nSo, then II/, t s ays in Q(H) n S,, for all t. Now, let us make this 
heuristic argument rigorous by considering the following approximations 
of jx’j*: 
F,(Z) := l-4* 
1 + & I$’ 
Since this is bounded, we can differentiate ($,, FE(x’)t,b,) with respect to 
time. In the same way as before, we have 
z W KG)W =Im f <VtL W’AWA) dx 
= Im I W,, VFA4)lcI,) dx. 
Note that V(F,(x’)) = 24( 1 + E jx’1*) and so rigorously we have by the 
Schwarz inequality 
<2(11/u IdI* ti,)l’*. (tit, WW,)“*. 
For the last inequality, we used the fact that l/( 1 + E lJ1’) < 1. Therefore, 
-$ ($1, FAX’)VQ,)~‘*~ <+t, Idl II/,>“*. 
Hence, 
(+,v FAWt)“* G <tioJAWo)“*+j-~ (It/s, Ip’1*$,)“*d~ 
G ($0, F,(W,)‘/*+2 j-’ <ll/s, (H-W,)“* ds 
0 
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for all E. By letting E g to 0 and applying Fatou’s lemma, we have 
By (22) we have proved the theorem. Q.E.D. 
Remark 6.5. In the course of the proof, we, in fact, proved that the 
norm IllJl $,Ji + 11 lp’l $,lI: grows at most linearly (see [14] for a similar 
theorem for linear Schriidinger equations). 
THEOREM 6.6 (Rigorous version of Proposition 6.1). Let V satisfy our 
assumptions and assume that $,, E S, n Q(H). Then the expectation values of 
Wt9 ill/,> and WN,> are differentiable with respect to time and they 
rigorously satisfy (26) and (27). 
Prooj We have proved in Theorem 6.4 that both are well-defined and 
finite for all t if $,, E So n Q(H), since 
Again, we may assume without loss of generality that n = 1. Let us 
approximate x by x/( 1 + sx2)“’ and consider 
X,(t) := ( et, (1 + ;x2)“2 Ik*). 
We can differentiate this again because x/( 1 + sx2)“* is bounded. In the 
same way as before, 
-$X,(t)=2lm * 
( 
x 
at ’ (1 +&x2)“* *4 
=21m(~,~((I+EXX*)112)~i) 
=(~(,,+k,~,2).~~~f~) 
cc 
1 
= (1 +cx*p*-(1 +:Exxy 2 )h,;g) 
= (I + .zx2)1i2 ” i ax ( 
l Ji ‘~)-&((1.5r,2~~,f~). 
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Therefore, 
Now, as E + 0, X,(t) + X(t) by Lebesgue dominated convergence theorem 
since $, E So n Q(H). In the right hand side, as E + 0, 
again by the dominated convergence theorem. Moreover, 
again by the dominated convergence theorem, since the integrand goes 
to zero almost everywhere and is bounded by 11$,1/ 2 . lI( l/i)a$,/axll Z. 
Therefore, we have 
x(t) =x(O) + j-i (+,t I$,) ds. (28) 
Hence, X is differentiable. In the similar way, we can prove (t/j,, ptjS) is 
differentiable and satisfies 
(29) 
By differentiating (28) and (29), we have proved the theorem. Q.E.D. 
Remark 6.7. (i) By (27), we have proved that if the potential V has 
some translational symmetry, the corresponding translational momentum 
(expectation value) is conserved. In fact when V= 0, this Ehrenfest’s law is 
nothing but the conservation law of the galilean and spatial translational 
symmetries. 
(ii) The above theorem reveals a particle-like behavior of localized 
wave packets. In our paper [13], we use this property to get an instability 
result for the semiclassical bound states near local maxima of V obtained 
in our paper [12]. 
NONLINEAR SCHRijDINGER EQUATIONS 213 
7. DISCUSSIONS AND QUBSTIONS 
As we mentioned in the end of Section 5, the serious step to generalizing 
our result to more general potentials of higher order growth is local exist- 
ence of the flow. Since our proof highly depends on the smoothness off the 
time 0 of Schrodinger kernel, it does not seem to possible to generalize our 
method to those potentials. In fact, it can be seen from simple dynamical 
reasons that Fujiwara’s theorem fails for potentials of order higher than 
two. Roughly speaking, the fact that for potentials of order higher than two 
“a particle at a higher altitude falls down to the bottom of the potential in 
a shorter time than one at a lower altitude” obstructs Fujiwara’s theorem. 
We hope to be able to answer this question in the near future. 
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