limit cycle with the variation of the parameters of the problem. The validation of the analytical solutions is demonstrated by comparison with numerical solutions and the accuracy is measured through the minimization of the square residual error. Further, we demonstrate the efficiency of a non-homogeneous term in the frame of HAM as discussed in the previous chapter.
THE FORCED VAN DER POL DUFFING OSCILLATOR
The forced Van der Pol Duffing oscillator is
2 )x + αx + βx 3 = g cos(ω f t), µ > 0 (3.1) where x denotes displacement from the equilibrium position, the prime(s) represent the derivatives of x with respect to t , µ > 0 is the damping parameter, ω f is the external frequency, g is the amplitude of the external forcing and α, β are constants.
All parameters are not necessarily small.
Particular cases of Eq. (3.1) namely, the Van der Pol oscillator ( α = 1 , β = 0 , g = 0 ) and the Van der Pol Duffing oscillator ( α = 1 , g = 0 ) have been solved
analytically by Chen and Liu [Chen and Liu, 2009a] and Chen and Liu [Chen and Liu, 2009b] respectively. They have used the homotopy analysis method to obtain closed form limit cycle solutions without external forcing. A limit cycle solution depends on two physical quantities, one is the amplitude of the oscillator and the other is its frequency. Approximate analytical solutions for the forced Van der Pol Duffing oscillator Eq. (3.1) have been reported by Kimiaeifar et al. [Kimiaeifar et al., 2009 ], but they have not discussed limit cycle behaviour.
In this work, to the best of our knowledge for the first time we study limit cycle solutions of Eq. (3.1) with forcing under the condition that the external frequency is the same as the resultant frequency of the nonlinear oscillator. We use the homotopy analysis method to obtain limit cycle solutions. This method does not require the existence of any perturbation parameter in the problem. We minimize the square residual error of this problem as described in [Liao, 2010; Shukla et al., 2012] . In the next section, we describe how to solve Eq. (3.1) by HAM.
APPLICATION OF HAM
Under the transformation τ = ωt, ω f = ω and x(t) = x(τ ) , Eq. (3.1) becomes
The initial conditions are
In order to determine the limit cycle solutions of (3.2) we choose the set of base functions as
We note that these base functions are different from the base functions taken by Kimiaeifar et al. [Kimiaeifar et al., 2009] . The auxiliary linear operator is:
Let the initial guess be x 0 (τ ) = a 0 cos(τ ) . Here a 0 is the initial approximation of a .
We also choose ω 0 as the initial approximation of ω .
In view of Eq.(3.2) the nonlinear operator is of the form:
where, q ∈ [0, 1] is the embedding parameter. The so-called zero order deformation
with the initial conditions:
As the embedding parameter q varies from 0 to 1, φ(τ ; q), Ω(q) and A(q) vary from the initial guesses x 0 (τ ), ω 0 and a 0 to x(τ ), ω and a respectively. Obviously, at q = 0 we get φ(τ ; 0) = x 0 (τ ) from (3.7). Similarly from Eq. (3.7), since at q = 1 Eqs.(3.2) and (3.3) are the same as Eqs. (3.6) and (3.8) we obtain:
respectively. On expanding φ(t; q), Ω(q) and A(q) in a Taylor's series with respect to q , we have
where
If the initial guess, the auxiliary linear operator, the auxiliary parameter, and the auxiliary function are properly chosen, such that the series (3.10),(3.11) and (3.12)
converge at q = 1 , we obtain the approximate solution as:
Differentiating Eqs. (3.7) and (3.8) m -times with respect to q and then setting q = 0 and finally dividing by m! , we have the so-called m th order deformation equation
subject to the conditions
THE NON-HOMOGENEOUS TERM AND THE SQUARE RESIDUAL ERROR
We check the efficiency of a non-homogeneous term in the auxiliary linear operator for further reduction of the square residual error of (3.2). We denote the nonhomogeneous term by F (τ ) . Following the previous chapter, the form of the zero order deformation equation becomes
It is already known that the standard HAM procedure just sets the non-homogeneous term F (τ ) = 0 . Criteria for the choice of F (τ ) are the same as discussed in the previous chapter. Suppose ∆ m is the square residual error of equation (3.2) at the m th order HAM approximation, then
We can determine the constants by solving the following algebraic equations:
where, the c i 's are the components of the non-homogeneous term F (τ ) .
In this chapter we use a simple form of the non-homogeneous term, namely, F (τ ) = c 1 sin(τ ) + c 2 sin(3τ ) and keep c 1 = 0 because its use would produce secular terms. Then, expressions ((3.16)-(3.18)) contain two unknowns h and c 2 . Without loss of generality, we first obtain the optimal value of h by keeping c 2 = 0 with the help of Eq.(3.24) by plotting ∆ m vs. h . We obtain the value of h which corresponds to the minimum value of the square residual error and then we use the same value to obtain the optimal value of c 2 with the help of Eq.(3.24) by plotting ∆ m vs. c 2 .
SOLUTION PROCEDURE
At first, we set the non-homogeneous term ( F (τ ) ) to be zero until otherwise stated. We assume H(τ ) = 1 throughout the discussion. With the initial guess We obtain the values of a 0 and ω 0 by solving the above algebraic equations. On solving (3.27) we obtain for µ =0, ω 0 =0 and a 0 =0 a 0 = ±2 and ω 0 = ± α + 3β − g 2 (3.28)
It is clear from Eq. (3.28) that ω 0 will be a real number if
is satisfied. Similarly on increasing the order of HAM approximation i.e, substituting 
RESULTS AND DISCUSSION
On suitable choices (where ω 0 is a real number) of α , β and g , we obtain limit cycle solutions and we explicitly find the frequency of the limit cycle, since secular terms have to be removed for a limit cycle solution. At g = 0, α = 1 and β = 0 we obtain the limit cycle solutions obtained by Chen and Liu [Chen and Liu, 2009a] .
Similarly at g = 0 and α = 1 we obtain the limit cycle solutions as obtained by the same author in [Chen and Liu, 2009b] . For instance putting α = 1 and g = 0 in Eq. It is observed that the optimal value h = −0.57 for α = 0.5, µ = 0.1, β = 0.5, g = 0.4 belongs to the region of convergence (flat region) of Fig. (3.9) .
Increasing the values of the damping parameter µ and the external forcing g decreases the frequency of the limit cycle as shown in Figs. (3.3) and (3.5). Therefore, the corresponding period increases. This is physically reasonable because once the amplitude of the external forcing increases it is likely that the period of the oscillator increases. We find the reverse effect when we vary the nonlinear term β in Fig. (3.4) .
So, the corresponding period decreases with an increase of the nonlinear term β.
We note that without a non-homogeneous term for α = −0.20, β = 0.5, µ = 0.1 and g = 0.5 we obtain the square residual error at h = −1.03 as 3.96 × 10 −5 . We obtain at h = −1.03 the square residual error as 3.62 × 10 −5 for c 2 = 0.01 . Similarly, we obtain the square residual error as 1.07 × 10 −4 at h = −1.09 but with the nonhomogeneous term the square residual error reduces to 9.69 × 10 
