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Exploring Partial Intrinsic and Extrinsic
Symmetry in 3D Medical Imaging
Javad Fotouhi, Giacomo Taylor, Mathias Unberath, Alex Johnson M.D., Sing Chun Lee,
Greg Osgood M.D., Mehran Armand, and Nassir Navab
Abstract—We present a novel methodology to detect imperfect bilateral symmetry in CT of human anatomy. In this paper, the
structurally symmetric nature of the pelvic bone is explored and is used to provide interventional image augmentation for treatment of
unilateral fractures in patients with traumatic injuries. The mathematical basis of our solution is on the incorporation of attributes and
characteristics that satisfy the properties of intrinsic and extrinsic symmetry and are robust to outliers. In the first step, feature points
that satisfy intrinsic symmetry are automatically detected in the Mo¨bius space defined on the CT data. These features are then pruned
via a two-stage RANSAC to attain correspondences that satisfy also the extrinsic symmetry. Then, a disparity function based on
Tukey’s biweight robust estimator is introduced and minimized to identify a symmetry plane parametrization that yields maximum
contralateral similarity. Finally, a novel regularization term is introduced to enhance similarity between bone density histograms across
the partial symmetry plane, relying on the important biological observation that, even if injured, the dislocated bone segments remain
within the body. Our extensive evaluations on various cases of common fracture types demonstrate the validity of the novel concepts
and the robustness and accuracy of the proposed method.
Index Terms—Symmetry, Robust Estimation, CT, Image Augmentation, Mo¨bius, Tukey, Mutual Information
F
1 INTRODUCTION
S YMMETRY is an integral property of nature and is ubiq-uitous in human anatomy and living organisms. For
instance, there is considerable amount of structural corre-
lation across the sagittal plane of the human pelvis. Quan-
titative analysis of healthy pelvis data indicate that 78.9%
of the distinguishable anatomical landmarks on the pelvis
are symmetric [1], and the asymmetry in the remaining
landmarks are still tolerated for orthopedic surgeries [2].
In the remainder of this section we highlight previous
works that aimed at detecting symmetry in shapes and
images (Sec. 1.1), present the importance of symmetry in
surgical practice (Sec. 1.2), and propose a novel method-
ology for exploiting partial symmetry in human pelvis
with an end-to-end solution to incorporate the knowledge
from symmetry and augment surgeon’s information during
fracture care procedures (Sec. 1.3).
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There is a great body of work in the computer vision
community that investigated symmetries in 2D images. The
knowledge from symmetry has found several applications,
namely in depth estimation [3], detecting camera projec-
tions [4], single-view scene reconstruction [5], and image
segmentation [6].
Symmetry recognition has leveraged the success of fea-
ture detection methods in computer vision, and used image-
based key-points to identify local and global symmetries.
The approach by Loy and Eklundh [7] detects symmetric
pair of points and forms local constellations of symmetries
that collectively describe a global symmetry. This method
searches for symmetries on multiple scales, and all orienta-
tions and locations. Bilateral symmetry can also be identified
in 2D images under affine and perspective transformations
by investigating vanishing points that link quadruplets of
feature points in an image [8], [9]. To increase invariance
to local illumination and improve robustness, affine invari-
ant edge-based features were suggested as replacement of
intensity-based features to locate planar symmetry, where
each edge correspondence casts a vote to find the dominant
reflection axis [10]. The work by Lee and Liu [11] studied
glide-reflection, a combination of translation and reflection.
Recent works have primarily focused on using convolu-
tional neural networks to predict symmetries [12], [13].
Despite the advancements in symmetry detection in
2D images, the immediate translation of such techniques
to medical imagery data is yet unclear due to different
properties and use-cases. For instance, X-ray transmission
imaging, in contrast to reflective imaging, is based on
different X-ray attenuation from different tissue. A single
pixel in an X-ray image relates to all 3D points along the
ray. As a result of attenuation-based physics governing
the image formation, depending on the viewing direction,
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Fig. 1. During an iterative strategy, the parameters associated to volu-
metric symmetry are estimated. In (a-b) the plane is visualized given the
initial estimate, and in (c-d) it is visualized given the parameters at the
convergence. The color blue represents the reconstructed bone model
on the operative side of the patient.
anatomical landmarks may vanish or change appearance.
Hence, classic feature detection methods fail to identify key-
points [14], and symmetry detection based on feature points
can become unreliable. Additionally, symmetry recognition
is particularly useful for medical and interventional imaging
where the knowledge of symmetry can transfer to 3D, and
enable an understanding of the geometry of the contralateral
side. This requires a more complex parameterization beyond
detecting an in-plane axis of symmetry [15].
Determining symmetry in 3D shapes has been a topic
of interest in the field of computational geometry [16],
[17]. Kazhdan et. al. proposed a Fourier-based descriptor to
score reflective symmetries associated with planes passing
through the center of the mass of the objects [18], [19].
Podolak et. al. introduced an approach to recognize all
symmetry planes, not limited to the ones passing through
the center [20]. Symmetries were also detected in the form
of intrinsic symmetries which includes all self-isometric de-
formations [21], [22]. Lastly, bilateral reflective symmetries
were estimated within point clouds from the real environ-
ments using methods inspired from the iterative closes point
strategy [23], [24], [25].
1.2 Clinical Motivation
Ensuring quality of fracture reduction in pelvis and ac-
etabulum surgery is paramount. Studies have consistently
shown that anatomic fracture reduction and stable fixation
leads to improved outcomes in patients with these complex
injuries [26], [27], [28], [29], [30], [31]. For example, in a study
of 31 patients who underwent open reduction internal fixa-
tion of an isolated pelvic fracture, Pastor et. al. demonstrated
that clinical outcomes correlate with pelvis symmetry at a
six-months time point [26]. Furthermore, studies demon-
strate that anatomic articular surface reduction is critical in
preventing post-traumatic arthritis in the acetabulum [32].
However, ensuring adequate fracture reduction in pelvis
and acetabulum surgery can be difficult. Most commonly
2D fluoroscopic C-arm imaging is used intra-operatively.
Surgeons rely on known radiographic densities and param-
eters to guide fracture reduction. In acetabulum surgery,
for example, surgeons acquire specific radiographic views
to visualize the ilioischial and/or iliopectineal lines to as-
sess reduction of the posterior and anterior pelvic columns
respectively [33], [34]. This method can become unreliable
when the bone is comminuted and the anatomic area of
interest is distorted.
Additionally, surgeons may obtain radiographic views
of the healthy contralateral side for comparison when at-
tempting to reconstruct the comminuted operative side.
Yet, this method has its own limitations. For instance, it
is rare to obtain a radiographic view that possesses clear
and symmetric views of both sides of the pelvis at one
time. When the image intensifier is very close to the patient
this may be achieved for the anterior/posterior (AP), inlet,
and outlet views; however, many more radiographic views
are typically used during a pelvis or acetabulum fracture
case that does not possess this property. Additionally, even
when both sides are visualized, the surgeon must imagine
a mirrored version of the healthy side superimposed on
the operative side, which increases the level of mental task
load during the surgery. Studies have shown that these 2D
fluoroscopic methods can be unreliable [35], which has led
surgeons to seek other methods for reduction assessment.
Post-operatively, many surgeons acquire CT imaging to
assess the quality of the reduction that was just performed,
which has been shown to be superior to radiographic imag-
ing [27]. CT may also be used intra-operatively with O-
arm and cone-beam CT platforms. Yet these possess sub-
stantial drawbacks in terms of time, radiation, and change
in surgical workflow. Additionally, these modalities can be
cumbersome to use for the process of performing intra-
operative fracture reduction as opposed to assessing the
overall quality of a reduction after it is has been fully
completed.
Surgeons have also sought to take advantage of osseous
symmetry for performance and assessment of fracture re-
duction. For example, Zhang et. al. 3D printed a mirrored
model of the healthy side for comparison in lower limb
long bone fractures [36]. Symmetry has also been shown to
be useful in the distal radius and facial fractures [37], [38].
However, neither viewing a 3D printed mirrored version of
the healthy contralateral side, nor a mirrored radiographic
image of the healthy side allow the surgeon to visual-
ize the live comminuted operative side and the mirrored
healthy side simultaneously and in the same position and
orientation on the surgeons display. The ability to do so,
could be substantially beneficial for intra-operative fracture
reduction and assessment in pelvis and acetabulum fracture
surgery. Similar concept can apply to other fields of surgery
including brain and crainiofacial procedures [39], [40], [41],
[42], [43], or breast reconstruction procedures [44], [45], [46].
1.3 Proposed Solution
In this work, we outline an end-to-end methodology to
detect partial symmetry in human anatomy and exploit
this knowledge intra-operatively as a reference to restore
structural symmetry of fractured pelvic bone. Our fully
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automatic solution uses a structure-based cost, an intensity-
based robust estimator, and a probabilistic-based loss to
identify the plane of symmetry. After identifying the partial
symmetry, healthy side of the patient anatomy is mirrored
across the bilateral symmetry plane, which then allows
simulating the ideal bone fragment configurations. This in-
formation is provided by overlaying the fluoroscopic image
with a forward-projection of the mirrored anatomy obtained
from the CT data. Our contributions enable the surgeon
to use patient CT scans intra-operatively, without explicitly
viewing the 3D data, but instead using 2D patient-specific
image augmentation on commonly used X-ray images. In
contrast to surgical navigation systems that provide update
in relation to pre-operative data, our solution provides
interventional feedback with respect to the desired outcome.
2 MATERIALS AND METHOD
2.1 Theory
Bilateral reflective symmetry is defined as the group of
involutive isometric maps Mg ∈ E¯(3), where E¯(3) con-
sists of self-isometries such that E¯(3) = {h ∈ E(3),o ⊆
P3 | h(o) = o}, where o is defined in the 3D projective
space P3. The group E(3) denotes all isometries of R3.
Transformation Mg mirrors the object o across a symmetry
plane such that o− = Mg(o+), where o−,o+ ⊆ P3 are sub-
volumes of object o on the opposite sides of the symmetry
plane.
Assuming the plane of symmetry is the Y-Z plane, the
extrinsic symmetry is expressed via Mg := gmx g−1, where
g is a member of the Special Euclidean group SE(3), and
mx reflects the space about the X-axis:
mx =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (1)
Transformation Mg maps the points p,q ∈ P3 to p¯ =
gmx g
−1 p and q¯ = gmx g−1 q, respectively. The distance
between p¯ and q¯ is then computed as:
‖p¯− q¯‖2 =
∥∥gmx g−1 (p− q)∥∥2 . (2)
Since, det(gmx g−1) = det(g)(−1)(det(g))−1 = −1, then i)
‖p¯− q¯‖2 = ‖p− q‖2, hence Mg is an isometry, and ii) due
to the negative determinant, Mg is orientation reversing,
therefore is an anti-conformal map.
2.2 Problem Formulation
We propose to estimate extrinsic symmetry parametrization
by minimizing the following cost:
arg min
g
D(Mg|g0) := dI(o,Mg(o))+λ dD(o,Mg(o)). (3)
In Sec. 2.3 the prior parametrization g0 is automatically
estimated based on surface correspondences detected from
the anatomy. In Sec. 2.4 we present a robust estimator term
that will be used to minimize an intensity-based distance
dI(.), followed by a distribution-based regularization term
dD(.) which will be discussed in Sec. 2.5. Fig. 1 demonstrates
the iterative step that yields the optimal plane of bilateral
symmetry by minimizing the total lossD(.). Finally, surgical
image augmentation using interventional image registration
is discussed in Sec. 2.6.
2.3 Automatic Initialization of Extrinsic Symmetry via
Global Intrinsic Symmetry
To compute an initial estimate g0 for the plane of partial
symmetry, we first estimate a set of point correspondences
on the contralateral sides of the anatomy which satisfy the
properties of intrinsic symmetry. Intrinsic symmetry Mi(.)
is associated with all volumetric deformations that preserve
pairwise geodesic distances on a symmetric surface. All cor-
respondences are detected automatically and globally [22],
and are used to compute an initial estimate of the partial
symmetry plane. An overview of this step is demonstrated
in Fig 2.
2.3.1 Symmetry Invariant Candidates
The candidate symmetry invariant correspondences p are
selected such that they share a common intrinsic symmetry,
i.e. Mi(p) = p. Selecting symmetry invariant point candi-
dates are particularly crucial in the pelvic trauma applica-
tion due to the imperfect and incomplete symmetry which
are caused by fractures and dislocations.
The critical points p of a symmetry invariant function
Φ = {Φ(.) : o → R, Φ(Mi(p)) = Φ(p)}, are invariant to
symmetry on the surface of the object o. To verify this, from
chain rule, we drive:
∇Φ(Mi(p)) M′i(p) = ∇Φ(p). (4)
For the critical point pc, it can be shown that∇Φ(Mi(pc)) =
0 if-and-only-if ∇Φ(pc) = 0 , implying that Mi(pc) = pc,
hence pc satisfying symmetry invariance condition.
The Average Geodesic Distance function is used as the
symmetry invariant function to generate candidate points
and is defined as below [22]:
Φ(p) =
∫
q∈o
d(p, q) dq. (5)
2.3.2 Optimal Intrinsic Symmetry via Mo¨bius Transform
Every genus zero surface can be mapped to a unit sphere
S, also known as the Riemann sphere [47]. The group of
Mo¨bius transformations models all the angle preserving
isometries between the Riemann sphere to itself. Via stere-
ographic projection, Riemann sphere can then be mapped
to the extended complex plane. Therefore, Mo¨bius trans-
formation is represented as the mapping between extended
complex planes. Mo¨bius transformation is formulated on
the extended plane via the fractional linear function, also
known as homographies:
h(z) =
az + b
cz + d
, a, b, c, d ∈ C. (6)
Mo¨bius group that models all isometries is characterized
using only 6 real parameters, hence 3 point correspondences
on the complex plane are sufficient to uniquely compute
a Mo¨bius transformation in a closed form. This property
allows the intrinsic symmetry on a mesh to appear as
extrinsic symmetry on the extended complex plane. Using
only 6 parameters has the advantage of computing the
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parametrization for intrinsic symmetry both globally and
efficiently.
The search for the parametrization of symmetry takes
place on the anti-Mo¨bius group, which includes the Mo¨bius
group augmented with reflections [22]. The anti-Mo¨bius
transforms cover the set of orientation reversing isometries
which are instances of the anti-conformal maps.
To use the Mo¨bius parameterization, we first construct a
binarized volume by segmenting bone from tissue and air
using histogram thresholding. Next, a genus zero surface
is constructed from the object using Reeb graphs [48]. The
pseudo-code for this step is presented in Alg. 1.
Algorithm 1 Construction of the genus zero mesh
1: initialize empty graph G = (V = {}, E = {})
2: initialize empty vertex set Vprevious = {}
3: for each transverse slice s = 0, 1, 2, . . . do
4: initialize empty vertex set Vcurrent = {}
5: for each connected component c = 0, 1, 2, . . . do
6: add vertex with tag (s, c) into V and Vcurrent
7: for each element (sp, cp) in Vprevious do
8: if (s, c) is connected to (sp, cp) then
9: add edge (s, c)− (sp, cp) to E
10: end if
11: end for
12: Vprevious = Vcurrent
13: end for
14: end for
15: close all cycles in the Reeb graph G by adding the
convex hull of the connected components
On the genus zero surface, a set of feature points (triplets
and quadruplets of point correspondences) are selected iter-
atively, and each time the parameters of a unique Mo¨bius
transformation is estimated. Followed by each step, all
surface elements on the complex plane are warped given
the current Mo¨bius estimate, and pair-wise geodesics are
measured. The mapping that yields the most number of mu-
tually closest points (most inliers) is selected to parametrize
the intrinsic symmetry on the surface [49].
2.3.3 Refinement of Point Correspondences
To incorporate the most reliable candidates for estimating
the parameters of extrinsic symmetry from the set of point
correspondences, we employ a two-stage RANdom SAmple
Consensus (RANSAC) strategy [50]. After the completion
of this step, the outlier correspondences that are not with
agreement with the global symmetry properties are elimi-
nated from the list.
The vector connecting a point p on the surface to its
reflection p′ = gmxg−1p is given by (gmxg−1−1)p. For any
arbitrary point p, it can be shown that this vector is parallel
to g1, where g =
[
g1 g2 g3 g4
]
. This equality can be
intuitively explained given the convention that the plane
normal is parallel to the X-axis of the local frame. Therefore,
bilateral reflections across the symmetry plane occur in the
direction of the local X-axis. The local X-axis of the plane
is parallel to g1 which expresses the image of the world
Riemann Sphere
Extended 
Complex Plane
World 
Frame
Plane 
Frame
a) b)
c) d) e)
Fig. 2. First step in computing the initial parametrization of extrinsic sym-
metry on an object that exhibits imperfect symmetry involves transform-
ing the surface of the object to the Reimann sphere (uniformization) and
consequently to the extended complex plane (stereographic projection).
These transformations are shown in parts (a-b). Anti-Mo¨bius group is
then used to model the intrinsic symmetry on the complex plane and
assign self-symmetry correspondences to vertices on the surface of
the pelvis. During a two-step RANSAC scheme, the correspondences
are pruned and narrowed down to only inliers which satisfy the ex-
trinsic symmetry properties (c-d). As the result of the first and second
RANSAC, correspondeces shown in dashed lines are removed due to
dissimilar directions and midpoints, respectively. Extrinsic symmetry is
subsequently computed using least squares minimization (e).
X-axis: g1 = g
[
1 0 0 0
]>. Hence, the vectors of all
correspondences that satisfy extrinsic symmetry are jointly
parallel to g1. We leverage these relations in a RANSAC
setting and eliminate all correspondences with non-agreeing
connecting vectors.
During a second RANSAC, we seek consensus among
the midpoints of the correspondences. The midpoint p¯ lies
on the symmetry plane and is invariant to reflection:
Mg p¯ = gmxg
−1(
p+ p′
2
) = gmxg
−1(
p+ gmxg
−1p
2
)
= gmxg
−1(
1 + gmxg−1
2
p) =
gmxg
−1 + 1
2
p = p¯.
(7)
We employ the second RANSAC to remove outliers from
the set of correspondences where there are no strong agree-
ments on the midpoints. At the end of this stage, we identify
the key points that only satisfy extrinsic symmetry, selected
from a subset of the correspondences that satisfied intrinsic
symmetry on the surface.
2.3.4 Extrinsic Symmetry from Point Correspondences
The parametrization g0 of the partial symmetry plane in 3D
is defined via a point n0 and a plane normal ~n. To obtain
these parameters which describe extrinsic symmetry, we
compute the mean-normalized matrix P¯ of all N midpoints.
Singular value decomposition of this matrix yields:
P¯n×3 = Un×nΣn×3V T3×3. (8)
The last column vector v3 of V =
[
v1 v2 v3
]
defines the
least principle component of the data, i.e. axis with mini-
mum variance. This vector defines the normal to a plane that
has the closest distance to all midpoints. Lastly, the point n0
is computed as the mean of all midpoints: E[p¯].
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2.4 Robust Estimators for Detecting Imperfect Symme-
try
After an initial parametrization g0 of the plane is obtained,
the intensities are compared iteratively between the voxel
elements across the plane of partial symmetry, until the pa-
rameters Mg that minimize the intensity loss dI(o,Mg(o))
are estimated.
A major challenge associated with using an intensity-
based approach is the presence of severe outlier regions
which may result in incorrect symmetry parametrization
given an intensity-based criteria. The symmetry outliers are
the results of i) unilateral dislocations and fractures, and ii)
imperfect symmetry in the original anatomy. Normalized
Cross-Correlation (NCC) is a commonly used intensity-
based measure which is greatly sensitive to noise and
outliers [51]. Therefore, it is crucial to employ a symmetry
detection mechanism that is robust to the outlier regions. We
suggest using Tukey biweight robust estimator which auto-
matically downweights or supresses the regions that exhibit
consistently high errors, and prohibits those elements from
contributing to the total loss [52]. Inspired by Tukey robust
regression we suggest the following loss:
dI(o,Mg(o)) =
|Ωs|∑
i=1
|ρ(ei(Mg))|
|Ωs| , (9)
where Ωs is the spatial domain of the volumetric data. The
element-wise error ρ(ei(Mg)) is computed as follows:
ρ(ei(Mg)) =
ei(Mg)
[
1−
(
ei(Mg)
c
)2]2
; |ei(Mg)| 6 c,
0 ; otherwise.
(10)
Parameter c sets a threshold that is used for classifying
the voxel elements as outliers. The element-wise weighted
residuals are computed as:
ei(Mg) =
ri(Mg)
S
, such that ri(Mg) = I(oi)−I(Mg(oi)).
(11)
In Eq. 11, the term I(.) denotes voxel intensity.
It is suggested in the literature that c = 4.685 provides
around 95% asymptotic efficiency of linear regression for
normal distributions [52]. This value is computed assuming
the residuals ei are drawn from a unit variance distribution.
To relax this constraint, the factor S is used as a scaling
parameter and is computed based on median absolute devi-
ation:
S =
MD
0.6745
, MD = median(rj)
j∈Ωs
. (12)
As demonstrated in Fig. 3, in contrast to L2 and L1
norms, Tukey biweight disparity term completely sup-
presses the residuals beyond a threshold, regarding the el-
ements yielding excessive errors as outliers. This behaviour
is desired for traumatic cases, since the outlier regions,
i.e. dislocated bone, should be completely excluded during
symmetry identification, allowing the plane parameter esti-
mation to solely rely on the partial symmetry present in the
anatomy.
-20 -10 0 10 20
-2
0
2
Tukey
Residuals
-20 -10 0 10 20
0
200
400
Least Squares Regression
Residuals
-20 -10 0 10 20
0
10
20
Absolue Regression
Residuals
Fig. 3. Comparison of the Tukey bi-weight with L2 and L1 norms. The
horizontal axis represents the residual error, and the vertical axis shows
the corresponding loss.
2.5 Regularization based on Bone Distribution
To further support the identification of partial symmetry,
we exploit a biological fact that, even if injured, dislocated
bone fragments remain within the body. On this basis, a
regularization term is introduced to maximizes the simi-
larity between the distribution of bone densities across the
symmetry plane. This concept is visualized in Fig. 4.
a) b)
c) d)
Fig. 4. Distribution of the bone HU values across the symmetry plane
before and after the estimation of symmetry plane. Comparing the
histograms in (b) and (d) suggests high similarity when the plane dissect
the volume bilaterally in the center.
To materialize this notion, probability distribution func-
tions are computed in the form of image histograms from
voxel intensities. A regularizer based on Normalized Mu-
tual Information (NMI) is used to acquire a similarity score
between the density distributions on the contralateral sides:
dD(o,Mg(o)) = −
H
(
I(o)
)
+H
(
I(Mg(o))
)
H
(
I(o), I(Mg(o))
) . (13)
In the formulation presented in Eq. 13, H(.) is the entropy
of voxels’ intensities.
The regularizer term dD(.) is globally non-convex and
yields local minimas for various plane parametrizations.
An example case is shown in Fig. 5, where the NMI-based
score is nearly equal for two cases, while the robust esti-
mator cost measured based on Tukey biweight disparity is
substantially (99.1%) lower at the configuration in Fig. 5-b.
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Therefore, the density-based cost cannot replace the Tukey-
based term, and is merely used as a regularizer to ensure
similar bone distributions contralaterally.
a) b)
Fig. 5. Two different plane estimates with near identical distribution
score, and substantially different Tukey-based score.
2.6 Interventional Image Registration and Augmenta-
tion
The plane of partial symmetry with the parametrization Mg
dissects the volume bilaterally, yielding sub-volumes oi and
oh, denoting the injured and healthy regions, respectively
(o = [oi,oh]). Using this parametrization, the non-fractured
portion of the data can be mirrored across the plane as o¯h =
Mg(oh), resulting in a non-fractured model of the patient:
o¯ = [o¯h,oh]. This patient-specific reconstructed model is
then used as a template of patient anatomy, representing the
anatomical structures ”as if they were repaired”. It is important
to stress that, although the human pelvic skeleton is not
entirely symmetric, it is common for an orthopedic trauma
surgeon to consider it symmetric, and use the contralateral
side as reference.
To exploit the patient-specific template o¯ intra-
operatively, each interventional C-arm fluoroscopy image
is augmented with the contours of the reconstructed bone
in the mirrored CT volume as demonstrated in Fig. 6.
Enabling such augmentation requires two steps. In the first
step, the transformation that describes the projective relation
between the pre-operative CT image and the intra-operative
X-ray image is computed via 2D/3D image registration by
maximizing NCC score defined below:
arg max
R,t,k
NCC (R, t, k|IX , ID) =
|ΩX,D|∑ IX · ID(R, t, k∣∣o)
σXσD
.
(14)
This formulation optimizes over the parameters of the rota-
tion R, translation t, and intrinsic geometry k. The param-
Fig. 6. Interventional X-ray images are augmented with the contours
of the bone extracted from the mirrored CT volume. The green con-
tours serve as road-map, demonstrating desired configurations for bone
fragments in the perspective of each X-ray image such that bilateral
symmetry is restored.
eters IX and ID are the mean-normalized X-ray and Digi-
tally Reconstructed Radiographs (DRRs) generated from the
fractured patient data given the parameters (R, t, k). Finally,
ΩX,D is the common spatial domain of the two images, and
σX and σD are the standard deviations of the X-ray and
DRR images within ΩX,D . In the second step, augmented
image IA is constructed by overlaying the X-ray image and
the 2D DRR that is computed from the mirrored volume, i.e.
IA := IX ∪ ID(R, t, k, o¯).
3 EXPERIMENTAL RESULTS
In this section we evaluate the proposed methodology for
detecting and exploiting symmetry under a variety of differ-
ent conditions. We present both quantitative and qualitative
outcome on data with synthetic fractures, as well as patient
data with complex unilateral fractures. To generate ground-
truth for the evaluations in sections 3.1-3.4, we synthetically
construct symmetric pelvis data using three patient cases
from the NIH Cancer Imaging Archive. In Sec. 3.5, the dis-
tance between anatomical landmarks on pelvic cases with
simulated unilateral fractures were compared before and
after applying the symmetry transform. Finally in Sec. 3.6,
the symmetry detection and surgical image augmentation
is demonstrated on three patient data with unilateral pelvic
fractures.
Bound constrained by quadratic approximation method
was used for the optimization of the non-linear cost in Eq. 3.
For all experiments presented in this section, the maximum
number of iterations was set to 100. The rotation errors
are measured as the angle between the normal rˆ of the
estimated symmetry plane and the ground-truth normal r1.
Since the plane normal is in the direction of the X-axis of the
local frame, hence the normal vectors are defined via the
first column vector of the rotation matrix associated to the
plane pose. The rotation error is formulated as:
θe = cos
−1(rˆ>1 r1). (15)
Since Euclidean distance is not explicitly defined for non-
parallel planes, we define a translation measure as the
projection of the translation difference (t− tˆ) onto the plane
normal:
te =
∣∣∣(t− tˆ)>r1∣∣∣ . (16)
3.1 On the Effect of Regularization
We evaluated the performance of the suggested symmetry
detection cost in Eq. 3 at different regularization levels,
where λ was varied between 0.0 and 1.0. In Fig. 7 results
are presented for data without fractures as well as data with
different fracture patterns. Each case is evaluated 4 times,
each with a random initialization in a neighborhood around
the ground-truth within the ranges of ±15 mm and ±15◦
for translation and rotation along each axis, respectively. As
shown in the results, all regularizers improve the conver-
gence compared to the case where no regularization is used,
however no significant differences is observed between dif-
ferent regularization parameters.
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Fig. 7. Translation and rotation errors given different regularization factor
λ ∈ [0, 1]
3.2 Sensitivity to Imperfect Symmetry
The performance of the symmetry cost D(.) presented in
Eq. 3 was tested against different levels of noise and bone
dislocations. In all experiments, the regularization factor λ
was set to 0.5, allowing the dI(.) to be the dominant term
driving the total cost, and dd(.) serving as a fidelity term.
The amount of dislocation (outlier) was varied between
0% to 30% of the entire volume, and the Gaussian noise
between 0% and 40% of the highest intensity in the volume.
For each given outlier and noise level, the symmetry detec-
tion was repeated 20 time, each time randomly sampling
an initialization parameter within the maximum range of
±15 mm and ±15◦ around the ground-truth. Results are
presented in Fig. 8.
3.3 Capture Range
We characterize the dependence of the regularized Tukey
cost on the initialization parameters. In Fig. 9, the mean
rotation and translation errors are presented for varying ini-
tialization parameters. The elements on the horizontal axis
represent the level of misalignment at the initial configura-
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Fig. 8. Error in detection of partial symmetry plane evaluated against
different amounts of noise and bone dislocation
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Fig. 9. Dependence of the regularized Tukey cost on initialization. The
horizontal axis corresponds to the extent of misalignment at the intializa-
tion step, and the vertical axis represents the translation and rotational
errors after convergence.
tion, where at each step the ranges for the initialization mis-
alignment are increased by 5 mm and 5◦ along each axis of
translation and rotation, respectively. For instance, the first
and second elements on the horizontal axis in Fig. 9 which
have yielded lower errors show initialization samples for
each axis between the ranges of [(0 mm, 5 mm)− (0◦, 5◦)]
and [(5 mm, 10 mm)− (5◦, 10◦)], respectively. Given each
range, the sampling is repeated 10 times.
3.4 Accuracy of Global Initialization
The initialization strategy that leverages the combined prop-
erties of intrinsic and extrinsic symmetry (Sec. 2.3) was
investigated to assess whether global initialization param-
eters yield outcome within the capture range. To this end,
fractures on the iliac wing bone were applied to three pelvic
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TABLE 1
Errors in detecting the bilateral symmetry plane are estimated given the
initialization parametrization. The last three columns represent the total
number of landmarks, inliers with agreement on the direction of the
vectors connecting the correspondence, and inliers with consensus on
the mid-points.
Volume Rotation Translation # LandmarksError Error initial RANSAC 1 inliers RANSAC 2 inliers
1 5.04 3.44 101 31 24
2 8.17 7.57 99 15 6
3 10.23 1.27 92 22 14
TABLE 2
Distances between the four anatomical landmarks on the surface of the
pelvis with their counterparts on the mirrored template are presented
as mean ± SD.
Fracture L1 L2 L3 L4
Iliac wing 3.49 + 2.41 2.83 + 2.55 3.44 + 1.52 2.58 + 1.28
Pelvic ring 2.24 + 1.13 3.96 + 2.62 1.78 + 0.79 1.84 + 0.86
Vertical shear 4.96 + 1.94 3.35 + 2.18 4.07 + 2.17 4.52 + 2.81
data. The errors in plane detection, as well as the details on
the two RANSAC steps are presented in Table 1. In Fig. 10
we present the outcome of each step.
3.5 Estimation of Partial Symmetry on Data with Syn-
thetic Fractures
Three prevalent unilateral pelvic fractures, namely, iliac
wing fracture, pelvic ring fracture, and vertical shear frac-
ture were applied to four patient data. Given each case, the
plane of partial symmetry were detected, and symmetric
patient templates were constructed. In Table 2 we report
the distance from the anatomical landmark on the original
volume before applying the fractures to their reconstructed
correspondence on the mirrored model. For the measure-
ments, we considered four separate landmarks that were
distributed on the surface of the bone, including, L1: ante-
rior superior iliac spine, L2: posterior superior iliac spine,
L3: ischial spine, and L4: ischial ramus. Fig. 11 shows three
simulated radiographs from each fracture model that are
augmented with the edge-map extracted from gradient-
weighted DRRs of the mirrored template. These contours
represent the bone at desired configuration ”if the bilateral
symmetry was completely restored”. This figure also highlights
the abnormal area on the bone that was automatically de-
tected using the Tukey-based cost as the symmetry violator
region.
3.6 Estimation of Partial Symmetry on Patient Data with
Trauma Injuries
Qualitative outcomes are visualized in Fig. 12 for three pa-
tient cases with severe unilateral traumatic injuries. For each
case, two fluoroscopic images were separately registered to
the patient CT. As the result of 2D/3D registration, the rel-
ative projective transformations describing the spatial rela-
tion between the X-ray and CT were computed. Next, for all
three models, symmetry was detected and patient-specific
templates were reconstructed by mirroring the healthy side
of the bone across the extrinsic symmetry plane. Finally,
DRRs were generated from the patient templates using the
projective transformations associate with each X-ray image,
Volume 1 Volume 2 Volume 3
a)
b)
c)
d)
e)
f)
g)
Fig. 10. The bone in the CT image was segmented out using an
intensity-based thresholding, and converted to volumetric meshes (a).
These meshes were then passed through a hole-closing pipeline which
generated genus zero surfaces (b). If the injury had yielded detached
bone fragments with no connections to the main part of the pelvis, then
the dislocated bone was automatically rejected and removed using the
hole-closing routine. Next, we detected landmark correspondences by
computing the optimal anti-Mo¨bius map. These landmarks satisfied the
properties of intrinsic symmetry on the pelvis surface (c). After the initial
landmarks were detected, correspondences were pruned during a two-
stage RANSAC. In the first stage, the correspondences that the direction
of their connecting vectors were not in agreement with others were
removed from the list (d). Inliers of this step are shown in green, and
outliers in red. The remaining landmarks and their midpoints are pre-
sented in (e). In the second RANSAC step, we removed the landmarks
which their midpoints did not sit near a plane that passed through the
majority of other correspondences (f). Given the midpoints of all inliers,
a least squares estimate yielded the bilateral symmetry plane (d).
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a)
d)
g)
b)
e)
h)
c)
i)
f)
Fig. 11. Ilic wing fracture (a-c), pelvic ring fracture (d-f), and vertical
shear fracture (g-i) are shown on a pelvis data. The orange arrows in
the first two columns represent the area with the fracture. The green
contours that are computed from the symmetrically reconstructed model
suggest road-maps in each image perspective that can result in fracture
reduction and symmetry restoration. The region colored in red in the last
column represents the area that was considered as symmetry violator
(outlier) by the Tukey-based term dI(.).
and were augmented onto their corresponding fluorscopic
images.
4 DISCUSSION AND CONCLUSION
In this work we present an end-to-end methodology for au-
tomatic identification of global symmetry in pelvis data with
severe unilateral fractures, and exploit the knowledge from
symmetry to provide interventional image augmentation.
Three measures are combined to identify partial symmetry:
i) the structural geometry is used in the Mo¨bius space to
determine intrinsic and extrinsic symmetry on the surface,
ii) voxels are used with Tukey robust estimator to score
the similarities between the intensities, and iii) normalized
mutual information is used to match the distribution of bone
across the sagittal plane of the patient. Regularization is
important when the amount of bone dislocation is large, and
Tukeys cost cannot solely drive the symmetry plane to the
optimal pose. Each of these three novel steps are designed
with the consideration of being insensitive to outlier regions
that are caused by the injury.
The clinical relevance of this solution is manifested by
considering common practices in surgical routine where
orthopedic traumatologists aim at bringing displaced bone
fragments into alignment with their natural biological con-
figurations. This is achieved by replicating the contralateral
side, hence restoring symmetry in the internal structures.
It should be noted that this solution is merely admissible
for unilateral fractures, that according to pelvis fracture
classification [53], involves a considerable number of cases.
Consequently, direct comparison of bony structures across
the sagittal plane becomes possible for such cases.
A preeminent criteria in determining symmetry is the
Tukey-based robust estimation which automatically sup-
presses voxel elements that consistently produce high er-
rors. To improve the estimation of the symmetry plane, a
novel regularization term based on bone density distribu-
tion is added to the overall loss function. In Sec. 3.1 we
evaluated the accuracy of symmetry estimation with respect
to different regulation factors. Results in Fig. 3 indicate sub-
stantial improvement when using regularization. However,
the results do not vary significantly when different λ factors
are used. For consistency, we used λ = 0.5 for all other
experiments in Sec. 3.
From the results in Fig. 9 we conclude that the first
three initialization ranges yielded average translation error
of < 2 mm and rotation error of < 0.2◦. These are asso-
ciated with initialization parameters within the ranges of
(0 mm,±15 mm) translation and (0◦,±15◦) rotation near
the ground-truth. A comparison between these results and
the errors of the proposed automatic initialization approach
presented in Table 1, proves that our suggested initialization
yields outcome within the capture range of the cost in Eq. 3.
As also appears in Table 1, the correspondence-based initial-
ization demonstrates higher performance in predicting the
translation parameters compared to rotation.
We simulated severe and unstable unilateral disloca-
tions, and reconstructed a fully symmetric patient template.
Comparing the relevant anatomical landmarks on the orig-
inal and reconstructed pelvis yielded a mean discrepancy
of 3.26 mm between different bony features. Finally, we
also presented view-specific road-maps to guide towards
an optimal repair of pelvic fractures on patient data with
trauma injuries.
An essential characteristic of our solution is the auto-
matic outlier detection that is highlighted in the last column
of Fig. 11. Our approach towards outlier identification can
enable several other applications in different disciplines of
radiology and surgery where regions that violate symmetry
can be classified, and consequently be used to improve pre-
operative planning as well as provide real-time feedback
to surgeons on whether biological symmetry is properly
restored. Learning-based solutions can also substantially
benefit from such outlier detection mechanisms by auto-
matically shifting the focus of the artificial agent to relevant
regions with structural anomaly.
In conclusion, we presented a solution that exploits
partial symmetry in human anatomy and provides intu-
itive image augmentation for fracture care procedures. It
should be noted that, this solution enables patient-specific
data augmentation and guidance, that is unattainable by
using statistical shape models [54]. Constructing atlases for
such procedures require a large population of patient pelvis
data for different age, sex, race, disease, etc. which are
not available. We hope that our theoretical findings and
methodology can lead to safer and more reliable surgical
care.
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Fig. 12. Partial symmetry was exploited to augmented X-ray images with desired configurations of bone fragments. Three cases with severe trauma
injuries were investigated here. The first case had displaced pelvic ring fracture, the second case had displaced fracture of the right acetabular roof
and the posterior wall, and the third case exhibited asymmetric widening of the left sacroiliac joint. The yellow arrows indicate the fracture location
in the figure. We present results given the pre-operative CT as well as two X-ray images (a) for each patient. The relation of each X-ray image
was estimated with respect to patient CT (b). As shown in (c), the plane of symmetry was detected and symmetric patient-specific template was
generated for each case. Finally, DRRs were generated from the symmetric template and were augmented onto patient X-ray as bone outlines.
REFERENCES
[1] C. Boulay, C. Tardieu, C. Be´naim, J. Hecquet, C. Marty, D. Prat-
Pradal, J. Legaye, G. Duval-Beaupe`re, and J. Pe´lissier, “Three-
dimensional study of pelvic asymmetry on anatomical specimens
and its clinical perspectives,” Journal of Anatomy, vol. 208, no. 1,
pp. 21–33, 2006.
[2] F. Shen, B. Chen, Q. Guo, Y. Qi, and Y. Shen, “Augmented reality
patient-specific reconstruction plate design for pelvic and acetab-
ular fracture surgery,” International journal of computer assisted
radiology and surgery, vol. 8, no. 2, pp. 169–179, 2013.
[3] D. P. Mukherjee, A. P. Zisserman, M. Brady, and F. Smith, “Shape
from symmetry: Detecting and exploiting symmetry in affine
images,” Philosophical Transactions of the Royal Society of London.
Series A: Physical and Engineering Sciences, vol. 351, no. 1695, pp.
77–106, 1995.
[4] Y. Gao and A. L. Yuille, “Exploiting symmetry and/or manhattan
properties for 3d object structure estimation from single and
multiple images,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, 2017, pp. 7408–7417.
[5] W. Hong, A. Y. Yang, K. Huang, and Y. Ma, “On symmetry and
multiple-view geometry: Structure, pose, and calibration from a
single image,” International Journal of Computer Vision, vol. 60, no. 3,
pp. 241–265, 2004.
[6] R. Nagar and S. Raman, “Symmslic: Symmetry aware superpixel
segmentation,” in Proceedings of the IEEE International Conference on
Computer Vision, 2017, pp. 1764–1773.
[7] G. Loy and J.-O. Eklundh, “Detecting symmetry and symmetric
constellations of features,” in European Conference on Computer
Vision. Springer, 2006, pp. 508–521.
[8] H. Cornelius and G. Loy, “Detecting bilateral symmetry in per-
spective,” in 2006 Conference on Computer Vision and Pattern Recog-
nition Workshop (CVPRW’06). IEEE, 2006, pp. 191–191.
[9] H. Cornelius, M. Perdˇoch, J. Matas, and G. Loy, “Efficient symme-
try detection using local affine frames,” in Scandinavian Conference
on Image Analysis. Springer, 2007, pp. 152–161.
[10] Z. Wang, Z. Tang, and X. Zhang, “Reflection symmetry detection
using locally affine invariant edge correspondence,” IEEE Transac-
tions on Image Processing, vol. 24, no. 4, pp. 1297–1301, 2015.
[11] S. Lee and Y. Liu, “Curved glide-reflection symmetry detection,”
IEEE transactions on pattern analysis and machine intelligence, vol. 34,
no. 2, pp. 266–278, 2011.
[12] A. Brachmann and C. Redies, “Using convolutional neural net-
work filters to measure left-right mirror symmetry in images,”
Symmetry, vol. 8, no. 12, p. 144, 2016.
[13] C. Funk and Y. Liu, “Beyond planar symmetry: Modeling human
perception of reflection and rotation symmetries in the wild,” in
Proceedings of the IEEE International Conference on Computer Vision,
2017, pp. 793–803.
[14] B. Bier, M. Unberath, J.-N. Zaech, J. Fotouhi, M. Armand,
G. Osgood, N. Navab, and A. Maier, “X-ray-transform invariant
anatomical landmark detection for pelvic trauma surgery,” in
International Conference on Medical Image Computing and Computer-
Assisted Intervention. Springer, 2018, pp. 55–63.
[15] J. Liu, G. Slota, G. Zheng, Z. Wu, M. Park, S. Lee, I. Rauschert, and
Y. Liu, “Symmetry detection from realworld images competition
2013: Summary and results,” in Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition Workshops, 2013, pp.
200–205.
[16] N. J. Mitra, M. Pauly, M. Wand, and D. Ceylan, “Symmetry in
3d geometry: Extraction and applications,” in Computer Graphics
Forum, vol. 32, no. 6. Wiley Online Library, 2013, pp. 1–23.
[17] K. Xu, H. Zhang, W. Jiang, R. Dyer, Z. Cheng, L. Liu, and
B. Chen, “Multi-scale partial intrinsic symmetry detection,” ACM
Transactions on Graphics (TOG), vol. 31, no. 6, p. 181, 2012.
[18] M. Kazhdan, B. Chazelle, D. Dobkin, A. Finkelstein, and
T. Funkhouser, “A reflective symmetry descriptor,” in European
Conference on Computer Vision. Springer, 2002, pp. 642–656.
[19] M. Kazhdan, B. Chazelle, D. Dobkin, T. Funkhouser, and
S. Rusinkiewicz, “A reflective symmetry descriptor for 3d mod-
els,” Algorithmica, vol. 38, no. 1, pp. 201–225, 2004.
[20] J. Podolak, P. Shilane, A. Golovinskiy, S. Rusinkiewicz, and
T. Funkhouser, “A planar-reflective symmetry transform for 3d
shapes,” in ACM Transactions on Graphics (TOG), vol. 25, no. 3.
ACM, 2006, pp. 549–559.
[21] M. Ovsjanikov, J. Sun, and L. Guibas, “Global intrinsic symmetries
of shapes,” in Computer graphics forum, vol. 27, no. 5. Wiley Online
Library, 2008, pp. 1341–1348.
[22] V. G. Kim, Y. Lipman, X. Chen, and T. Funkhouser, “Mo¨bius trans-
formations for global intrinsic symmetry analysis,” in Computer
Graphics Forum, vol. 29, no. 5. Wiley Online Library, 2010, pp.
1689–1700.
[23] B. Combe`s, R. Hennessy, J. Waddington, N. Roberts, and S. Prima,
“Automatic symmetry plane estimation of bilateral objects in point
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. XX, XXXX 2019 11
clouds,” in 2008 IEEE Conference on Computer Vision and Pattern
Recognition. IEEE, 2008, pp. 1–8.
[24] A. Ecins, C. Fermuller, and Y. Aloimonos, “Detecting reflectional
symmetries in 3d data through symmetrical fitting,” in Proceedings
of the IEEE International Conference on Computer Vision, 2017, pp.
1779–1783.
[25] R. Nagar and S. Raman, “Detecting approximate reflection sym-
metry in a point set using optimization on manifold,” IEEE Trans-
actions on Signal Processing, vol. 67, no. 6, pp. 1582–1595, 2019.
[26] T. Pastor, S. Tiziani, C. D. Kasper, H.-C. Pape, and G. Osterhoff,
“Quality of reduction correlates with clinical outcome in pelvic
ring fractures,” Injury, 2019.
[27] D. O. Verbeek, J. P. van der List, J. C. Villa, D. S. Wellman, and
D. L. Helfet, “Postoperative ct is superior for acetabular fracture
reduction assessment and reliably predicts hip survivorship,”
JBJS, vol. 99, no. 20, pp. 1745–1752, 2017.
[28] R. Pascarella, S. Cerbasi, R. Politano, G. Balato, R. Fantasia,
G. Orabona, and M. Mariconda, “Surgical results and factors
influencing outcome in patients with posterior wall acetabular
fracture,” Injury, vol. 48, no. 8, pp. 1819–1824, 2017.
[29] H.-f. Shi, J. Xiong, Y.-x. Chen, J.-f. Wang, and Y.-h. Wang, “Radio-
graphic analysis of the restoration of hip joint center following
open reduction and internal fixation of acetabular fractures: a
retrospective cohort study,” BMC musculoskeletal disorders, vol. 15,
no. 1, p. 277, 2014.
[30] P. Tornetta and J. M. Matta, “Outcome of operatively treated
unstable posterior pelvic ring disruptions,” Clinical Orthopaedics
and Related Research R©, vol. 329, pp. 186–193, 1996.
[31] M. L. Schenker, R. L. Mauck, J. Ahn, and S. Mehta, “Pathogenesis
and prevention of posttraumatic osteoarthritis after intra-articular
fracture,” The Journal of the American Academy of Orthopaedic Sur-
geons, vol. 22, no. 1, p. 20, 2014.
[32] P. Giannoudis, C. Tzioupis, A. Papathanassopoulos,
O. Obakponovwe, and C. Roberts, “Articular step-off and
risk of post-traumatic osteoarthritis. evidence today,” Injury,
vol. 41, no. 10, pp. 986–995, 2010.
[33] L. Blum, M. E. Hake, R. Charles, T. Conlan, D. Rojas, M. T.
Martin, and C. Mauffrey, “Vertical shear pelvic injury: evaluation,
management, and fixation strategies,” International orthopaedics,
vol. 42, no. 11, pp. 2663–2674, 2018.
[34] C. Mauffrey, S. Stacey, P. J. York, B. H. Ziran, and M. T. Archdea-
con, “Radiographic evaluation of acetabular fractures: review and
update on methodology,” JAAOS-Journal of the American Academy
of Orthopaedic Surgeons, vol. 26, no. 3, pp. 83–93, 2018.
[35] K. A. Lefaivre, P. A. Blachut, A. J. Starr, G. P. Slobogean, and
P. J. OBrien, “Radiographic displacement in pelvic ring disruption:
reliability of 3 previously described measurement techniques,”
Journal of orthopaedic trauma, vol. 28, no. 3, pp. 160–166, 2014.
[36] W. Zhang, Y. Ji, X. Wang, J. Liu, and D. Li, “Can the recovery
of lower limb fractures be achieved by use of 3d printing mirror
model?” Injury, vol. 48, no. 11, pp. 2485–2495, 2017.
[37] R. J. Gray, M. Thom, M. Riddle, N. Suh, T. Burkhart, and E. Lalone,
“Image-based comparison between the bilateral symmetry of the
distal radii through established measures,” The Journal of hand
surgery, 2019.
[38] T. Bao, D. Yu, Q. Luo, H. Wang, J. Liu, and H. Zhu, “Quantitative
assessment of symmetry recovery in navigation-assisted surgical
reduction of zygomaticomaxillary complex fractures,” Journal of
Cranio-Maxillofacial Surgery, vol. 47, no. 2, pp. 311–319, 2019.
[39] M. W. Vannier, J. L. Marsh, and J. O. Warren, “Three dimensional
ct reconstruction images for craniofacial surgical planning and
evaluation.” Radiology, vol. 150, no. 1, pp. 179–184, 1984.
[40] K. Raina, U. Yahorau, and T. Schmah, “Exploiting bilateral symme-
try in brain lesion segmentation,” arXiv preprint arXiv:1907.08196,
2019.
[41] C.-C. Yu, L. Bergeron, C.-H. Lin, Y.-M. Chu, and Y.-R. Chen,
“Single-splint technique in orthognathic surgery: intraoperative
checkpoints to control facial symmetry,” Plastic and reconstructive
surgery, vol. 124, no. 3, pp. 879–886, 2009.
[42] J. Van der Meulen, “The pursuit of symmetry in cranio-facial
surgery,” British journal of plastic surgery, vol. 29, no. 1, pp. 85–91,
1976.
[43] A. Preuhs, A. Maier, M. Manhart, M. Kowarschik, E. Hoppe, J. Fo-
touhi, N. Navab, and M. Unberath, “Symmetry prior for epipolar
consistency,” International journal of computer assisted radiology and
surgery, pp. 1–11, 2019.
[44] A. Edsander-Nord, Y. Brandberg, and M. Wickman, “Quality of
life, patients’ satisfaction, and aesthetic outcome after pedicled or
free tram flap breast surgery.” Plastic and reconstructive surgery, vol.
107, no. 5, pp. 1142–53, 2001.
[45] M. Y. Nahabedian, “Symmetrical breast reconstruction: analysis
of secondary procedures after reconstruction with implants and
autologous tissue,” Plastic and reconstructive surgery, vol. 115, no. 1,
pp. 257–260, 2005.
[46] I. Teo, G. P. Reece, S.-C. Huang, K. Mahajan, J. Andon, P. Khanal,
C. Sun, K. Nicklaus, F. Merchant, M. K. Markey et al., “Body
image dissatisfaction in patients undergoing breast reconstruction:
Examining the roles of breast symmetry and appearance invest-
ment,” Psycho-oncology, vol. 27, no. 3, pp. 857–863, 2018.
[47] U. Pinkall and K. Polthier, “Computing discrete minimal surfaces
and their conjugates,” Experimental mathematics, vol. 2, no. 1, pp.
15–36, 1993.
[48] T. K. Dey and Y. Wang, “Reeb graphs: Approximation and persis-
tence,” Discrete & Computational Geometry, vol. 49, no. 1, pp. 46–73,
2013.
[49] Y. Lipman and T. Funkhouser, “Mo¨bius voting for surface corre-
spondence,” ACM Transactions on Graphics (TOG), vol. 28, no. 3,
p. 72, 2009.
[50] M. A. Fischler and R. C. Bolles, “Random sample consensus: a
paradigm for model fitting with applications to image analysis
and automated cartography,” Communications of the ACM, vol. 24,
no. 6, pp. 381–395, 1981.
[51] J. Fotouhi, M. Unberath, G. Taylor, A. G. Farashahi, B. Bier, R. H.
Taylor, G. M. Osgood, M. Armand, and N. Navab, “Exploiting
partial structural symmetry for patient-specific image augmenta-
tion in trauma interventions,” in International Conference on Medical
Image Computing and Computer-Assisted Intervention. Springer,
2018, pp. 107–115.
[52] P. J. Huber, Robust statistics. Springer, 2011.
[53] M. Tile, “Acute pelvic fractures: I. causation and classification,”
JAAOS-Journal of the American Academy of Orthopaedic Surgeons,
vol. 4, no. 3, pp. 143–151, 1996.
[54] G. Chintalapani, R. Murphy, R. S. Armiger, J. Lepisto, Y. Otake,
N. Sugano, R. H. Taylor, and M. Armand, “Statistical atlas based
extrapolation of ct data,” in Medical Imaging 2010: Visualization,
Image-Guided Procedures, and Modeling, vol. 7625. International
Society for Optics and Photonics, 2010, p. 762539.
Javad Fotouhi is a PhD candidate of Computer
Science at Johns Hopkins University. Prior to
his PhD at the Laboratory for Computer Aided
Medical Procedures, he earned his MSE degree
in Robotics from Johns Hopkins University, MSc
degree in Biomedical Computing from Technical
University of Munich, and BSc degree in Elec-
trical Engineering from the University of Tehran.
He received the Johns Hopkins APL graduate
fellowship, and was amongst the distinguished
recipients of the Siebel Scholar award that rec-
ognizes the top students from the world’s leading graduate schools for
their academic excellence and demonstrated leadership. His research
focus includes the applications of augmented reality, machine learning,
and robotics in interventional medicine.
Giacomo Taylor is a recent graduate of the
lab for Computer Aided Medical Procedures at
Johns Hopkins University. He completed a dual
bachelors degree in computer science and ap-
plied mathematics, as well as a masters degree
in computer science at JHU in 2019. He is now
part of Verb Surgical’s Applied Research divi-
sion, developing and testing novel vision and
medical image processing techniques for im-
proving surgical guidance.
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. XX, XXXX 2019 12
Mathias Unberath , Co-Director of the Radi-
ology Artificial Intelligence Lab, is an Assistant
Research Professor in the Department of Com-
puter Science at Johns Hopkins University, and
is affiliated with the Laboratory for Computa-
tional Sensing and Robotics and the Malone
Center for Engineering in Healthcare. Mathias
first joined Hopkins as a postdoctoral fellow after
graduating summa cum laude from the Friedrich-
Alexander-Universitt Erlangen-Nrnberg with a
BSc in Physics, a MSc in Optical Technologies,
and a PhD in Computer Science. He was an ERASMUS scholar at
the University of Eastern Finland and DAAD fellow at Stanford Univer-
sity. Mathias research at the intersection of computer vision including
augmented reality, machine learning, and medical physics has been
recognized with multiple national and international awards, and aims at
pushing the boundaries of computer assistance in medical imaging and
image-guided interventions.
Alex Johnson attended The Georgia Institute of
Technology where he received a B.S. degree in
nuclear and radiological engineering. He went
on to study medicine at Emory University. He
then completed orthopaedic surgery residency
at the Johns Hopkins Hospital in Baltimore,
MD. He is currently training as an orthopaedic
surgery sports medicine fellow at the American
Sports Medicine Institute (ASMI) in Birmingham
under the leadership of Drs. Andrews, Cain,
Dugas, and Emblom.
Sing Chun Lee has been a PhD student in the
Computer Science Department at Johns Hop-
kins University since 2016. He received dual de-
grees in mathematics and information engineer-
ing from the Chinese University of Hong Kong in
2009 and 2010, respectively. He earned his mas-
ters degree in biomedical computing from Tech-
nical University Munich in 2016. His research
interests include computer-assisted intervention,
medical data visualization, and augmented real-
ity.
Greg Osgood is an orthopedic trauma sur-
geon at Johns Hopkins Hospital. He graduated
medical school from Columbia University Col-
lege of Physicians and Surgeons and then com-
pleted residency training at New York Presbyte-
rian Hospital. He completed his subspecialty or-
thopaedic trauma fellowship at Harborview Med-
ical Center. At Johns Hopkins, he was the first
chief of orthopaedic trauma in the hospitals his-
tory. His research focuses are advancing 2-D/3-
D imaging, head mounted displays, and ad-
vanced guidance for surgery.
Mehran Armand received the Ph.D. degree in
mechanical engineering and the Ph.D. degree in
kinesiology from the University of Waterloo, On-
tario, Canada, with a focus on bipedal locomo-
tion. He is a Professor of Orhtopaedic Surgery
and Mechanical Engineering at the Johns Hop-
kins University (JHU) and a principal scientist
at the JHU Applied Physics Laboratory. Prior to
joining JHU/APL in 2000, he completed postdoc-
toral fellowships at JHU Orthopaedic Surgery
and Otolaryngology-head and neck surgery. He
currently directs the laboratory for Biomechanical- and Image-Guided
Surgical Systems (BIGSS) within the Laboratory for Computational
Sensing and Robotics (LCSR) at The Johns Hopkins University Whit-
ing School of Engineering. He also co-directs the newly established
Neuroplastic Surgery Research laboratory and AVECINNA Center for
advancing surgical technologies, located at Johns Hopkins Bayview
Medical Center. His lab encompasses research in continuum manipula-
tors, biomechanics, medical image analysis, and augmented reality for
translation to clinical applications of integrated surgical systems in the
areas of orthopaedic, ENT, and craniofacial reconstructive surgery.
Nassir Navab is the Director of the Computer
Aided Medical Procedures (CAMP) research
team at both Technical University of Munich
and Johns Hopkins University. He has also sec-
ondary faculty appointments at both affiliated
Medical Schools. He completed his PhD at IN-
RIA and University of Paris XI, France, and en-
joyed two years of post-doctoral fellowship at
MIT Media Laboratory before joining Siemens
Corporate Research (SCR) in 1994. At SCR, he
was a distinguished member and received the
Siemens Inventor of the Year Award in 2001. He received the SMIT
Society Technology award in 2010 and the 10 years lasting impact
award of IEEE ISMAR in 2015. In 2012, he was elected as a Fellow
of the MICCAI Society. He has acted as a member of the board of
directors of the MICCAI Society, 2007-2012 and 2014-2017, and serves
on the Steering committee of the IEEE Symposium on Mixed and
Augmented Reality (ISMAR) and Information Processing in Computer
Assisted Interventions (IPACI). He is the author of hundreds of peer
reviewed scientific papers with more than 27000 citations and an h-
index of 81 as of September 10, 2019. He is author of more than thirty
awarded papers including 10 at MICCAI and three at IEEE ISMAR. He
is the inventor of 47 granted US. patents and more than 50 International
ones. His current research interests include medical augmented reality,
computer-assisted surgery, medical robotics, computer vision and ma-
chine learning.
