We prove a scale-invariant boundary Harnack principle in inner uniform domains in the context of non-symmetric local, regular Dirichlet spaces. For inner uniform Euclidean domains, our results apply to divergence form operators that are not necessarily symmetric, and complement earlier results by H. Aikawa and A. Ancona.
Introduction
The boundary Harnack principle is a property of a domain that provides control over the ratio of two harmonic functions in that domain near some part of the boundary where the two functions vanish. Whether a given domain satisfies the boundary Harnack principle depends on the geometry of its boundary and, in fact, there is more than one kind of boundary Harnack principle. For a Euclidean domain , two versions found in the literature are as follows. A third version, important for our purpose and perhaps more natural, would replace the Euclidean balls in (ii) by the inner balls of the domain .
A property similar to (i) was first introduced by Kemper ([20] ). The scale-invariant boundary Harnack principle (ii) on Lipschitz domains was proved independently in [4, 5] and [36] , a not scale invariant version was proved in [11] .
Bass and Burdzy ( [9] ) used probabilistic arguments to prove property (i) on socalled twisted Hölder domains of order « ¾ (1 2, 1]. Aikawa ( [1] ) proved the scaleinvariant boundary Harnack principle on uniform domains in Euclidean space. This result was extended to inner uniform domains in [3] . Ancona gave a different proof for inner uniform domains in [6] . Moreover, Aikawa ([2] ) proved that (inner) uniform domains are in fact characterized by the scale-invariant boundary Harnack principle.
Other works on the boundary Harnack principle include [7, 8] .
In [15] , Gyrya and Saloff-Coste generalized Aikawa's reasoning to uniform domains in symmetric strongly local Dirichlet spaces of Harnack-type that admit a carré du champ. Moreover, they deduced that the boundary Harnack principle also holds on inner uniform domains, by considering the inner uniform domain as a uniform domain in a different metric space, namely the completion of the inner uniform domain with respect to its inner metric.
In this paper, we extend the result of [15] in two directions. First, we consider Dirichlet forms that allow lower order terms and non-symmetry. We do not assume the existence of a carré du champ. Second, we prove the boundary Harnack principle directly on inner uniform domains.
We follow Aikawa's reasoning, but with the Euclidean distance replaced by the inner distance of the domain. A crucial Lemma in our proof concerns the relation between balls in the inner metric and connected components of balls in the metric of the ambient space, see Lemma 3.7 . This relation was already used in [6] to prove a boundary Harnack principle on inner uniform domains in Euclidean space. Ancona ([6] ) also treated second order uniformly elliptic operators with some lower order terms, under the additional condition that the domain is uniformly regular. Following Aikawa's line of reasoning, we do not need the domain to be uniformly regular.
Our main result is Theorem 4.2. We now explain how it applies to Euclidean space. Formally, let Here, by a local weak solution u on a domain U Ê n we mean a function that is locally in the Sobolev space W 1 (U ) of all functions in L 2 (U ) whose distributional first derivatives can be represented by functions in L 2 (U ), and satisfies In Sections 1 and 2, we review some general properties of Dirichlet spaces and describe the conditions that we impose on the space. Moreover, we state a localized version of the parabolic Harnack inequality for local weak solutions of the heat equation for second-order differential operators with lower order terms. In Section 3 we prove estimates for the heat kernel on balls and for the capacity of balls. After recalling the definition and some properties of inner uniform domains, we give estimates for Green functions on inner balls intersected with an inner uniform domain. In Section 4, we give a proof of the boundary Harnack principle.
1. Preliminaries 1.1. Local weak solutions. Let X be a connected locally compact separable metrizable space, and let be a positive Radon measure with full support. Let (E, F ) be a strongly local regular symmetric Dirichlet form on L 2 (X, ). We denote by (L , D(L)) and (P t ) t 0 the infinitesimal generator and the semigroup, respectively, associated with (E, F ). See [13] .
There exists a measure-valued quadratic form d¼ defined by
and extended to unbounded functions by setting ¼(u,u) lim n ½ ¼(u n , u n ), where u n max{min{u, n}, n}. Using polarization, we obtain a bilinear form d¼. In particular,
where L 2 loc (U ) is the space of functions that are locally in L 
for all x, y ¾ X , where C(X ) is the space of continuous functions on X . Consider the following properties of the intrinsic distance that may or may not be satisfied. They are discussed in [33, 31] . 
It is sometimes sufficient to consider property (A2 ¼ ) only on an open subset Y X , that is,
, where E D U is the Dirichlet-type form on U defined in Definition 3.1 below. See, e.g., [15] .
Let É U be the completion of U in the inner metric. 
Identifying L 2 (X, ) with its dual space and using the dense embeddings F L 2 (X, ) F ¼ , we set
where
be the set of all functions u Ï I ¢ U Ê such that for any open interval J that is relatively compact in I , and any open subset A relatively compact in U , there exists a
For an open subset V U , let Q I ¢ V and let 
where V (x, r ) (B(x, r )) denotes the volume of B(x, r ). The symmetric Dirichlet space (X, , E, F ) satisfies the Poincaré inequality on Y if there exists a constant with t u Lu weakly in Q, the following inequality holds,
Here both the supremum and the infimum are essential, i.e. computed up to sets of measure zero.
The parabolic Harnack inequality implies the elliptic Harnack inequality,
where u is any positive function in F loc (Q) that is a local weak solution of Lu 0 in B(x, 2r ). Also, (PHI) implies the Hölder continuity of local weak solutions. 
for all x, y ¾ X and all t 0.
Proof. For a detailed discussion see [31] , [32] , [34] , and [30] .
The following theorem is a special case of Theorem 2.8 below. 
Alexandrov spaces arise naturally as limits (in the Gromov-Hausdorff topology) of sequences of closed Riemannian manifolds M(n, K , D) of dimension n, diameter at most D, and with sectional curvature bounded below by K ¾ Ê.
On any Alexandrov space there is a canonical strongly local regular symmetric
, where H n is the Hausdorff measure in dimension n, given by
The inner product ¡ , ¡ , the gradient Ö and the Sobolev space W 1 0 (M) are Riemannian like objects that are provided by the Alexandrov space structure. Concrete descriptions of these objects as well as of the associated infinitesimal generator (Laplacian) are given in [21] .
Let Y M be open and relatively compact. Like in the case of a manifold with Ricci curvature bounded below, it is proved in [21] that the Dirichlet form (E, F ) satisfies the volume doubling condition and the Poincaré inequality on Y , as well as conditions (A1) and (A2-Y ). (iii) Let be an open, connected subset of Ê n . Let X i , 0 i k, be smooth vector fields on R n which satisfy Hörmander's condition, that is, there is an integer N such that at any point x in , the vectors X i (x) and all their brackets of order less than N 1 span the tangent space at x. Let be a smooth positive function on Ê n such that and 1 are bounded. Then the symmetric Dirichlet form
where the domain F is the closure of C ½ 0 ( ) in the (E(¡, ¡) ¡ 2 )-norm, is sub-elliptic.
That is, for any relatively compact set U there exist constants c,¯such that
where f
( 1 2 )¯d . See [17] .
The distance d E induced by (E, F ) satisfies conditions (A1) and (A2), see [19] . Moreover, the Poincaré inequality, [18] , and the volume doubling condition, [28] , hold true locally.
The Dirichlet form (E, D(E))
2.1. Non-symmetric forms.
for all u, Ú ¾ F , where
Coercive closed forms are discussed in [25] . Every coercive closed form (E, F ) is associated uniquely with an infinitesimal generator (L , D(L)) and a strongly continuous contraction semigroup (P t ) t 0 . Furthermore, the form
, and for its semigroup (P £ t ) t 0 , P £ t is the adjoint of P t for each t 0. If these semigroups admit continuous kernels p £ and p, respectively, then the kernels are related by
Throughout the paper we will use the notation a b max{a, b} and a b
DEFINITION 2.2. A Dirichlet form (E, F ) is a coercive closed form such that for
all u ¾ F we have u 1 ¾ F and the following two inequalities hold,
This definition is equivalent to the property that the semigroup (P t ) t 0 associated with the coercive closed form (E, F ) and its adjoint (P £ t ) t 0 are both sub-Markovian.
The symmetric part E sym of a local, regular Dirichlet form can be written uniquely as
where E s is strongly local and is a positive Radon measure. Let ¼ be the energy measure of the strongly local part E s .
EXAMPLE 2.3. On Euclidean space, consider the form
where the coefficients a 
while the skew-symmetric part of E is
The symmetric part E sym can be decomposed into its strongly local part
and its killing part, where is given by
Assumptions on the forms.
We fix a symmetric strongly local regular
is the same as the domain of the form ( Ç E, F ), that is, D(E) F . Let C 0 be the constant in the sector condition for (E, F ).
(ii) There is a constant
where ¼ is the energy measure of E s .
(iii) There are constants
REMARK 2.4. (i) Assumptions 1 and 2 are more restrictive than Assumptions 1 and 2 in [23] . Here, we assume in addition that (E, F ) is a time-independent Dirichlet form. In particular, (E, F ) is positive definite and Markovian.
(ii) Assumption 1 (ii) holds if and only if for all f ¾ F c (Y ),
See, e.g., [27] .
(iii) E satisfies the above assumptions if and only if the adjoint
satisfies them.
(iv) If Assumption 1 (iv) is satisfied with C 4 0, then Assumption 2 is satisfied with C 6 0. To see this, apply Assumption 1(iv) to E
. (v) Assumptions 1 and 2 are satisfied by the classical forms on Euclidean space associated with the example given in the introduction. The constants C 4 , C 6 can be taken to be equal to 0 only if a i, j is symmetric for all i, j, and C 2 , C 5 , C 7 can be taken to be equal to 0 only if b i d i 0 for all i (i.e., if there is no drift term).
Let
2.3. Parabolic Harnack inequality. Let (X, , Ç E, F ) be a strongly local regular symmetric Dirichlet space and Y X . Assume (A1)-(A2-Y ). Let (E, F ) satisfy Assumptions 1 and 2. Let (L , D(L)) be the infinitesimal generator associated with (E, F ).
then u is a local weak solution with Dirichlet boundary condition along É
Analogously to Definition 1.6, we can describe the elliptic and parabolic Harnack inequalities for local weak solutions of Lu 0 and t u Lu, respectively.
Lemma 2.7. Suppose (E, F ) satisfies (A1), (A2). A function uÏ I F is a local weak solution of t u Lu on Q I ¢ U if and only if
for all ¾ F (Q) with compact support in I ¢ U . has a continuous representative which satisfies
Proof. See, e.g., [30] . The Green function on U is defined as
Capacity.
The potential theory for symmetric regular Dirichlet forms is developed in [13, Chapter 2] . The potential theory of non-symmetric Dirichlet forms is treated in [25] . In this section, we recall some definitions and facts that we are going to use. 
3 ).
Proof. It suffices to consider an open set A U . By (4), the Cauchy-Schwarz inequality, the sector condition and Assumption 1, Therefore, 
and an upper bound on Proof. Let r ¾ (0, R) and B B(x, r ). First, consider the estimate
The lower bound is proved in [33, Theorem 1] using the strong locality of E s . The upper bound can be proved as in [14, Lemma 4.3] using the heat kernel estimates of Theorem 3.9 below.
If (E, F ) is symmetric and strongly local, then Cap B(x, R),0 (B) is the same as Cap B(x, R),0 (B), hence the assertion follows. Otherwise, we show that the two 0-capacities are comparable. In view of Lemma 3.2, it suffices to show that
for some constants C, C ¼ ¾ (0, ½). Hence,
Similarly, we get From now on, we only consider the 0-capacity, and thus drop the index 0.
(Inner) uniformity.
Let X be open and connected. Recall that the inner metric on is defined as
and É is the completion of with respect to d . Whenever we consider an inner ball Proof. This is immediate, see [15, Lemma 3.20] .
The following lemma is crucial for the proof of the boundary Harnack principle on inner uniform domains, rather than uniform domains. Similar results were already used in [3] and [6] to prove a boundary Harnack principle on inner uniform domains in Euclidean space. In the context of Euclidean space, [35, Theorem 3.4] states that the inner diameter metric and the inner (length) metric are equivalent, a statement that is slightly stronger than the conclusion of Lemma 3.7. The proof given in [35] extends to the present setting. We include a proof of Lemma 3.7 for the convenience of the reader.
(ii) The hypothesis that is inner uniform can be relaxed to the hypothesis that any two points in B (x, C r ) can be connected by a path that is inner uniform in . 
Hence Û ¡ C (B(x, M)) (U ) (B(x, 2M)) and (B(z)), we get
so k C ¼¼¼ . For each i, we can connect z i 1 to z i by a path ¬ i in of length at most c u M 2. Now the conjunction of the paths ¬ i is a path ¬ of length at most
We define integers 0 j 0 j 1 ¡ ¡ ¡ j s N and distinct connected components
, W s of U as follows. Let W 1 be the connected component that contains y 1 . Assuming that j n 1 and W n 1 are defined, we iteratively define j n to be the largest number j such that y j ¾ W n 1 , and let W n be the component that contains y j n 1 .
For each 1 i s we have shown above that there exists a path ¬ j i connecting y j i 1 1 to y j i . Let be the conjunction of these paths, of the geodesic segments  [x j i , x j i 1 ], 1 i s 1, and of the paths « m for m 1, j 1 , j 1 1, j 2 , j 2 1, , j s N . Then is path in É that connects x to y and has length
This means that D ¼ B É (x, C r ) with C C ¼ (2c 1 3). 
Green function estimates. Recall that for an open set U X , G U is the Green function and
All the constants c, C above depend only on D Y , P Y , C 1 -C 7 and an upper bound on C 8 R 2 .
Proof. See [23] .
Lemma 3.10. Let B(a, 2R) Y . Then for any relatively compact, open set V B(a, R), the Green function y
Proof. We follow [15, Lemma 4.7] . Recall that the map y p 
. (12) This shows that the integral
Next, we show that the integral also converges in F 0 (V ). Let be as above with the additional property that d¼( , )
. By the Cauchy-Schwarz inequality and Assumption 1,
for some constant C 0 depending on sup 2 . Now, observe that (11) and (12) imply that
tends to 0 when a, b tend to infinity or when a, b tend to 0 (this is indeed the argument we used above to show that
. The same estimates (11) and (12) imply that 
Proof. See [15, Lemma 4.8] and use the estimates of Theorem 3.9. 
Recall that for an open set
U X , B U (x, r ) {y ¾ U Ï d U (x, y) r },G B U (z, R) (x, y) G U B(z, R) (x, y) C R 2 V (x, R) ,
for all x, y ¾ U B(z, R) with d(x, y) R.
( 
Proof. We follow the line of reasoning of [15, Lemma 4.9] . Set B B(z, R), W U B(z, R). The upper bound (15) follows easily from Lemma 3.11 and the monotonicity inequality G W G B . By assumption, there is an¯1 0 such that for any x, y as in (ii), there is a path in U from x to y of length less than C u d U (x, y) AER that stays at distance at least¯1 R from X Ò U . Since x, y ¾ B U (z, AER) and AE 1 3, this path is contained in
Using this path, the Harnack inequality easily reduces the lower bound (16) to the case when y satisfies d(x, y) R for some arbitrary fixed ¾ (0,¯1) small enough. Pick 0 so that, under the conditions of the lemma, the ball B(x, 2 R) is contained in B U (z, R). Let W B U (z, R). Then the monotonicity property of Green functions implies that G W (x, y) G B(x, R) (x, y) . Lemma 3.11 and the volume doubling property then yield
This is the desired lower bound. 
and an upper bound on C 8 R 2 .
The proof of this theorem is the content of Section 4.2 below. It is based on the estimates for the Green functions in Section 3.4. 
REMARK 4.3. (i)
The hypothesis that R 0 can be understood as "local inner uniformity". Clearly, R 0 holds true at every boundary point of an inner uniform domain. Since the statement of Theorem 4.2 is local, it is natural to only require that points near can be connected by inner uniform curves.
(ii) A consequence of Theorem 4.2 is that the ratio u Ú of the two local weak solutions u and Ú is Hölder continuous.
(iii) As an application of the geometric boundary Harnack principle of Theorem 4.1, two-sided estimates of the Dirichlet heat kernel on inner uniform domains have been obtained in the companion paper [24] . 
where É f is a modification of f that is continuous on B ( , 2r ). p( ), 2r ) 
Hence,
u F (x) for -a.e. x ¾ B ( , r ), the assertion follows for -a.e. x ¾ B ( , r ). Since f is harmonic, it satisfies EHI, hence admits a continuous modification É f . Also, the Green function is continuous. Hence, the assertion follows. 
For any (fixed) y ¼ ¾ B ( , 6r ), we find that
We get a similar inequality for Ú. Thus, for all
Proof of Theorem 4.1.
We follow closely [1] and [15] . Notice that the estimates for the Green function G in Section 3.4 and the results in this section also hold for the adjoint G £ . Let , Y be as above and fix ¾ É with R 0. 
where inf Ï ½ (e.g., when Cap B(x,2r ) B(x, r ) is not well-defined.)
Note that Û (U ) is an increasing function of ¾ (0, 1) and an increasing function of the set U . 
Û(U)
.
Proof. y, s) .
Moreover, since F (F) Cap B (F), the two-sided inequality (6) and Lemma 3.11 yield that G B F (z) ³ 1. Hence, by choice of s, for any z ¾ X B(y, 3s 2),
This proves (20) .
Let k be the integer such that 2kÛ(U ) r 2(k 1)Û(U ), and pick s Û(U) so close to Û(U) that 2ks r . We claim that (21) sup
j for j 0, 1, , k with A 2 , as in (20) . Note that for j k, (21) yields the inequality stated in this lemma:
, with a 1 (log(1 A 2 )) 2. Inequality (21) is proved by induction, starting with the trivial case j 0. Assume that (21) holds for j 1. By the maximum principle, it suffices to prove (22) sup
Let y ¾ U X B(x, r 2 js)). Then B(y, 2s) B(x, r 2( j 1)s) so that the induction hypothesis implies that 
Here 16r is any point in with d ( , 16r ) 4r and 
for some constant C 0. Hence, there exists¯1 0 such that
Write
We claim that 
The last inequality is obtained by applying Lemma 3.12 with R A 3 r and AE 5 A 3 .
Now we have that for any x ¾ V j B ( , 2r ),
This together with Lemma 4.7 yields (23). Let R 0 2r and for j 1,
Then R j r and
Let 0 ( ¡ , B ( , 2r ), B ( , 2r )) and
Since the sets U j B ( , 2r ) cover B ( , 2r ) and B ( , r ) B ( , R k ) for each k, to prove Lemma 4.9, it suffices to show that
where A 2 is as in Lemma 4.9.
We proceed by iteration. Since 0 1, we have by definition of U 0 ,
Also, 0 1. Thus, the maximum principle yields that, for 
. Thus, the first term on the right hand side of (25) is not greater than
by Lemma 4.8, monotonicity of U Û (U ) and (23) . Here¯6 6a 1 ( 
for all x ¾ B ( , r ) and y ¾ B ( , 6r ). This is one half of (26) .
We now focus on the other half of (26) , that is,
for all x ¾ B ( , r ) and y ¾ B ( , 6r ). 
