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Abstract
Brain disorders involving dysfunctions in neurotransmission
constitute one of the most prevalent health problems. Subtle
disruptions in human neurotransmission can result in significant
dysfunction of cognition, locomotion, or practically any facet of
human behaviour. In turn, homeostasis of a specific neurotrans-
mitter system can often be retrieved through pharmacological
or lifestyle interventions. At present, human neurotransmission
can be best assayed using positron emission tomography (PET).
To date, neurotransmitter-PET (nt-PET) has been employed
to investigate neuroreceptor level phenomenon in human be-
havior/cognition as well as in treatment development. In the
current work the goal was to explore and enhance the temporal
capabilities of nt-PET, to allow better characterization of the
temporal facets of neurotransmission.
Main obstacles limiting temporal characterization stem from
the poor signal-to-noise-ratio of the PET measurement. In
particular, the limitations related to image reconstruction al-
gorithms and in turn the benefits obtained through regional
analysis were in the focus of the investigations in this work. The
main finding was that the best temporal resolution achieved us-
ing a commonly recommended iterative reconstruction method
was insufficient for temporal characterization, while a newly
developed algorithm allowing analytical reconstruction showed
better temporal resolution without decreasing signal-to-noise-
ratio. Furthermore, a novel atlas-based regional analysis method
was found superior to the currently employed manual region-of-
interest definition.
The findings made through this work will directly assist the
planning of future neurotransmission studies, and it is wished
that the observations in this work would spark new, more wide-
spread interest on the application of nt-PET in e.g. cognitive
stimulation studies.
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Overview of Publications
This thesis work consists of five publications reporting original
research. Throughout the thesis the Publications are referred by
the roman numeral in List of Publications. Firstly, Publications
I-II report the experiments made with iterative reconstruction
and a predefined noise equivalent counts (NEC)-threshold to
guarantee the quantitative accuracy in HRRT image reconstruc-
tion. Secondly, Publications III-IV report the further exper-
iments made with modified iterative algorithms and using a
novel gap-filling approach in tandem with three-dimensional
reprojection FBP (3DRP) algorithm for analytical image re-
construction. And finally, Publication V reports the results
obtained in an optimization study to enhance the methodology
for striatal and cerebellar region of interest (ROI)-delineation
in high-resolution dopamine studies.
In Publications I, III and V the author of this thesis was
the first author and made the main contributions. In these
publications the author of this thesis had the main respon-
sibility of designing the experiments, implementing the new
methods, analysing the results, and drafting the reports. While
in Publication II the author of this thesis was responsible in
designing the experiments related to reconstruction methods
and writing the article in that part, assisted in all the analysis
and reviewed the article. Thus, in Publication II the role of the
author of this thesis was central in the parts involved with image
reconstruction, highlighting the distinct roles of the authors
in this particular study. In Publication IV the author of this
thesis participated in the design of the experiments directed for
assessing the reconstruction algorithms with real human data,
assisted in the analysis and in the drafting of the report. The
role of the author of this thesis was pivotal in the design phase
when inclusion of the human data was discussed and decided.
1 Introduction
At present, positron emission tomography (PET) offers the
best approach to assess human neuroreceptor binding in vivo.
PET can be employed in the assessment of brain blood-flow
and metabolism as well, but the current work focuses on the
employment of neuroreceptor-binding radioligands, referred to
as neurotransmitter-PET (nt-PET) throughout this work. In
nt-PET a neuroreceptor binding assay can be employed in
the investigation of e.g. pathophysiology of a brain disorder
involving perturbations in specific neurotransmitter system.
It is hypothesized that relatively subtle alterations in human
neurotransmission can result in significant dysfunction of cogni-
tion, locomotion, or practically any facet of human behaviour.
The human brain contains approximately 86 billion neurons
[6] each connected through 1000-10000 synapses creating a huge
neuronal network. Synapse is the connection point between
neurons typically encompassing the axon terminal (pre-synaptic
terminus), a small gap (20-40 nanometers across), and the adja-
cent axon or dendrite membrane (post-synaptic terminus) with
appropriate receptor molecules. Neuronal signal travels from
the axon hillock to the axon terminal electrically but synaptical
signal transfer is achieved through chemical neurotransmission.
Arrival of the electrical signal (action potential) to the pre-
synaptic terminus results in diffusion of neurotransmitter molecules
into synaptic cleft and subsequently binding with the appropri-
ate post-synaptic receptor molecule. Neurotransmitter binding
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activates the receptor molecules in the post-synaptic membrane
resulting in excitatory or inhibitory effect depending on re-
ceptor type and neurotransmitter. Excitatory couplings cause
depolarization of the post-synaptic membrane resulting in ac-
tion potential propagation, while the inhibitory couplings cause
hyperpolarization and action potential is prevented from propa-
gation.
There are currently over hundred neurotransmitters identified
of which glutamate is the most prevalent followed by gamma-
aminobutyric acid (GABA). Approximately 90% of neurons
are glutamatergic, and 90% of those that are not glutamatergic
are GABAergic. Glutamate is the major excitatory and GABA
the main inhibitory neurotransmitter in the brain. Albeit the
scarcity of the other neurotransmitters such as acetylcholine,
dopamine, serotonin, norepinephrine and epinephrine, they have
important roles in the normal brain function. Neurons express-
ing the rare neurotransmitters have been shown to form distinct
neurotransmitter systems that regulate various important psy-
chological and behavioural processes.
For instance dopaminergic neurons in the substantia nigra and
their terminals in the striatum form the nigrostriatal pathway
that has a major role in motor control, while dopaminergic
neurons in the ventral tegmental area (VTA) that terminate
in the ventral striatum form the mesolimbic pathway that is
part of the limbic system and has a particularly important role
in the human reward system. While the serotonergic neurons
in the raphe nuclei and their terminals almost throughout the
brain form the serotonergic pathways that have been associated
with e.g. mood disorders.
Albeit neurotransmitter systems work together, and as a whole
the brain circuits are heavily inter-connected it is often that
brain disorders are associated with specific neurotransmitter
systems. For instance Parkinson’s disease has been convinc-
3ingly connected with the cell death of dopaminergic neurons
in the substantia nigra thus explaining the movement-related
symptoms. Symptoms of Parkinson’s disease can subsequently
be treated using exogenous dopamine precursors (levodopa),
dopamine agonists, or dopamine reuptake pathway inhibitors
that aim to counteract the deficiency of dopamine induced by
the loss of dopaminergic cells in the subtantia nigra.
Schizophrenia on the other hand has been associated with
hyperactive dopaminergic signalling in the mesolimbic pathway
[62] and its symptoms have thus been treated with dopamine
antagonists.
While, depression, identified as a risk to public health by the
Finnish Medical Society DUODECIM in their Current Care
Guidelines, has been suggested to be caused by down-regulated
serotonergic signalling and the first-line treatment recommenda-
tions include medication with antidepressant drugs, often acting
via selective serotonin reuptake inhibition (SSRI).
Thus, several brain disorders are associated with disorders in
specific neurotransmitter systems, and, consequently the molec-
ular pathways are readily available for targeting treatments
using e.g. psychoactive drugs. At present, nt-PET holds the
greatest potential to provide insight into changes related to
specific disorders and subsequently to pharmacological response
to drugs.
Formulation of the concept of "receptive substances" to explain
the pharmacological response to drugs dates back to the end
of the 19th and beginning of the 20th century when Ramon y
Cajal, Otto Loewi and others unveiled first the structure of
a neuron and later the chemical neurotransmission. Receptor
occupancy theory of drug action was coined by John Langley
and Paul Ehrlich in the beginning of the 20th century. The
receptor occupancy theory aims to explain the pharmacological
response via the proportion of receptors occupied directly or
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indirectly by the drug, and it is at the moment used to describe
the pharmacological response of a majority of psychoactive
drugs.
For the first decades the receptor theory was employed to ex-
plain the drug actions without accurate knowledge of receptors.
It was simply assumed that the neuron endings contain some
molecular structures that recognize and bind specific chemical
compounds named ligands (neurotransmitters or drugs) that
subsequently elicit the effects in the receptive synapse.
Now the most abundant receptors are well characterized with
regard to their molecular structure, binding mechanisms, and
subsequent actions in the receptive cell membrane. Nevertheless,
the true in vivo pharmacokinetics and further pharmacodynam-
ics of a drug are best assessed using receptor binding assays
with e.g. nt-PET.
Receptor binding has been extensively studied with in vitro
and in vivo experiments using laboratory animals and radioac-
tive ligands (radioligands) [68]. In the animal experiments
radioligands have been most often radiolabeled using 3H (tri-
tium), a β-emitter. The low energy of β-radiation is however
rapidly absorbed by the tissue, thus permitting its localization
by external detectors. The experiments using tritiated ligands
thus require killing the animals and assaying the radioactivity
distribution using cryonic tissue sections and autoradiography.
The true in vivo radioligand assay can be achieved using PET.
Short-living positron-emitters such as 11C, 18F and 15O have
been used to label radioligands that can be externally detected
via annihilation energy. The annihilation energy arises from
the positron-electron collision resulting in generation of two
opposite-directional γ-rays.
A PET scanner is used in the detection of γ-particles us-
ing opposing detectors and simultaneous photons are thought
to originate from the same annihilation event, thus allowing
5localization of the event to within a hypothetical line of re-
sponse (LOR). Acquisition of a large number of coincidence
events within numerous LORs enable tomographic image for-
mation via image reconstruction similar to X-ray computed
tomography (CT) [52]. The true in vivo assay of radioligand
distribution yields sequential measurement of the time-course of
the ligand in living tissue, thus depicting the pharmacokinetics
of the ligand.
Owing to the mild invasiveness and high number of potential
radioligands PET has become the gold-standard in human in
vivo receptor binding assays. The high specific activity of PET
radioligands allow their usage in tracer doses, implying that
they do not interfere with the molecular pathway under inves-
tigation. While single-photon emission tomography (SPECT)
can also measure molecular pathways through radiotracer tech-
nique, it lacks the quantitative accuracy and sensitivity of PET.
Furthermore, the quantitative, dynamic assay using PET al-
lows modelling of the radioligand’s pharmacokinetics yielding
true physiological parameters, in contrast to mere radioactivity
measurement.
Essentially dynamic PET receptor binding assay is sensitive to
instantaneous alterations in the receptor availability [38, 63, 73].
Thus, in principle the receptor binding assay can reflect rapid
alterations in receptor occupancy, induced by changes in ex-
ogenous drug or endogenous neurotransmitter concentrations.
Neurochemical signaling per se is time sensitive, and the neuro-
transmitter release induced by e.g. prolonged cognitive activa-
tion can blunt relatively soon after the task initiation [5], whilst
temporal characteristics of the activation response may be more
important than the averaged amount of neurotransmitter re-
lease. Temporal characteristics in pharmacological stimulation
may in addition reflect e.g. pathological state in the receptive
site linked with for instance addictive behavior (c.f. [104]).
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Considering the apparent potential of temporal characteriza-
tion of the neuroreceptor response with PET its application has
been very limited. It is anticipated that the implications from
the stochastic data acquisition process in PET have been the
major limiting factor in the implementation of these studies.
In the signal processing parlance counting process of the rare
nuclear events in PET is termed a Poisson counting process, and
thus the characteristics of Poisson random variables apply to the
PET measurement. In particular the signal-to-noise ratio (SNR)
of a PET measurement is governed by the count statistics,
following from the essential equality between the expected mean
and variance of a Poisson variable. The relative count statistics
in turn are determined by the radioactivity of the source, the
scanning time and the spatial sampling frequency, thus yielding
a tradeoff between the spatial and temporal resolution.
Radioactivity of the source can not be largely increased due
to tissue ionizing properties of the γ-particles, and thus the
tracer doses administered to human subjects are strictly limited
by the radiation safety authorities. In PET these limitations
translate into relatively small radioligand dosing and thus weak
measurable signal, but also to limited number of scannings per
subject.
On the other hand, higher spatial sampling has only fairly
recently become available in human PET imaging, partly due to
the Poisson characteristics of the measurement process. Higher
spatial sampling unavoidably results in relatively poorer count
statistics and extensive development of scintillator materials
and signal processing methodology has taken place before the
first human-size high-resolution PET scanner was launched
[108]. Despite the advances made, high-resolution PET imaging
suffers from inherently poor count statistics to a degree that
may compromize the temporal resolution, thus preventing the
temporal characterization of the neuroreceptor response, while
7the high-spatial sampling may become indispensable in the
experiments probing the small, functionally specialized brain
areas such as the human striatum.
Albeit at current PET provides the gold standard in in vivo
receptor binding assay its relatively poor spatial resolution has
been regarded as a significant hindrance in the study of small
functionally specialized brain areas, while the temporal resolu-
tion of PET is governed by the length of the acquisition frame to
yield sufficient count statistics. In contrast, functional magnetic
resonance imaging (fMRI)-technique which is not dependent on
Poisson characteristics can provide simultaneous spatiotemporal
resolution, which in turn has allowed the implementation of var-
ious, important cognitive activation studies. Current magnetic
resonance imaging (MRI)-based techniques however lack the
molecular specificity of PET, thus not allowing direct inferences
about the neurotransmitter level actions and consequently do
not allow e.g. treatment targeting using neuroreceptor specific
psychoactive drugs nor support their development.
Aim of the current work was to investigate and improve the
prospects of high-resolution PET in the temporal characteriza-
tion of neuroreceptor binding. At current, the potential of PET
binding assay is not fully exploited, albeit a few pioneering stud-
ies on the temporal profiling have been made. It is anticipated
that the Poisson characteristics of PET is the main obstacle
on the way to successfully implement a temporally sensitive
receptor binding assay. Thus, in the current work the focus of
the investigations was on the particular implications from the
poor count statistics of high-resolution PET.
In particular, performance of various existing and newly de-
veloped algorithms for high-resolution image reconstruction
were evaluated in light of their quantitative accuracy and SNR
performance. The role of image reconstruction algorithms is
important since they can aggregate the statistical variation in
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the measurement or in the worst case generate biased radioac-
tivity estimates leading to erroneus interpretation of receptor
binding. On the other hand, a commonly employed strategy
in PET to improve the measurement SNR is to average the
signal within functionally homogenous image elements. The
functional region of interest (ROI)-definition in e.g. the human
striatum is however prone to errors and the currently employed
manual methodology does not fulfill the requirements in high-
resolution PET. Thus, it was deemed necessary in the current
work to revise the methodology in the striatal ROI-delineation
and seek for automated approach in order to fully benefit from
high-resolution PET.
2 Background
2.1 PET receptor binding assay
The PET receptor binding assay exploits radioligands (in tracer
doses radiotracer) that can specifically bind to the target recep-
tor of interest, while, the PET scanner can be used to depict
the fate of the radiotracer in living human tissue in a timeline,
thus depicting the tracer’s kinetic profile.
Figure 2.1 illustrates typical time activity curve (TAC)-data
from a PET measurement. TAC-data depicts the instantaneous
radioactivity concentration (e.g. becquerel (radioactive decays
per second) (Bq) per millileter) within a single image volume
element (voxel) or within a ROI, representing a mixture of
signals from specifically bound, nonspecifically bound and free
tracer in brain tissue. Thus the TAC-data does not directly de-
pict the physiological parameter of interest such as the binding
potential (BP) (c.f. [71]), but is associated with nuisance com-
ponent of nondisplaceable binding (free radiotracer in tissue
plus nonspecific binding). Nondisplaceable binding can vary
between study subjects and groups and its contribution should
thus be removed from the measurements.
Calculation of the true physiological parameters can be achieved
in various ways often resulting in similar or comparable out-
comes. Often the calculation is based on interpretation of the
tracer’s kinetic profile. Analysis of the tracer’s activity pro-
file, i.e. the TAC-data, proceeds by distinguishing the signal
9
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Figure 2.1: Graphs showing the instantaneous activity concentrations
within a region of interest (ROI) and reference region as a function of time.
originating from the true receptor binding from those originat-
ing from nuisance components, such as tracer that is free or
nonspecifically bound in brain tissue.
Often the desired outcome of nt-PET TAC-analysis is the
receptor binding potential relative to the free fraction of the
tracer in the nondisplaceable compartment (fND) and affinity
(1/KD), thus denoted as BPND [48]. BPND, calculated using
any of the methods, is of particular interest since it is thought
to reflect the number of available receptors for tracer binding.
The number of available receptors for binding depends on the
total density of the receptors and the amount of endogenous
neurotransmitter or exogenous drug occupying the receptors.
The true receptor occupancy due to intervention is defined as
ROtrue = 100%× (1− Bavail(intervention)
Bavail(baseline)
)
where Bavail(baseline) is the density of available receptors at
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baseline or at control condition, while Bavail(intervention) the
density of available receptors after intervention. The interven-
tion can be pharmacological or non-pharmacological and the
action can be direct receptor blocking by a drug or indirect
blocking due to increased concentration of endogenous neuro-
transmitter.
Under ideal conditions assuming that fND and KD do not
change between the baseline and intervention conditions, the
PET derived BPND can be used to assess the receptor occupancy.
The PET derived receptor occupancy due to intervention is
defined as
ROPET = ∆BPND = 100%× (1− BPND(intervention)
BPND(baseline)
).
(2.1)
Under the assumptions that the density of receptors (Bmax),
fND and KD do not change between conditions, the ROPET
would be equal to ROtrue.
Most commonly the BPND(intervention/baseline) in Equation
2.1 are assessed in a receptor blocking study, requiring sepa-
rate PET measurements with multiple bolus injections of the
radioligand often taking place on different visits to the imaging
facility. Albeit short- and long-term test-retest repeatability of
BPND with e.g. 11C-raclopride are good [1, 3, 42, 67] it is often
conceivable that additional biological variability is introduced
if the scans are separated in time.
For drug induced alterations, but in particular for those due
to behavioural stimulation a more recommendable approach
would be using a single-injection displacement study. In the
displacement study the control condition is typically initiated
prior to the tracer injection and maintained until a reliable esti-
mate of the BPND(baseline) can be calculated, followed by the
intervention which is ideally maintained until reliable estimate
of the BPND(intervention) can be calculated. Limitations due to
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radiation safety also encourage employment of the displacement
approach.
For a displacement study, binding of the tracer must be dis-
placeable, that is reversible and specific. Not all PET tracers
fulfill these requirements but for instance the 11C-labelled raclo-
pride (11C-raclopride for short) a dopamine D2 and D3 receptor
specific antagonist, has been qualified for this purpose. In [73]
and [38] Morris, Fisher and colleagues used simulations to inves-
tigate the potential of 11C-raclopride to measure alterations in
the striatal dopamine concentration. First they approximated
that the average synaptic concentration of dopamine is ≈100 nM
and that it would be doubled during e.g. behavioural activation.
Through consideration of the concentration and affinity of the
radioligand, and that of the endogenous dopamine for dopamine
receptors they inferred that it is likely that the changes are
detectable using PET. Furthermore, they used mathematical
simulation to seek for optimal ligand features and timing of the
activation [73]. PET with 11C-raclopride for cognitive activa-
tion was successfully employed first by Koepp and colleagues
[58], although the findings have been partly challenged in later
analysis [32].
Robust and sensitive methodology for the estimation of the
BPND(intervention/baseline) has a crucial role in the success-
ful implementation of the PET receptor binding assay. Thus,
considerable effort have been devoted to the methodological
development of PET pharmacokinetic modelling within the last
few decades.
2.1.1 Tissue-ratio analysis
A straightforward approach to remove the nuisance components
from the nt-PET measurement is to extract the TAC repre-
senting the nondisplaceable binding from that of total binding,
resulting in a TAC of specifically bound tracer. This approach
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requires that a reference region devoid of target receptors ex-
ists in the brain. In that case the TAC of specifically bound
tracer is searched for peak-time and the instantaneous activity
of bound tracer is divided by that of nondisplaceable tracer to
yield BPND.
The peak-time of bound TAC was chosen because it is thought
to define the transient or pseudo-equilibrium time of the tracer
binding [35]. Typically the pseudo-equilibrium time is not easily
determined from the noisy bound TAC data and prefixed time
intervals around the equilibrium time [78] or late scan times
[81] have been employed instead. In comparison to full kinetic
modelling the straightforward tissue ratio method has been
shown feasible for BPND calculation [49], with some limitations
due to non-steady-state conditions in the tissue and plasma when
rapid bolus administration of the radiotracer was employed.
The non-steady-state conditions can be overcome via adminis-
tration of the radiotracer as a rapid bolus followed by continuous
infusion until the true equilibrium is achieved [21]. A steady-
state of radiotracer concentration in plasma, in target region
and in the reference region can be obtained if the proportion
of bolus (kbol) and infusion can be optimized accurately [21],
in which case the BPND can be calculated as bound over non-
displaceable uptake but now within a longer time-span, e.g. 50
minutes.
The bolus-infusion approach with optimized kbol has been
successfully employed in e.g. measurement of amphetamine-
induced changes in 11C-raclopride binding [22] showing similar
outcome from the displacement study and from the more com-
monly performed blocking study. As a disadvantage, the kbol
parameter may show considerable variation between subjects
[49] yielding non-steady state conditions in some subjects if
global predetermined value is employed.
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2.1.2 Compartmental modelling
Advanced analysis of the tracer’s activity profile employ tools
of pharmacokinetic modelling, in particular the mathematical
compartmental model, that do not necessitate equilibrium con-
dition. Figure 2.2 illustrates a compartmental model depicting
transformations of a nt-ligand between free in arterial plasma,
free in brain tissue and bound in brain tissue.
Figure 2.2: Compartmental model of a neurotransmitter ligand. Compart-
ments CP, CT, and CR represent measured radioactivities in arterial plasma
(P), target tissue (T) and reference tissue (R), while compartments CB and
CF represent calculated radioactivies of the free (F) and specifically bound
(B) given the transfer constants k. Transfer constants K1 and K’1 depict the
transfer from arterial plasma to the target and reference tissues respectively,
while the k2 and k’2 depict the returning transfer. The in- and outbound
transfer goes through the free compartment (CF) from where the radiotracer
can bind specifically at rate k3 or to which it can return at rate k4.
In a compartmental model the compartments are not physical
places but states of the ligand and their unit is radioactivity
concentration (e.g. Bq/mL), while the transfers between com-
partments are described by rate constants (k) that define the
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relative transfer from compartment (C) in unit time, 0 reflecting
no transfer, and the amount of transfer is kC per unit time.
In compartmental modelling the goal is to determine the values
of the rate constants given the measurements, thus numerical
implementation of the model is needed. Firstly, the appropriate
compartments and transfers between the compartments are
defined on the basis of the biochemical properties of the tracer,
i.e. the number of compartments and connections between them
depend on the specific characteristics of each tracer.
Secondly, the model is solved to provide equations of the in-
stantaneous concentrations in each compartment. Let us denote
the TAC of the radioactivity in compartment C as C(t), then
using the notation in Figure 2.2 we have the following equations
describing the radioactivity concentrations in compartments CR,
CF and CB
CT (t) = CF (t) + CB(t)
dCF (t)/dt = K1CP (t)− k2CF (t)− k3CF (t) + k4CB(t)
dCB(t)/dt = k3CF (t)− k4CB(t)
dCR(t)/dt = K ′1CP (t)− k′2CR(t)
where CP is the radioactivity concentration in arterial plasma
depicting the input function.
The solution of the compartmental model includes input func-
tion which can be externally measured from the arterial plasma
samples, unknown concentrations in compartments of free and
bound ligand and unknown rate constants. The solved model is
used to simulate possible tissue TACs given the input function,
and numerical optimization algorithms can subsequently be
used to find the rate constants that yield best match with the
measured TAC. Thus calculation of the rate constants requires
definition of the model, closed form solution of the model and
finally numerical optimization of the simulated data to find best
fit with the measured data.
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In the working example the rate constants k3 and k4 are of
particular interest. Under certain reasonable assumptions they
reflect the reaction rate constants kon and koff in the Michaelis-
Menten equation, and we have
k3 = fNDkonBavail
k4 = koff
where fND is the fraction of the tracer that is free in nondis-
placeable compartment and Bavail is the density of receptors
available to bind the radioligand [48].
Recall that the nondisplaceble compartment consists of the
tracer that is free or nonspecifically bound in the brain tissue.
The fraction KD = koff/kon is the dissociation constant in
Michaelis-Menten model. Respectively the ratio of k3 and k4
coincides with the formulation of BPND (c.f. [71] and [48])
BPND =
fNDBavail
KD
= k3
k4
. (2.2)
2.1.3 Simplified reference tissue model
The compartmental model presented in Figure 2.2, known as
simplified reference tissue model (SRTM)[61], is commonly used
to depict the pharmacokinetics of nt-tracers, e.g. that of 11C-
raclopride. Initially raclopride-PET (i.e. PET measurements
using 11C-raclopride) was modelled using three tissue compart-
ments: free, non-specifically bound and receptor-bound [34], but
it was noticed that a steady-state occurs rapidly between free
and non-specifically bound tracer and it was hard to distinguish
these two compartments in the model fitting, and they were
thus pooled together [61]. Furthermore, it has been shown that
the arterial input function measurement can be omitted if there
exists a brain region devoid of the target receptors [61]. Mea-
surement of the arterial input function is an invasive process
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that is prone to errors, and it is avoided when possible. For
raclopride a reference region is found in the cerebellum which
is almost completely devoid of dopamine receptors according to
human post mortem data.
Using the notation in Figure 2.2 we can present the solved
SRTM equation in closed form as
CT (t) = R1CR(t) + k2
∫ T
0
CR(t)dt− k2a
∫ T
0
CT (t)dt (2.3)
where CR(t) and CT(t) are the instantaneous activity concen-
trations in the reference and target tissue, respectively, and
R1 =
K1
K ′1
and k2a =
k2
1 + k3k4
= k21 +BPND
. (2.4)
In Equation 2.3 CT(t) is the outcome of simulation while
CR(t) is the measured activity concentration. Similarly as
for the full compartmental model the SRTM parameters are
estimated via optimization with measured PET data. The BPND
in SRTM formulation corresponds to that obtained through full
compartmental model fit with arterial input (c.f. Equation 2.2),
but it can be assessed non-invasively using reference tissue.
The optimization can be made to the linear formulation of
SRTM in Equation 2.3 and BPND can be solved from Equation
2.4, or k2a can be substituted in Equation 2.4 when optimization
of the non-linear formulation yields the BPND directly.
2.1.4 Extended compartmental modelling
Dynamic PET measurement lends itself for the measurement
of instantaneous alterations in Bavail but the compartmental
models discussed thus far do not accommodate the tempo-
ral changes. Instead, the bolus-infusion administration with
tissue-ratio analysis has been almost exclusively employed in
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the displacement studies (see [32] for review). In bolus-infusion
studies the BPND(baseline) is typically estimated during initial
part of the equilibrium condition followed by BPND(intervention)
estimation after a new equilibrium level has been attained [22].
Considerable effort has taken place with regard to optimiza-
tion of kbol as well as the optimal timing of the baseline versus
intervention. According to Watabe and colleagues [106] the op-
timal timings for 11C-raclopride would be 0-50 minutes (control
task) and 50-100 minutes (activation task), but there might be
considerable variation in the optimal timings depending on the
tracer and study setup.
A serious limitation of tissue ratio analysis in bolus-infusion
studies is posed by the violation of equilibrium condition. As
was discussed earlier, employment of predetermined kbol may
result in significant under- or over-shoot in the individual’s
TACs resulting in biased outcome in tissue ratio calculation.
Furthermore, pharmacokinetic characteristics of other radiotrac-
ers than 11C-raclopride may completely preclude their analysis
using equilibrium techniques.
Extensions to SRTM have been proposed that can accom-
modate the temporal changes in receptor availability. Zhou
and colleagues have proposed a method they call extended
simplified reference tissue model (ESRTM) [110] that accom-
modates two BPND parameters in Eqs. 2.3-2.4 instead of one,
one depicting BPND at baseline and the other at intervention.
The advantage of ESRTM over tissue ratio method is that the
equilibrium condition is not required. Indeed, they showed in
an 11C-raclopride study that the magnitude of amphetamine-
induced ∆BPND from ESRTM was larger and more consistent
with amphetamine dosing than that from tissue ratio analysis
[110], and consequently its application was proposed instead of
tissue ratio analysis.
Alpert and colleagues on the other hand have proposed a
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method they call linearized simplified reference region model
(LSRRM) [5], that can more flexibly accommodate the transient
perturbations in radiotracer binding. In their proposal the time
dependence of BPND is modeled via additive time dependent
activation function.
In Equation 2.3 BPND acts through k2a, thus the change
in BPND should affect k2a. Let us introduce time dependent
activation function h(t) and enter the activation effect linearly
to the model through k2a+γh(t), where γ is the magnitude of
the activation effect while h(t) gets values between 0 and 1.
Now Equation 2.3 becomes
CT (t) = R1CR(t)+k2
∫ T
0
CR(t)dt−k2a
∫ T
0
CT (t)dt−γ
∫ T
0
h(t)CT (t)dt.
(2.5)
The activation function h(t) can have any shape but it should
reflect the alterations in radiotracer’s apparent dissociation
constant k2a. Figure 2.3 illustrates few possibilities for the
activation function.
Equation 2.5 offers a flexible model for the assessment of
transient perturbations in BPND. The approach has been applied
in analysis of both pharmacological [5] and non-pharmacological
[7–10] stimuli, and recently in generation of dynamic parametric
maps of neurotransmission alterations [74] through optimization
of the activation function peak-time voxel-by-voxel (c.f. Figure
2.3 for activation function peak-time). Furthermore, it has been
suggested [5] that the t-value of the activation parameter γ
as obtained through the linear optimization process (t(γ) =
γ/sd(γ)) could be utilized to detect neurotransmitter release in
single subject level, that is, to reject the null-hypothesis of no
activation.
In the original model by Alpert and colleagues [5] time-
dependent activation functions were inserted for all of the fit
parameters: R1, k2 and k2a. In their examination it was however
found that model identifiability was limited to only one time-
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Figure 2.3: Graphs representing possible activation functions depicting
dynamic alterations in radiotracer binding.
dependent parameter, due to the simple shape of the TACs.
Thus only the factor γ related to the change in BPND was
preserved and the others were omitted from the final model.
Furthermore, the ability to identify the time-course of the
activation was acknowledged. In the original model by Alpert
and colleagues [5] time-dependent activation functions had the
shape of exponential function based on earlier studies [33], which
peaks relatively soon after the task initiation and decays more
or less rapidly depending on the decay parameter τ . Alpert
and colleagues claimed that τ ≈ 0.2 min-1 yielded a good fit
with true human data of spatial planning task, suggesting that
the activation effect was nearly abolished after 10 minutes.
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Nevertheless, in the model formulation of Alpert and colleagues
[5] and later in the application of the model by others [8–10]
focus has been on the detection of the activation rather than in
the temporal characterization of the neurotransmitter response.
In a more recent work by Normandin and colleagues [76]
LSRRM was extended to more readily incorporate the temporal
characterization of the neurotransmitter fluctuations, which
they called linear parametric neurotransmitter-PET (lp-ntPET).
In contrast to original LSRRM where the neurotransmitter
response onset coincides with the task initiation and the peak-
time follows immediately, lp-ntPET permits varying onset and
peak-time as well as different shapes for the decaying part.
The model of Normandin and colleagues was implemented
using collections of simplified gamma-variate functions [64] as
the basis activation functions. In their proposal the set of basis
functions consisted of 897 gamma-variate functions depicting
various different onset and peak-times and decay velocities.
Their proposed approach is similar to the basis function method
often employed in parametric image generation with SRTM [40],
but differs in the parameter of interest.
The optimal basis function depicting the neurotransmitter
fluctuation within LSRRM is identified as the one that yields
the best fit with the measured data, that is, shows the small-
est weighted least squares in linear optimization. Normandin
and colleagues validated lp-ntPET using 11C-raclopride data
from rat experiments with intra-cranial infusion of metham-
phetamine [76]. Their finding was that lp-ntPET did not show
any activation in a sham scan while in the true intervention
the dopamine response was significant and agreed well with the
invasive microdialysis measurements, thus the 11C-raclopride
measurement reflected well the changes in brain dopamine levels
showing robustness of the novel method.
In a recent work by Morris and colleagues [74] lp-ntPET was
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used to generate movies of cigarette smoking induced release of
dopamine, showing feasibility of the novel approach. Through
rigorous statistical treatment of the lp-ntPET data they were
able to identify the voxels with significant dopamine release
during smoking versus a control condition, and furthermore to
represent the temporal characteristics of the activations in each
voxel [74]. Their finding was that the cigarette smoking induced
fluctuations in dopamine release may have different spatial and
temporal profile between male and female smokers [74], thus
indicating the importance of individual temporal profiling in
neurotransmitter activation studies.
The LSRRM and lp-ntPET seek to detect the neurotransmit-
ter activation through statistical analysis of the γ parameter.
Albeit the elegance of the statistical treatment it would often
be desirable to quantify the change in terms of BPND, similarly
as in ESRTM where two different BPND are explicitly sought.
Disadvantage of ESRTM on the other hand is the inflexibility
with regard to the timing of the neurotransmitter fluctuations
that is inherent in LSRRM and lp-ntPET.
BPND of baseline in LSRRM is solved by reorganizing the
parameters in Eq. 2.4:
BPND =
k2
k2a
− 1 (2.6)
similarly the time-dependent BPND(t) is
BPND(t) =
k2
k2a + γh(t)
− 1. (2.7)
The time-dependent BPND(t) can be extracted at the activation
peak-time or for instance the weighted average can be calcu-
lated to represent the mean BPND(intervention). The mean
BPND(intervention) should coincide with the one calculated
using ESRTM up to the differences in the accuracy of model fit.
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The explicit presentation of the BPND(baseline/intervention)
allow calculation of ROPET and comparison with earlier studies.
2.2 Principles of positron emission
tomography
Quantitative accuracy of PET is a unique feature that allows
dynamic measurement of the radioactivity distribution and sub-
sequently kinetic analysis of the data. Often quantification of
the PET frames is attained through calibration measurements
that provide a conversion factor between counts/sec and radioac-
tivity concentration e.g. Bq/mL. Considering the acquisition
and image reconstruction process in PET there must however
exist a lower threshold  0 of count statistics that is required
for accurate image reconstruction.
Acquisition of a PET frame is ultimately a counting process of
rare nuclear events - in the signal processing parlance a Poisson
counting process. Thus, the probability of detecting an event
approaches zero with decreasing detection time and/or observed
area, and the total number of detections per sample point dictate
the statistical quality of the measurement. The total number
of detections (within a fixed time interval) can be increased to
some degree by optimizing the sensitivity of the detectors. The
total number of positron emissions in turn is intentionally kept
low due to the tissue damaging properties of the annihilation
energy (photons), and the tracer doses with healthy volunteers
are strictly limited by radiation safety authorities. In PET these
limitations translate into relatively small radioactivity doses
and thus poor count statistics of the PET data.
Partial volume effect caused by poor spatial resolution of PET
has on the other hand been regarded as a major limiting factor
of PET brain studies [75]. In the classical simulated experiment
by Mazziotta and colleagues [69] signal blurring by a 5 mm
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kernel (full width at half maximum (FWHM)) corresponded
with up to 20% underestimation in a thin high contrast region,
while signal blurring by a 2.5 mm kernel (FWHM) halved the
error to 10%.
The intrinsic spatial resolution of a PET scanner is defined
by the surface area of the photon-detectors (detector crystals,
scintillators), while engagement of small crystals to achieve
improved spatial resolution has been hindered by a few obsta-
cles. For instance, production of the small detector crystals is
complicated and the stopping power of a small crystal may be
insufficient. The scintillation cascade occurs when the arriving
photon interacts with the crystal material resulting in photoe-
mission. If the crystal size is however very small the arriving
photon may pass through many crystals before the scintillation
cascade occurs and the detection will be misplaced by a few
millimeters, a phenomenon called crosstalk of scintillators. Fur-
thermore, the signal from a single crystal is weak and it must be
amplified prior to further processing, and until recently design
and manufacturing of the amplifiers have significantly limited
the application of small crystals.
The true reconstructed spatial resolution of PET is commonly
measured using the procedures in the National Electrical Man-
ufacturers Association (NEMA) standards. NEMA standards
describe the spatial resolution of PET devices as the FWHM
measured with an infitesimal point source in air. The purpose
of the measurement is to characterize the point spread func-
tion (PSF) of compact sources in reconstructed image, and it
provides the best-case comparison among scanners. Further-
more, the NEMA standards describe the point source measure-
ments at different locations in the field of view (FOV), and the
calculations in axial as well as transaxial directions. Table 2.1
summarizes the NEMA spatial resolution results for a brain-
dedicated and a few whole-body PET scanners according to
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the literature. An approximately 5 mm (FWHM) spatial reso-
lution is achievable using the whole-body PET scanners while
the brain-dedicated PET scanner is characterised by a nearly
isotropic spatial resolution of approximately 2.5 mm (FWHM).
Table 2.1: National Electrical Manufacturers Association (NEMA) spatial
resolution results from literature in full width at half maximum (FWHM).
Transaxial Axial
(mm) (mm)
Scanner 1 cm 10 cm 1 cm 10 cm Avg. Ref.
Siemens HRRT 2.30 2.90 2.50 3.40 2.78 [28]
Siemens HR+ 4.40 5.00 4.00 5.50 4.73 [17]
Philips Ing. 4.70 5.15 4.60 5.00 4.86 [109]
GE D690 4.70 5.07 4.74 5.55 5.01 [13]
GE DVCT 5.12 5.68 5.18 5.86 5.46 [89]
Due to the Poisson characteristics, high-resolution PET is
however associated with poorer statistical quality than whole-
body PET and for e.g. diagnostic purposes visually appealing
appearance of imaging data may be favored. Nevertheless,
considering the experiments of Mazziotta and colleagues [69]
the best achievable spatial resolution may often provide an
indispensable advantage in nt-PET studies. Thus, in the light of
advanced temporal characterization of neuroreceptor occupancy,
using e.g. lp-ntPET derived analysis, careful optimization of
the PET assessment with regard to both the temporal and the
spatial resolution is required.
2.2.1 Data acquisition
PET data acquisition can be initiated after the radiotracer is
transported to blood circulation of the imaged subject. Radio-
tracer travels through the blood stream (also) to the organ of
interest which is positioned within the FOV of the PET scanner.
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PET scanner consists of thousands of (typically) circularly
arranged detectors capable of detecting low energy photons. Low
energy photons arise from the annihilation process following a
positron-electron collision. Annihilation occurs in the immediate
vicinity of the positron-emission location and produces two
opposite-direction gamma-quanta.
Gamma-quanta of known energy (511 kilo electron volt (keV))
travel at the speed of light to opposite directions and sometimes
hit the detectors of the PET scanner (nearly) simultaneously.
These observations are called coincidence events. If simplified,
the coincidence events are assumed to originate from single
positron-electron annihilation that occurred within the LOR
that connects the two detectors.
However, practical electronic implementation of the PET
scanner does not permit measurement of only those events
with the energy of exactly 511 keV or exactly simultaneous
detection; albeit the gamma-quanta travel at the speed of light
a small timing difference occurs when the annihilation location
is near the edge of the FOV, and the electronics does not permit
exact timing of detection (within nanoseconds). Thus, the
detector electronics are typically tuned to record events in an
energy window of e.g. 350-650 KeV and timing window of 5-10
nanoseconds. Due to the broad energy and timing windows,
unwanted erroneous observations have significant contribution
in the measured data.
A coincidence event (true or random) is such that no more
than two photons are detected within the time window (opened
at the first detection and closed after 5-10 nanoseconds). A
multiple event is such that more than two photons are detected
within the time window, and these are usually ignored automat-
ically. A random event is such that the two detected photons
actually originate from different annihilations. Scattered events
originate from the same annihilation but one of the gamma-
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quanta has been disoriented (scattered) from the original path
while travelling through the medium. The true, multiple, ran-
dom and scattered events together are called prompt events
without distinction.
The amount and distribution of the random and scattered
events can be estimated from the measured data using estab-
lished techniques (see [23] for review). Furthermore, absorption
of the photons within the medium can be estimated using exter-
nal photon transmitting source that travels around the medium
and the non-absorbed energy is measured on the opposite side.
The so-called attenuation correction compensates for the non-
homogeneous contribution of the photon absorption within the
medium.
2.2.2 Image signal-to-noise ratio
Statistical quality of the image data is commonly described by
SNR that relates the true signal to the background noise. In
imaging studies SNR is often defined as
SNR = mean(sig)std(sig) ,
where mean(sig) depicts the mean and std(sig) the standard
deviation (SD) of the true signal. The mean and SD are prefer-
ably determined from a high number of replicate measurements
rather than more commonly employed voxel-by-voxel mean
and SD within some predetermined region. SNR larger than
some predefined threshold designates that the image contrast is
adequate to distinguish an object from the background.
There is a connection between image SNR and so-called noise
equivalent counts (NEC) derived from the PET acquisition
statistics. NEC relates the square of the true counts (coinci-
dences) to the total counts in a PET measurement and it can
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be defined as [26]
NEC = ((1− S)(P −R))
2
P +R , (2.8)
where S is the scatter fraction, and P and R the prompt and
random events, respectively. In Equation 2.8 the denominator
P + R = T + S + 2R reflecting the noise contribution from
random events when they are calculated online during the PET
measurement. Often, if the random events are estimated oﬄine
using a noise suppression algorithm the denominator is simply
P . NEC is a commonly applied quantity in scanner performance
evaluations and it has been shown to correlate well with the
square of the reconstructed image SNR in a physical test object
(phantom) measurement[26].
2.2.3 Image reconstruction
Analytical image reconstruction
Assuming the observations have been corrected for the unwanted
events, summation of the true events results in quantities that
approximate the line integrals through the radioactivity distribu-
tion. In the following theory is presented in the Cartesian plane
(two-dimensional (2D)) for simplicity although PET is truly
three-dimensional (3D). In the Cartesian plane line integral of
a function can be expressed as
g ,
∫
L
f(x, y) dl . (2.9)
where L is the LOR connecting the two detectors, f(x, y) is the
unknown spatial radioactivity distribution (or emission density)
and g is the observation.
If the LOR is given coordinates (s, θ), s being the perpendic-
ular distance from the FOV origin and θ the angle to y-axis,
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the line integral is expressed as [50]
R(s,θ){ f(x, y) } , g(s, θ)
=
∫
L(s,θ)
f(x, y) dl
=
∞∫
−∞
∞∫
−∞
f(x, y)δ(x cos θ + y sin θ − s) dx dy.
where δ() is the Dirac’s delta-function.
Collection of all g(s, θ) through the unknown f(x, y) is often
called the Radon transform of object f(x, y), for it was first
introduced by Johann Radon (see [80] for English translation).
It was also Johann Radon who first showed that the object
f(x, y) can be fully recovered from its projections, that is, the
Radon transform can be inverted.
A simple proof of this analytical inversion algorithm can
be formulated by considering the direct connection of the
two-dimensional Radon transform of an object and its one-
dimensional Fourier transform (central-slice theorem) [54]; if
the two-dimensional Fourier-space can be filled with the one-
dimensional Fourier transforms of the projections, the original
object can be recovered by inverse two-dimensional Fourier
transform (2DFT).
In X-ray CT-imaging the direct inverse fourier transform
(DIFT) reconstruction is successful since the line integrals can
be collected in a high enough number of angles, and with high
enough X-ray energy the noise contribution in the measurements
is tolerable [54]. In PET however (and in low-dose CT), the
small number of projection angles, low sampling density and
low SNR hamper the usage of DIFT significantly [65], although
improved algorithms for the critical re-sampling step from polar
to Cartesian coordinates have been recently developed. Instead
of DIFT the analytical reconstruction is commonly achieved
using the filtered backprojection (FBP) algorithm [54] that gen-
erates less artifacts due to limited projections and measurement
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noise. Furthermore, the analytical FBP algorithm has been ex-
tended to 3D data, in particular the so-called three-dimensional
reprojection FBP (3DRP) algorithm that exploits 2D-FBP in
the estimation of missing data in the oblique segments prior to
3D-FBP is widely employed [57].
Iterative image reconstruction
The aim of the analytical image reconstruction algorithm is
to recover the unknown spatial distribution of the object by
mathematically solving the analytical representation of the mea-
surements, in other words assuming deterministic data [79]. In
PET however, this approach is suboptimal since the measure-
ments represent stochastic rather than deterministic data.
A more complete model of the data collection can be crafted
by taking into account the statistical nature of the collection
process. Collection of the coincidence events in a given time
interval can be regarded as a Poisson counting process [83],
thus the measurements represent samples of Poisson random
variables.
Let us first define a discrete model of the data collection. In
the computer implementation a 3D object f(x, y, z) is sampled
into N (typically) cubicles (or voxels), let us denote them as
f = (f1, f2, . . . , fN). Now there are N voxels and the jth voxel
has the value fj. Also the number of LORs is finite, let us
denote them as g = (g1, g2, . . . , gM), where gi is the measured
value of coincidence events within LOR i.
In the discrete model a geometric correlation matrix (system
matrix) with N×M elements can be calculated that determines
the contribution of each voxel to the measurement of g. Let us
denote the system matrix by A = {a11, a12, . . . , aNM}, with each
aij representing the probability that an annihilation occurring
at voxel j will be detected at LOR i. Now the detection process
can be modelled by g = Af .
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Let us denote the independent Poisson random variables
describing the number of decays in voxel j and number of decays
detected in LOR i by F (j) and G(i), respectively. Assuming
that all decays are detected we have for the voxel j and unknown
mean λj a probability that n decays are detected
Pλj(F (j) = n) = e−λj
λnj
n!
The expected value of the random variable G(i) is thus
λi =
N∑
j=1
aijλj, ∀i
since the detection probabilities aij are independent.
Similarly as for the voxel data we get for LOR i and unknown
mean λi a probability that the measured data of LOR i gets
the value gi
Pλi(G(i) = gi) = e−λi
λgii
gi!
.
Let us introduce a random variable xij for the number of
emissions occurred in voxel j and detected in LOR i. It is a
Poisson random variable with a mean λij = λjaij. Now we have
for the number of detections gi in LOR i
gi =
N∑
j=1
xij.
Likelihood function of the measured data is that of the multi-
nomial distribution
l(λ) = l(λ1, λ2, . . . λN) =
M∏
i=1
e−λi
λgii
gi!
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and the log-likelihood function is
L(λ) = ln l(λ) =
M∑
i=1
ln
e−λiλgii
gi!

=
M∑
i=1
(−λi + gi ln (λi)− ln (gi!))
=
M∑
i=1
− N∑
j=1
aijλj + gi ln
N∑
j=1
aijλj − ln (gi!)
 .
Thus the task is to find λ to maximize the log-likelihood
function but without having the image data to calculate the
log-likelihood function [72]. So instead the expectation of the
log-likelihood function is maximized given the measurements g
and the current estimate of λ.
This approach is called maximum likelihood expectation max-
imization (MLEM) and it can be employed to define a PET
image reconstruction algorithm, where the expectation- and
the maximization-steps are combined into one equation [72].
MLEM is an iterative algorithm to find the most likely image
given the measurements. Let us denote the initial voxel value
at voxel i as f 0i , then for iterate fkj we have
fkj = fk−1j
1∑M
i=1 aij
M∑
i=1
giaij
N∑
l=1
fk−1l ail
. (2.10)
The iterative MLEM algorithm has been shown to converge to
the focal point of the log-likelihood function, without decreasing
the likelihood at any iteration [83]. In practice the convergence
can however be very slow [79], and typically the reconstruction
is stopped at some prefixed number of iterations. This is due to
the computational cost of the MLEM algorithm - each iteration
lasting approximately the same time as FBP reconstruction
- but also due to the ill-conditioned problem of finding the
maximum likelihood (ML) estimate [85].
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The late iterates of the MLEM are typically very noisy, and
therefore the intermediate images are often visually more ap-
pealing. One way to reduce the voxel-wise noise is to post-
smooth the image using for instance a three-dimensional gaus-
sian smoothing function. A more general approach to limit the
noise contribution is to apply spatially penalized-likelihood ob-
jective function. A good example of penalized-likelihood based
regularization of the MLEM is the median root prior (MRP)
algorithm introduced by Alenius and Ruotsalainen [4].
To speed up the convergence of the iteration in Eq. 2.10
a subsetized version was introduced in [46]. The subsets con-
sist of a number of projections unique in each subset. Often
the projections are chosen to define orthogonal basis [46], and
the resulting algorithm is called ordered subsets expectation
maximization (OSEM). In the OSEM algorithm the image is
updated after completion of each subset, and the convergence
is thus faster, while, the amount of computation of one full
iteration is similar to that of MLEM.
Choice of the reconstruction method
In the light of NEC the choice of image reconstruction algo-
rithm has the greatest impact on image accuracy versus SNR. In
general, the analytical image reconstruction algorithms are re-
garded more accurate while the iterative algorithms are thought
to yield better SNR but may require a higher NEC for accurate
image reconstruction. Application of the iterative reconstruc-
tion algorithms is obstructed by the lack of explicit stopping
rules for the iterative process, while the outcome of analytical
reconstruction depends on the filter dimensions. Filter in the
FBP reconstruction can be adjusted to yield a smooth appear-
ance, while the iterative reconstruction can be stopped early and
subsequently filtered using a large kernel size (5-10 mm FWHM)
in the 3D Gaussian post-smoothing step. On the other hand,
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if PET imaging is performed for research purposes to assess
e.g. receptor binding the best achievable spatial and temporal
resolution are often required to protect against partial volume
effect (PVE) and to be able to distinguish rapid fluctuations in
neurotransmission, respectively.
In [26] Dahlbom and colleagues showed that FBP reconstruc-
tion yielded inferior SNR2 compared to OSEM reconstruction
at the same NEC levels. However, in [26] the OSEM iterations
were stopped very early although it was anticipated that later
iterates approach SNR2 of FBP. Nevertheless, NEC is a measure
of count statistics that takes into account the variable randoms
proportion at different count rates, and correlates with image
SNR2, thus it is recommended as a measure of count statistics.
In [15] Boellaard and colleagues employed physical phantoms
to explore the relative image accuracy as a function of NEC as
well as to study the acquired image SNR using various image
reconstruction algorithms. Error in the image estimates (recon-
struction bias) was calculated as bias(%) relative to the FBP
reconstruction which is thought to be bias-free in reasonable
count statistics. Among the iteratively reconstructed images
they found biases of up to -15% in high contrast regions and
up to 40% in the low contrast regions [15]. There were how-
ever large differences between the tested iterative methods with
regard to the magnitude of bias(%) but all algorithms showed
similar behaviour - there was a sustained steep decline in the
image accuracy following the decline in NEC statistics.
The observed dual faceted bias in the high and low contrast
regions indicates attenuated contrast recovery in the low count
statistics as compared to high count statistics reconstruction.
Thus suggesting a different degree of convergence of the itera-
tive reconstruction at different count statistics. Boellaard and
colleagues [15] did not experiment with different number of it-
erations but their experiments showed at least the risk of using
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predetermined number of iterations in varying count statistics.
In their experiments the image SNR of FBP was again inferior
to that by iterative algorithms [15], but again at early iterations
(c.f. [26]).
2.2.4 High resolution PET
The High Resolution Research Tomograph (HRRT) offers the
current state-of-the-art human-size high-resolution PET imaging
in the field (c.f. Table 2.1). The HRRT scanner differs from
conventional scanners for its planar detector design. Typically
the detector modules are small and they are arranged on a ring
around the scanner FOV. In the HRRT, however, a different
approach was chosen to allow quadrant sharing technique of
the photomultiplier tubes on the one hand and to allow the
depth of interaction (DOI) measurement on the other hand
[108]. The HRRT scanner consists of eight planar detector heads
arranged in an octagon around the scanner FOV, which results
in large areas devoid of detectors at the seams of two adjacent
heads. This feature renders the HRRT data discontinuous
with gaps corresponding to the location of the joints between
detector heads [70]. If the gaps are not properly treated the
analytical reconstruction with missing data results in sizeable
artefacts, practically precluding the direct usage of analytical
reconstruction with the HRRT data [70].
2.2.5 Image reconstruction strategies for
the HRRT
Dedicated image reconstruction strategies for the HRRT can
be categorized into
a) gap-filling plus analytical reconstruction
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b) iterative statistical reconstruction using a system matrix
incorporating the missing data.
In the iterative reconstruction the system matrix can be
easily modified to incorporate the inherent missing data in
the HRRT measurements, while the analytical reconstruction
generates sizeable artefacts in presence of gaps in the sinograms
[29]. However, the early evaluations of analytical reconstruction
suffered from poor gap-filling.
The recent advancements in the gap-filling strategies as well
as the HRRT-specific implementation of full 3D analytical recon-
struction using the 3DRP [57] algorithm have helped to alleviate
the reconstruction artefacts considerably. The current more
auspicious gap-filling methods have been extensively studied by
Tuna and colleagues [92–95] and by van Velden and colleagues
[99–101].
The proposed gap-filling methods can be categorized into
a) model-based methods that employ forward projection of
the iteratively reconstructed image [28];
b) constrained Fourier space (CFS) methods [55]
c) discrete cosine transform (DCT) domain methods [94, 95]
d) transradial bicubic interpolation method [92, 93].
The CFS, the DCT-domain and the bicubic transradial interpo-
lation gap-filling methods have all performed well in phantom
studies, but the latter method outperforms the others in com-
putation times; the bicubic transradial interpolation works in
nearly linear time while the others can be as slow as full it-
erative reconstruction. In contrast, the gap-filling based on
forward projected data would allow consistent estimation of
the data within the gaps but it fails to model the noise in the
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missing parts; thus generating noise dependent artefacts in the
analytical reconstruction.
The most recently proposed method employing a transradial
bicubic interpolation approach has performed well in phantom
studies in comparison to DCT domain method but with much
lesser computational cost. In short, the transradial bicubic inter-
polation approach can be described as follows: the transradial
slice in the sinogram domain is defined as the slice in the direc-
tion of the radial samples, as it happens that the missing data in
the transradial slice lie in parallel lines in the sinogram domain
they can be omitted, yielding a shrunk, gap-free sinogram (see
Figure 3 in [92] for illustration). The shrunk sinogram is resized
back to the original dimensions using bicubic interpolation [56],
and rows corresponding to the gaps are inserted to the original
sinogram. Thus the transradial bicubic interpolation method
can provide fast and robust estimation of the gaps.
Iterative statistical reconstruction using the MLEM algorithm
and its variants allow usage of non-complete projections directly.
Therefore - and for the more complete model of the measurement
- the iterative full 3D reconstruction has been preferred for the
HRRT image reconstruction [70]. However, algorithm based on
the Equation 2.10 with pre-corrected measurement data resulted
in considerable bias as was shown in a phantom experiment [24].
The bias was attributable to the non-negativity constraints in
Equation 2.10 and the many negative observations truncated to
zero occurring in the pre-corrected measurements. Albeit the
HRRT is regarded sensitive relative to conventional scanners
[28], the area covered by a single LOR in the HRRT is a small
fraction of that in a conventional scanner, thereby rendering
the number of detections per LOR in the HRRT very low (c.f.
discussions in Chapter 2.2.2).
To avoid the zero-truncation bias a HRRT-specific modifi-
cation to the MLEM equation (Eq. 2.10) was presented by
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Comtat and colleagues [24]. The algorithm of Comtat and
colleagues [24] is called ordinary Poisson ordered subsets expec-
tation maximization (OP-OSEM) for it aims to maintain the
Poisson distribution characteristics in measured data, which are
normally violated in the pre-correction process. The modified
equation is expressed as
fkj = fk−1j
1∑M
i=1
aij
NiAi
M∑
i=1
piaij
N∑
l=1
fk−1l ail + (diNi + si)Ai
, (2.11)
where pi represent the prompt coincidences, di the randoms and
multiples estimated from the delayed coincidence window data
[18], Ni the scanner normalization factor, and Ai the attenuation
correction factor, all for LOR i. Formulation in Equation 2.11
removes the need for zero-truncation, thus the bias should be
avoided, but it was also noted that the additive term in the
denominator of 2.11 slows down the convergence [24].
The OP-OSEM algorithm was shown quantitative in a uniform
cylinder phantom experiment which resulted in significant bias
with the conventional OSEM reconstruction [24], and it was
therefore recommended for dynamic brain studies on the HRRT.
However, in an experiment with more realistic anthropomorphic
phantom data the OP-OSEM reconstruction was found to suffer
from remnant bias at very low count statistics, but still realistic
in dynamic human brain studies [98].
Flexibility of the iterative framework has been exploited to
accommodate the signal blurring function, or PSF, in Equation
2.11 [25]. Let us denote the signal blurring kernel in the image
space as h, then the update equation with resolution modeling
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(RM) is expressed as
fkj = fk−1j
1∑M
i=1
aij
NiAi∗h
M∑
i=1
piaij
N∑
l=1
fk−1l ail ∗ h+ (diNi + si)Ai
.
(2.12)
The algorithm depicted in Equation 2.12 is called resolution
modeling OP-OSEM (RM-OP-OSEM).
The convolution kernel h for the HRRT has been estimated
using pseudo point-source measurements within the FOV of
three HRRT scanners [25]. In the work of Comtat and colleageus
[25] isotropic convolution kernel was formed on the basis of the
three sets of measurements.
The RM-OP-OSEM showed reduced PVE without noise-
amplification in a human experiment [88]. It has been also
found that the RM-OP-OSEM can significantly reduce the low
count statistics bias as compared to OP-OSEM [105]. On the
other hand the PSF-based resolution modelling has been shown
to suffer from edge artefacts [91].
Other modifications to the MLEM equation have been sug-
gested that might be more robust with regard to the low count
statistics, such as the AB-MLEM [19] and the NEG-MLEM [77]
algorithms for sinogram-based reconstruction. Furthermore, the
list-mode-based reconstruction algorithm (MOLAR; [20]) using
the conventional OSEM algorithm have been shown less vulner-
able to low count statistics bias [51]. It can be however regarded
that the list-mode-based reconstruction using the conventional
OSEM algorithm does not provide theoretical advantage with
regard to the low count statistics bias, while the optimization of
the additional parameters introduced in AB-MLEM and NEG-
MLEM algorithms may depend on the imaging conditions and
thus become intractable relative to the expected advantage of
using these methods.
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2.3 Region of interest analysis
A commonplace practice to improve the SNR in brain PET
studies is to pool the signal from functionally similar image
elements. Aggregation of the signals is achieved through region
of interest (ROI) analysis, consisting of the ROI-definition and
averaging of the signal cross the image elements within the ROI.
ROI-analysis can be applied either on parametric images or
on the PET frames to represent regional pharmacokinetics of
the tracer. The outcome of the latter approach is a TAC that
represents the tracer pharmacokinetics at improved SNR, which
can then be applied for more robust estimation of the physiolog-
ical parameters e.g. BPND. Topographical organization of the
brain allows the aggregation of adjacent image elements, but
inaccuracies in the ROI-definition can easily result in amplified
PVE.
In the present work the focus was on the ROI-delineation
strategies for dopamine (DA) receptor type 2/3 PET-imaging,
although optimization of ROI-delineation strategies is of high
importance in various nt-PET studies targeting different re-
ceptors. The choice is motivated by the facts that DA PET-
imaging, in particular using 11C-raclopride, constitutes a wide-
spread methodology in human neurotransmission research, and
its ROI-analysis has been particularly demanding due to vast
functional repertoire of the striatum, the hub of dopaminergic
transmission.
2.3.1 Implications from the functional
organization of the striatum
An illustrative schematic representation of the striatal connec-
tions can be found in [41] Fig. 12 by Haber and colleagues.
Anatomically striatum is divided into caudate nucleus (CAU),
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putamen (PUT) and nucleus accumbens (NAcc), while the
functional division has ventro-medial to dorso-lateral and ros-
tral to caudal gradients not obeying the anatomical division
[41]. The limbic striatum (LSTR) which includes the NAcc
and the ventral parts of the rostral CAU and PUT receives
its direct frontal input from the orbital and medial prefrontal
cortex (OMPFC) [41], which is thought to have an important
role in the development of reward-guided behaviours [41].
Dopamine has an important role in the neuromodulation of the
striatal signalling. The striatum has the highest concentration
of DA receptors in the human brain, and it mediates most of
the dopamine-related signalling. The role of e.g. LSTR has
been widely studied in different pathological states involving the
reward system using 11C-raclopride and other dopamine D2/3
receptor specific tracers, mostly in drug abuse reinforcement
[103] but recently also in connection with pathological gambling
[53]. In contrast, the associative striatum (ASTR) receives its
direct cortical inputs mostly from the dorsolateral prefrontal
cortex (DLPFC) which is thought to be involved in cognitive
functions such as working memory [39], while the sensorimotor
striatum (SMST) receives its direct cortical inputs mostly from
motor and pre-motor cortical regions.
Differentiated response to pharmacological as well as cog-
nitive and behavioral activations have been reported in the
functional striatal subregions as measured using 11C-raclopride-
PET [32, 66]. It has been regarded that the functional division
of the striatum would be more relevant in PET imaging stud-
ies investigating alterations in DA levels than the anatomical
division. Furthermore, introduction of the new high-resolution
PET scanners has opened new possibilities in the striatal in-
vestigations highlighting the importance of accurate striatal
subdivision.
For instance, in our recent study we showed significant rostro-
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caudal gradients in the striatal BP as measured using 11C-
raclopride and the HRRT [2]. In the caudate nucleus and limbic
striatum there was a declining trend, while in the putamen
there was an inclining trend of BPND in rostro-caudal axis.
Differences between the rostral and caudal BPND were in the
order of 10-20%.
In a recent study Tziortzi and colleagues [97] showed increased
sensitivity to DA level alteration using functional subdivision
as compared to anatomical subdivision as measured with 11C-
raclopride and d-amphetamine challenge. Tziortzi and col-
leagues employed a MRI technique called probabilistic trac-
tography [12], that can be used to explore the connectivity
based (CB) functional subdivision of the striatum.
The process of CB functional subdivision of the striatum
employed in their study is illustrated in [97] Fig. 1. In the first
phase they investigated the projections from the striatum to the
frontal, parietal, temporal and occipital cortices. In probabilistic
tractography each striatal voxel was designated probabilities at
which its connections would reach a given cortical region. Then,
the striatum was segmented according to these probabilities by
assigning each voxel to the lobe with highest probability.
The temporal lobe innervates a very small territory in the
ventro-medial striatum, while the frontal lobe was assigned to
approximately 2/3 of the striatal voxels (see Figure 1 in [97]).
In the second phase the frontal lobe was further subdivided
into functional regions of limbic, executive, rostral-motor and
caudal-motor cortex, according to literature not based on indi-
vidual functional-MRI measurements. Tractography analysis
was rerun for the striatal voxels assigned to frontal lobe to find
striatal territories associated with the aforementioned frontal
lobe subregions. The CB functional subdivision was in good
concordance with the previous studies in humans and primates
(c.f. Figure 12 in [41]). The individual subdivisions were in
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addition analysed in Montreal Neurological Institute (MNI) nor-
malized coordinates in orded to define probabilistic atlases at
different probability thresholds and voxel sizes.
2.3.2 ROI delineation strategies in the
striatum
Methods for ROI delineation can be categorized into manual
and automated. Manual ROI delineation is typically achieved by
using an anatomical reference image (in the brain studies mostly
T1 weighted MRI images), a dedicated ROI delineation software
and expertise of a trained researcher. In 11C-raclopride studies
the manual ROI delineation in the striatum is typically achieved
according to the guidelines described by Mawlawi and colleagues
yielding the functional ROIs of limbic striatum (LSTR), asso-
ciative striatum (ASTR) and sensorimotor striatum (SMST)
[66, 67].
To date the manual ROI drawing has been regarded as the
gold standard, for the ability to accurately delineate the gray
matter boundaries. However, the manual interaction introduces
a subjective component to the analysis that can produce bi-
ased results between subject groups and between operators [44].
Moreover, the ever-increasing spatial resolution of the PET
images requires more manual labour due to higher sampling
density - in a typical high-resolution 11C-raclopride-PET study
the ROIs are drawn on over thirty coronal slices.
Automated ROI delineation methods can provide operator-
independent and reproducible segmentations that do not require
manual labour of expensive experts [30]. Furthermore, auto-
mated methods might enable more accurate functional subdivi-
sion of the striatum as compared to the manual method. Auto-
mated methods can be categorized into atlas-based methods,
and those that segment the imaging data directly, as depicted
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in Figure 2.4.
Atlas-based methods employ a mapping from the atlas defin-
ing space to the individual space that is subsequently applied
to individualize the atlas-mask image. The mapping is typi-
cally calculated using non-linear matching between individual
anatomical MRI image and an anatomical template image, but
can be also achieved between individual PET image and a
PET template. Direct segmentation can be obtained from the
anatomical or functional imaging data. Method depicted in Fig-
ure 2.4 employs the known gradients in 11C-raclopride binding
[2] to find clusters of functionally homogeneous voxels from the
PET image [90].
Currently, there is a consensus that the functional subdivision
should be favoured over the anatomical division in the ROI
analysis of the 11C-raclopride studies. However, the manual
method based on anatomical landmarks is still regarded as
the gold standard for ROI delineation. The rules for manual
delineation described by Mawlawi and colleagues [66, 67] and
later by Tziortzi and colleagues [96] have served well, but there
is still room for subjective bias, especially in the LSTR, that
might confound the analysis.
Recently, there have been advances in the definition of the stri-
atal subdivision [97] as well as in the PET imaging through the
introduction of probabilistic tractography and high-resolution
PET scanners, respectively. Currently, there exists automated
methods that might provide more robust functional ROI delin-
eation than manual ROI drawing. At current the feasibility of
the atlas-individualization approach using the novel CB-atlases
is however unknown, thus, comparison with the current ROI-
methodologies is warranted in order to assess its feasibility.
In addition to the striatal ROIs the pharmacokinetic anal-
ysis of 11C-raclopride studies using reference tissue methods
requires a reference region ROI. The cerebellar cortex (CERC)
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Figure 2.4: Illustration of methods for automated ROI generation that
apply atlas individualization or direct segmentation of the 11C-raclopride
PET BPND image.
is commonly used as a reference region as it is almost devoid
of D2/3 receptors, and its usage has been validated before [61].
Currently, manual drawing is often applied in the reference
region ROI delineation but automated methods based on atlas
individualization exist. In a recent study Schain and colleagues
compared manual delineation, to that of two atlas individual-
ization for the extraction of reference region ROI [82]. Their
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finding was that manual delineation might be superior to that
of automated methods, but the behaviour is somewhat ligand
dependent. For fully automated analysis of 11C-raclopride stud-
ies it would be highly beneficial to obtain the reference region
ROI also automatically.
2.4 Summary
Dynamic PET offers a versatile tool to assess receptor binding.
Receptor binding assays can be used to probe direct occupation
by exogenous drugs or indirect occupation by endogenous neuro-
transmitter. In particular the rapid fluctuations in endogenous
neurotransmitter release due to cognitive/behavioural stimula-
tion constitute an endeavour that is not easily achieved, but
holds great potential with regard to better understanding the
pathophysiology of various disorders and also the brain function
in health.
The current state-of-the-art PET methodology employs single-
injection measurements and analysis that is claimed to char-
acterize the temporal profile of the neurotransmitter release.
The setup has been solely employed with 11C-raclopride but the
theory applies to any tracer that has amenable features.
Temporal characterization of the neurotransmitter response
may permit new kind of analysis on PET data that has not
been available before. In cognitive/behavioural stimulations
the achievable length of neurotransmitter activation is often
short due to learning and habituation, thus implicating need
for more accurate temporal modelling per se, but also some
brain disorders involving neurotransmission may be largely of
temporal nature rather than about magnitude.
The lp-ntPET model contains four explicit parameters (R1,
k2, k2a, γ) and three implicit parameters of the gamma-variate
functions. The concern is whether the statistical quality of the
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dynamic PET data allow robust estimation of all the parame-
ters. Furthermore, the temporal sampling of the PET data must
accommodate with the expected temporal profile of the neu-
rotransmitter fluctuations, increasing the statistical variation
as the frame length decreases. In addition, PVE due to poor
spatial resolution of PET or due to head motion or inaccurate
ROI-delineation may mask the subtle localized variations in the
PET signal.
A major concern, however, is the absolute quantitative accu-
racy of the dynamic PET data. It is apparent from the lp-ntPET
formulation that the risk of type I error in the statistical hy-
pothesis testing is considerable. Considering the re-analysis
of Egerton and colleagues [32] of the famous battlefield-game
experiment of Koepp and colleagues [58] it is anticipated that
rigorous error recognition and compensation is required in order
to implement a cognitive/behavioural stimulation experiment
to study neurotransmitter release.
At current, HRRT provides the best achievable spatial res-
olution in human brain PET studies but it is associated with
considerable risk of quantification bias due to reconstruction
inaccuracies. The so-called low count statistics bias in the iter-
ative reconstruction is correlated with the measurement SNR
and its impact should be carefully addressed in particular in
lp-ntPET analysis. It is also unclear at which circumstances
the HRRT quantification can be considered accurate.
ROI-based analysis of PET imaging data can in turn provide
significant improvement in measurement SNR, but erroneous
ROI-delineation may introduce additional bias. The most recent
automated methods for striatal ROI-delineation show potential
to improve the outcome but their feasibility has not yet been
fully addressed.

3 Objectives
The purpose of the present work was to investigate the recon-
struction strategies for high-resolution PET and the feasibility
of the novel ROI-delineation strategies in DA receptor type 2/3
studies using 11C-raclopride. The particular aim was to find and
develop optimal methodologies to allow more accurate temporal
characterization in nt-PET studies. The work is divided into
three parts with the following objectives:
a) To investigate the quantitative accuracy of OP-OSEM
algorithm for high-resolution PET image reconstruction,
and further, to set the minimum NEC-statistics yielding a
tolerable error, and translate the minimum NEC-statistics
into temporal resolution. (Publications I and II)
b) To investigate the quantitative accuracy of RM-OP-OSEM
and 3DRP with transradial bicubic interpolation gap-
filling algorithms for high-resolution PET image recon-
struction. (Publications III and IV)
c) To evaluate the feasibility of novel automated ROI-delineation
methods in the human striatum in comparison to current
manual ROI-delineation. (Publication V)
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4 Experiments
The PET experiments presented in Publications I-V (referred to
as studies I-V) were implemented using antropomorphic brain
phantoms as well as real human test-retest measurements. Real
high-resolution PET experiments presented in this work were
all acquired using the HRRT-scanner.
Phantom experiments
Three different anthropomorphic brain phantoms were scanned
for the reconstruction experiments:
a) the Hoffman phantom [43] (study I);
b) the Striatum phantom [60] (study I); and
c) the Iida phantom [47] (study III).
All the phantom scans were made in list-mode format, allow-
ing retrospective framing of the data, and transmission scans
were performed for µ-map calculation. All sinograms were
generated from the list-mode data using span 9 and max-
imum ring difference of 67, while the reconstructions were
made using 256 × 256 × 207 image matrix with voxel-size of
1.21875 mm× 1.21875 mm× 1.21875 mm.
The Hoffman 3D brain phantom provides accurate anatomical
simulation of the radioactive distribution in the human brain
[43]. The phantom consist of 95 thin plastic slices that are
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carved to simulate a 4:1 ratio of radioactivity between grey and
white matter. The slices are packed in a plastic cylinder and
filled with the radioactive solution. Thus the Hoffman phantom
does not provide a realistic head contour nor attenuation effect
of the skull, but it provides realistic contrast between the grey
and white matter, and it is widely applied in the performance
evaluation of PET scanners and reconstruction algorithms. In
study I the Hoffman phantom was filled with 18F-FDG in water
solution, having a starting activity of 35 MBq. The relatively
low starting activity resulted in a reasonable scanner dead-time
(range 6.5%-5.8%) and randoms-to-trues ratio (range 0.147-
0.132), during the 70 minutes scanning time.
The Striatum phantom provides realistic simulation of the
anatomy of the striatum [60]. The phantom consists of two
main parts, the head and the brain. The head part provides
a realistic head contour and attenuation from the skull, and
it can be opened through a calvarial cut to place the brain
part inside. The brain part has five compartments that can
be filled separately; left and right nucleus caudate, left and
right putamen, and the remainder of the brain. In study I the
striatum to background ratio was approximately 5:1, while the
total amount of activity in the 18F-FDG solution was 21 MBq
at scan start. The scan duration was 57 minutes (corresponding
to a typical 11C-raclopride bolus scan).
The Iida phantom provides accurate anatomical simulation of
the radioactivity distribution in the human brain, that is based
on digital model of a real human MRI scan [47]. The digital
model was realized using a 3D-printing technique. 3D-printing
technique allowed generation of separate compartments for the
radioactivity, skull and air cavities within the head region.
The skull compartment was filled with K2HPO4 solution to
simulate the attenuation effect of the skull, while in study III
the radioactivity compartment was filled with 18F-FDG solution
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with approximately 69 MBq of activity at the scan start. The
scan duration was 20 minutes.
Purpose of study I was to investigate the linearity of the
radioactivity measurement at varying count statistics using
the OP-OSEM reconstruction. For this, the state-of-the-art
correction algorithms were employed for scatter, randoms and
attenuation correction, while the varying count statistics were
simulated using increasing number of NEC in overlapping frames
(c.f. Chapter 2.2.2).
The list-mode data sub-sampling resulted in NEC range of
6×104 to 3×108 in the Hoffman phantom experiment and 1×105
to 3× 108 NEC range in the Striatum phantom experiment.
Reconstructions at varying count statistics were made using
the speed-optimized version of the OP-OSEM algorithm [45],
with 16 subsets, and 11 full iterations, based on the initial
convergence experiment with high count statistics data and
literature [24].
Evaluation of the reconstruction accuracy was made within
anatomically determined ROIs using remainder relative to the
internal reference as a figure-of-merit (FOM):
REMk =
mean(ROIk, Fˆ )/TFˆ
mean(ROIk, F )/TF
, (4.1)
where Fˆ is any estimate image, F is the reference (high statistics)
image and TF is the total trues in frame F . Furthermore,
regional contrast factors were calculated as
Qk(F ) =
mean(ROIk, F )
mean(∂ROIk, F )
, (4.2)
where mean(R,F ) is the mean pixel value inside region R and
∂ROIk is a two to three pixels wide edge of the region ROIk.
Threshold of |REMk − 1| < 0.025 was used to determine the
minimum NEC to obtain reasonably low bias. The possible
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correlation between regional contrast and bias was explored
using Pearson product moment correlation coefficient between
the miminum NEC and Qk over the regions.
In study III the full Iida phantom acquisition of 20 minutes
(2.3 × 108 NEC) was subdivided into 28 samples of prefixed
NEC (8.1 × 106). Image reconstructions were obtained using
OP-OSEM, RM-OP-OSEM and 3DRP with bicubic transradial
interpolation gap-filling algorithms as described in Chapter 2.2.4.
Input to the iterative reconstruction was separate prompts,
randoms and scatter sinograms, whereas, input to the analytical
reconstruction was a precorrected, gap-filled trues sinogram.
Analytical 3DRP reconstruction was made with Hamming filter
with a transaxial and axial cuf-off frequency of 1 cycle per voxel.
For iterative methods the number of iterations were 1-50 when
16 subsets were employed, and 1-250 without subsets. All image
data were post-smoothed using a 2.5 mm FWHM 3D Gaussian
kernel size.
Evaluation of the reconstructions were made within anatomi-
cally determined ROIs using either internal reference or the
analytical reconstruction as a reference. The voxel values
were scaled with the total counts in each image prior to ROI
evaluation, and the bias was expressed as 100% × (ROIcur −
ROIref)/ROIref . Furthermore, the replicate design allowed
determination of the true SNR through
SNR = mean(AC)std(AC) , (4.3)
where mean(AC) is the activity concentration average and
std(AC) the standard deviation over the replicates.
Human experiments
The human data were collected for evaluation of the short-term
repeatability and reliability of 11C-Raclopride measurement
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using the HRRT. The dataset consisted of two 11C-Raclopride
scans of each subject during the same day at least 2.5 hours apart.
Seven healthy male subjects free of any somatic or psychiatric
illness were recruited for the study. All were right handed and
non-smokers. To exclude any structural brain abnormalities
and to obtain anatomic reference, all subjects underwent 1.5T
MRI. The age, height, and weight of the subjects were 24.5±3.5
years, 185.5±12.5cm, and 74±14kg, respectively (mean±s.d.).
Each PET scan was preceded by a transmission scan with a
moving 137Cs point source for attenuation correction calculation.
PET scanning and motion tracking (MT) were started at the
time of injection, and continued for 55 minutes. PET data were
collected in event-by-event list-mode format, and the MT data
was collected using an external infra-red position sensor, the
Polaris Vicra system (NDI Medical, Waterloo, Canada).
Each subject was accommodated with an individually shaped
thermoplastic mask to minimize the head motion during PET
scanning. With regard to the head motion the data were of high
quality, as indicated by small within and between frame motion,
c.f. publication II. In addition, the injected doses and masses
did not show any statistically significant differences between
the scans.
Purpose of study II was to compare the image reconstructions
obtained using the OP-OSEM and conventional framing to those
obtained using RM-OP-OSEM algorithm and those obtained
with fixed NEC statistics framing.
The OP-OSEM reconstructions were made using 16 subsets
and 8 iterations, while the RM-OP-OSEM reconstruction were
made using 16 subsets and 10 iterations.
The conventional framing from the literature was based on
the kinetic profile of the 11C-Raclopride TAC, that is, there was
more dense framing in the initial part of the scan to depict the
peak in radiotracer uptake, while the decaying part had more
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sparse framing to accommodate for decline of the radioactivity.
The conventional framing was 2×30, 9×60, 3×120, 3×180, and
6×300 seconds, resulting in altogether 23 frames.
The NEC-based framing was introduced in study II for retro-
spective sampling of the emission list-mode data according to
a predefined NEC-threshold. In the conventional framing the
time points were fixed while the NEC was let to vary, while in
the NEC-based framing the count statistics were constant but
the time points may vary. It was conceived that variability in
the framing sequence may introduce bias in the SRTM-based
kinetic analysis, whence, it was deemed necessary to validate
the NEC-based framing through the test-retest performance
evaluation.
The NEC-threshold was set at 7× 106 on the basis of experi-
ments in study I, yielding 10 to 17 frames per scan, depending
on the injected dose and subject weight. Furthermore, parts
of each scan were sampled into short duration frames yielding
5× 105 to 2× 106 NECs in 268 frames. The purpose of the low
statistics framing was to explore the low statistics bias in real
human data.
Reconstructions were evaluated using manually delineated
anatomical ROIs as described in publication II. Primary eval-
uation was made with regard to the test-retest performance
regionally. The test-retest performance was quantified using
test-retest variability (TRV) for intra-subject variability and
intraclass-correlation coefficient (ICC) for reliability, calculated
as:
TRV = 2|BPt −BPrt|
BPt +BPrt
(4.4)
where BPt/rt stand for the test and retest estimate of the mea-
surement outcome within subject;
ICC = MSB −MSW
MSB + (k − 1)MSW (4.5)
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where MSW indicates the within, and MSB the between sub-
jects sum of squares of the difference in the outcome measure
and k = 2 [84]. Moreover, the range of ∆BP = 100%× (BPrt−
BPt)/BPt and the arithmetic mean of the outcome measures
in test and retest ± SD were reported.
In the secondary analysis the reconstructions were evaluated
according to the area-under the curve (AUC) of the TAC data,
relative to the AUC of an internal reference. The relative
difference in the AUC was defined as
∆AUC(%) = 100%
∫ t2
t1 f(t)dt−
∫ t2
t1 f0(t)dt∫ t2
t1 f0(t)dt
where f0(t) is the TAC of the internal reference method, in this
case the OP-OSEM reconstruction of the conventional framing.
Aim in study IV was to evaluate the transradial bicubic
interpolation method and the analytical 3DRP reconstruction
relative to the iterative reconstruction methods using real human
data.
To investigate the impact of low count statistics in study
IV, the conventional framing defined above was employed as
a reference, and additional framing was obtained using short-
duration frames by splitting each frame in the conventional
framing into two, thus the short-duration framing included 46
time points.
The iterative reconstructions employed 16 subsets, with 12 full
iterations for OP-OSEM and 16 full iterations for RM-OP-OSEM.
In study IV reconstructions were evaluated using the same
manually delineated ROIs as in publication II. Primary eval-
uation was made with regard to the ∆AUC(%), where the
internal reference was obtained from the conventional framing
using each of the reconstruction methods. In addition, the
impact of framing to the BPND was investigated using
∆BPframing(%) = 100%
BPshort −BPlong
BPlong
(4.6)
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The test-retest reliability was reported using ICC for long- and
short-duration framings.
Purpose of study V was to evaluate the manual and automated
methods for ROI-delineation in 11C-raclopride studies. The
human test-retest data firstly presented in study II was re-
processed to maintain the best achievable spatial resolution,
with regard to the image reconstruction as well as motion
correction. Manual segmentation of the striatum was performed
by two operators, one with more experience and other with less
experience but instructed by the first; a T1-weighted MRI fused
to PET sum image was used as a reference. The anatomical
landmarks described by Mawlawi and colleagues [66, 67] were
applied in the ROI delineation.
The individualizing mappings required in the atlas individu-
alization were obtained using the FSL (version 5.0.8, FMRIB,
Oxford, UK) and SPM (version 8, Wellcome Trust Centre for
Neuroimaging, London, UK) software packages. The atlas of
Fischl and colleagues was individualized within the FreeSurfer
software (version 5.3.0, Martinos Center for Biomedical Imaging,
Charlestown, Massachusetts, USA). The direct PET image clus-
tering algorithm previously described in e.g. [36] was revised
for this work through inclusion of Markov random field (MRF)-
based resolution modelling in the initial striatum extraction
step and inclusion of geometrically defined initialization of the
clusters.
Primary analysis of the method performance was made on the
basis of the test-retest characteristics. Test-retest characteristics
of the ROI methods were assessed using SRTM kinetic analysis
yielding the BPND, where the CERC TAC was used as a refer-
ence. To limit the number of comparisons, one of the CERC de-
lineation methods was chosen as reference method. In addition
to the ICC and TRV the standard error of measurement (SEM)
was reported. SEM was calculated as SEM = SD
√
1− ICC,
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where SD was the standard deviation of all samples.
A secondary, more descriptive analysis was made relative to
manual segmentation. That is, the manual delineations made
by the first operator were used as a reference to which the other
ROI-methods were compared. Comparisons were made at the
voxel-level by measuring the similarity of the voxel-sets within
the striatum (whole) (STR), LSTR, ASTR and SMST ROIs
using the Jaccard coefficient:
J(A,B) = |A ∩B||A ∪B| , (4.7)
where A denotes the voxel-set of manual segmentation and B
the voxel-set of the other method. Furthermore, agreement
between the binding parameters was assessed using the limits
of agreement (LOA) [14]. LOA is closely related to the Bland-
Altman plot which can be used to assess the outcome of two
methods that both contain methodological errors. The LOA
was expressed as d¯ ± 1.96SD, where d¯ is the average of the
differences between the two methods and SD is their standard
deviation.

5 Results and discussion
Quantitative accuracy of OP-OSEM algorithm for
high-resolution PET image reconstruction
Graphs in Figure 5.1 illustrate the relative regional accuracy
(REMk) as a function of NEC in Hoffman and Striatum phan-
tom experiments (study I), in chosen brain regions. The graphs
illustrate a two-way pattern; in the high activity (’hot’) regions
the activity was underestimated and in the low activity (’cold’)
regions it was overestimated. There was a nearly linear correla-
tion between log(NEC) and REMk, indicating a strong impact
of the count statistics in the quantitative accuracy of the OP-
OSEM reconstruction, and limit of |REMk − 1| < 0.025 was
subsequently used to find minimum NEC statistics to obtain
an endurable error level of 2.5%.
In the Hoffman phantom experiment there was some vari-
ance in the minimum NEC requirements in the gray matter
ROIs, including one outlier observation: the caudate nucleus.
For the other gray matter ROIs the average requirement was
4.6× 106 NECs. In the Striatum phantom experiment the av-
erage mimimum NEC requirement in the gray matter regions
was somewhat higher (7.4× 106) as compared to the Hoffman
phantom experiment, while the cold background region showed
rather low NEC requirement.
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Figure 5.1: Phantom experiments (study I). Graphs represent the bias
relative to the complete data (REMk) as a function of the count statistics
in chosen regions. Vertical lines correspond to minimum NEC statistics to
obtain |REMk − 1| < 0.1, 0.075, 0.05, 0.025.
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To further investigate the relation between reconstruction bias
and the image contrast the regional contrast factors Qk(F ) were
calculated and correlated with the minimum NEC requirements
regionally. After removing the outlying observation of the
caudate nucleus the contrast factors and the minimum NEC
requirements in the gray matter regions showed a significant
positive linear correlation in the Hoffman phantom experiment
(Pearson’s product moment correlation R=0.73, p=0.005), thus
suggesting a strong dependence between the local image contrast
and susceptibility to reconstruction bias.
The main findings in study I were that the previously recom-
mended OP-OSEM algorithm for low count statistics HRRT
reconstruction was not completely bias-free and that the low
count statistics bias was related to the local image contrast.
The bias seen in study I was of similar magnitude with that
seen by van Velden and colleagues in [98].
In contrast to previous studies the NEC-based analysis pre-
sented in study I provided applicable threshold for retrospective
framing of the HRRT PET data that can be effectively used
to protect against the reconstruction bias. Furthermore, the
contrast analysis implicated a problem in the convergence of
the iterative reconstruction in low count statistics that may
be reversible through modification of e.g. the number of itera-
tions and/or subsets. These two implications were investigated
further in studies II and III.
Firstly the impact of using fixed NEC-statistics to the out-
come of pharmacokinetic modelling was explored using the
11C-raclopride test-retest human dataset in study II. Safe NEC-
statistics of 7× 106 was estimated from the Striatum phantom
experiment in study I that better resembles the activity dis-
tribution in 11C-raclopride scans. The detrimental impact of
fixed NEC-statistics framing to the temporal resolution in 11C-
raclopride scans was illustrated in study I, whence it was deemed
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necessary to explore the effect of the proposed framing method
to the outcome of pharmacokinetic modelling in real human
data. In addition, the low count statistics bias was explored
further using real human data in study II.
Figure 5.2 illustrates typical TAC-data obtained from a hu-
man scan using the tested reconstruction schemes. The fixed
NEC high statistics framing yielded almost identical AUC
in comparison with the conventional framing with the mean
∆AUC(%)<1.5% in all regions, implying a tolerable impact from
degenerated temporal resolution. Whereas, the low statistics
framing showed smaller values in all striatal regions, while the
cerebellar values were similar, indicating a similar reconstruc-
tion bias in real human data as predicted from the phantom
experiments.
0 10 20 30 40 50 60
0
5
10
15
20
25
30
Frame mid−time (min)
M
ea
n 
ra
di
oa
ct
iv
ity
 c
on
ce
nt
ra
tio
n 
(kB
q/m
L)
Figure 5.2: Human test-retest data (study II). A typical example of regional
TAC data in the putamen and in the cerebellum estimated by the different
framings and the OP-OSEM and RM-OP-OSEM reconstruction. Solid line
is for original framing with OP-OSEM reconstruction, dash-dot line is for
high statistics framing and OP-OSEM, dashed line is for RM-OP-OSEM
reconstruction, and circles are for low statistics framing and OP-OSEM.
According to the analysis in study II there was a good agree-
ment of the average BPND obtained from the OP-OSEM recon-
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struction with conventional or NEC-based framings, and the
TRV(%) and ICC were in the same rank.
Good agreement between the conventional and NEC-based
framing was interpreted to provide cross-validation of the meth-
ods; the results suggested that the conventional framing was not
associated with significant reconstruction bias with regard to
BPND calculation and conversely the poorer temporal resolution
due to fixed NEC-statistics framing did not yield significant
reduction in the accuracy of the pharmacokinetic modelling. On
the basis of these findings a novel, less dense framing scheme
was proposed for the 11C-raclopride HRRT studies that better
accommodate the varying count statistics during the PET scan-
ning without interfering with the pharmacokinetic modelling.
Quantitative accuracy of RM-OP-OSEM and 3DRP
with transradial bicubic interpolation gap-filling
algorithms for high-resolution PET image
reconstruction
The solution of less dense framing was regarded applicable in
resting state 11C-raclopride PET, but in order to allow more
temporal flexibility to accommodate for instance lp-ntPET mod-
elling a bias-free reconstruction algorithm was required.
The contrast dependence of the reconstruction bias using
OP-OSEM seen in study I suggested restricted convergence
in low count statistics that may have been due to too early
suspension of the iterations or due to divergence of the iterations
in the presence of noise. These two implications were further
investigated in studies III and IV.
Firstly, convergence of the OP-OSEM algorithm in high and
low count statistics was further investigated in study III. Ex-
periments in study III showed that the convergence in low
statistics stopped much earlier as compared to high statistics
in the OP-OSEM iteration and the activity concentrations re-
mained at a lower level in high contrast regions as the iterations
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proceeded (c.f. Figure 5.3 top). Furthermore, the behaviour was
the same independent of the number of subsets, thus modifying
the number of iterations or subsets did not help to alleviate the
reconstruction bias. In basal ganglio ROI the bias to cerebel-
lar ROI was approximately -3%, in medial frontal cortex ROI
approximately -4% and in cingulate cortex ROI approximately
-5%, thus implying a sizeable quantification non-linearity de-
pending on the count statistics. The NEC-level employed in
study III was not extraordinary low, indicating a risk of biased
outcome in a neurotransmitter release assessment if OP-OSEM
algorithm was applied.
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Figure 5.3: Bias in OP-OSEM and RM-OP-OSEM reconstruction with
high and low statistics data. The graphs show regional difference relative to
the high statistics 3DRP reconstruction as a function of iterations. The low
statistics data are presented as mean±SD over the replicates.
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A common shortcoming of generic MLEM-based iterative re-
construction is the lack of spatial connectivity between the
neighbouring voxels, while in the living tissue the radioac-
tivity concentration can be assumed fairly homogeneous in a
millimeter-scale neighbourhood. In the case of the HRRT data
this caveat has a stronger impact as compared to conventional
scanners due to smaller volume of the LORs and image voxels,
and thus less signal per measurement and image element. It is a
viable supposition that the iterative reconstruction diverges in
low count statistics due to poor SNR per voxel, but increasing
the true covariation between voxels might help to reverse this
unwanted behaviour.
Covariation between neighbouring voxels can be achieved by
introduction of explicit or implicit spatial penalization. An
example of explicit spatial penalization is the median root
prior (MRP)-algorithm introduced by Alenius and Ruotsalainen
[4], that might serve well for the current task, but was not
included in the experiments due to lack of HRRT-specific im-
plementation. In contrast, the HRRT-specific PSF-kernel im-
plemented in the RM-OP-OSEM algorithm can be regarded as
an implicit spatial penalization. The RM-OP-OSEM algorithm
was primarily developed to alleviate the PVE in the HRRT
measurement, but while doing so it also increases the voxel-wise
covariation.
The benefit of using the RM-OP-OSEM algorithm as com-
pared to OP-OSEM algorithm in low count statistics have been
earlier shown by Walker and colleagues [105], but some bias was
still visible. Thus, it was regarded that further investigation of
the RM-OP-OSEM algorithm was required with regard to its
performance in low count statistics as well as its noise charac-
teristics. Feasibility of the RM-OP-OSEM algorithm in human
studies was earlier shown by Sureau and colleagues [88] and
Varrone and colleagues [102] using two HRRT scanners, but its
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impact on the repeatability and reliability of the 11C-raclopride
assessment had not been reported.
In study II the test-retest characteristics of RM-OP-OSEM
were investigated using the conventional framing. In study II
we observed increased image contrast with RM-OP-OSEM that
was associated with higher BPND estimates in the striatum, but
not necessarily improved test-retest repeatability or reliability.
In contrast, the test-retest characteristics of RM-OP-OSEM al-
gorithm were mainly inferior to those obtained using OP-OSEM.
On the other hand, in study IV the same human data was
employed to investigate the impact of low count statistics and it
was found that the bias in RM-OP-OSEM was approximately
one-third of that in the OP-OSEM reconstruction, indicating
a benefit of using RM, similar to that seen by Walker and
colleagues [105].
The characteristics of the RM-OP-OSEM algorithm were fur-
ther investigated in a phantom experiment in study III. The
phantom experiment showed non-linearities in the RM-OP-OSEM
reconstruction with regard to the count statistics, but in slightly
smaller magnitude as compared to the OP-OSEM, in good con-
cordance with the earlier findings by others [88, 105].
A possibly more intriguing facet of the findings in study III was
the non-negligible change of the iterates between a commonly
suggested 15 iterations [88] and 50 iterations, with a non-zero
slope of the tangent of the bias curve (c.f. Figure 5.3 bottom).
It is commonly acknowledged that the RM-OP-OSEM re-
quires more iterations to converge [88], but our findings suggest
that convergence might not be reached even after 50 iterations
(with 16 subsets). On the other hand there was a regime close
to 15 iterations where the high and low count statistics data
showed smallest difference between each other (c.f. Figure 5.3
bottom), but the regime might be dependent on the phantom
design and the tested NEC-levels. The NEC-level employed in
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study III was not extraordinary low.
Over-correction in thin high contrast territories with RM-OP-OSEM
(see Figure 2 column C in Publication III for edge artefact) have
been observed by other researchers too. Stute and Comtat
[87] have suggested employment of high number of iterations
followed by spatial smoothing with a 3D Gaussian kernel size
matching with the scanner intrinsic resolution to solve the edge
artefact without loosing the high frequency information. In
their experiments they employed the method for simulated data
with known PSF, while in study III we employed true HRRT
data and estimated PSF.
In our experiments post-smoothing using a 2.5 mm FWHM 3D
Gaussian kernel did not change the behaviour of RM-OP-OSEM
within 50 iterations, although the magnitude of bias decreased
from approximately 11% to approximately 8% in the basal gan-
glia ROI (data not shown). Thus, albeit the RM-OP-OSEM
algorithm might provide relative alleviation to the low count
statistics bias issue, it did not improve the test-retest characteris-
tics of 11C-Raclopride assessment (study II) and its convergence
can not be guaranteed, in contrary, there was a sizeable edge
artefact effect in a phantom study (study III).
Thus, despite the relative advantage of RM-OP-OSEM over
OP-OSEM in low count statistics its usage in lp-ntPET studies
can not be recommended without caution.
In contrast, the analytical reconstruction implemented using
transradial bicubic interpolation method for gap-filling and
3DRP algorithm showed virtually no bias in our experiments.
In study III the low count statistics replicates yielded identical
outcome in average relative to the high count statistics reference
and the experiments in study IV with half duration frames
showed zero bias in 3DRP reconstruction, while the iterative
methods showed biases of up to 3% in BPND estimates. Thus
within the tested NEC-statistics analytical reconstruction was
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bias-free while the iterative methods showed significant over- and
underestimations of the activity concentrations, indicating that
with regard to reconstruction bias usage of analytical algorithm
is recommended over the iterative algorithms, and should thus
be recommended in lp-ntPET studies.
Signal-to-noise ratio considerations
Quantitative accuracy is an essential prerequisite in pharmacoki-
netic modelling but the temporal resolution may be expendable
on behalf of enhanced SNR. In particular, in the lp-ntPET
analysis the SNR plays a central role in order to robustly detect
the subtle changes in the PET signal. On the other hand, with-
out prior knowledge about the time course of the fluctuations
due to e.g. cognitive stimulation the best achievable temporal
resolution should usually be pursued.
It is commonly thought that the iterative reconstruction al-
gorithms would yield significantly better SNR as compared to
analytical reconstruction due to more accurate modelling of the
statistical variation in PET data.
For the HRRT van Velden and colleagues have employed
homogeneous cylinder phantom and Hoffman phantom in a
replicate design to assess the true variation in the ROI mean,
and found that the 3DRP reconstruction was associated with
approximately two-fold higher noise level than the OP-OSEM
reconstruction [100]. However, the high noise level might be
at least partly attributed to the CFS gap-filling method that
has been shown more sensitive to noise than the DCT-domain
and bicubic transradial interpolation gap-filling methods (c.f.
phantom experiment in study IV).
We tested the SNR behaviour of iterative and analytical
reconstructions in study III using the Iida phantom in a replicate
design. In our experiments the analytical reconstruction with
3DRP was preceded by bicubic transradial interpolation gap-
filling instead of CFS gap-filling.
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Results from the SNR experiment are shown in Figure 5.4.
Graphs in Figure 5.4 indicate that the SNR decreases while
the iterations proceed, although the initial peak in SNR should
be ignored, as it mostly reflects the uniformity of the initial
guess. It can be seen that the iterative algorithms do not
necessarily produce better SNR as compared to the analyti-
cal algorithm if convergence of the iterative reconstruction is
required. There were also differences between the iterative meth-
ods; RM-OP-OSEM yielded systematically lowest SNR while
the OP-OSEM reconstruction yielded slightly higher SNR with 1
subset than with 16 subsets. Visualization of the voxel-by-voxel
SNR can be found in Figure 2 last row in Publication III.
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Figure 5.4: Iida phantom (study III). Graphs represent the SNR be-
haviour of various HRRT reconstruction schemes as calculated over the
count-corrected samples. See legend for the applied reconstruction meth-
ods. Iteration number was scaled between 0 and convergence, to allow
simultaneous presentation of the different methods.
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Thus, according to the phantom experiments in study III
the 3DRP reconstruction with transradial bicubic interpolation
based gap-filling can provide comparable SNR with iterative
reconstruction at a NEC-level that may introduce bias in the
iterative reconstruction. Furthermore, experiments in study
IV with half duration frames showed zero bias in 3DRP re-
construction, while the iterative methods showed biases up to
3% in BPND estimates. While, the regional ICCs of the 3DRP
reconstruction were slightly superior to those of the iterative
reconstruction algorithms.
Based on the current experiments usage of 3DRP and transra-
dial bicubic interpolation for gap-filling can be recommended in
nt-PET studies with high requirements for temporal resolution.
In the current work employment of a small apodization filter
size in 3DRP reconstruction resulted in similar reconstructed
spatial resolutions (in particular after matched post-smoothing
using 2.5 mm 3D Gaussian filter kernel) between analytical and
iterative reconstructions, with only slight underestimation as
compared to OP-OSEM outcome (c.f. Fig. 5.3).
Feasibility of novel automated ROI-delineation
methods in the human striatum in comparison to
current manual ROI-delineation
Experiments in study V using various ROI-delineation methods
in the human striatum and cerebellum showed feasibility of all
the tested methods but also important differences. The manual
ROI method was associated with considerable inter-operator
variability while the automated methods suffered from increased
PVE of varying degree. It was however deemed that some of the
automated methods were associated with lesser methodological
variation as compared to manual method, suggesting a benefit
in e.g. group level comparisons if automated methods were used.
Furthermore, flexibility with regard to image normalization
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procedure in the atlas-based approach was shown.
High inter-operator variability in the manual ROI-delineation
was indicated at the voxel-by-voxel level by low Jaccard co-
efficient (0.46-0.61). Furthermore, there was a statistically
significant difference between the outcome measures (BPND)
as indicated by LOA range in ASTR and SMST ROIs, impli-
cating that the ROI-delineations from many operators can not
be employed without a risk of exaggerated variability and/or
systematic bias in individual BPND estimates. Moreover, the
manual ROIs were associated with systematically higher CoV(%)
of both the ROI volume and BPND as compared to some auto-
mated methods suggesting a possibly exaggerated variability
between subjects (or attenuated variability using automated
methods).
Among the atlas-based methods the structural atlases were
lacking the subdivision between the anterior and posterior parts
of caudate and putamen, thus lacking specificity between the
associative and sensorimotor striatum. Considering the dis-
parate functionalities of ASTR and SMST the definition in
structural atlases was deemed inadequate for high-resolution
11C-raclopride PET studies.
In contrast, the novel CB atlas contained 7 functional subre-
gions in both striata instead of three conventionally described
in manual ROI-delineation. For direct comparison with manual
delineation a combination strategy was employed to yield 3
subregions while the original subregions were analysed indepen-
dently.
With regard to the test-retest characteristics the combined
CB-atlas ROIs showed best performance. In particular, the
ROIs generated using PET-based normalization showed smallest
average TRV(%) (4.47%) and average SEM (0.15), somewhat su-
perior to those obtained using MRI-based normalization. These
differences may be attributed to the limitations of MRI-based
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normalization specifically in the striatum, and others have also
suggested PET-based normalization in the striatum [59].
In turn, the direct PET image clustering algorithm showed
poor performance in the presence of noise despite good over-
all performance. The algorithm failed in a single scan with
extraordinarily low SNR, thus in case the image SNR can be
guaranteed through for instance averaging of many BPND im-
ages the direct PET clustering method may provide a viable
alternative.
Albeit the unwanted methodological variation can not be
fully dissected from the true biological variation it was deemed
likely that the larger between subject variability in manual ROI-
delineation was more due to random differences in the manual
ROIs between subjects than due to increased PVE associated
with the automated methods.
At least according to statistical power calculations that takes
into account the mean±SD of BPND showed benefit of using
CB-atlas with PET-based normalization over the manual ROI-
delineation. A power calculation software G*Power (version
3.1.9.2, Universität Kiel, Germany) was used to calculate the
minimum sample sizes to detect a 10% change in BPND in a
one-tailed paired t-test (with α = 0.05 and power=0.95). The
results showed that in the LSTR the minimum sample size using
CB-atlas was 10 while using manual ROI-delineation it was as
much as 25. Thus, showing a remarkable improvement in the
sensitivity by using the automated method.
Furthermore, the CB subdivision has been shown to provide
more functionally relevant ROI-delineation than the structure
based delineation using e.g. manual drawing [97]. Smallest
of the 7 subregions from CB-atlas approach however showed
markedly poorer test-retest characteristics and their indepen-
dent usage in ROI-analysis may be critisized. Nevertheless, the
most important ROIs may be better protected from nuisance
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components if the 7 subregions are segmented independently.
The reference region ROI-delineations in the cerebellum were
evaluated using the test-retest characteristics of the resulting
BPND estimates, but also of cerebellar distribution volume (DV)
derived with the help of arterial plasma input. DV provided an
independent and quantitative assessment of the ROI-method
accuracy. The DV estimates from all the tested methods were
within 5% from each other showing good agreement, while the
TRV(%) and SEM were slightly superior using the automated
methods in comparison to manual drawings.
ROI volumes from automated methods were markedly larger
as compared to manual drawings suggesting a benefit with re-
gard to SNR in the reference region TAC when using automated
methods. Improvement in SNR may have contributed to the
improved test-retest characteristics of DV using the automated
methods. Moreover, the test-retest characteristics of BPND were
slightly superior using automated methods further establishing
a benefit from improved SNR.
In conclusion, the automated methods based on atlas in-
dividualizing approach using either PET- or MRI-based nor-
malization can provide operator-independent and replicable
ROI-delineations with improved test-retest characteristics and
sensitivity to detect group-level changes in BPND. Thus usage
of fully automated ROI-generation can be recommended in the
analysis of high-resolution 11C-raclopride data.

6 Implications
In this work high-resolution PET image reconstruction and
ROI-delineation strategies were evaluated with regard to re-
quirements in PET neuroreceptor binding assay. The particular
demands in the implementation of cognitive/behavioral activa-
tion studies have set the basis for this work.
Depiction and subsequent pharmacokinetic modelling of rapid
fluctuations in PET signal due to e.g. cognitive stimulation
require high temporal sampling. On the other hand, stimulation
of the neurotransmitter system may induce the relevant alter-
ations within small functionally specialized brain regions that
are beyond the spatial resolution of conventional PET scanners.
Thus the best achievable temporal and spatial resolution are
simultaneously required to be able to detect the most subtle
alterations in the PET signal.
Poisson characteristics of the PET signal sets serious limita-
tions with regard to spatiotemporal resolution of PET. In par-
ticular, the current state-of-the-art high-resolution human PET
imaging provided by the HRRT-scanner has been associated
with significant limitations with regard to temporal resolution.
In this work it was repeatedly shown that the best tempo-
ral resolution achievable using the commonly recommended
iterative reconstruction method was relatively poor, and the
performance was not significantly improved through modifica-
tions of the algorithm. In turn, a recently introduced gap-filling
strategy based on transradial bicubic interpolation in tandem
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with 3D analytical reconstruction showed markedly improved
performance with regard to quantitative accuracy and similar
performance with regard to noise contribution, suggesting a true
benefit from using this novel approach in neurotransmission
PET studies.
Due to the long time-span of this work the initial solution
using the iterative reconstruction algorithm and a predefined
noise equivalent counts (NEC)-threshold to guarantee quantita-
tive accuracy have been employed in the analysis of a cognitive
stimulation PET study at Turku PET Centre. Despite the poor
temporal resolution of the approach a significant stimulation
effect was detected from the PET signal using lp-ntPET type
modelling and the findings related to training effect were pub-
lished in the prestige Science-journal in 2011 [7]. In this study
the late onset of the activation task relative to the 11C-raclopride
injection (55 minutes), however, resulted in temporal resolution
of approximately 9 minutes.
According to literature temporal resolution of 9 minutes is
clearly suboptimal in case of cognitive stimulation that is as-
sociated with learning and habituation effects. Thus it can be
regarded that the assessments achieved in [7] may have been
somewhat attenuated although statistically significant changes
were found. A viable supposition is that the improved temporal
resolution as provided by the analytical reconstruction algorithm
provide significant advantage in the measurement of the rapid
fluctuations in the PET signal in the future high-resolution PET
studies.
Nevertheless, higher temporal resolution is always associated
with deteriorated image SNR in PET. The commonly employed
approach of ROI-analysis to improve SNR was optimized in this
work for high-resolution DA PET studies. It was found that
automated method based on atlas individualization can pro-
vide improved repeatability as compared to currently employed
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manual ROI-delineation. In particular, in cognitive activation
studies where the alteration in PET signal can be spatially very
narrow the higher accuracy of atlas-based approach may prove
beneficial, and even provide an alternative to voxel-by-voxel sta-
tistical analysis such as Statistical Parametric Mapping (SPM).
Feasibility of neurotransmission PET was improved through
the achievements in this work. To date, PET offers the best
approach for human in vivo neurotransmission assessment and
demands for higher accuracy are ever-increasing. Neurotrans-
mission PET holds great potential in the investigation of the
pathophysiology of various brain disorders that is not currently
fully exploited. Important obstacle on the way of more wide-
spread usage of neurotransmission PET is its methodological
complexity, and all improvements in its accessibility have a great
impact in the investigation of human neurotransmission. It is
wished that the observations made in this work would spark
new more widespread interest in the application of neurotrans-
mission PET in e.g. cognitive/behavioral stimulation studies,
but also in pharmacological stimulations where the temporal
drug response is of interest.
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Abstract—Specialized methods to overcome limitations in low
count statistics HRRT brain imaging have been developed and
implemented recently. Combination of ordinary Poisson (OP)
OSEM-3D reconstruction with advanced randoms calculation has
been shown to decrease quantification bias in low count statistics,
but a residual bias is however seen.
In the present study the extent and origin of the quan-
tification bias in the histogram-mode iterative reconstruction
(OP-OSEM-3D) scheme was further investigated. Aim of the
study was to assess the minimum emission measurement signal
strength, to express the minimum signal strength in noise-
equivalent-counts (NEC) and to identify the origin of the residual
bias.
To assess the minimum count statistics anthropomorphic brain
phantoms were scanned in the scanners dynamic range. Dynamic
range was simulated by histogramming the coincidence data
into overlapping variable length frames. True distribution was
estimated from a high statistics frame and ROI analysis was
applied to observe biases in the quantification.
ROI analysis showed significant quantification errors in low
count statistics. Moreover, regional sensitivity to bias was shown
to correlate with image features. Our conclusion is that the
residual quantification bias is originated in the iterative recon-
struction, and that it needs to be taken into consideration in
dynamic HRRT imaging when OP-OSEM-3D is used.
Index Terms—positron emission tomography, image recon-
struction, dynamic imaging, high resolution tomograph.
I. INTRODUCTION
THE ECAT High Resolution Research Tomograph (HRRT)is a dedicated human brain PET scanner with nearly
isotropic and shift invariant reconstructed resolution of
2.5 mm (FWHM) [1]. High spatial resolution is obtained with
high number (119808) of small-size (2.1 × 2.1 × 10 mm3)
LSO/LYSO crystals. Due to high number of small crystals
HRRT sinograms are substantially larger and typically have
less counts per bin than conventional PET sinograms. More-
over, HRRT planar detector head design with gaps introduces
zero bins in the sinogram data. These missing data hinders
usage of the analytical reconstruction methods with the HRRT.
Alternative to analytical reconstruction is the statistical
iterative OSEM reconstruction, where missing data is easily
incorporated into the system model [2]. It has, however, been
J. Johansson, V. Oikonen and M. Teräs are with the Turku PET Centre,
Turku University Hospital.
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reported that OSEM reconstruction is a source of quantifi-
cation biases in limited count statistics in general [3], and
especially in the case of the HRRT [4].
To overcome low count statistics limitations in the HRRT,
specialized methods have been developed and implemented.
Firstly, implementation of ordinary Poisson (OP) weighting
scheme in the OSEM-3D reconstruction [5] has been shown
to decrease the bias due to negatives truncation at a price
of slower convergence in comparison to ANW-OSEM-3D
scheme. Secondly, usage of variance reduction on random
(VRR) coincidences algorithm [6] in combination with OP-
OSEM-3D has been shown to further reduce the bias in
low statistics [4]. Thirdly, speed optimized version of the
OSEM-3D algorithm [7] increases feasibility of continued
reconstructions.
According to a previous study the above described, opti-
mized histogram-mode reconstruction still suffers from resid-
ual bias and further refinement is requested. However, specific
refinement strategies or practicable limit for count statistics
was not presented.
Therefore, in the present study the extent and origin of the
quantification bias in the histogram-mode iterative reconstruc-
tion (OP-OSEM-3D) scheme was further investigated. Aim of
the study was to assess the minimum emission signal strength,
to express the minimum signal strength in noise-equivalent-
counts (NEC) and to identify the origin of the bias.
II. MATERIALS AND METHODS
A. Positron emission tomograph
All emission and transmission data was acquired using
the HRRT PET scanner. This 3D only scanner has approx-
imately 4.5 × 109 lines-of-response (LOR) are detected, in
the field-of-view (FOV) of 252 mm in axial and 312 mm
in transaxial directions. Emission acquisitions were made in
list-mode using 400-650 keV energy window.
B. Phantom measurements
Hoffman phantom was filled with 18F-FDG in water so-
lution so that the activity concentration at start was 35
MBq and emission data was acquired for 70 mins. Countrate
was such that dead time and randoms ratio as assessed
from the head-curve were negligible (DT = 6.5%− 5.8% and
RTR = 0.147− 0.132).
Striatal phantom was filled with 21 MBq of 18F-FDG in
water solution and emission data was acquired for 57 mins.
Striatal structures contained approximately five times higher
activity concentration compared to the background.
C. Dynamic human measurements
Twelve 11C-raclopride scans with healthy volunteers were
made within a scanner validation project, and their head-
curve data was exploited in this study. Head-curve data were
integrated with respect to time to yield sufficient and equal
count statistics in each time frame. Sufficient count statistics
was estimated from the phantom studies. The head of the
subjects were always aligned to the center of the FOV, and
injected dose per kilogram varied from 3.3 to 7.3 MBq/kg,
with the mean 5.1 MBq/kg.
D. Histogramming and reconstructions
In phantom measurements transmission data were acquired
with activity in the FOV, and histogrammed using shifted-
mock technique to estimate emission contamination [8]. MAP-
TR reconstructions were made to create µ-images using water
phantom priors for Hoffman phantom and human brain priors
for Striatal phantom and human scans. Attenuation correction
factors were obtained by forward projecting the µ-images in
3D.
Phantom measurements were histogrammed into 31 over-
lapping frames always adding more statistics to the previous
sinogram, so that the last frame spanned the whole scan
duration. Histogramming was made into separate prompts and
randoms files, with the axial compression of span 9.
Framing yielded NEC range of 6 × 104 to 3 × 108 counts
in the Hoffman phantom measurement, and 1 × 105 to 3 ×
108 counts in the Striatal phantom measurement. NEC was
calculated as [9]
NEC =
((1− S)(P −R))2
P + R
, (1)
with S the scatter fraction, and P and R the prompts and
randoms respectively. In phantom measurements total prompts
(P ) and randoms (R) were extracted from sinogram counts and
scatter fraction (S) was reported in the scatter calculation. In
human measurements prompts and randoms were extracted
from the head-curve and scatter fraction was set to 0.41.
Scatter estimates were calculated using the single scatter
simulation method from the 3D attenuation, emission and
normalization [10] sinograms. Variations in the scatter fraction
calculation were negligible in both phantom measurements
(within ±5% from the high statistics frame).
Additional set of randoms sinograms were created using
measured delayed coincidence histograms with the new VRR
algorithm [6].
OP-OSEM-3D reconstructions were made with the above
described data using the new accelerated version of
the CTI/Siemens software [11] with 16 subsets and
eleven full iterations. Reconstructed image volume contains
256× 256× 207 voxels, with isotropic voxel dimensions of
1.22× 1.22× 1.22 mm3.
E. Regional analysis
Twentyseven separate regions-of-interest (ROI) in the brain
and one region to cover the whole FOV were delineated on
the high statistics image of the Hoffman phantom. Bilateral
regions were summed in the analysis to yield less noise in a
total of fifteen ROIs.
Striatal phantom ROI set consists of five regions, including
caudatus and putamen in both hemispheres and one region in
the background.
Systematic errors in the ROI mean values were estimated
as
REMk =
mean(ROIk, Fˆ )/TFˆ
mean(ROIk, F )/TF
, (2)
where Fˆ is any estimate image, F is the reference (high
statistics) image and TF is the total trues in frame F .
REMk-values were analyzed as function of NEC for each
ROI k, and minimum NECs were extracted from the graphs
to obtain desired error level (REMk ∈ [0.975, 1.025]). In
this context the minimum NEC was interpreted as regional
sensitivity to bias.
In the Hoffman phantom study the possible correlations be-
tween regional sensitivity to bias and reference image contrast
factors were statistically evaluated. Regional contrast factors
were calculated as
Qk(F ) =
mean(ROIk, F )
mean(∂ROIk, F )
, (3)
where mean(R,F ) is the mean pixel value inside region R
and ∂ROIk is a two to three pixels wide edge of the region
ROIk. Pearson’s product-moment coefficient and correspond-
ing p-values were used to measure the signifigance of the
correlation.
F. Convergence analysis
Optimal number of iterations in the OP-OSEM-3D re-
construction was approximated using a high count statis-
tics (NEC > 108) measurement of the Hoffman phantom
and REMk-values. Iterations were stopped after 32 full it-
erations and intermediate estimates were compared to this
reference. Accuracy was considered sufficient at interme-
diate estimate if it deviates from the reference less than
±2.0% in all regions, that is REMk ∈ [0.98, 1.02]∀ k.
G. Image noise analysis
In the Hoffman phantom study the image noise was esti-
mated regionally as
SNRk =
mean(ROIk, Fˆ )
std(ROIk, Fˆ )
, (4)
where std(ROIk, Fˆ ) is the standard deviation of the pixel
values of image estimate Fˆ inside ROIk. Linear fittings
between the image derived SNR2k and sinogram NEC were
made (cf. [12]), and the slopes were examined to assess the
noise properties of the reconstruction methods.
III. RESULTS AND DISCUSSION
A. Convergence and noise properties of the OP-OSEM-3D
iterates
Depending on the brain region sufficient accuracy was
reached after 3-11 iterations. Rate of convergence was highest
in the cerebellum and slowest in the medial frontal cortex and
caudate nucleus. Ratio image of the second and last iterate in
the Figure 1 visualizes spatially varying rate of convergence.
Underestimation
Convergence
Overestimation
Fig. 1. Ratio image of the second and last iterate in the OP-OSEM-3D
Hoffman phantom reconstruction.
Noise properties of the OP-OSEM-3D iterates were assessed
by evaluating the NEC versus SNR2k (Eq. 4) responses.
Graphs in the Figure 2A-C show that later iterate has sig-
nificantly smaller slope than eleventh iterate, and it is also
seen that noise variance reduction on randoms has little or no
effect to the slope.
According to above convergence and noise analysis
OP-OSEM-3D requires eleven iterations for sufficient accu-
racy and that noise amplification limits number of iterations
from above.
B. Hoffman phantom study
Accuracy of the OP-OSEM-3D in the presence of mea-
surement noise was assessed in the Hoffman phantom study.
Assessment was made regionally using the REMk-values in
the Equation (2).
In the whole FOV and in the white brain matter
REMk-graphs (Figure 3A-B) showed systematic overestima-
tion with decreasing NEC, whereas in the grey brain matter
(example in Figure 3C) systematic underestimation was seen.
Minimum NEC values to obtain maximum ±2.5% error in
the REMk-values were extracted and tabulated in Table I.
Region dependency in the sensitivity to bias was examined by
evaluating the possible correlation between minimum NECs
and contrast factors Qk in the Table I. A weak correlation
was seen with r2 ≈ 0.3 and p ≈ 0.053. Correlation was sub-
stantially higher after removing one outlier (caudatus).
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Fig. 2. SNR2 versus NEC. Analytical FORE+DIFT reconstructions added
for scaling. A: white brain matter. B: caudate nucleus. C: medial frontal cortex.
TABLE I
MINIMUM NEC VALUES TO OBTAIN MAXIMUM ±2.5% ERROR
REGIONALLY - HOFFMAN PHANTOM STUDY.
Region name Qk Minimum NEC
anterior cingulate gyrus 1.9 7.9× 106
angular gyrus 1.6 7.7× 106
caudatus 1.6 1.7× 107
cerebellum 1.2 3.2× 105
dorsolateral prefrontal cortex 1.6 6.3× 106
inferior parietal cortex 1.7 2.4× 106
insular gyrus 1.3 2.5× 106
lentiform nucleus 1.5 5.8× 106
medial frontal cortex 1.7 8.4× 106
posterior cingulate cortex 2.0 8.2× 106
pons 1.4 4.8× 106
supramarginal gyrus 1.7 2.2× 106
lateral thalamus 1.0 2.3× 106
medial thalamus 1.1 6.9× 105
white matter 1.0 1.1× 108
whole field-of-view 3.9× 107
Mean (all) 1.4× 107
Mean (gray matter) 5.5× 106
C. Striatal phantom study
REMk-graphs indicated systematic underestimation in the
hot regions and overestimation in the cold regions (data not
shown here). NEC values to obtain maximum ±2.5% error in
the REMk-values were extracted and tabulated in the Table II.
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Fig. 3. REMk-values as function of the NEC. A: the whole FOV. B: white
brain matter. C: gray brain matter.
TABLE II
MINIMUM NEC VALUES TO OBTAIN MAXIMUM ±2.5% ERROR
REGIONALLY - STRIATAL PHANTOM STUDY.
Region name Minimum NEC
background 7.35× 105
caudatus dx 1.30× 107
caudatus sin 6.43× 106
putamen dx 6.27× 106
putamen sin 3.87× 106
Mean (all) 6.06× 106
Mean (gray matter) 7.39× 106
D. Human measurements
According to our Hoffman and Striatal phantom measure-
ments, count statistics in human raclopride-studies should
exceed approximately 7.5×106 NEC in each frame. To assess
temporal resolution head-curve data from twelve human scans
were integrated with respect to time to yield 7.5×106 NEC in
each frame. Shortest frame durations to yield sufficient count
statistics at peak count rate are plotted against the injected
dose in the Figure 4. According to the graph minimum frame
duration at peak count rate would be approximately 130 sec.
in a typical raclopride study. In the later parts of the scans the
minimum frame durations corresponded well to the decay of
the isotope (data not shown).
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Fig. 4. Injected doses versus minimum frame durations to yield
7.5× 106 NEC at peak count rate.
IV. CONCLUSION
Count statistics limitations in ROI quantification of
OP-OSEM-3D reconstructed HRRT images was analysed in
this study. Practicable guidelines for quantified dynamic imag-
ing was given in the form of minimum noise-equivalent-counts
and the limit was applied to human raclopride scans to assess
the temporal resolution.
Rationale of a global measure in human scans is question-
able however. For instance the positioning of the subject and
distribution of the radiopharmaceutical have a great impact to
a global measure. However, when a reasonably reproducible
positioning of a known object is available, which is the case
in the HRRT brain scans, application of a global measure is
justified.
It has been seen in previous studies that OSEM reconstruc-
tion suffers from contrast degradation in the presence of noise
[6], [4]. This in conjuction with our observation of region
dependence in the sensitivity to bias suggest that the bias is
originated mainly in the iterative procedure (OP-OSEM-3D).
For study protocols where higher temporal resolution is
required there are several options. In the case of the HRRT
there is a trade-off between the temporal resolution and the
spatial resolution. In principle better temporal resolution is
expected when spatial resolution is lowered, for instance by
summing up adjacent lines-of-response.
In the case that spatial resolution can not be compromised
other strategies must be applied. For the ROI analysis fully
three dimensional analytical reconstruction (3D-FBP) has been
shown to provide robust estimates in varying noise levels [13].
In the pixel-by-pixel analysis, however, the analytical method
is likely suboptimal because of poor noise properties.
As the bias appears to be contrast dependent inclusion of
a contrast enhancing mechanism, such as scanner PSF model
[14] or a bayesian prior [15] in the iterative reconstruction
possibly reduces bias. In our future work we are planning to
further investigate different OP-OSEM-3D variants and their
impact to the relialibility of the clinical parameters.
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Reproducibility of striatal and thalamic dopamine
D2 receptor binding using [11C]raclopride with
high-resolution positron emission tomography
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Vesa Oikonen1, Matti Laine2 and Juha O Rinne1
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Positron emission tomography (PET) imaging of small striatal brain structures such as the ventral
striatum (VST) has been hampered by low spatial resolution causing partial-volume effects. The
high-resolution research tomograph (HRRT) is a brain-dedicated PET scanner that has considerably
better spatial resolution than its predecessors. However, its superior spatial resolution is associated
with a lower signal-to-noise ratio. We evaluated the test–retest reliability of the striatal and thalamic
dopamine D2 receptor binding using the HRRT scanner. Seven healthy male volunteers underwent
two [11C]raclopride PET scans with a 2.5-hour interval. Dopamine D2 receptor availability was
quantified as binding potential (BPND) using the simplified reference tissue model. To evaluate the
reproducibility of repeated BPND estimations, absolute variability (VAR) and intraclass correlation
coefficients (ICCs) were calculated. VAR values indicated fairly good reproducibility and were 3.6%
to 4.5% for the caudate nucleus and putamen and 4.5% to 6.4% for the lateral and medial part of the
thalamus. In the VST, the VAR value was 5.8% when the definition was made in the coronal plane.
However, the ICC values were only moderate, in the range of 0.34 to 0.66, for all regions except the
putamen (0.87). Experimental signal processing methods improved neither ICC nor VAR values
significantly.
Journal of Cerebral Blood Flow & Metabolism (2011) 31, 155–165; doi:10.1038/jcbfm.2010.64; published online
5 May 2010
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Introduction
In quantification of striatal D2 receptor binding
in vivo in humans using positron emission tomo-
graphy (PET), [11C]raclopride is a well-validated
tracer. Previous studies with different test–retest
time intervals and quantification methods indicate
that the region of interest (ROI) measurement of
striatal [11C]raclopride binding is highly reliable
(Volkow et al, 1993; Mawlawi et al, 2001; Hirvonen
et al, 2003). However, PET measurements have bias
because of the partial-volume effect (PVE) caused by
the low spatial resolution, especially when imaging
the small, D2 receptor-rich striatal brain structures
such as the caudate nucleus and the ventral striatum
(VST) (Sureau et al, 2008). Brain imaging has
recently benefited from the development of scanners
such as the high-resolution research tomograph
(HRRT), which has a spatial resolution in the range
of about 2.5 toB3mm in the 10-cm field of view that
covers most of the brain (de Jong et al, 2007). The
ability to reliably measure dopamine D2 receptor
binding in striatal subregions is important, because
these regions are differentially involved in cognitive
and motor performance both in healthy volunteers
and in patients with Parkinson’s disease (DeLong,
1983; Evarts and Wise, 1984; Volkow et al, 1993;
Ba¨ckman et al, 2000; Kaasinen and Rinne, 2002). In
addition, the VST has recently attracted attention
because of its role in human behavior and its
disorders such as addiction (Floresco et al, 2008;
Belin and Everitt, 2008). However, applying a high-
resolution scanner is associated with a lower signal-
to-noise ratio, which may impair the reliability of the
measurement (Sureau et al, 2008; Johansson et al,
2007). Evaluation of the test–retest variability of PET
measurement is particularly important in studies in
which the same individuals are scanned repeatedly
before and after intervention or when small brain
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structures, such as the VST, are analyzed. Knowledge
about the test–retest variability also allows to
estimate the number of subjects needed to detect a
change in tracer binding, for instance after experi-
mental intervention.
In this study, we evaluated the test–retest relia-
bility of the striatal and thalamic D2 binding by
administering a single bolus of [11C]raclopride twice
on the same day in seven healthy males and
collecting data using the HRRT scanner. A novel
approach in data sampling was implemented to
account for potential bias in statistical image recon-
struction of the HRRT data, and a recently intro-
duced resolution-modeling image reconstruction
algorithm (Comtat et al, 2008) was applied for
evaluation purposes.
Materials and methods
The study protocol was approved by the Ethics Committee
of the Hospital District of Southwestern Finland. The study
subjects were given written information about all the
relevant issues involved in this study. A written consent
was obtained from each subject. This study was performed
according to the ethical guidelines given by the Declaration
of Helsinki.
Subjects
Seven healthy male subjects free of any somatic or
psychiatric illness volunteered to take part in the study.
All were right handed and nonsmokers. To exclude any
structural brain abnormalities and to obtain anatomic refer-
ence, all subjects underwent 1.5T magnetic resonance
imaging. The age, height, and weight of the subjects were
24.5±3.5 years, 185.5±12.5cm, and 74±14kg, respectively
(mean±s.d.). Each subject underwent two [11C]raclopride
PET scans during the same day between 10.00 a.m. and 6.00
p.m., at least 2.5 hours apart.
Preparation of [11C]raclopride
The precursor O-desmethylraclopride free base and raclo-
pride were obtained from ABX advanced biochemical
compounds (Radeberg, Germany). [11C]methane was pro-
duced at the Accelerator Laboratory of A˚bo Akademi with
a 103-cm isochronous Efremov cyclotron using the
14N(p,a)11C reaction. [11C]methyl iodide with high specific
radioactivity was prepared from [11C]methane (Larsen et al,
1997; Na˚gren et al, 2003). [11C]raclopride was prepared
from [11C]methyl triflate according to a published proce-
dure (Langer et al, 1999). The radiochemical purity and the
specific radioactivity of the product were determined using
high-performance liquid chromatography and ultraviolet
detection at 214nm. The volume of the final product
solution was calculated by weighing the sterile product
vessel before and after sterile filtration and by dividing by
the density of the sterile solvent.
Positron Emission Tomography Imaging
Positron emission tomography experiments were per-
formed using a brain-dedicated high-resolution PET
scanner, the ECAT HRRT (Siemens Medical Solutions,
Knoxville, TN, USA). The HRRT is a dual-layer, crystal-
detector scanner allowing a depth-of-interaction measure-
ment for the coincident photons. It is characterized by an
isotropic 2.5-mm intrinsic spatial resolution. Spatial
resolution in the reconstructed images varies in the radial
and tangential directions from about 2.5 to B3mm and in
the axial directions from 2.5 to 3.5mm in the 10-cm field of
view covering most of the brain (de Jong et al, 2007).
The left antecubital vein was cannulated and a single
[11C]raclopride bolus injection was administered intrave-
nously and flushed with saline. The injected dose,
specific radioactivity, and the injected mass for the test
and retest scans were 413±91MBq, 222±154MBq/nmol,
and 2.47±4.68 mg versus 393±99MBq, 257±142MBq/
nmol, and 0.68±0.35mg, respectively, (mean±s.d.), see
Table 1. There were no statistically significant differences
in the injected doses (paired t-test, P=0.56), in the specific
radioactivities (paired t-test, P=0.15), or in the injected
masses (paired t-test, P=0.33) between the test and the
retest scans. However, one outlier was detected in the
boxplot analysis of the injected masses. In the outlier case,
the injected mass was 13.03 mg, which is considerably
higher than the average of others. Although the injected
mass was higher than the others, it was considered
tolerable with regard to pharmacological effects and thus
this subject was not excluded from the analysis. Radio-
chemical purity was over 99.5% in all cases. Before each
emission scan, a transmission scan was performed using
137Cs point source. Emission scan was started at injection
time and data were collected for 55 minutes in list mode
format.
An individually shaped thermoplastic mask was used
with each subject to minimize the head movement. To
monitor the head movement, an external position detector
(Polaris Vicra, Northern Digital, Waterloo, Ontario, Canada)
was used. The position information was converted into
motion information by subtracting the average reference
position (transmission scan position) coordinates from
the position data. A representative motion parameter was
obtained by taking the norm of the translation vector. The
external motion data were used to estimate three features of
motion, which hamper the quality of PET imaging. First,
translocation from the transmission scan (TX) position may
cause erroneous attenuation correction. To measure dis-
tance from the TX position, the mean of the norm vector
was calculated within each frame. Second, within-frame
motion, which may cause signal blurring, was measured as
the amplitude of the norm vector within each frame.
Finally, frame-to-frame motion, which may cause sudden
changes in the time–activity curve, was measured as the
mean of the norm from the previous frame position
(transmission scan position for the first frame). Distance
from the TX position, the within-frame motion, and the
frame-to-frame motion for the test and retest scans were
1.11±0.58, 0.46±0.47, 0.21±0.25mm versus 1.09±0.56,
0.47±0.46, and 0.21±0.19mm, respectively (mean±s.d.),
[11C]raclopride test–retest reproducibility with HRRT
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and there were no systematic differences in motion
between the test and retest scans. Thus, the amount of
motion was negligible and in average tolerable compared
with scanner resolution. Frame-to-frame coregistration was
deemed unnecessary based on external motion recordings.
Quantification of [11C]raclopride Binding
All images were corrected for attenuation, scattering, and
random events, scanner dead time, and detector normal-
ization, and finally calibrated to kBq/mL within decay
correction. Prompt and random events, attenuation, and
scatter correction and normalization factors were pro-
cessed in 3D sinogram mode, with an axial compression
of span 9 and a maximum ring difference of 67, resulting in
2,209 sinograms in 16 segments. Tissue attenuation maps
were reconstructed using the maximum a posteriori for
transmission data (MAP-TR) algorithm with the standard
human brain priors for air, bone, noise, water, or soft tissue
(Nuyts et al, 1999). The 3D attenuation correction sino-
grams were obtained by forward projecting the tissue
attenuation maps. Scattered events were estimated using
the single scatter simulation algorithm (Watson, 2000), and
randoms were estimated from the block singles using a
variance reduction algorithm (Byars et al, 2005).
The [11C]raclopride uptake was measured continuously
for 55 minutes after the injection. Histogramming was
made in the following sequence of frames: 2 30, 9 60,
3 120, 3 180, and 6 300 seconds, resulting in alto-
gether 23 frames. Image estimates with isotropic voxel
dimensions of 1.22mm 1.22mm 1.22mm were gener-
ated using a speed-optimized version of ordinary poisson
ordered subsets expectation maximization (OP-OSEM-3D)
reconstruction with 16 subsets and 8 iterations, if not
otherwise mentioned (Hong et al, 2007).
The [11C]raclopride images were processed with SPM2 in
Matlab 7.0.4 as follows. First, to correct the head position-
ing between two PET scans, PET-to-PET realigment was
made between the sum images. Second, for anatomic
reference, T1-weighted magnetic resonance images were
coregistered to a mean image of the realigned PET images.
Regions of interest were drawn using Imadeus software,
version 1.2 (Forima, Turku, Finland) on coregistered
magnetic resonance images. Thus, an identical set of ROIs
was applied for both [11C]raclopride scans of the same
subject. The regions of interest were defined in a transaxial
plane on the caudate nucleus, the putamen, the VST,
the cerebellum, and the thalamus. We divided the
thalamus into a medial and a lateral part because there is
a gradient in D2 receptor distribution between these
sections (Kessler et al, 1993). In addition, VST was drawn
in the coronal plane according to Mawlawi et al (2001)
(Figure 1).
The mean activity concentration values in the ROIs were
calculated and used to generate the regional time–activity
curves. No partial-volume correction was made to the
mean ROI values. These time–activity curves were used to
calculate the regional [11C]raclopride binding potential
(BPND) using the simplified reference tissue model with the
cerebellum as reference tissue (Lammertsma and Hume,
1996). In this model, it is assumed that free plus
nonspecific and specific binding equilibrium are reached
so rapidly that they can be treated as a single compartment.
Binding potential is defined according to the following
equation: BPND= fNDBAvail(1/KD), where BAvail is the total
receptor concentration in tissue, 1/KD is the apparent
affinity, and fND is the fraction of free radiotracer in the
nondisplaceable tissue compartment (Innis et al, 2007). In
the model fitting, the data points were weighted with the
estimate of the inverse variance for each sample.
Statistical Analyses
Test–retest variability was evaluated as follows:
VAR ¼ 2 T  RTj j
T þ RT
where T is the first (test) estimate and RT is the second
(retest) estimate. We define VAR(%)=100% VAR.
Test–retest consistency was measured with an intra-
class correlation coefficient (ICC). Intraclass correlation
coefficient can have a value between 1 and 1. Values
closer to 1 indicate that most of the variance is due to
between-subject variation rather than within-subject varia-
tion, which indicates good reliability, whereas values
under 0 indicate greater within-subject than between-
subject variation, indicating poor consistency. Values are
expressed as mean±s.d.
Paired two-tailed t-test was applied to the injected doses,
specific radioactivities, injected masses, and BPND esti-
mates between the test and retest scans and additionally
Table 1 [11C]raclopride injections and their test–retest characteristics
[11C]raclopride injection Scan 1 Scan 2 Both scans VAR (%) (Scan 2Scan 1)/
Scan 1
t-Test
sign.
ICC
M±s.d. COV (%) M±s.d. COV (%) M±s.d. M±s.d. Range
Injected dose (MBq) 413±91 22.03 393±99 25.26 403±92 19.87±11.62 0.32–0.25 0.56 0.60
Specific radioactivity
(MBq/nmol)
222±154 69.40 257±142 55.32 240±144 42.89±53.98 0.24–1.56 0.15 0.91
Injected mass (mg) 2.47±4.68a 189.60 0.68±0.35 51.86 1.57±3.32 43.41±56.44 1.65–0.24 0.33 0.11
COV, coefficient of variation; ICC, intraclass correlation coefficient; M±s.d., mean±standard deviation; VAR, absolute variability.
aOne outlier (case 7, injected mass 13.03 mg).
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for the BPND between the hemispheres. Moreover, the
paired t-test was applied to the areas under the curve
(AUC) (see below), BPND estimates, and VAR values
between the reconstructions, so that the quantification
method described above was always the reference.
Image Reconstruction With Fixed Counting Statistics
Conventionally, in the histogram mode image reconstruc-
tion, discrete time points are fixed in the sinogram space
while counting statistics are let to vary. This procedure
originated from old generation scanners that were not able
to record all events as a stream in the acquisition disk.
Modern scanners such as the HRRT record all events in a
so-called list mode format, which allows us to determine
framing after scanning, based on the number of acquired
events for instance.
In PET, it is convenient to treat the acquired events as
so-called noise-equivalent counts (NECs).
NEC ¼ T
2
T þ Sþ 2R
where T denotes the number of trues, S the number of
scattered, and R the number of random events. In
conventional framing with fixed time points, the NEC per
frame was 4.15±1.72 106 (mean±s.d.) in the range of
B106 to B107 counts, except for the first frame. A new set
of sinograms with more homogeneous noise characteristics
was created by fixing the minimum counts at 7 106 NEC
per frame. NEC-based framing yielded 10 to 17 frames per
scan, depending on the injected dose and the subject
weight. Furthermore, parts of each scan were rebinned into
frames of extremely low count statistics, yielding 5 105 to
2 106 NECs in 268 frames.
The rebinned sinogram data were reconstructed using
the method described above. The head positioning
between repeated PET scans was corrected using the
coregistration parameters estimated from the original data,
and thus the same ROIs were applied to yield new time–
activity curves. Areas under the curve were calculated
from both the original and the new sets of time–activity
data and relative changes from original data were calcu-
lated as follows:
DAUC ¼
Rt2
t1
f ðtÞdt  R
t2
t1
f0ðtÞdt
Rt2
t1
f0ðtÞdt
where f0 is the time–activity course estimated with the con-
ventional framing. Integrals of the discrete time–activity
course data were estimated using an in-house software
with linear interpolation. We define DAUC(%)=100%
DAUC. For the second full set of image data the BPs were
reestimated as descibed above.
Image Reconstruction With Resolution Modeling
Additional image data were generated using a resolution
model within the statistical reconstruction (Sureau et al,
2008). Resolution modeling exploits a measured point-
spread function (PSF) of the scanner, which is assumed to
be space invariant within the field of view. Implementation
of the algorithm into OP-OSEM-3D has been described
Figure 1 Activity distribution of [11C]raclopride in coronal view
(A) and in axial plane (B). A mean image of positron emission
tomography (PET)-to-PET coregistered summed PET images is
overlaid on a T1-weighted magnetic resonance image of one
subject at the level of the striatum. Regions of interest are
defined on the caudatus, putamen, thalamus, and the ventral
striatum.
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earlier (Comtat et al, 2008). The same PSF parameters,
iteration number (10), and number of subsets (16) were
used as in an earlier paper (Comtat et al, 2008). The same
PET-to-PET coregistration parameters and ROIs as with the
original data were applied, and the resulting time–activity
course data were evaluated using the DAUC defined above.
The BPs were reestimated using the above described
method.
Results
The mean BPND values of the test and retest scans
ranged from 0.65±0.04 to 4.41±0.47 with the
conventional framing using the OP-OSEM-3D recon-
struction (Table 2). The BPND was highest in the
putamen, followed by the caudate nucleus and the
VST. The BP values were lowest in the thalamus.
Thalamic BPND values were nearly identical for the
medial and lateral sections (BPND values 0.65±0.04
and 0.67±0.04, respectively). No noticeable laterali-
zation of the [11C]raclopride binding was observed
(t-test, P=0.18 to 0.98 for test, and P=0.08 to 0.94
for retest). Moreover, the VAR values were nearly
identical in both the left and the right hemisphere
(t-test, P=0.30 to 0.93). There was an increase in the
mean of BPND values from the test to the retest scans
in all regions except the VST. However, the increase
was statistically significant only in the lateral (t-test,
P=0.02) and medial thalamus (t-test, P=0.01). The
mean left and right hemisphere values were used for
the rest of the analyses.
Variability and Consistency of the Test and Retest
Scans
The test–retest VAR and ICC values for the combined
ROIs are presented in Table 2. Mean VAR (%) values
were 3.7% to 4.7% for the caudate nucleus and the
putamen, and 4.6% to 6.7% for the lateral and
medial part of the thalamus, indicating fairly good
reproducibility in these regions. The BPND values
measured from the putamen yielded high ICC values
both for the separate hemispheres and for the
combined hemispheres (0.87 for the combined puta-
men). In the caudate nucleus, the hemispheric ICC
values varied considerably and the ICC value for the
combined ROI was only moderate (0.59). Thalamic
BPND values resulted in moderate ICC values of 0.44
for the lateral part and 0.66 for the medial part. For
the VST, the ROIs defined in the coronal plane
yielded higher BPND values than the ROIs drawn in
the axial plane (3.42±0.23 versus 3.22±0.32, re-
spectively). In addition, the VAR (5.9%) and the ICC
(0.50) values were superior for the coronally defined
VST ROIs as compared with those drawn on the axial
plane (9.7% and 0.34, respectively).
Image Reconstruction With Fixed Counting Statistics
Figure 2 shows a typical set of time–activity course
data obtained with the different framings and the
relative changes in the AUC (DAUC(%)) are pre-
sented in Table 3.
Regional DAUC(%) values have nonzero means for
both the high and low statistics. High counting
statistics yielded a positive mean in both the scans
in the caudate nucleus (1.39±1.14 and 1.65±1.29),
Table 2 Regional [11C]raclopride BPND values and their test–retest characteristics
Region Scan 1 (BPND) Scan 2 (BPND) Both scans (BPND) VAR (%) 100 (Scan 2
Scan 1)/Scan 1
t-Test
sign.
ICC
M±s.d. COV (%) M±s.d. COV (%) M±s.d. M±s.d. Range
Putamen 4.33±0.45 10.32 4.49±0.51 11.36 4.41±0.47 4.70±3.91 2.76–12.08 0.104 0.87
Caudate nucleus 3.81±0.22 5.83 3.88±0.23 6.05 3.85±0.22 3.71±4.72 4.24–12.37 0.402 0.59
Ventral striatum (cor) 3.40±0.28 8.34 3.44±0.26 7.51 3.42±0.26 5.93±5.34 8.84–15.37 0.731 0.50
Ventral striatum (ax) 3.27±0.43 13.13 3.17±0.36 11.41 3.22±0.38 9.72±9.67 20.06–24.96 0.599 0.34
Medial thalamus 0.65±0.03 5.03 0.68±0.05 7.12 0.67±0.04 4.59±3.22 0.49–9.85 0.010 0.66
Lateral thalamus 0.63±0.05 7.27 0.67±0.04 5.67 0.65±0.04 6.69±4.82 1.77–11.51 0.024 0.44
BPND, binding potential according to the simplified reference tissue model; COV, coefficient of variation; ICC, intraclass correlation coefficient; M±s.d.,
mean±standard deviation; VAR, absolute variability.
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Figure 2 A typical example of regional time–activity course data
in the putamen and the cerebellum estimated by the different
framings and the point-spread function (PSF) reconstruction.
Solid line is for original framing with non-PSF reconstruction,
dashdot line is for high statistics framing, dashed line is for PSF
reconstruction, and circles are for low statistics framing.
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in the putamen (1.36±1.04 and 1.48±1.08), in the
VST (transaxial ROI, 0.89±0.99 and 1.05±1.08), and
in the cerebellum (0.16±0.53 and 0.17±0.59). How-
ever, negative (or zero) means were observed in both
the scans in the medial (0.05±1.27 and 0.00±1.50)
and in the lateral parts of the thalamus (0.74±1.31
and 0.93±0.92). Thus, high counting statistics
yielded larger AUC estimates as compared with the
original in the regions with high radioactivity
concentration (RC) and smaller AUC estimates in
the regions with low RC. For the low statistics, the
behavior of the mean DAUC(%) was inversed: the
caudate nucleus and the putamen had negative
means in both the scans in the beginning and at the
end of the scan, whereas the thalamus had positive
means in all cases except for the start of the second
scan. In the cerebellum, the mean DAUC(%) was
1.65±0.74 and 1.53±1.35 in the beginning of the
scan but 0.72±3.02 and 1.49±1.94 at the end of the
scan. However small, the direction of the change in
the AUC is clear—high counting statistics yielded
larger estimates in the high RC regions and smaller
estimates in the low RC regions as compared with
low counting statistics. Although statistically sig-
nificant in the paired t-test, the amount of change
was minimal between the original and the high
statistics framing, and between the first part of the
low statistics framing and the original framing. As
regards the end part with low statistics, the bias
(DAUC(%)) was noticeably larger in both the scans,
with mean values of 6.66±4.31 and 5.90±5.22
for the caudate nucleus, and 4.65±4.14 and
3.96±3.65 for the medial part of the thalamus.
BPND estimates and the VAR and ICC values for
combined ROIs with the high statistics framing
are presented in Table 4. Changes in the mean BPND
were positive in the caudate nucleus (2.86%), in the
putamen (2.95%), in the axially drawn VST (2.17%),
and in the coronally drawn VST (2.05%), and
negative or zero in the lateral (1.59%) and medial
parts of thalamus (0.00%) as compared with the
conventional framing. In the VAR and ICC, the
changes were more ambiguous, as high counting
statistics yielded higher VAR in the caudate nucleus,
the putamen, and in the lateral part of thalamus, but
lower VAR in the medial part of thalamus and in the
VST. None of the regions had significantly different
mean VAR as compared with the original framing.
Table 3 Regional DAUC(%) values in the combined ROIs, for high statistics, low statistics initial part, low statistics end part, and
PSF reconstruction
Region Scan 1 DAUC(%), M±s.d. Scan 2 DAUC(%), M±s.d.
High Low start Low end PSF High Low start Low end PSF
Putamen 1.36±1.04w 2.52±2.21 6.21±3.56z 7.06±1.02z 1.48±1.08z 2.80±2.48 6.43±4.18z 7.50±0.92z
Caudate nucleus 1.39±1.14w 3.85±2.91z 6.66±4.31z 8.29±1.17z 1.65±1.29z 3.13±2.69 5.90±5.22z 8.66±0.86z
Ventral striatum (cor) 0.88±1.03 1.43±1.31z 5.04±3.20z 5.58±0.53z 1.12±0.97w 0.08±1.35 6.04±3.93z 6.16±0.82z
Ventral striatum (ax) 0.89±0.99 1.66±1.91 6.42±4.54z 6.45±0.94z 1.05±1.08 0.51±1.23 6.36±4.62z 6.94±0.98z
Medial thalamus 0.05±1.27 0.19±1.26 3.27±3.77 1.53±2.11 0.00±1.50 0.52±1.42 4.65±4.14z 2.19±0.39z
Lateral thalamus 0.74±1.31 1.99±1.51w 5.70±3.07z 1.41±2.25 0.93±0.92 2.24±1.47z 4.88±3.13z 0.77±0.86w
Cerebellum 0.16±0.53 1.65±0.74z 0.09±2.91 0.78±1.70 0.17±0.59 1.53±1.35w 1.63±1.95w 1.04±0.74z
AUC, area under the curve; M±s.d., mean±standard deviation; PSF, point-spread function; ROI, region of interest.
wStatistically significant difference as compared with original framing with P<0.05 in Student’s t-test.
zStatistically significant difference as compared with original framing with P<0.01 in Student’s t-test.
Table 4 Regional [11C]raclopride BPND values with high counting statistics reconstructions and their test–retest characteristics
Region Scan 1 (BPND) Scan 2 (BPND) Both scans (BPND) VAR (%) 100 (Scan 2
Scan1)/Scan 1
t-Test
sign.
ICC
M±s.d. COV (%) M±s.d. COV (%) M±s.d. M±s.d. Range
Putamen 4.46±0.49z 10.89 4.62±0.54z 11.72 4.54±0.50 5.03±3.84 2.93–12.27 0.138 0.87
Caudate nucleus 3.92±0.24z 6.16 3.99±0.23z 5.88 3.96±0.23 4.00±4.70 3.95–12.37 0.430 0.57
Ventral striatum (cor) 3.47±0.27z 7.84 3.52±0.28z 7.86 3.49±0.26 5.65±5.73 7.34–16.22 0.674 0.51
Ventral striatum (ax) 3.34±0.42z 12.45 3.25±0.37z 11.51 3.29±0.38 9.53±9.90 19.37–25.45 0.639 0.31
Medial thalamus 0.65±0.04 6.82 0.68±0.06 8.59 0.67±0.05 4.51±3.10 1.94–9.32 0.011 0.78
Lateral thalamus 0.62±0.05 7.85 0.65±0.04w 5.69 0.64±0.04 6.81±3.63 3.82–12.04 0.077 0.51
BPND, binding potential according to the simplified reference tissue model; COV, coefficient of variation; ICC, intraclass correlation coefficient; M±s.d.,
mean±standard deviation; VAR, absolute variability.
wStatistically significant difference as compared with original framing with P<0.05 in Student’s t-test.
zStatistically significant difference as compared with original framing with P<0.01 in Student’s t-test.
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The high counting statistics improved the ICC in the
thalamus and in the coronally defined VST, whereas
in the other regions, the change was negative or zero.
Image Reconstruction With Resolution Modeling
In Figure 2, a typical set of time–activity course data
obtained with the PSF reconstruction along with the
different framings using the non-PSF reconstruction
is seen. Regional DAUC(%) values for PSF recon-
struction are presented in Table 3.
Regional DAUC(%) values have positive means in
both the scans except for the lateral thalamus
(1.41±2.25 and 0.77±0.86), with largest incre-
ases in the caudate nucleus (8.29±1.17 and 8.66±
0.86) and the putamen (7.06±1.02 and 7.50±0.92),
whereas the smallest changes were seen in the
cerebellum (0.78±1.70 and 1.04±0.74).
The BPND estimates, the mean VAR, and the ICC
values for combined ROIs with the PSF reconstruction
are presented in Table 5. The PSF reconstruction
yielded higher BPND estimates in all other regions
expect the lateral thalamus when compared with the
original framing using the non-PSF reconstruction.
Increases were largest in the caudate nucleus and in
the putamen. However, the increased BPND estimates
were coupled with increased VAR and thereafter
decreased ICC in many of the regions. In striatal
regions, the largest increase in the VAR was seen in the
caudate nucleus and in the putamen, whereas the VAR
was somewhat smaller in the VST. The ICC values
were decreased in all regions except the lateral
thalamus, with largest decrease in the caudate nucleus.
Discussion
In this study, we set out to evaluate the test–retest
reliability of the striatal, ventrostriatal, and thalamic
D2 binding using [
11C]raclopride and the HRRT
scanner. The reproducibility of striatal [11C]raclopride
binding has been explored earlier in various studies
(Volkow et al, 1993; Hietala et al, 1999; Mawlawi et al,
2001; Hirvonen et al, 2003), but not with a high-
resolution tomograph. In this study, with the conven-
tional framing and non-PSF reconstruction, the VAR
values were 3.7%±4.7% in the caudate nucleus,
4.7%±3.9% in the putamen, and 5.9%±5.3% in the
VST (coronal plane). These values are comparable to
those reported in an earlier study in which striatal and
ventrostriatal D2 receptors were quantified (5.3%±
5.2% for the caudate nucleus, 3.5%±3.9% for the
putamen, and 8.6%±6.2% for the VST) (Mawlawi
et al, 2001). However, the ICC values from our study
were slighty lower for every region except for the
putamen. This difference may, at least partly, be due to
methodological differences such as the bolus plus
infusion method used in the previous study (Mawlawi
et al, 2001).
A previous study evaluating the reproducibility
and validity of the thalamic D2 receptor binding
measurements in a test–retest setting found the VAR
values to be 8.5%±6.1% for the medial part and
8.9%±5.3% for the lateral part of the thalamus
(Hirvonen et al, 2003). In this study, we obtained
slightly superior VAR values, with 4.5%±3.1% for
the medial and 6.4%±4.5% for the lateral part of the
thalamus. The earlier results (Hirvonen et al, 2003)
for the caudate nucleus (4.0%±2.2%) and for the
putamen (5.3%±3.4%) are well in line with this
study. Nonetheless, except for the putamen (0.87),
the ICC values were less than those reported earlier
for the caudate nucleus (0.96), the putamen (0.84),
the medial thalamus (0.84), and the lateral thalamus
(0.86) (Hirvonen et al, 2003). The most likely
explanation to the lower ICC values in this study is
the small between-subject variability in our study
group (see Table 2, coefficient of variation (%)) when
compared with the earlier study (Hirvonen et al,
2003). Altogether, the VAR values in our study
indicate good reproducibility and are well in line
with the previous studies.
In this study, we observed an increase in the
mean BPND values from the test to the retest scans in
all regions except the VST, which might also impair
Table 5 Regional [11C]raclopride BPND values with PSF reconstruction and their test–retest characteristics
Region Scan 1 (BPND) Scan 2 (BPND) Both scans (BPND) VAR (%) 100 (Scan 2
Scan 1)/Scan 1
t-Test
sign.
ICC
M±s.d. COV (%) M±s.d. COV (%) M±s.d. M±s.d. Range
Putamen 4.75±0.49z 10.41 4.93±0.57z 11.67 4.84±0.52 5.76±4.32 3.90–14.08 0.158 0.82
Caudate nucleus 4.21±0.24z 5.65 4.29±0.25z 5.92 4.25±0.24 4.78±5.44 4.68–15.26 0.497 0.35
Ventral striatum (cor) 3.65±0.27z 7.48 3.71±0.27z 7.37 3.68±0.26 5.56±5.57 6.83–14.77 0.601 0.48
Ventral striatum (ax) 3.57±0.45z 12.7 3.46±0.38z 10.96 3.52±0.41 9.17±9.60 20.18–23.31 0.587 0.33
Medial thalamus 0.66±0.04 6.28 0.70±0.06w 8.92 0.68±0.06 6.07±3.88 0.71–10.29 0.007 0.64
Lateral thalamus 0.59±0.06z 9.55 0.63±0.05z 7.54 0.61±0.05 9.09±3.37 5.09–13.77 0.021 0.52
BPND, binding potential according to the simplified reference tissue model; COV, coefficient of variation; ICC, intraclass correlation coefficient; M±s.d.,
mean±standard deviation; PSF, point-spread function; VAR, absolute variability.
wStatistically significant difference as compared with original framing with P<0.05 in Student’s t-test.
zStatistically significant difference as compared with original framing with P<0.01 in Student’s t-test.
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the ICC. However, the increase was statistically
significant only in the lateral (t-test, P=0.02) and
medial (t-test, P=0.01) thalamus. There were no
statistically significant differences either in the
specific radioactivities or in the injected masses
between the test and retest scans. However, one
case was an outlier in the analysis of the injected
masses. Theoretically, low specific activity of
[11C]raclopride would yield underestimation of the
BPND. Exclusion of the low specific radioactivity case
from the analysis decreased the difference between
mean BPND in the test and retest scans, yielding
slightly superior VAR and ICC values (data not
shown).
This is the first study measuring the reproduci-
bility of [11C]raclopride binding using the HRRT.
There are some previous reports with other radi-
oligands such as [18F]-FDG (fluorodeoxyglucose)
showing that the better spatial resolution of the
HRRT scanner decreased the PVE when determining
metabolic rates in small brain nuclei (Heiss et al,
2004). Dopamine transporter binding was measured
using the selective dopamine transporter radioligand
[11C]-PE2I, which resulted in a significant increase
(30%) in striatal BP values when using the HRRT
versus a more conventional scanner (Leroy et al,
2007), and a recent study reported a good test–retest
reliability of dopamine transporter binding using
[11C]-PE2I with the HRRT (Hirvonen et al, 2008).
Accordingly, we also discovered a significant benefit
from the better spatial resolution of the HRRT
scanner in noticeably higher BPND values compared
with previous [11C]raclopride studies with more
conventional scanners. For example, we obtained
BPND values 20% higher for the caudate nucleus, the
putamen, and for the thalamus than the BPND values
reported using a lower-resolution scanner (Hirvonen
et al, 2003).
The measured [11C]raclopride BPs in this study
were high throughout the whole striatum, ranging
from 3.22 (VST) to 4.41 (putamen), and moderate in
the thalamus (0.65 to 0.67), using the conventional
quantification methods. These results are in a good
agreement with the previous in vivo studies (Mawlawi
et al, 2001; Hirvonen et al, 2003) and also comparable
with various in vitro studies (Hall et al, 1988, 1994).
The BPND values found in the VSTwere 77% of that in
the putamen, which is greater than the 63% reported
earlier (Mawlawi et al, 2001). This could be explained
by the increased signal because of the better spatial
resolution of the HRRT scanner. Although BPND was
higher in the VST, the VAR value (5.93%±5.34%) in
the VST (coronal) did not significantly differ from
those observed in the larger caudate nucleus and
putamen (3.71%±4.72% and 4.70%±3.91%, respec-
tively). Furthermore, the BPND values were higher
and the reproducibility was better when delineating
VST ROI in the coronal plane than in the axial
plane. This is probably because of a more accurate
anatomic delineation of the VST in the coronal than in
the axial plane.
Instrumentational and Signal Processing
Considerations
The small size of the VST renders the signal highly
vulnerable to head movement. Therefore, in our
study we used individually shaped thermoplastic
mask with each subject to minimize head movement.
The external motion detector (Polaris Vicra) used in
this study showed very little motion during the
scans, despite a trend toward increased movement
during the course of the scan. Even when being
greatest, the movement was less than the spatial
resolution of the scanner, thus no movement correc-
tion was applied as this potential confound was not
obviously affecting the results.
It has been reported that the HRRT image recon-
struction suffers from quantification bias in low
count statistics, such as we saw in this study
(Johansson et al, 2007). Despite the development of
algorithms such as variance reduction on randoms
(Byars et al, 2005) and ordinary poisson OSEM
reconstruction (Comtat et al, 2004), a recent study
still reported a noticeable bias in statistical recon-
struction as compared with analytical reconstruction
in low count statistics (van Velden et al, 2008).
However, analytical image reconstruction is not
optimal for the HRRT image reconstruction because
of gaps in the sinogram data. In this study, we
implemented a novel approach in PET data sampling
to overcome the bias issue. Our aim was to collect a
fixed number of counts in each frame, which is made
possible by the list mode event recording. Noise-
equivalent count was applied because it takes into
account the varying randoms rates and scatter
fractions. We extrapolated an NEC threshold per
frame from a previous phantom study in which we
studied the quantification bias in low statistics
(Johansson et al, 2007). In the conventional framing,
the threshold of 7 106 NECs was not reached during
the first 600 seconds of the scan because of dense
framing depicting the bolus peak. After that NECs
per frame varied below and above the threshold,
depending on the subject mass and injected dose.
Absolute difference in the injected doses between
the test and retest scans ranged between 3 and
113MBq, with the mean injected dose of 403MBq.
Scans with lowest dosage may yield lower BPND as
compared with their counterpart, which would
impair the ICC and VAR values. Our NEC-based
framing was aimed at removing this biasing effect if
it was present in this study. First, to evaluate the
effect of the NEC-based framing the bias was
estimated directly from the time-activity course
(TAC) data (Table 3). It was concluded that the
NEC-based framing yielded higher contrast images as
compared with the original framing, with statisti-
cally significant difference in the high RC regions.
Second, the BPND estimates were recalculated from
the NEC-based data and the ICC and VAR values
were estimated (Table 4). As expected, the observed
changes in the AUC were transferred into BPND so
that in the high RC regions the BPND estimates were
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higher as compared with the conventional framing.
However, there was no improvement either in the
ICC or in the VAR values, which could be expected
because of relatively small within-subject differences
in injected doses (Table 1). To study the bias further,
we used NEC-based framing with thresholds of
5 105 to 2 106 NECs per frame. Parts of the data
were histogrammed and reconstructed with the low
count statistics, and bias was estimated directly
from the TAC data (Table 3). Now, a statistically
significant decrease in the image contrast was seen in
the high and low RC regions when the NEC-based
framing was compared with the original framing. The
BPND estimates were not calculated for low statistics
data because there were only a few samples from the
beginning and end of each scan. Our observations
add evidence to the claim that the current statistical
reconstruction suffers from bias, which has signifi-
cant magnitude, for instance, in follow-up studies if
the injected doses vary substantially between scans.
Thus, to cope with the bias the injected doses should
be equalized, if not succeeded, the NEC-based
framing should be used to maintain similar condi-
tions for the statistical reconstruction. Ultimately,
new bias-free reconstruction schemes must be ex-
plored to remove the count statistics limitation in the
HRRT studies.
Detector design of the HRRT aims at removing the
PVE from the PET measurement. Conventionally, the
PVE is corrected from the collected data and a variety
of algorithms have been proposed. An implementa-
tion of a scanner-specific PSF-based method was
recently made for the HRRT and delivered to the
HRRT users (Comtat et al, 2008). It has been reported
that the PSF-based method is able to generate higher
BP estimates as compared with the conventional
reconstruction (Sureau et al, 2008; Comtat et al,
2008; Mourik et al, 2010; Varrone et al, 2009).
Approximately, 25% higher BPND estimates in the
caudate nucleus, 23% in the putamen, and 10% in
the VST using [11C]-PE2I with listmode reconstruc-
tion and PSF modeling has been reported (Sureau
et al, 2008). In a study including one human subject
imaged with [11C]-raclopride B10% higher BPND
estimates in the caudate nucleus and 6% higher in
the putamen were obtained (Varrone et al, 2009). In
a study using [11C]-flumazenil in five subjects no
noticeably higher distribution volume estimates with
PSF as compared with non-PSF reconstruction were
obtained (Mourik et al, 2010). The authors concluded
that the improvement obtained through the usage of
PSF reconstruction is tracer dependent. In this study,
we obtained B10% increase in the BPND estimates in
the caudate nucleus and putamen and 8% increase in
the VST, which are in good agreement with an earlier
report (Varrone et al, 2009). Moreover, we obtained
B 7% lower BPND estimate in the lateral thalamus,
and <2% increase in the medial thalamus, which
would suggest that the PSF reconstruction alleviates
the spill-in effect as well. In this study, our main
objective was to evaluate the methods with regard to
measurement reproducibility. Although PSF recon-
struction provided BPND estimates that should be less
contaminated by the PVE, its VAR values and,
consequently, the ICC values were somewhat inferior
to the non-PSF reconstruction. In the thalamus and
VST, the VAR and ICC values were identical between
the PSF and the non-PSF reconstructions.
As the line-of-response (LOR) of the HRRT is
significantly thinner as compared with conventional
scanners, the counting statistics rather than the spatial
resolution becomes a limiting factor in the quantitative
HRRT studies. In this report, we conclude that the
statistical reconstruction of the HRRT is vulnerable to
bias in low count statistics, but also, that the PSF
reconstruction rather increases than decreases the VAR
values. However, the PSF reconstruction was recently
evaluated with regard to count statistics (Walker et al,
2009) and it was found to be less vulnerable to low
count statistics bias. In this study, we did not evaluate
the PSF reconstruction with regard to count statistics,
but we observed that both the increment of count
statistics and the inclusion of the resolution model in
the reconstruction increase the contrast of the images.
In addition, the preceding evaluation using list mode
reconstruction and the resolution model (Planeta-
Wilson et al, 2008) supports the usage of PSF
reconstruction in the low statistics HRRT studies.
Conclusions
This study showed that the use of single bolus
[11C]raclopride and the high-resolution research
scanner HRRT results in good reproducibility of
quantification of D2 receptor binding. The use of the
HRRT scanner increased the signal from the striatum
and the thalamus and resulted in higher BPND values
compared with previous studies using scanners with
lower resolution. The good test–retest reproducibil-
ity of the quantification of the VST is encouraging
and shows the feasibility of the use of the HRRT in
studying the dopaminergic system in small brain
regions. Our results show that [11C]raclopride BP has
good reproducibility even when using a high-resolu-
tion scanner that allows analysis of small brain
structures.
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 Abstract– Choice of the PET scanner and image 
reconstruction parameters have significant impact in quantitative 
positron-emission tomography (PET). Hoffman phantom is 
probably the most widely used test object for assessing this 
impact in brain PET studies. In high-resolution PET, however, 
it’s usability is questionable due to lesser partial-volume effect. 
Futhermore, Hoffman phantom is cylindrical and does not offer 
realistic attenuation effect for the skull. In the current work we 
used a novel brain phantom that was produced using a 3D-
printer, and provides realistic head contour and skull attenuation 
effect. We scanned the phantom with latest generation whole-
body PET/MR (Philips Ingenuity TF) and PET/CT (GE 
Discovery 690) scanners and in a brain dedicated high-resolution 
scanner (Siemens HRRT) to evaluate it’s usability for intra- and 
inter-scanner comparisons with regard to PET brain imaging.  
In all scanners reconstruction algorithm choice and number of 
iterations had significant impact on anatomical gray matter ROI 
values. As compared to the HRRT, whole-body scanners showed 
3% to 15% (Philips Ingenuity TF) and 0% to 5% (GE D690) 
negative biases in gray matter ROIs, when iterative 
reconstruction with high number of iterations but without 
resolution modeling was used. Whereas, low number of iterations 
in Philips Ingenuity yielded negative biases of 7% to 19%, but 
inclusion of resolution modeling in GE D690 yielded 19% to 7% 
higher values. In the HRRT count statistics related negative bias 
of up to 6% was seen, when iterative reconstruction without 
resolution modeling was used.  
We conclude that the new three-dimensional brain phantom is 
suitable for assessing the impact of reconstruction parameters 
both within and between scanners. However, the lack of ground 
truth values hampers the interpretation of the results, and 
furthermore, the small differences we saw between whole-body 
and brain-dedicated scanners might be due to limited resolution 
of the 3D-printing.  
I. INTRODUCTION 
MAGE  reconstruction parameters, such as attenuation and 
scatter correction methods and reconstruction algorithm have 
significant impact on the quantification of PET images. This 
impact is typically assessed using mathematical or real test 
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objects. Hoffman phantom is probably the most widely used 
test object in PET brain studies, due to it’s advantageous 
features. Hoffman phantom consists of over fifty, three 
millimeter thick axial slices that cover a human brain. Each 
slice is carved open where there should be gray matter and to 
one-fourth of total thickness where there should be white 
matter, yielding a 4:1 ratio between gray and white matter 
activity concentrations. Due to axial partial-volume effect 
(PVE) the resulting PET images seem continuos. High-
resolution PET scanners, such as Siemens HRRT however 
have better axial resolution than three millimeters, hence 
producing visible slices in images. In Hoffman phantom slices 
are packed in a cylinder which does not correspond to the real 
head contour, and furthermore, the skull attenuation effect is 
missing. In the current work we used a recently developed 
brain phantom that was build from a three-dimensional (3D) 
model of the brain gray matter, skull and trachea using a 3D 
printer [1]. The gray matter compartment was designed to be 
filled with positron-emitting isotope in water solution and the 
skull compartment with a bone-equivalent solution of 
K2HPO4, and trachea was left empty (air). Our aim was to 
evaluate the usability of this novel phantom in high resolution 
PET for intra- and inter-scanner comparisons. Hence, we 
scanned the phantom with latest generation whole-body 
PET/MR (Philips Ingenuity TF) and PET/CT (GE Discovery 
690) scanners and in a brain dedicated high-resolution scanner 
(Siemens HRRT). Measurements were collected in listmode 
format allowing us to generate histograms with varying count 
statistics retrospectively. Various different reconstruction 
protocols were applied for each scanner and results were 
compared within and between scanners, using quantitative 
ROI-based analysis and visual assessment. 
II. MATERIALS AND METHODS 
A. Phantom design and construction 
Phantom was designed and constructed in professor 
Hidehiro Iida’s lab in National Cerebral and Cardiovascular 
Center Research Institute, Japan. A full report of the phantom 
construction and initial experiments can be found in [1]. In 
short, the phantom design is based on T1-weighted MR-
images of a 26-year-old Japanese male volunteer, that were 
segmented for different brain tissues. Skull, trachea and gray 
matter compartments were modeled using computer-aided-
design (CAD), and the CAD model was realized using laser-
modeling technique (3D-printing). The skull and gray matter 
I
 compartments were designed so that they can be entirely filled 
from one opening each. The skull compartment is to be filled 
with bone-equivalent solution of K2HPO4, and the gray matter 
compartment with radioisotope in water solution. White 
matter, CSF, scalp and other tissue types were not modeled 
separately, thus they were all made of photo-curable polymer 
used in laser-modeling. Fig. 1 shows a transaxial slice of an X-
ray CT scan of the phantom. 
 
 
Fig. 1.  Transaxial slice of an X-ray CT scan of the phantom at the level of 
basal ganglio. Skull compartment appears bright in the X-ray scan due to high 
density as compared to water or photocurable polymer.  
B. Phantom measurements 
The gray matter compartment was filled with 18F-FDG in 550 
mL water solution, and the skull compartment with K2HPO4 
solution. The phantom was scanned for 15 to 20 minutes in 
Philips Ingenuity TF PET/MR (henceforth PhITF), in Siemens 
HRRT and finally in GE Discovery 690 PET/CT (henceforth 
GED690) with initial activities of 82, 69 and 48 MBq, 
respectively. All emission acquisitions were made in listmode 
format, and histograms from whole scan duration and from 
frames of 24 to 47 seconds were generated retrospectively. 
Short duration replicates were made to mimic dynamic 
scanning conditions, and the frame lengths were chosen 
according to noise-equivalent counts (NEC) (see [2] for 
formula) when available. Count statistics are summarizes in 
Table 1. In PhITF and GED690 the time-of-flight (ToF) 
information was collected. Attenuation correction 
measurements were made using MR (PhITF), CT (GED690) 
and 137Cs point-source (HRRT).  
 
TABLE I. COUNT STATISTICS 
 
Scanner Act (MBq) Total NEC NEC/frame Frames 
PhITF 81.7 2.1 x 108 changing  35 x 24 sec. 
HRRT 69.4 2.3 x 108 8.1 x 106  41 – 44 sec. 
GED690 47.8 6.1 x 108 1.2 x 107  42 – 47 sec. 
C. Image reconstructions 
PhITF images were reconstructed using MR-based 
attenuation correction that does not account for different tissue 
types, but incorporates the bed and coil effects to the 
attenuation map. ToF information was not applied in the 
image reconstruction. Reconstructions of high and low 
counting statistics data were made with iterative RAMLA 
algorithm using 2 to 30 iterations. The blob parameters were 
α=6.3716, blob-radius=2.8 and blob-increment=2.0375, based 
on the default brain protocol. Reconstructed image volume 
contained cubic 8 mm3 voxels in 128 x 128 x 90 grid. 
HRRT images were reconstructed using transmission based 
attenuation correction that was segmented into air, bone and 
other tissue, where other tissue class was close to the µ-value 
of water. Reconstructions of high and low count statistics data 
were made with iterative OSEM algorithm with (PSF-OP-
OSEM) and without resolution modeling (OP-OSEM) using 1 
to 50 iterations (1 to 15 in low statistics), and with analytical 
3DRP algorithm after bi-cubic transradial gap-filling [3]. 
Reconstructed image volume contained cubic 1.8 mm3 voxels 
in 256 x 256 x 207 grid. 
GED690 images were reconstructed using CT-based 
attenuation correction. Reconstructions of high and low count 
statistics data were made with iterative OSEM algorithm with 
(PSF-OSEM) and without resolution modeling (OSEM) using 
2 to 30 iterations, and with analytical 2D-FBP after Fourier-
rebinning (FORE-2D-FBP). ToF information was not applied 
in the image reconstruction. Reconstructed image volume 
contained 1.4 x 1.4 x 3.3 = 6.5 mm3 voxels in 256 x 256 x 47 
grid. 
D. Image registrations and regions-of-interest delineation 
All images were registered and resliced to a representative 
HRRT image using rigid image registration algorithm in 
SPM8 (Wellcome institute, London, UK). ROIs were 
delineated on anatomically bound regions in Carimas 2.7 
(Turku PET Centre, Turku, Finland) using a CT-image as 
reference. Cortical regions in ascending order of volume were 
orbitofrontal, temporal, cingulate, parieto-occipital, medial 
frontal, cerebellar and lateral frontal cortex, whereas basal 
ganglio was the only subcortical region. Volumes of cortical 
ROIs were 8 cm3 to 97 cm3, and the volume of basal ganglio 
ROI was 17 cm3. To account for differences in activity 
concentrations between scanners and between high and low 
count statistics each image was divided by the sum of total 
counts in the image prior to voxel-level or ROI analysis 
E. Measures 
Intra-scanner comparisons included asymmetry indices (AI) 
between hemispheres, between anterior and posterior, and 
between superior and inferior regions, as in 
AI=100%(ROIx/ROIy-1), and convergence assessments of 
iterative reconstructions. Between scanner comparisons were 
made for varying count statistics using analytically 
reconstructed high count statistics HRRT image as reference. 
The intrinsic partial-volume effect (PVE) related to the 
imaging device and reconstruction method was assessed from 
native, non-post-smoothed data. Furthermore, post-smoothing 
using a 3D Gaussian kernel corresponding to the intrinsic 
resolution of each scanner was applied. Thus, for the HRRT 
we applied a kernel size of 2.5 mm x 2.5 mm x 2.5 mm 
 FWHM, and for the GED690 and PhITF a kernel size of 5 mm 
x 5 mm x 5mm FWHM was applied. 
III. RESULTS 
A. Image quality 
Fig. 2 shows representative images from the three scanners. 
Transaxial slices shown in Fig. 2 were extracted from 3D 
images reconstructed from the high count statistics data (rows 
1 and 4), from the low count statistics data (rows 2 and 5), and 
standard deviation maps were generated from the low count 
statistics replicates (rows 3 and 6). Standard deviation images 
are not directly comparable, since different NEC levels were 
generated in different scanners. However, within scanner 
comparison between reconstruction methods is possible. Color 
scale in rows 1, 2, 4 and 5 was between 0 and 0.04, and in the 
rows 3 and 6 between 0 and 0.02. Rows 1 to 3 represent the 
native image resolution and rows 4 to 6 images that were post-
smoothed with 3D Gaussian filter corresponding to intrinsic 
resolution of each scanner.  
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Fig. 2: Transaxial slices at the level of basal ganglio. Same color scale was used within each row. Rows 1 and 4: high count statistics images. Rows 2 and 5: low 
count statistics images. Rows 3 and 6: standard deviation images from low count statistics replicates. Rows 1 to 3 represent data from native non-smoothed 
images, and rows 4 to 6 images after post-smoothing with a scanner resolution matched 3D Gaussian filter. Colums represent different scanners and 
reconstruction settings as follow: A=HRRT, Bicubic gap-filling and 3DRP; B=HRRT, OP-OSEM, 10 it. 16 ss.; C=HRRT, PSF-OP-OSEM, 12 it., 16 ss.; 
D=GED690, FORE and FBP; E=GED690, OSEM, 7 it., 24 ss.; F=GED690, PSF-OSEM, 30 it., 24 ss.; G=PhITF, RAMLA, 5 it., default blob; H=PhITF, 
RAMLA, 30 it., default blob 
 A. Convergence of iterative reconstruction 
Figures 3, 4 and 5 show the convergence curves for iterative 
reconstructions in  PhITF, GED690 and HRRT, respectively. 
Convergence was studied both in high and low count statistics. 
Low count statistics data are shown as mean±s.d. difference 
over the replicates. For the GED690 and HRRT analytical 
reconstruction was used as reference, whereas, PhITF 
reconstructions were compared to high iteration iterative 
reconstruction, since analytical reconstruction was not readily 
available. 
Fig. 3 shows the convergence curves for the PhITF 
RAMLA iterations. After five iterations there was negligible 
change in the image estimate, as measured by ROI mean. 
Furthermore, there was no significant difference in the 
convergence speed between high and low count statistics.  
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Fig. 3: Convergence of iterative RAMLA reconstruction in PhITF. Default 
blob parameters for brain studies were used. Solid lines represent high count 
statistics, and the dashed lines with the errorbars show the mean±s.d. 
difference in low count statistics reconstructions. 
 
Fig. 4 shows the convergence curves for the GED690 
reconstructions. GED690 VuePoint iterative reconstruction 
yielded overall higher mean ROI values than the 
corresponding analytical reconstruction, likely due to filtering 
applied in the FORE-FBP algorithm. There was no significant 
difference in the convergence between high and low count 
statistics, although, low count statistics yielded systematically 
lower ROI mean values than high count statistics. After seven 
iterations there was negligible change in the image estimates 
when regular OSEM algorithm was used. Inclusion of 
resolution modeling (PSF-OSEM) in the reconstruction 
yielded significantly higher ROI mean values as compared to 
analytical reconstruction in low iteration numbers (7% to 
13%), and up to 15% to 23% higher values at high iteration 
numbers. There was no plateau in the convergence curve after 
30 iterations. 
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Fig. 4: Convergence of iterative OSEM (Top) and PSF-OSEM (Bottom) 
reconstruction in the GED690. VuePoint algorithm with 24 subsets was used. 
Solid lines represent high count statistics, and the dashed lines with the 
errorbars show the mean±s.d. difference in low count statistics 
reconstructions. 
 
Fig. 5 shows the convergence curves for the HRRT OP-
OSEM (top) and PSF-OP-OSEM (bottom) iterations. There 
was good agreement between OP-OSEM and analytical 
reconstruction after eight to ten iterations with regard to high 
count statistics data, whereas, low count statistics data 
converged much more quickly to a level that was lower than 
that from high statistics. Inclusion of resolution modeling 
(PSF-OP-OSEM) in the reconstruction yielded good 
agreement in the low iteration numbers (5% to 7% difference 
at iteration 12) whereas high iterations yielded 7% to 11% 
overshoots as compared to analytical reconstruction. There 
was no plateau in the convergence curves after 50 iterations, 
but the behaviour in low count statistics was similar with high 
count statistics data. 
In all scanners the low count statistics data yielded 
systematically lower mean values than the corresponding high 
count statistics reconstructions. In the PhITF the difference 
was between 0.8% to 1.8% using RAMLA, in the GED690 the 
difference was between 0.8% to 1.5% using OSEM and 
between 0.5% to 1% using PSF-OSEM and in the HRRT the 
difference was between 1.5% to 6% using OP-OSEM and 
between 0.5% to 1% using PSF-OP-OSEM. 
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Fig. 5: Convergence of iterative OP-OSEM (Top) and PSF-OP-OSEM 
(Bottom) reconstruction in the HRRT scanner. 16 subsets was used. Solid 
lines show the difference between iterations when high statistics emission data 
was reconstructed, whereas, the dashed lines with the errorbars show the 
mean±s.d. difference between iterations in low count statistics 
reconstructions. 
A. Asymmetry indices 
Fig. 6 shows asymmetry indices between hemispheres, 
between front and back and between top and bottom for 
chosen reconstructions. Hemispheric asymmetries and 
asymmetries between front and back were in the range of -7% 
to 6%, whereas asymmetries between top and bottom were in 
the range of 3% to 23%. Asymmetries in high and low count 
statistics reconstruction were identical (data not shown). 
B. Image bias relative to HRRT analytical reconstruction 
Since the lack of ground truth values, image bias in the 
anatomical ROIs was evaluated with regard to HRRT 
analytical reconstruction. Fig. 7 shows the regional biases for 
chosen reconstructions. For native data, PhITF yielded 4% to 
14% lower values, in both high and low count statistics, 
whereas HRRT OP-OSEM yielded slightly higher values in 
high statistics and lower in low statistics, but PSF-OP-OSEM 
values were 8% to 15% higher in either statistics. For native 
data, GED690 analytical reconstruction yielded 3% to 10% 
lower values, whereas range of difference for OSEM values 
was -4% to 3%. GED690 PSF-OSEM yielded highest values, 
with relative difference in the range of 9% to 25%.   
After post-smoothing with a 3D gaussian filter all 
differences were in the range of -20% to 10%, with largest 
absolute difference (20%) in the temporal cortex with PhITF. 
Largest change was seen in the GED690 PSF-OSEM 
reconstruction, where the overshoots of 9% to 25% were 
changed to 2% to -5% difference to HRRT, which means good 
agreement. However, the overshoots seen in the HRRT PSF-
OP-OSEM were not removed by post-smoothing. 
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Fig. 6: Assessment of image homogeneity. Asymmetry index indicates the 
inhomogeneity between hemispheres, between superior/inferior and between 
anterior/posterior regions. All images were reconstructed from full count 
statistics emission data   
IV. DISCUSSION AND CONCLUSIONS 
In the current study we used a new brain phantom to assess 
the impact of scanner and reconstruction method choice to the 
image quantification. To our knowledge this was the first time 
this phantom was scanned in high-resolution PET. We 
generated a database of images from three PET scanners and 
using various reconstruction parameters. Images in the 
database were matched for direct comparisons within and 
between scanners.  
We measured convergence of iterative reconstruction 
methods and showed that inclusion of PSF model can change 
the convergence behaviour. In the GED690 we saw still 
significant increase in the mean ROI values after 30 iterations, 
which can be considered as high iteration number. Similar 
behaviour was seen in the HRRT when PSF model was 
included, although, the slope of the convergence curve was 
probably lower. On the other hand, inclusion of the PSF model 
in the HRRT reconstruction was beneficial for the 
convergence in low count statistics, as has been shown before 
[4]. We have shown before in a phantom study that the OP-
OSEM reconstruction suffers from negative bias in low count 
statistics in regions with high contrast to background [2]. In 
the current study we also found small negative biases, which 
can be appreciated from Fig. 5 (top) – as compared to high 
statistics, convergence  
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Fig. 7: Regional image bias relative to HRRT analytical reconstruction 
(Bicubic gap-filling + 3DRP). Top: biases in high counting statistics data and 
native spatial resolution. Middle: biases in low counting statistics data and 
native spatial resolution, bars represent the mean relative difference and 
errorbars the ±s.d. of the relative difference. Bottom: biases in high count 
statistics data after post-smoothing.  
in low count statistics stops in a much earlier point, which 
results in underestimation of high values. It has been 
suggested (personal communication with Y. Jian and R. 
Carson, Yale University, US) that the convergence problem 
might be due to zero valued pixels at some image update in 
low count statistics and high number of subsets (c.f. [6]). 
Regularized-, or PSF-(OS)EM algorithms don’t suffer from 
zero-voxel problem, since covariance of neighboring voxels 
quarantees positiveness. Further experiments using less 
subsets in OP-OSEM reconstruction in the HRRT will be 
made. Benefit of non-PSF reconstruction in the HRRT – if low 
count statistics bias can be avoided – would be better image 
homogeneity in high iteration numbers. Fig. 6 shows that PSF 
reconstruction converges in different values depending on the 
region, resulting in up to 5% difference between cerebellar 
cortex and basal ganglio, whereas non-PSF reconstruction was 
within 1%.  
Overshoot behaviour of the PSF reconstruction was most 
evident in the GED690 where up to 9% difference was seen 
between cerebellar cortex and basal ganglio. As compared to 
the ROI values from the analytical HRRT reconstruction, 
region dependent overshoots of 10% to 25% were seen at 30 
iterations of GE690 PSF reconstruction. These large 
overshoots are likely due to so-called edge artefacts that are 
typically seen in PSF reconstructed images (see  Fig. 2 column 
F). A method of sieves that applies a post-smoothing filter of 
the same FWHM as was used in the PSF reconstruction has 
been proposed to remove the edge artefact [5]. Therefore, we 
post-smoothed all images with the corresponding 3D Gaussian 
filters and re-calculated the regional biases. The overshoots in 
the GED690 PSF reconstruction changed to -5% to 1% 
differences as compared to analytical HRRT reconstruction, 
whereas overshoots in the HRRT PSF reconstruction remained 
after post-smoothing (see Fig. 7 bottom). 
Largest biases, as compared to the HRRT, were seen in the 
PhITF images regardless of count statistics or number of 
iterations in RAMLA reconstruction. The blob based RAMLA 
reconstruction parameters provided by the vendor are probably 
optimized for diagnostic use, where certain image smoothness 
is beneficial. However, in research use where quantitative 
values are the main interest PVE should be minimized. In the 
future study we will experiment with different blob parameter 
combinations to find optimal settings with regard to image 
contrast and noise. Furthermore, the image bias was region 
dependent so that the medial regions suffered from less bias 
than lateral and inferior regions. Largest bias was seen in the 
temporal cortex which in this phantom was surrounded by the 
skull compartment. The current reconstruction scheme in 
PhITF does not incorporate the skull attenuation in the 
attenuation correction, which might partly explain the large 
biases. The attenuation correction effect is elaborated in [7]. 
We conclude that the new anthropomorphic brain phantom 
is very usefull for image quality and quantitative assessments. 
Albeit the lack of ground truth values relative comparisons can 
give us important insight to the scanner performance and 
impact of image reconstruction parameters. Advantages of this 
new phantom are realistic head contour and attenuation effect 
from the skull. As compared to real human scans we can also 
quarantee immobilization of the head and stationary 
 distribution of the activity, thus providing us a high count 
statistic reference image. Inclusion of background activity 
within the white matter compartment would be a major 
improvement in the phantom design, but has proven 
complicated due to limitations of 3D printing. In the future 
work we seek to find improvements in the phantom design, 
and meanwhile do further experiments with the current 
phantom as was discussed above.  
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Comparison of manual and automatic techniques for
substriatal segmentation in 11C-raclopride high-resolution
PET studies
Jarkko Johanssona,d, Kati Alakurttia,b, Juho Joutsac,d, Jussi Tohkag,h,
Ulla Ruotsalainene,f and Juha O. Rinnea,c
Background The striatum is the primary target in regional
11C-raclopride-PET studies, and despite its small volume, it
contains several functional and anatomical subregions. The
outcome of the quantitative dopamine receptor study using
11C-raclopride-PET depends heavily on the quality of the
region-of-interest (ROI) definition of these subregions. The
aim of this study was to evaluate subregional analysis
techniques because new approaches have emerged, but
have not yet been compared directly.
Materials and methods In this paper, we compared
manual ROI delineation with several automatic methods.
The automatic methods used either direct clustering of the
PET image or individualization of chosen brain atlases on
the basis of MRI or PET image normalization. State-of-the-
art normalization methods and atlases were applied,
including those provided in the FreeSurfer, Statistical
Parametric Mapping8, and FSL software packages.
Evaluation of the automatic methods was based on voxel-
wise congruity with the manual delineations and the
test–retest variability and reliability of the outcome
measures using data from seven healthy male participants
who were scanned twice with 11C-raclopride-PET on the
same day.
Results The results show that both manual and automatic
methods can be used to define striatal subregions.
Although most of the methods performed well with respect
to the test–retest variability and reliability of binding
potential, the smallest average test–retest variability and
SEM were obtained using a connectivity-based atlas and
PET normalization (test–retest variability= 4.5%,
SEM=0.17).
Conclusion The current state-of-the-art automatic ROI
methods can be considered good alternatives for subjective
and laborious manual segmentation in 11C-raclopride-PET
studies. Nucl Med Commun 00:000–000 Copyright © 2016
Wolters Kluwer Health, Inc. All rights reserved.
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Introduction
PET with 11C-raclopride provides a widely validated
method for assessing baseline levels of dopamine (DA)
type 2 receptor (DA2R) availability [1] as well as DA2R
occupancy induced by either pharmacological [2] or
nonpharmacological [3,4] stimuli. In humans, the DA2R
are most abundant in the striatum, where they act as
modulators of various functions, such as locomotion, and
reward system, as well as many high-order cognitive
functions such as working memory [5]. The reward sys-
tem is considered to be linked to addictive behaviors
such as substance abuse [6] and pathological gambling
[7], and thereby linked to dopaminergic signaling. Thus,
11C-raclopride-PET can be used in the research of
numerous facets of human behavior and cognition in
health and in disease (see Egerton et al. [4] for review). As
a downside, methodological caveats such as erroneous
region-of-interest (ROI) delineation can significantly
hamper the reliability and sensitivity of 11C-raclopride-
PET because of the small size of striatal substructures
relative to the spatial resolution of PET. In the current
work, we tackled the ROI-delineation issue through
investigation of numerous ROI-delineation techniques in
the analysis of high-resolution 11C-raclopride-PET.
Inaccuracies in ROI delineation can hamper the sensi-
tivity of the PET assessment, and in the worst case,
generate biased inferences (cf. [4]). In a PET assessment
of specific receptor binding, decreased sensitivity can be
because of oversized ROIs compared with the receptor
population or because of intrapatient or interpatient
mismatches in region definitions. Oversized ROIs can
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yield exaggerated partial-volume effect (PVE), resulting
in underestimated PET radioactivity, whereas direct
PET-based segmentation can in the worst case result in
biased outcome (cf. [4]). Furthermore, inaccuracies in the
ROI border placement between adjacent regions can
result in attenuated stimulus response in a single
assessment or decreased statistical power in a group-level
assessment because of additional methodological varia-
bility between patients.
The concept of substriatal ROI-delineation that is based
on functional rather than structural territories was first
introduced by Mawlawi et al. [8] and later reviewed and
validated by Martinez et al. [9] using D-amphetamine-
induced striatal activation. Martinez et al. [9] defined
functional territories on the basis of experimental animal
studies that included three striatal subregions: the limbic
striatum (LSTR), involved in drive and motivation; the
associative striatum (ASTR), involved in cognition; and
the sensorimotor striatum (SMST), involved in locomo-
tion. Furthermore, they showed significant differences in
the response to amphetamine-stimulus between the
subregions using 11C-raclopride-PET. The concept of
functional subdivision is nowadays established and the
ROI delineations are mostly generated by hand using the
guidelines of Mawlawi and colleagues, Martinez and
colleagues. More recently, Tziortzi et al. [10] have refined
the guidelines of Mawlawi and colleagues in the light of
current understanding of the striatal functional organiza-
tion in humans. Nevertheless, manual ROI delineation
inevitably contains a subjective component that hampers
the reproducibility of 11C-raclopride-PET analysis. Thus,
automated methods are called upon that provide precise
and repeatable striatal ROI delineation.
The automated or operator-independent methods for
striatal ROI-delineation can be based on (a) individuali-
zation of a ROI set defined in a standard space through
image deformation (see Del Campo et al. [11] for review);
(b) by direct automatic clustering of the PET image
([12]); or (c) individual measurement of corticostriatal
connectivity as suggested by Tziortzi et al. [13]. In the
current work, we examined the approaches that did not
require diffusion tensor imaging measurements. The first
approach based on the individualization of a template
ROI set has been implemented successfully using con-
ventional PET scanning (see Del Campo et al. [11] for
review). In the study by Del Campo et al. [11], a prob-
abilistic atlas was generated on the basis of manual ROI
delineations and subsequently individualized using
nonrigid transformations. Their conclusion was that an
automated method based on a probabilistic atlas can
provide an accurate and efficient alternative to manual
ROI drawing. The second approach using direct PET
image clustering has been implemented previously for
high-resolution PET data (see Farinha et al. [14] for
validation). In the study by Farinha et al. [14], the direct
PET image clustering was used to generate five striatal
subregions in both striata instead of three for the
first time.
The primary aim of the current study was to explore the
characteristics of various ROI-delineation methods used
in the analysis of high-resolution 11C-raclopride-PET as
new methodologies have emerged, but have not yet been
evaluated. 11C-raclopride-PET has widespread usage and
recent investigations suggest the benefit of connectivity-
based (CB) ROI methods over the structure-based
manual ROI delineation [13]. In particular, the poten-
tial advantage of high-resolution PET is not fully
exploited if the ROI methods are inaccurate. We
approached the ROI-method optimization task through
evaluation of the current state-of-the-art ROI delineation
methods with respect to their test–retest characteristics.
A test–retest data set of seven healthy male participants
scanned twice (during the same day) with the high-
resolution research tomography (HRRT) was collected
previously to investigate the short-term repeatability and
reliability of the 11C-raclopride assessment in high reso-
lution and at resting state [15]. The ultimate aim of the
test–retest setup is to substitute testing against an
unknown ground truth in methodological testing, and it
has therefore been recommended for methodological
comparison studies (see Weir [16] for review). The
repeated scans under the presumably same condition
enable estimation of method-wise bias as well as relia-
bility through analysis of variance. It was shown in our
previous report [15] that the binding potentials (BPs)
within the manually delineated structure-based (SB)
ROIs (on the basis of rules by Martinez and colleagues)
were not biased, crossing the trials for the current data
set; thus, it is reasonable to expect nonbiased estimates
using any of the tested methods. Furthermore, the
test–retest setup can be used to estimate the dissection
between the inherent, true variation between patients
from that because of methodological imprecision.
Methods
Overview
The primary objective of the current work was to com-
pare the striatal ROI delineation approaches in the ana-
lysis of high-resolution 11C-raclopride-PET data to
provide practicable guidelines for realistic imaging con-
ditions. Analysis of the 11C-raclopride-PET data most
commonly uses the SRTM [17] with the cerebellar cortex
as the reference region to obtain the BPND (see Innis
et al. [18] for nomenclature) estimates; thus, the SRTM-
BPND was considered the primary parameter of interest
in the test–retest evaluations.
Participants
The current study reuses human 11C-raclopride-PET
measurements acquired originally for a different purpose
as reported in [15]. The original study protocol was
approved by the Ethics Committee of the Hospital
2 Nuclear Medicine Communications 2016, Vol 00 No 00
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District of Southwestern Finland. The study participants
were provided written information on all of the relevant
issues involved in the study. Written consent, not limited
for single usage of the data, was obtained from each
participant. The study was carried out according to the
Declaration of Helsinki.
All of the participants were right handed and non-
smokers. The age, height, and weight of the participants
were 24.5 ± 3.5 years, 185.5 ± 12.5 cm, and 74 ± 14 kg,
respectively (mean ±SD). To exclude any structural
brain abnormalities and obtain anatomical references, all
participants underwent 1.5 T MRI. Each participant
underwent two 11C-raclopride-PET scans in a resting
condition on the same day between 10 : 00 a.m. and 6 : 00
p.m., the tracer injections being at least 2.5 h apart.
The BPs of these participants have been reported pre-
viously [15]. However, in the current study, the data set
was exploited for the ROI method comparison, rather
than for research of the BP per se. None of the results in
the current study are identical to the previously reported
results because of small differences in the data pre-
processing and manual ROI delineation. However, there
was a strong correlation between the results from these
two studies (data not shown) and the current results
should not be considered as individual observations in a
meta-analysis.
MRI
The MRI was performed using a 1.5 T MRI system
(Gyroscan Intera CV Nova Dual; Philips Medical
Systems, Best, the Netherlands) with a SENSE head
coil. Transversal T1-FFE three dimensional (3D) images
were acquired with isotropic 1 mm voxel size, repetition
time 25 ms, echo time 4.6 ms, and flip angle 30°. Parallel
imaging was used with factor 2.
PET imaging
The 11C-raclopride preparation and PET imaging have
been described previously [15]. PET measurements
were performed using the HRRT scanner (Siemens
Medical Solutions, Knoxville, Tennessee, USA), a brain-
dedicated high-resolution PET research tomograph. The
HRRT system is a dual-crystal-layer scanner capable of
depth-of-interaction measurement of the coincidence
photons. The intrinsic resolution of the HRRT system is
∼ 2.5 mm, whereas the measured spatial resolution [full-
width-at-half-maximum (FWHM), of a point-source]
varies between 2.5 and 3.5 mm within a field-of-view
covering most of the brain [19]. In the current work, a
transmission scan was acquired before an 11C-raclopride
injection for attenuation-map calculation. PET scanning
in listmode was initiated at the time of tracer injection
and continued until 55 min from injection time. A
dynamic series was generated from the listmode data
using the following frame sequence: 2× 0.5, 9× 1, 3× 2,
3× 3, and 6× 5 min. Image reconstructions were
performed using the ordinary-Poisson ordered-subsets
expectation maximization (OP-OSEM) algorithm [20],
with resolution modeling (RM-OP-OSEM) [21] based
on external measurement of the scanner point-
spread function. The number of iterations in RM-OP-
OSEM reconstruction was 10, whereas the number of
subsets was 16, and the image voxel size was
∼ 1.22× 1.22× 1.22 mm3. Tissue attenuation maps were
reconstructed using the maximum-a-posteriori for trans-
mission data repetition time algorithm with the standard
human brain priors for bone, soft tissue, noise, water, or
air [22]. Scattered events were estimated using the
single-scatter simulation algorithm [23], whereas randoms
were estimated from the block singles using a variance
reduction algorithm [24]. In the RM-OP-OSEM algo-
rithm, the emission data were not precorrected, but the
correction terms were included in the update equation to
avoid bias because of zero truncation of the precorrected
data [20].
Image preprocessing
Image preprocessing steps are shown in a diagram in
Fig. 1. Image preprocessing was performed in Statistical
Parametric Mapping (SPM) software (version 8;
Wellcome Trust Centre for Neuroimaging, London, UK;
http://www.fil.ion.ucl.ac.uk/spm/). First, the SPM8 realign
function was used for correcting the dynamic PET ima-
ging data for misalignments between scans as well as
between frames using the normalized mutual-
information algorithm. The first frame with a decent
signal (frame 5) was chosen as a reference in both ses-
sions. Initially, each frame in both PET sessions was
registered within session (to frame 5 position), followed
by registration of the second PET session data to the first
PET session orientation (frame 5 of session 2 to the
frame 5 of session 1). After the first pass, a mean image of
all frames (from both sessions) was created and each
frame was re-registered to the mean image. The two-pass
procedure was used to minimize misalignment between
PET sessions that might hamper the test–retest char-
acteristics in ROI-based analysis. Registrations were
visually confirmed. The subsequent analyses were car-
ried out on the basis of the assumption that the data from
the two PET sessions were spatially aligned, that is, the
ROI methods that do not directly use PET data were not
repeated for each PET, but the same ROIs were used for
both sessions. The two-pass registration process should
help to protect against any systematic biases in the
registration between the two PET sessions.
Furthermore, an MRI-based procedure was used to
standardize the head posture in PET data. First, the MRI
data were registered with the individual mean PET
image (cf. previous paragraph) using the SPM8 coreg-
function and normalized mutual-information optimiza-
tion. Registrations were confirmed visually. Second, the
MRI data were registered with an MNI152 template
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image using rigid registration (coreg-function). The
coreg-function enabled simultaneous registration of pre-
registered PET data through transformation matrix
manipulation. Both the MRI and the PET data were
resliced into 1.5× 1.5× 1.5 mm voxel size of the MNI152
template image. The rigid registration does not provide
exact spatial matching between individuals, but works as
a means to standardize the orientation of the anterior
commissure – posterior commissure line. Standardization
of the anterior commissure-posterior commissure line
orientation may facilitate the manual ROI delineation as
the structures appear in the same orientation as in the
typical brain atlases, whereas the head posture during
PET imaging can be somewhat tilted.
Nonrigid image deformation procedures
Spatial normalization parameters (deformation fields;
nonrigid mappings) were obtained using the unified
segmentation algorithm in SPM8 [25] and using a com-
bination of the FLIRT and FNIRT functions in FSL5
(FMRIB, Oxford, UK; http://fsl.fmrib.ox.ac.uk/) [26]. First,
the spatial normalization mappings were applied to the
individual mean PET images. After visual inspection, the
FSL-based normalized PET data were found to be
slightly more consistent compared with the SPM-based
data; thus, FSL normalization was chosen for PET-
template image generation. A raclopride-specific tem-
plate image was created from the seven normalized
11C-raclopride mean images as an average. PET-based
image normalization was performed using the SPM8
normalise-function [27] and the novel raclopride-specific
template image as a target. Both the source and the target
image data were presmoothed using a 3D Gaussian filter
with 4 mm (FWHM) kernel size in each direction.
In the current work, the aim of nonrigid spatial matching
was to create an individualizing spatial mapping from the
atlas-defining space to the individual coordinates. Atlas-
based ROI delineation can be achieved through either
mapping the PET data into the atlas-defining space or
mapping the atlas into individual space. In the current
Fig. 1
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Preprocessing methods
Illustration of the data preprocessing and the region-of-interest (ROI) methods. Part (a) shows how the dynamic PET data and the MRI data were
preprocessed to standardize the data for subsequent ROI extraction. First, the PET frames were coregistered to a single reference frame and sum
image of all frames was created, after which all frames were coregistered to the sum image and the sum image was recalculated. Second, the
individual T1-MRI-image was coregistered to the sum image, followed by coregistration to the MNI template. Finally, the dynamic-PET and MRI data
were resliced into MNI-template matrix and voxel size according to the above transformations. Part (b) shows how the ROIs were generated using the
atlas individualization approach. Atlas-based methods used various mappings from standard space (atlas-space) to individual space, and various
atlases (Table 1). Part (c) shows how the ROIs were generated using manual segmentation. Manual segmentation was performed on the MRI + sum-
PET fused image according to anatomical guidelines in coronal slices. The lower panel shows the manually delineated contours in 3D. Part (d) shows
how the ROIs were extracted using automatic segmentation. Automatic PET image clustering proceeded in four steps: (1) striatum extraction, (2)
edge-preserving smoothing, (3) spatial initialization, and (4) k-means clustering. Coreg, coregistered; 3D, three dimensional.
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work, the latter approach was chosen to minimize the
need for interpolation of the PET data, and to more
readily obtain quality assurance of the spatial deforma-
tions through visual inspection of the ROIs in the indi-
vidual space. The inverse deformation (i.e. deformation
from the standard space to the individual space) was
obtained directly in the unified segmentation algorithm
in SPM, whereas the FSL-based deformation fields were
explicitly inversed using the invwarp function of FSL.
The PET-based SPM normalizations were inversed
using the deformations-function and the Inverse-
component in SPM8. The three individualizing map-
pings are hereafter denoted as MRIF, MRIS, and PETS
for MRI-based mappings using FSL and SPM and PET-
based mapping using SPM, respectively.
ROI methods
The manual and automatic ROI methods for substriatal
segmentation examined in this study are summarized in
Table 1 and shown in a diagram in Fig. 1. The methods
examined in the current study had differences in the
naming and definitions of the striatal subregions. To
allow for a comparison between methods, common
regions consisting of the whole STR, the LSTR, the
ASTR, and the SMST were formed as primary targets.
Table 2 summarizes the initial regions and combinations
for each method.
Manual segmentation
Manual segmentation of the striatum was performed by
two operators, one with more experience (MANSEG1)
and other with less experience, but instructed by the first
(MANSEG2). Individual T1-weighted MRI fused to
PET sum image (both sessions together) was used as a
reference. Thus, the ROI delineation was performed
only once by both operators and the same ROIs (within
operator) were used to extract data from both sessions
using coregistered PET images (cf. previous paragraphs).
The anatomical landmarks described by Mawlawi et al.
[8], Martinez et al. [9] were applied in the ROI delinea-
tion and all ROIs were drawn on coronal slices. The PET
sum image was used as additional guidance in the stria-
tum border search to minimize PVE. MANSEG included
five anatomical substructures per hemisphere, which
were combined into the three functional substructures:
the ventral striatum as such formed the LSTR, the pre-
commissural portions of the caudate and putamen formed
the ASTR, and the postcommissural portions of the
caudate and putamen formed the SMST (Table 2).
Atlas-based segmentation
The atlas individualization process is shown in a diagram
in Fig. 1. Three atlases were considered in the atlas-
based striatal segmentation: the probabilistic structural
atlases by Fischl et al. [28] and by Tziortzi et al. [10] and a
connectivity-based atlas by Tziortzi et al. [13]. The latter
two are included in the FSL package (striatum-structural-
2 mm and striatum-con-label-thr50-7sub-2 mm), whereas
the first is a FreeSurfer (Laboratory for Computational
Neuroimaging, Charlestown, Massachusetts, USA; http://
surfer.nmr.mgh.harvard.edu/) built-in atlas. The structural
atlas in FreeSurfer is based on automated labeling of
several brains, whereas the structural FSL atlas was
obtained by directly segmenting the MNI152 template
according to the guidelines in [10]. The SB atlas seg-
mentations yielded caudate, putamen and nucleus
accumbens or ventral striatum ROIs, which were trans-
formed into STR (all regions) and LSTR (nucleus
accumbens or ventral striatum) for comparison (Table 2).
The structural atlases were individualized only within the
host software packages and are denoted as FSSEG for
FreeSurfer and as STRUCTMRIF for FSL.
The CB atlas was generated using diffusion tensor ima-
ging and a tractography technique to find the projection
territories in the striatum that innervate certain cortical
regions [13]. Tziortzi and colleagues used probabilistic
tractography in 12 healthy male volunteers to investigate
the projections between the cortex and the striatum
Table 1 Summary of the manual and automatic ROI methods for the substriatal segmentation examined in this study
Method Source Summary Atlas/guidelines
Manual segmentation (MANSEG1/2) PET+MRI Manual ROI delineation on fused PET+MRI No atlas. Guidelines in (Mawlawi et al.) [8] were applied
Automatic striatum clustering (PETSEG) PET Two-step direct segmentation: No atlas. Initialization of k-means clustering based on
location.
(1) Striatum extraction using MRF
(2) Clustering using k-means
Structure-based atlas individualization with
FreeSurfer (FSSEG)
MRI Atlas-based segmentation provided in
FreeSurfer
Probabilistic structural atlas (Fischl et al.) [28]
Structure-based atlas individualization with FSL
(STRUCTMRIF)
MRI Structural atlas individualization based on
FSL MRI normalization
Segmentation of MNI152 template (Tziortzi et al.) [10]
Connectivity-based atlas individualization/FSL
(CONNMRIF)
MRI Connectivity atlas individualization based on
FSL MRI normalization
DTI tractography analysis between cortical regions and
striatum provided seven substructures (Tziortzi et al.)
[13]
Connectivity-based atlas individualization with
SPM8 and MRI (CONNMRIS)
MRI Connectivity atlas individualization based on
SPM8 MRI normalization
Connectivity atlas individualization with SPM8
and PET (CONNPET)
PET Connectivity atlas individualization based on
SPM8 PET normalization
ROI, region-of-interest; SPM8, Statistical Parametric Mapping.
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yielding CB subdivision of the striatum in each partici-
pant. As a result of the connectivity analysis, Tziortzi and
colleagues generated atlases at different probability
thresholds. For the current study, we chose a seven-
substructure atlas with a 2 mm voxel size that was
obtained at a 50% probability threshold (striatum-con-
label-thr50-7sub-2 mm). The seven substructures were
named on the basis of the cortical regions that they
innervate: limbic, executive, rostral and caudal motor,
parietal, temporal, and occipital. For the CB atlas ROIs,
the motor, parietal, temporal, and occipital components
were combined to form the SMST, whereas the execu-
tive component was considered the ASTR and limbic
was considered the LSRT (Table 2). The connectivity
atlas was individualized using the individualizing
mappings as described above and are denoted as
CONNMRIF, CONNMRIS, and CONNPET for
MRI-FSL, MRI-SPM, and PET-SPM normalizations,
respectively.
Direct PET image segmentation
The principle of the direct PET image segmentation
process is shown in a diagram in Fig. 1. An automatic
PET image clustering algorithm uses the known het-
erogeneity of the DA receptor distribution [29] to find
clusters of distinct 11C-raclopride binding in the striatum.
Similar to the methods of Juslin and Tohka [30] and
Farinha et al. [14], the algorithm consists of two main
steps: (a) initial striatum extraction and (b) weighted
kernel k-means clustering [31]. In the current study, the
initial step was implemented using a Markov random
field (MRF) model-based extraction similar to that of
other authors [30,32] (see Supplementary Document,
Supplemental digital content 1, http://links.lww.com/NMC/
A60, which describes the method MRF-based method),
instead of a possibly more error-prone deformable surface
model approach that we have used in [14]. The benefit of
using MRF-based striatum extraction lies in the inclusion
of the PVE kernel in the image model inspired by MRI
segmentation approaches [32]. Before the clustering step,
the BPND image was smoothed using an edge-preserving
3D Gaussian filter with FWHM= 2.5 mm and the result
of the striatum extraction step as a striatal mask (Fig. 1).
In the second step, the weighted kernel k-means algo-
rithm was applied to partition the connection graph into
five segments using a geometrical division of the striatum
into precommissural and postcommissural caudate and
putamen and ventral striatum as initialization, instead of a
random initialization approach [14]. The automatic PET
image segmentation results are denoted as PETSEG
throughout the report. PETSEG yielded the same sub-
structures as the MANSEG; thus, the same combination
strategy was used to obtain LSTR, ASTR, and SMST
(Table 2).
Pharmacokinetic modeling methods
Pharmacokinetic modeling was performed for ROI
time–activity course (TAC) data using SRTM [17].
SRTM yields a BP of the tracer that is relative to the
nondisplaceable binding as measured in the reference
tissue and is therefore denoted as BPND [18]. The ROI-
TAC modeling was performed using in-house software
fit_srtm, version 3.0.7 for nonlinear SRTM (Turku PET
Centre, Turku, Finland). An atlas-based automated
method for cerebellar ROI generation was chosen for the
reference region TAC extraction. The reference region
method was chosen on the basis of cerebellar distribution
volume test–retest characteristics (see Supplementary
Table, Supplemental digital content 2, http://links.lww.
com/NMC/A61 for cerebellar test–retest characteristics).
Statistical methods
Spatial agreement between MANSEG1 and each of the
segmentation methods was determined at the ROI voxel
Table 2 Initial striatal subregions provided by each method and combinations
Method MANSEG1, MANSEG2, PETSEG FSSEG, STRUCTMRIF CONNMRIF, CONNMRIS, CONNPET
Region
Limbic striatum (LSTR) VST NACC/VST LSTR
Associative striatum (ASTR) CAUA+PUTA – EXE
Sensorimotor striatum (SMST) CAUP+PUTP – CAM+ROM+PAR+TEM+OCC
Caudate (CAU) CAUA+CAUP CAU –
Putamen (PUT) PUTA+PUTP PUT –
Anterior caudate (CAUA) CAUA – –
Posterior caudate (CAUP) CAUP – –
Anterior putamen (PUTA) PUTA – –
Posterior putamen (PUTP) PUTP – –
Ventral striatum (VST) VST VST (FSL) –
Nucleus accumbens (NACC) – NACC (FS) –
Executive cortex area (EXE) – – EXE
Caudal motor cortex area (CAM) – – CAM
Rostral motor cortex area (ROM) – – ROM
Parietal cortex area (PAR) – – PAR
Temporal cortex area (TEM) – – TEM
Occipital cortex area (OCC) – – OCC
CONNMRIF/MRIS/PET, connectivity-based atlas individualized using FSL-MRI, SPM-MRI or SPM-PET image normalization; FSSEG, FreeSurfer segmentation;
MANSEG1/2, manual segmentation PETSEG, automatic PET image clustering; STRUCTMRIF, structural atlas segmentation in FSL.
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set level, that is, the MANSEG1 ROIs were considered
as a reference, although not necessarily ground truth.
The ROI voxel set similarity was measured using the
Jaccard coefficient expressed as the ratio between the
size of the intersection and the size of the union of the
voxel sets:
J A;Bð Þ ¼ j A\B jð Þ=ð j A[B j Þ;
where the Jaccard coefficient takes values between 0 (no
agreement) and 1 (perfect match) and is a widely used
performance measure for evaluating image-segmentation
algorithms.
Furthermore, agreement of the BPs (BPND as obtained
through ROI-TAC SRTM analysis) between MANSEG1
and each of the segmentation methods was determined
using the limits of agreement (LOA), expressed as the
mean of pairwise differences and 95% confidence inter-
val (CI). Moreover, the Pearson’s product–moment
correlation coefficient was calculated between
MANSEG1-BPND and each of the methods to assess the
similarity of the BPND rank order.
The test–retest setting enabled method-independent
estimation of the repeatability and reliability of each
method. That is, instead of choosing one of the possibly
erroneous methods as a reference, each method can be
assessed independently. Therefore, the test–retest set-
ting has been suggested for method comparison studies
(see Weir [16] for review). In the current study, the
test–retest characteristics were considered as the primary
figure of merit in the evaluation of BPND estimates (as
obtained through various ROI delineations) and the
test–retest characteristics were also calculated for the
ROI volumes when applicable. Using MRI-based atlas-
individualization methods, there was only one ROI set
for each individual; thus, no replication characteristics for
ROI volume could be formulated. While using the direct
PET-image segmentation, PET-based atlas individuali-
zation, and MANSEG, there were two independent ROI
sets for each individual and formulation of the ROI
volume test–retest characteristics was possible.
The repeatability of BPND and ROI volume (when
applicable) were calculated using the test–retest varia-
bility (TRV) [16], which relates the difference in the two
measurement outcomes to that of their mean. The per
cent TRV can be expressed as:
TRV %ð Þ ¼ 100% 2 j X1X2 jð Þ= X1þX2ð Þ;
where X1 is the measurement outcome in PET-session 1
and X2 is the measurement outcome in PET-session 2.
The TRV (%) is reported as the mean ±SD over the
seven participants for each method.
A common measure of test–retest reliability is the intra-
class correlation coefficient (ICC), which is based on the
one-way random-effects analysis of variance model,
denoted as ICC(3,2) in Shrout and Fleiss [33]:
ICC ¼ ðMSB MSwÞ½MSBþ k1ð ÞMSw
;
where MSB indicates the between participants and MSw
is the within-participant mean of the sum of squared
differences, and k= 2. It is apparent that ICC is a relative
measure of reliability and depends heavily on the current
samples’ variability. Generally, large between-participant
variability (large MSB) results in ICC closer to one (good
reliability), although the within-participant repeatability
might be poor. In method comparison studies, this fea-
ture of the ICC contains a particular caveat because of the
possibly method-dependent outcome of MSB. That is,
one of the methods can exaggerate the between-
participant variability and thereby wrongly benefit from
that as high ICC. In the current study, the manual
approach embodies a considerable subjective component
that can result in exaggerated between-participant
variability in the ROI delineation; thus, a more robust
measure of reliability is required.
It has been noted that an absolute measure of reliability
would be more appropriate in method comparison studies
[16]. Moreover, an absolute measure would allow for the
calculation of the CI of the minimal detectable change
(single participant). In the current study, the SEM was
applied as an absolute measure of reliability, as expressed
in [16]:
SEM ¼ SDp 1ICCð Þ;
where SD indicates the standard deviation of binding
parameters from all participants. The minimal detectable
change (MD) was calculated on the basis of SEM for a CI
of 95% [16].
MD ¼ SEM1:96p2;
where MD shows how much two measurements of the
same individual must differ from each other to be con-
sidered as a true change; thus, a decrease in MD could be
interpreted as improved sensitivity. MD (%) was calcu-
lated relative to the mean BPND.
The repeatability of the ROI volumes was calculated
when applicable; for instance, PETSEG and CONNPET
were made independently on PET1 and PET2, and
MANSEG was repeated by two operators. Furthermore,
coefficients of variation were calculated from regional
distribution volumes. Descriptive statistics include the
arithmetic mean ±SD and the coefficient of variation
[CoV (%)= 100%S/X] (where X represents the mean
value of X) for binding parameters.
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Results
Agreement of ROI volumes
Figure 2 shows the ROI delineations generated by the
various methods (of the combined regions). There was
reasonable agreement between the methods with respect
to the location of the striatum. However, manual deli-
neation (particularly MANSEG1) yielded systematically
smaller volume for the whole striatum ROI compared
with the automated methods (see Supplementary Figure,
Supplemental digital content 3, http://links.lww.com/NMC/
A62, which shows the method-wise volumes). The
average volume of the whole striatum was 13 cm3 for the
MANSEG1, whereas average volumes generated with
automated methods were in the range of 16–21 cm3.
Direct PET segmentation was associated with smaller
average striatal volumes compared with other automated
methods. A strong negative linear correlation (R=− 0.93;
see Supplementary Figure, Supplemental digital content
4, http://links.lww.com/NMC/A63, which shows the linear
regression lines) existed between the average striatal
volume (by method) and the average BPND (by method).
Variability in the striatal volume between participants
was assessed using CoV (%) as presented in Table 3.
MANSEG and direct PET segmentation yielded larger
between participant variability compared with atlas-
based automated methods, with approximately two-fold
CoV (%) for MANSEG1 compared with that of atlas-
based methods. Furthermore, the within-participant
variability in ROI volumes was calculated when applic-
able [see Table 3 TRV (%) volume]. The interoperator
variability in manual ROI volume was in the range of
16–44% [average TRV (%)], whereas the direct PET
image segmentation showed TRV (%) of 7–17% and the
CB atlas individualization using PET-normalization
(CONNPET) as small as 2–3% [average TRV (%)].
Illustration of the ROI contours in Fig. 2 showed sys-
tematic intermethod differences in the definition of the
LSTR ROIs that resulted in poor spatial agreement as
measured using the Jaccard coefficient and Pearson’s
correlation coefficient (Table 3) relative to the
MANSEG1, whereas the agreement was somewhat bet-
ter in the associative and SMST. In particular, the direct
PET image segmentation and CB atlas methods yielded
large deviation from the SB LSTR ROIs generated either
manually or using atlas individualization.
Agreement of the BPND estimates
Intermethod variability in ROI volumes was manifested
in BPND estimates. As was noted earlier, the average
BPND estimate was strongly associated with the striatal
volume in the whole striatum and also in the associate
striatum, but not in the limbic or SMST (see
Supplementary Figure, Supplemental digital content 4,
http://links.lww.com/NMC/A63, which shows the linear
regression lines). However, Pearson’s correlation coeffi-
cient showed strong intermethod correlation between the
Fig. 2
MANSEG1PETSEGCONNMRIFCONNMRISCONNPETSTRUCTMRIFFSSEG
Approximate contours of the limbic striatum (blue), associative striatum (red), and sensorimotor striatum (black). Columns from left to right represent
coronal, sagittal, and transaxial projections, respectively. Rows from top to bottom represent manual segmentation (MANSEG1), automatic PET
image clustering (PETSEG), connectivity atlas individualization using FSL-MRI (CONNMRIF), SPM8-MRI (CONNMRIS), or SPM8-PET
(CONNPET) normalization, and structural atlas individualization using FSL-MRI (STRUCTMRIF) normalzation or Freesurfer (FSSEG) segmentation
results, respectively. The sagittal and transaxial projections represent combinations from multiple cutting planes to show all structures at once.
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BPND estimates (except for CONNMRIF in SMST, see
Table 3), whereas, the LOA range (Table 3) showed both
negative and positive systematic biases relative to
MANSEG1. Even between MANSEG, significant dif-
ferences were found in the associative and sensorimotor
striata.
Repeatability and reliability of the BPND estimates
Intramethod within-participant variability of the BPND
was smallest using CONNPET [see TRV (%) (BPND) in
Table 3], followed by MANSEG1 and MANSEG2.
However, differences in between-participant variability
(repeatability) were mostly small, whereas that of
PETSEG was somewhat larger. The repeatability of
PETSEG and, subsequently, its reliability was ruined by
a single outlier scan with a markedly lower dose
(3.3MBq/kg compared with the group mean ± SD of
5.6 ± 1.6MBq/kg) in the second scan. Although the out-
lying participant had exceptionally poor-quality PET
data, the sensitivity of PETSEG with respect to noise
must be acknowledged.
Intramethod between-participant variability of the BPND
was smallest using CONNMRIF [see CoV (%) (BPND) in
Table 3], followed by CONNPET. There was up to a
61% increase in CoV (%) between the smallest
(CONNMRIF) and the largest variability (MANSEG1).
However, the large between-participant variability
resulted in high ICC, as expected. The highest ICC was
obtained using MANSEG1, followed by MANSEG2 and
CONNPET. The SEM, however, indicated a different
order in performance – the smallest SEM (best reliability)
was obtained using CONNPET, followed by
CONNMRIF and then MANSEG, although the differ-
ences were not very large. Only PETSEG showed
markedly higher SEM compared with the other methods,
because of one outlier scan with significantly poorer
image quality. The average MD was close to 10%
(smallest using CONNPET; see Table 3), except for
PETSEG (15%).
Test–retest characteristics within the initial subregions
are presented in the Supplementary Table, Supple-
mental digital content 5, http://links.lww.com/NMC/A64.
For the manual delineation and direct PET image seg-
mentation, the five structural striatal subregions showed
mostly similar test–retest characteristics as the combined
functional subregions, except for the posterior caudate,
which showed somewhat poorer performance for
MANSEG1 and PETSEG compared with the combined
regions. For the CB atlas ROIs, the five subregions that
constituted the SMST ROI showed varying test–retest
performance that depended on the ROI size. The largest
subregions (caudal and rostral motor, and parietal)
showed comparable test–retest performance with the
combined regions, whereas the smallest subregions
(occipital and temporal) showed poorer performance.Ta
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Discussion
This study compared several ROI-delineation methods
for high-resolution 11C-raclopride-PET. Manual ROI-
delineation based on rules by Mawlawi et al. [8] and
Martinez et al. [9] can be considered a gold standard
because of its widespread usage. However, the manual
ROI delineation approaches are associated with con-
siderable operator-dependent variability and high cost,
and alternative methods are constantly being developed.
The popularity of automated methods for functional
striatal subdivision has been limited because of the
complexity of the segmentation task. Nevertheless, few
previous studies have shown the feasibility of automated
segmentation within striatum. For the current study, an
atlas-based approach and direct PET image clustering
algorithms were implemented on the basis of promising
results in previous studies [11,14]. In the current study,
the automated methods were not only compared against
the manual ROI delineation as is commonly done, but
the methodological performance was primarily assessed
using the test–retest protocol. The test–retest protocol
has been suggested for method comparison studies (see
Weir [16] for review) for its method-independent per-
formance evaluation. In addition, a secondary analysis
was carried out through a comparison with the manual
ROI method to enable descriptive analysis of the method
performance.
Manual segmentation
For the data presented in this study, the interoperator
variability in manual ROI delineation was considerable,
yielding statistically significant differences between
BPND estimates (Table 3). Although the linear regression
analysis showed good agreement of the BPND estimates,
the LOA range indicated statistically significant inter-
operator differences in the associative and SMST, but not
in the LSTR (Table 3). Interoperator differences may be
attributed to subjective striatum-border search, that is,
the fused PET and MRI data can be interpreted differ-
ently according to operators’ experience and habits. The
rules of Mawlawi and colleagues, Martinez and collea-
gues describe the structural cues only on the basis of
T1W MRI-data, but it has been considered that use of
PET-image fusion as a guideline would help to protect
against unwanted PVE. Apparently, for the data pre-
sented in this study, the more experienced operator
(MANSEG1) was more conservative with respect to the
striatum border placement than the novice operator
(MANSEG2). This was indicated by the systematically
smaller ROI volumes of the experienced operator com-
pared with the beginner (see Supplementary Figure,
Supplemental digital content 3, http://links.lww.com/NMC/
A62, which shows the striatal volumes). Smaller ROIs of
the experienced operator yielded systematically higher
BPND estimates, thus implying lesser PVE contamination
in MANSEG1 ROIs. In principle, lesser PVE con-
tamination is a desirable property, but often PVE-
compensation methods are associated with increased
methodological variation. For the data presented in this
study, the between-participant variability for both the
ROI volume and BPND estimates was highest using
MANSEG1 ROIs, followed by MANSEG2. In the
absence of ground truth data, it cannot be unequivocally
inferred whether the increased variability is because of
true variability between participants that is more accu-
rately measured using smaller ROIs or whether it is more
because of erroneous variability in ROI delineations. As
was discussed before, the commonly used test–retest
reliability measure of ICC strongly favors large variability
between patients, be it erroneous or true variation.
Consequently, the ICC measures for MANSEG were
superior to those using automated methods and superior
using MANSEG1 ROIs compared with using
MANSEG2 ROIs. However, the performance rank order
was rather different according to the SEM, which is an
absolute measure of reliability taking into account the
standard deviation of the BPND estimates, that is, the
between-participant variability. The SEM was marginally
superior using MANSEG2 ROIs and more so using the
atlas-based automatic ROIs in comparison with
MANSEG1. SEM has been suggested for measuring the
reliability instead of ICC as it is less vulnerable to
increased methodological variation (see Weir [16] for
review). Thus, according to the SEM, the more con-
servative border placement of the more experienced
operator may have been associated with increased
methodological variation, albeit the impact of PVE was
likely smaller.
Atlas-based methods
The atlas-based methods showed good overall perfor-
mance; there were no complete failures and general
agreement with manual delineation was reasonable.
Albeit the ROIs did not match exactly with the
MANSEG (see Jaccard and Pearson’s correlation coeffi-
cient in Table 3), the BPND estimates showed a strong
correlation in the linear regression analysis (except for
CONNMRIF in SMST). Thus, for the data presented in
this study, the atlas-based automatic methods could
replicate the between-participant rank order of BPND
estimates of the manual ROI delineation, whereas the
LOA range showed statistically significant differences
between the BPND estimates. In the LSTR, the SB atlas
ROIs showed small underestimation (FSSEG) or no bias
(STRUCTMRIF), whereas the CB atlas ROIs showed
overestimation (CONNMRIF) or nonsignificant bias
(CONNPET) compared with MANSEG1, but in the
associative and sensorimotor striata, the CB atlas ROIs
showed systematic underestimations compared with
MANSEG1. As discussed earlier, differences in the
associative and sensorimotor striata may be mostly
attributed to the ROI size rather than gross differences in
the ROI placement, whereas there was a clear difference
in the LSTR ROI placement between SB and CB ROIs.
10 Nuclear Medicine Communications 2016, Vol 00 No 00
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That is, the placement of LSTR ROI was similar using
manual ROI delineation and SB atlas ROIs, but the CB
atlas ROIs were placed more toward the caudal ventral
putamen and less toward the rostral dorsal caudate (see
Fig. 2 for ROI contours). Thus, a visible difference in the
LSTR ROI placement was shown using the CB atlas
compared with structure-based approaches. The data
presented here cannot be used to make inferences on
whether the SB or the CB approach would yield LSTR
ROIs that better delineate the functional organization.
However, the data presented in this study show the
feasibility of the novel CB atlas in automated ROI ana-
lysis, whereas the analysis carried out by Tziortzi et al.
[13] suggests improved regional selectivity of CB ROIs
over the SB ROIs for measuring the DA response.
Impact of the normalization method in the atlas-based
approach
The data presented in this study suggest flexibility with
respect to the choice of the normalization procedure. In
the current study, we used individual T1W MRI data as
well as PET data to find a mapping from the atlas
defining space to the individual space where the ROIs
were analyzed. The individualizing mappings on the
basis of MRI data were generated using state-of-the-art
algorithms implemented in SPM8 and FSL5 for nonrigid
image matching. Differences between the ROIs from
SPM8 and FSL5 were small (see Supplementary Table,
Supplemental digital content 5, http://links.lww.com/NMC/
A64 for substriatal BPND in initial regions). Furthermore,
the normalizing (inverse of individualizing) mappings
from FSL5 MRI matching were exploited to generate an
11C-raclopride-specific PET template. The PET tem-
plate was generated using the PET sum images from the
current study, and the PET-based individualizing map-
pings were estimated using an algorithm implemented in
SPM8. Albeit the differences were not large, the PET-
based individualization of the CB atlas performed better
than the MRI-based one in the test–retest evaluation.
Both the within-participant variability [TRV (%) see
Table 3] and SEM were slightly superior using PET-
based mappings. It can be discussed whether the PET-
based normalization would have benefited from the fact
that the PET template was created using the same data
as those used to find the individualizing mappings. The
concern is, however, alleviated by the fact that fourteen
PET sum images were averaged in the template forma-
tion; thus, comparable performance could be expected
for independent datasets. It has also been noted by
others that the striatum is a challenging target for MRI-
based normalization and PET-based normalization has
been suggested instead [34].
Direct PET image segmentation
Direct PET image segmentation algorithm performed
well in general, but on a single occasion, the precision of
the initial striatum extraction was not adequate. Closer
analysis of the data showed a visible difference in the
image quality of the outlier scan compared with the
others, attributed to a significantly lower radioactive dose
as compared with the average dose (3.3MBq/kg com-
pared with the group mean ± SD of 5.6 ± 1.6MBq/kg).
Various parameter combinations were tested to improve
the segmentation outcome, but without significant
improvement. Applying larger kernel size (FWHM>
5 mm) in the presegmentation smoothing step (cf. Fig. 1)
would have enabled extraction of the striatum more
robustly, but at the cost of inaccurate segmentation par-
ticularly in the thin structure of the rostral caudate
nucleus. Therefore, it was deemed necessary not to
increase the smoothing kernel size to maintain the ben-
efit from high-resolution PET imaging. Otherwise, the
initial striatum extraction and subsequent clustering
performed well, but the sensitivity of the current method
with respect to image noise must be acknowledged.
Conservative smoothing combined with the MRF-based
RM in the striatum extraction yielded a small average
striatal volume compared with other automated methods.
The average striatal volume from PETSEG ROIs was
second smallest after MANSEG1, suggesting excellent
performance with respect to protection against PVE.
Unfortunately, for the data presented here, the outlier
scan ruined the overall test–retest performance of
PETSEG, but the method showed great potential that
might be exploited in future studies. For instance, com-
bining (averaging) the BPND images of the same patient
(if several scans made) would enhance the image SNR
considerably and the outcome of direct PET image seg-
mentation would be more reliable. In the current study,
however, the aim was to investigate the replicability of
the segmentations. A question that remains is whether
the direct image clustering is sensitive to changes in
BPND distribution. It has been shown that differences in
the response to amphetamine-induced stimulation exist
between striatal subregions [9,13], but the direct PET
image segmentation has not been applied to such data.
The study by Egerton et al. [4] showed the potential risk
of using direct PET image segmentation in a comparison
between baseline and task-induced stimulation when the
ROIs were generated independently. The potential
hazard in changing uptake distribution assessments is
related to changing ROI definitions over sessions and
thereby underestimation or overestimation of the acti-
vation effect. Thus, it might be advisable to combine the
BPND data before image clustering not only for improved
SNR but also for bias-free ROI analysis. Another ques-
tion that remains is whether the direct PET image clus-
tering yields subregions that are relevant with respect to
the functional organization of the striatum. It is often
assumed that brain anatomy follows function, or in this
case, the receptor populations follow function, but the
correspondence is seldom one to one. The data pre-
sented in this study showed a visible difference in the
PETSEG LSTR ROIs compared with both SB and CB
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delineations (see Fig. 2 for substriatal contours).
Different initializations were tested (including manual
ROIs), but the clustering outcome was nearly identical,
implying that there is a strong gradient in the BPND
estimates within ventral portions of the rostral caudate
and the putamen that defined the LSTR cluster. The
PETSEG LSTR ROIs extended more dorsally within
the caudatus compared with other methods and less
caudally within the putamen compared with CB ROIs,
whereas the associative and SMST ROIs matched well
with the CB ROIs (except for the rostral caudatus). It will
remain for the future studies to show whether and how
well the gradients in BPND distribution correspond with
response to DA stimulation. In turn, it might be worth-
while to pursue the possibilities of direct PET image
clustering in studies investigating changes in the striatal
volume per se. It has been shown using 11C-raclopride
that there is an age-related decline in D2-receptor den-
sity on the one hand [35], and a decrease in the striatal
volume as measured using MRI on the other [36].
Consequently, the interplay between the striatal volume
loss and decline of the D2-receptor binding has been
acknowledged as a potential confound because of
increased PVE (Morris and colleagues). In the study by
Morris et al. [37], PVE compensation was used for the
PET data and a clearly slower decline in D2-receptor
density compared with earlier studies was shown,
implying a confound because of inadequate PET analysis
in some earlier studies [37]. Thus, the direct PET image
segmentation might be a viable option for improving the
PET analysis in aging research.
Choice between ROI methods in the striatum
As was discussed earlier, the outcome from manual ROI
delineations was possibly less contaminated by PVE
compared with the atlas-based methods and to some
degree compared with direct PET image segmentation,
but likely at the cost of higher methodological variation.
In addition, there was significant interoperator variability
that would effectively prevent multioperator ROI-
delineation in high-resolution 11C-raclopride studies.
Albeit the intraoperator variability was not directly mea-
sured in the current study, the elevated between-
participant variability suggests variation in manual ROI
delineations within operator. Be it true or erroneous, a
slightly elevated variation of BPND was also observed
between repetitions using manual ROIs. Test–retest
within-participant variability is commonly considered to
reflect the relative (BPND) change that can be detected
using a given method. However, small within-participant
variability can be obtained without high specificity,
curbing the sensitivity of the assessment. Thus, it is
important to consider the interplay of the within-
participant and between-participant variability in the
method performance evaluation. For the data presented
here, the macroparameter MD (%) (Table 3) was calcu-
lated on the basis of SEM to designate the per cent
change in individual BPND estimates that can be con-
sidered as true change. Thus, smaller MD (%) could be
interpreted as improved sensitivity. For the data pre-
sented here, the average MD (%) was close to 10% in
combined regions for all methods, except PETSEG
(15%), with the smallest average using CB atlas-based
and PET-based normalization (Table 3), thus implying
that at the individual level, the sensitivity of other
methods except PETSEG was very similar, albeit the
impact of PVE was likely different. Furthermore, in
group-level analysis, the BPND between-participant
variability (SD of BPND estimates over participants) is
often used in the statistical power calculations in place of
true cohort variability. That is, the BPND SD and mean
BPND (Table 3) are commonly used in the sample-size
calculations. We used G*Power (version 3.1.9.2;
University of Kiel, Kiel, Germany) to calculate the effect
size on the basis of the mean and SD of BPND in Table 3,
and subsequently, the total sample size for the detection
of a 10% decrease in group mean BPND with a one-tailed
paired t-test (with α= 0.05, and power=0.95). For the
data presented here, the sample size was 8–10 partici-
pants using CONNPET, whereas for the MANSEG, the
minimum sample sizes were 13–25 (MANSEG1) and
9–23 (MANSEG2) participants. Thus, the CB-atlas
method showed superior sensitivity over manual ROI
delineation at both the individual-level and group-level
analysis. However, the data presented here do not pro-
vide direct validation of the methods; the relatively
improved consistency shown here for the CB-atlas
method suggests a potential benefit over manual ROI
delineation.
As was discussed earlier, the PET-based normalization
might have offered some improvement in the atlas indi-
vidualization compared with the more commonly used
MRI-based normalization. The striatum is a demanding
target for MRI-based normalization because of a mixture
of gray and white matter cells (thus the name striatum)
and PET-based normalization has been acknowledged as
a viable alternative [34]. In the current study, however,
the PET data were acquired using a high-resolution PET
scanner and the PET template was generated using the
same data set, rendering the generalization of the current
results rather difficult. That is, poor spatial resolution of
the PET data from conventional scanners might hamper
the PET-based normalization to a degree that would
favor the usage of high-resolution MRI-based normal-
ization instead. However, the source and target data in
PET-normalization were presmoothed using a 4 mm
(FWHM) kernel size that can be considered a means of
resolution matching (cf. [38]). Under certain circum-
stances, the direct PET image segmentation algorithm
may also be an appealing alternative, although the
validity of the (BPND) gradient-based clustering may
require further validation.
12 Nuclear Medicine Communications 2016, Vol 00 No 00
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Reference region ROI generation
In addition to the striatal segmentation, the cerebellar
ROI delineation was evaluated in the current study
because of its broad usage in the analysis of
11C-raclopride-PET and reference tissue-based modeling
(see Supplementary Table, Supplemental digital content
2, http://links.lww.com/NMC/A61 for cerebellar test–retest
characteristics). Currently, the manual ROI delineation
can be considered a gold standard for its widespread
usage, but as for the striatal ROI drawing, there can be
considerable differences between operators’ opinions.
However, differences in the ROI delineations per se may
have lesser significance within the cerebellum, where the
11C-raclopride uptake is nonspecific, but the noise char-
acteristics of the reference-tissue-TAC become likely
more important because of the model fitting process.
Manual ROI delineation uses T1W MRI data in the
search of the cerebellar cortex border typically from
transaxial images, frequently with the help of fused PET
data to avoid blood-rich territories such as veins. The
process of manual cerebellar cortex delineation is labor-
ious and it is therefore often limited to very few transaxial
slices, resulting in small ROIs and noisy TACs. Thus, a
robust automated method for cerebellar ROI-delineation
would be highly beneficial for improved reference tissue-
based modeling. Algorithms implemented in the
FreeSurfer software have become a popular choice in
automated ROI generation, but in a recent study by
Schain et al. [39], the cerebellar FreeSurfer ROI was
deemed suboptimal for reference tissue-based modeling.
In their study, the comparison was, however, made only
with MANSEG and not using a method-independent
measure such as the test–retest characteristics in the
current study. Furthermore, their suggestion was that the
performance of the auto-ROI generation would be ligand
dependent [39]. For the data presented here, the average
cerebellar FreeSurfer ROI covered over 10-fold larger
volume compared with MANSEG1 and approximately
six-fold larger volume compared with atlas-based ROIs
(see Supplementary Table, Supplemental digital content
2, http://links.lww.com/NMC/A61 for cerebellar ROI char-
acteristics). The atlas-based ROIs were deliberately
limited to a specific cerebellar subregion, explaining the
vast difference with FreeSurfer ROIs. Albeit the ROI
volumes varied extensively, the outcome of full phar-
macokinetic modeling with arterial input (distribution
volume) showed a strong correlation between the meth-
ods (see Supplementary Table, Supplemental digital
content 2, http://links.lww.com/NMC/A61 for cerebellar
ROI characteristics), implying a small role of the ROI
delineation in the quantification of nonspecific uptake
TAC. However, the repeatability of the outcome was
superior using the larger ROIs of automated methods
compared with those from MANSEG [see
Supplementary Table, Supplemental digital content 2,
http://links.lww.com/NMC/A61 for TRV (%)], suggesting a
benefit from improved SNR. In the current study, we did
not notice any bias from additional spill-out signal origi-
nating from blood-rich areas using the automated meth-
ods, likely because of different characteristics of
11C-raclopride uptake compared with ligands tested by
Schain et al. [39].
Conclusion
The data presented in this study support implementation
of fully automated ROI generation for 11C-raclopride-
PET analysis. It was shown that ROIs generated using
CB atlas individualization can yield BPND estimates in
substriatal domains that highly correlate with those
obtained using manual ROIs. Furthermore, the ROIs
generated automatically from CB atlas showed superior
test–retest characteristics for both within-participant and
between-participant variability, and consequently
enhanced sensitivity for BPND alterations both at the
individual and at the group level compared with manual
ROIs. In addition, automated reference-region ROI
generation was superior to that by manual ROI delinea-
tion according to improved test–retest characteristics.
The CB substriatal atlas and cerebellar atlas individuali-
zation were successful using either MRI-based or PET-
based normalization. The PET-based normalization was
slightly superior to that by MRI normalization in the
striatum possibly partly because of the high resolution of
the PET data presented here. However, the data pre-
sented here support experimentation with fully PET-
based automated ROI generation using other scanners as
well. Although the direct PET image clustering algo-
rithm showed great potential, it should be applied with
caution – robustness of the current implementation was
questioned here by a failure to segment a single poor-
quality image. If the image quality can be guaranteed
through for instance BPND averaging, the direct PET
image segmentation might provide an interesting
alternative.
It will remain for future studies to show whether the CB
definition of the striatal subdomains or those based on
direct PET image segmentation can provide similar or
possibly improved ROI delineations with resepct to true
functional organization of the striatum compared with
those obtained using conventional manual ROI drawing.
Furthermore, a similar comparison is in place using dif-
ferent patient groups that might show larger variability in
the striatal anatomy. The data presented here are repre-
sentative for young healthy male participants and the
performance may be slightly different for patients with
anomalies or for instance enlarged ventricles.
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