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ABSTRACT OF THE DISSERTATION
Sequence Determinants of the Individual and Collective Behaviour of Intrinsically
Disordered Proteins
by
Alexander Steven Holehouse
Doctor of Philosophy in Computational and Molecular Biophysics
Washington University in St. Louis, August 2017
Rohit V. Pappu
Intrinsically disordered proteins and protein regions (IDPs) represent around thirty percent of
the eukaryotic proteome. IDPs do not fold into a set three dimensional structure, but instead
exist in an ensemble of inter-converting states. Despite being disordered, IDPs are decidedly
not random; well-defined - albeit transient - local and long-range interactions give rise to an
ensemble with distinct statistical biases over many length-scales. Among a variety of cellular
roles, IDPs drive and modulate the formation of phase separated intracellular condensates,
non-stoichiometric assemblies of protein and nucleic acid that serve many functions. In this
work, we have explored how the amino acid sequence of IDPs determines their conformational
behaviour, and how sequence and single chain behaviour influence their collective behaviour
in the context of phase separation.
In part I, in a series of studies, we used simulation, theory, and statistical analysis coupled
with a wide range of experimental approaches to uncover novel rules that further explore
xx
how primary sequence and local structure influence the global and local behaviour of disor-
dered proteins, with direct implications for protein function and evolution. We found that
amino acid sidechains counteract the intrinsic collapse of the peptide backbone, priming the
backbone for interaction and providing a fully reconciliatory explanation for the mechanism
of action associated with the denaturants urea and GdmCl. We discovered that proline
can engender a conformational buffering effect in IDPs to counteract standard electrostatic
effects, and that the patterning those proline residues can be a crucial determinant of the
conformational ensemble. We developed a series of tools for analysing primary sequences on
a proteome wide scale and used them to discover that different organisms can have substan-
tially different average sequence properties. Finally, we determined that for the normally
folded protein NTL9, the unfolded state under folding conditions is relatively expanded but
has well defined native and non-native structural preferences.
In part II, we identified a novel mode of phase separation in biology, and explored how this
could be tuned through sequence design. We discovered that phase separated liquids can
be many orders of magnitude more dilute than simple mean-field theories would predict,
and developed an analytic framework to explain and understand this phenomenon. Finally,
we designed, developed and implemented a novel lattice-based simulation engine (PIMMS)
to provide sequence-specific insight into the determinants of conformational behaviour and
phase separation. PIMMS allows us to accurately and rapidly generate sequence-specific con-
formational ensembles and run simulations of hundreds of polymers with the goal of allowing
us to systematically elucidate the link between primary sequence of phase separation.
xxi
Preface
In the interest of clarity, I felt it would be useful to provide a general outline for the structure
of this thesis.
Part I is a general introduction to many of the topics of key relevance to this work. This
includes protein biophysics, intrinsically disordered proteins and protein regions (IDPs),
and biological phase separation. These chapters can be treated as reviews of the relevant
literature, and while do not introduce much novel information, provide a convenient synthesis
of the state-of-the-art.
Part II covers the first half of my thesis work; the sequence determinants of the individual
behaviour of unfolded proteins. Given a monomeric unfolded protein, how and why does the
amino acid sequence determine its solution behaviour.
Part III describes the second half of my thesis work; the sequence determinants of the
collective behaviour of IDPs in the context of phase separation and gelation. How are the
sequence features associated with disordered proteins coupled to their macroscopic phase
behaviour?
The goal in structuring this thesis in this way is twofold. Firstly, I hope to avoid redundancy
(within reason), which is of enormous benefit to me and to the reader. Secondly, by ensuring
critical ideas and concepts are presented in a coherent and self-contained manner they will
hopefully be useful chapters for future lab members. Finally, parts II and III, while highly
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related, represent a distinct set of ideas, performed with a distinct set of collaborators and
tools.
Finally, there is a single idea I would like people to take away from this work. At the time
of writing, there is substantial scientific discussion as to the mechanism and role of various
types of physical processes in cellular function. In the context of disordered proteins; to
what extent does conformational behaviour effect fitness and function? In the context of
intracellular condensates, are they liquid or are they solid, are they formed by cation-pi
interactions or are they formed by β-sheet mediated interactions, are the folded domains
driving self assembly and specificity, or is this facilitated by RNA?
The answer to all these questions is “yes”.
We wish to understand mechanism through the elucidation of design principles, yet evolu-
tion does not select for principles, it selects for fitness, an epistatic and emergent property.
If similar outcomes can be achieved in different but equivalently fit ways, then given the
stochastic nature of evolution this is almost guaranteed to happen. We have specific exam-
ples where every statement in the preceding paragraph is true. We do not need one person
to be right or wrong; our nascent understanding of complex biological systems is that the
space of information-processing solutions is astronomical. Think of the diversity observed
in structural biology - the repertoire of tertiary structures is enormous. There are countless
examples of nearly identical functions being performed by proteins with radically different
structure. This divergence, this variety in structure and function, is what makes evolution
robust. It is an inherent bet-hedging mechanism woven into the fabric of statistical physics.
On the contrary, the desire to categorise and abstract complexity into distinct groups is an
inherently human endeavour. Much as we may wish and as convenient as it would be, Nature
does not have a plan.
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Part I
Background
1
Chapter 1
Fundamentals of Protein Biophysics
Proteins are important. From the connective tissue that binds our bodies together, to the
signalling machinery that converts photons into chemical information, proteins are involved
in a significant fraction (and indeed, perhaps the majority) of the ‘interesting’ biology that
occurs in nature3 [5]. Since it was first suggested and later shown that proteins are the
ubiquitous components that mediate cellular function, understanding how these biological
macromolecules are able to perform such a wide variety of tasks has been a central goal
of biology [5, 35, 343]. The discovery that many proteins exist in well defined yet non-
symmetrical 3D structures won Perutz and Kendrew a Nobel prize, and the elucidation and
application of the structure-function paradigm has perhaps been the most powerful single
idea in modern biochemistry and biophysics [104,210,285,322,365,408,415,484,500].
The structure-function paradigm is based on a simple yet profound idea. Many proteins
exist as conformationally well defined molecular machines. Their function depends on this
structure. Consequently, structure determines function, and often this function relies on a
mechanical change in the protein’s structure. Complex allosteric networks allow information
3While we present a protein-centric description of biology, we should not forget about our friends the
nucleic acids or carbohydrate based species, several of which we will return to in later chapters
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to flow through the interior of a protein, flexible hinges allow substrates to enter and exit
enzymes, and exquisitely tuned pores provide selectivity for ions as they cross membranes
[151,229,549]. Moreover, the impact of a genetic mutation - a hereditary or somatic changes
that cause amino acids in the protein sequence to be added, deleted, or entirely changed -
is rationalisable based on the structural impact that mutation may have [629]. Yet, despite
the power of the structure-function paradigm, in the last thirty years or so it has been
become apparent that the structure-function relationship is more complicated than first
anticipated [652].
Many proteins contain regions that unable to fold autonomously, and instead exist in a floppy,
unstructured, or disordered ensemble of inter-converting states [608]. Initially dismissed as
an artefact of in vitro preparation techniques, it has become clear that these intrinsically
disordered proteins and protein regions (collectively referred to as IDPs) exist in vivo and
are functionally relevant [158,587,588,603,605,608,654]. Furthermore, while it was originally
believed that these regions would serve as simple flexible linkers - or perhaps at most entropic
springs - an explosion of research over the last ten years has illustrated how disorder performs
a myriad of functions, from molecular recognition to dynamic self-assembly [67,606,654]. In
analogy to the structure-function paradigm proposed previously, IDPs show an ensemble-
function relationship.
The body of this thesis is divided into three sections. The introductory section contains
three introductory chapters describing protein biophysics, intrinsically disordered proteins,
and phase separation in biology. The next section (chapters 4 - 10) describes our work on the
sequence determinants of individual disordered proteins. The final section (chapters 11 - 15)
describes our work on the sequence determinants of the collective behaviour of disordered
proteins in the context of biological phase separation. Chapter 1 has been included to ensure
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the prerequisite content is appropriately covered, given so much of this work focuses on the
fundamental relationship between sequence and conformation.
1.1 A Hierarchical Description of Protein Structure
Proteins are heteropolymers of amino acids. This is a simple, but profound concept that we
should spend some time unpacking. A polymer consists of many base units (monomers) con-
nected in series to form a long chain-like molecule [504]. Homopolymers consist of only one
repeating monomer. Heteropolymers (such as proteins) contain a mix of different monomers;
in the case of proteins those different monomers are the amino acids. There are twenty nat-
ural amino acids, each of which has a unique sidechain that imparts a distinct set of of
molecular features (for an overview of the natural amino acids see appendix C) [35]. More-
over, many of the amino acids can undergo post-translational modifications (PTMs), which
involve the reversible ligation of a new chemical groups onto specific sidechains [358]. These
PTMs provide a mechanism for biology to dynamically regulate the chemical composition of
polypeptides in response to distinct signals, allowing the cellular state to be written, read,
and erased in an rapid and controllable fashion [278]. With twenty distinct chemical building
blocks and no major constraints on the order in which they appear, Nature has an enormous
tool-kit with which it can construct incredibly complex heteropolymers, which in turn can
undergo chemical editing via PTMs.
Many proteins undergo an autonomous (or semi-autonomous) re-arrangement to fold into
a well defined three dimensional structure [143]. This process of protein folding repre-
sents one of the most well studied phenomena in biophysics. For many proteins this folded
state is synonymous with their native state - both in vivo and in vitro many proteins will
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robustly fold into and then remain in their protein-specific folded state for months or even
years. This folded state is also typically associated with the protein’s cellular function, be it
catalysis, molecular recognition, or structural integrity [35]. How does this folded structure
arise? In the following subsections we will briefly overview the five levels of protein structural
organization. We will then consider protein dynamics, the thermodynamic origins of pro-
tein folding, and finally discuss a range of putative models for describing the mechanism(s)
through which proteins fold.
1.1.1 Primary Structure
The ‘primary structure’ (or ‘primary sequence’) of a protein refers to the specific order in
which the amino acids appear in the peptide sequence [35]. Conveniently, this can be written
as a linear sequence of letters. In terms of protein structure, this is the only information
explicitly encoded by our genome. The three-dimensional state of a protein is an emergent
property of the amino acid sequence, the solvent environment (including binding partners),
and the physical properties of the system (temperature, pressure etc.).
Given that the primary sequence can be directly determined from the genome, and thousands
of organisms have now had their genomes fully sequenced, on a very practical level obtaining
protein sequence information is now trivial and instantaneous [600]. Can we use this sequence
information to inform on the expected structural and functional properties of a protein? As
will be discussed in the following subsections, a wealth of structural and functional data has
allowed the construction of large databases that in turn can be used to generate predictive
models that can classify and annotate novel sequences [176,210,408,500]. Beyond informatics
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based approaches, physics based models provide a means to extract three-dimensional infor-
mation from primary sequence alone [64,349,401,433,474,495,650]. While de novo structure
prediction remains challenging, a large body of work from several labs has provided a gen-
eral framework through which de novo structure prediction can be done, to some degree of
accuracy. The recent development of Bayesian-based methods represent a promising new
approach for combining physics-based models with sparse experimental data [349,447]. For
the majority of common organisms, complete and annotated proteomes exist, and new pro-
teomes are being added on a near weekly basis [600]. As a result, we have an extraordinary
wealth of primary sequence data, and approaches that are able to extract real, novel insight
from this data alone are an extremely valuable.
1.1.2 Secondary Structure
Secondary structure is often considered to be the local structural units through which folded
proteins are assembled. It represents a set of common structural motifs that are reused
throughout the kingdoms of life [274, 464]. While different amino acids have strong prefer-
ences for and against certain types of secondary structure, the energetic driving force for
secondary structure originates from hydrogen bonding in the protein backbone [112]. As
a result, secondary structure is often repetitive, and while sidechain position varies from
protein to protein, the backbone configuration is, broadly speaking, well defined by the
backbone φ and ψ angles (the dihedral angles associated with the amino acid backbone, see
appendix C). Because of this well defined backbone behaviour, the Ramachandran map -
which describes a 2D space defined by these φ and ψ angles - facilitates a simple method to
assign the secondary structure state of each amino acid in a folded protein structure [35,486].
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There are relatively few distinct types of secondary structure. The most common are the
α-helix and the β-strand/β-sheet [274,484]. These structures are shown below in fig. 1.1. In
addition to the α-helix and the β-strand there are various other structural motifs such as the
the PPII helix and then 310-helix. Beyond these, various other less common structural motifs
exist, including loops and turns are sometimes considered bona fide secondary structure
elements [323,485].
Figure 1.1: Secondary structure elements (α-helices and β-sheets) shown for the protein
NTL9. The β-sheets are made up of two β-strands.
Secondary structure frequently gives rise to the core structural regions in folded proteins, and
is often considered a structural building block upon which tertiary and quaternary structure
is assembled [484, 486]. For helices in particular, the driving forces for formation are often
(though not always) fairly local, meaning they can form early during protein folding. Several
models for protein folding suggests that for the nucleation of helices is a typically early step
in the folding process due to their locally cooperative nature of formation, although this
need not necessarily be the case [642].
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1.1.3 Tertiary Structure
Tertiary structure is typically what most structural biologists think of when they consider
protein structure [486]. It refers to the three-dimensional arrangement of chains, helices,
sheets and loops that give rise to a globular, folded protein. Tertiary structure refers to
the folded conformation adopted by a single polypeptide chain. Before the first structure
(myoglobin) was determined, there had been a quiet expectation that protein structures
would be semi-crystalline and symmetrically ordered. Upon the revelation that myoglobin
was an asymmetric, amorphous blob, Max Perutz was unable to hide his distaste [285]:
“Could the search of ultimate truth really have revealed so hideous and visceral-
looking an object?”
Irrespective of Perutz’ disgust, tertiary structure is typically the level at which structural
information can provide direct mechanistic insight. The relative position of secondary struc-
ture elements and intervening loops coupled with the chemical composition of the residues
positioned along those elements provides the structural scaffold that gives rise to func-
tion [5, 343, 484]. In general, single folded domains are typically on the order of 40-200
residues in length [334]. More complex proteins are composed of multiple folded domains
that are in direct interaction with one another, or are connected by flexible linkers [330,414].
The Pfam database characterize the types of domains observed in nature, as identified by
hidden Markov Models, and represents the gold standard in terms of unpacking the three-
dimensional structural units associated with an amino acid sequence [176].
To obtain three-dimensional information on a protein (hereafter referred to simply as ‘struc-
tural information’) we require techniques that provide insight into the relative positions of
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atoms. X-ray crystallography and NMR have been the primary methods for obtaining full
structural descriptions of proteins [90,482,530]. These methods utilize electromagnetic radi-
ation (X-rays or radio-waves) to construct a self-consistent three-dimensional model of the
relative position of atoms in a protein. X-ray crystallography relies on the fact that proteins
can form homogeneous crystals when combined with various organic and inorganic solvents
and driven to high concentrations of protein. These crystals are effectively an ordered three-
dimensional lattice, and the electron-dense regions associated with the lattice will diffract
X-ray beams to create a characteristic diffraction pattern. This diffraction pattern can be
converted into a three-dimensional electron density map, which can be used to elucidate the
structure of the protein.
NMR uses an entirely different approach; instead of diffracting low-wavelength electromag-
netic ration, it uses radiowaves to drive the transfer of magnetization between certain nuclei
(through space or through bonds), allowing the NMR spectroscopist to construct a set of
positional restraints which in combination with the primary sequence can be used to obtain a
family of structures that are consistent with the available data. While NMR-based structure
determination is possible, it is typically significantly more challenging than crystallography
and is generally only used in cases where crystallography has failed. There is also an upper
size limit of around 100 kDa imposed by the inherent slower rotational diffusion (‘tumbling’)
of larger proteins.
Despite the fact that NMR and crystallography are fundamentally different in terms of
approach, underlying assumptions, and associated solution conditions, protein structures
determined by both methods independently are remarkably similar [544]. The interpretation
of this result is that although the crystal structure may be susceptible to some crystallization
artefacts, broadly speaking the conformational state observed from X-ray crystallography is
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highly similar to at least one of the possible solution state structures. For a sense of scale, at
the time of writing, there are 115, 267 X-ray crystallography structures in the protein data
bank (PDB) and 11, 759 NMR structures, while ten years ago there were under ∼ 50, 000
structures combined [36]. We mention this, only to make the point that we are truly in a
golden age of structural data.
In the last few years, cryo-electron microscopy (cryoEM) has rapidly emerged a new approach
for obtaining atomic-resolution structural insight into tertiary (and quaternary) structure
[24]. While further discussion on cryoEM is entirely beyond the scope of this work, it seems
important to mention this technique, given all indications are that cryoEM will become the
norm for structural determination of larger protein complexes going forward.
Beyond these methods to perform complete structural determination, there are a host of
methods for assessing specific structural features. These include fluorescence based ap-
proaches such as Fo¨rester Resonance Energy Transfer (FRET), which use the extent of
non-radiative energy transfer between two exogenously placed dye molecules to infer a dis-
tance distribution (FRET will be discussed further in chapters 2 and 7) [145]. Similarly,
EPR and PRE based methods provide specific distance profiles using NMR based method-
ologies, which in conjunction with computational models provide a new route for de novo
structure determination [349]. Contact quenching methods provide information of pairwise
dynamics which can be interpreted as structural insights via additional constraints and as-
sumptions [317].
Finally, a set of methods provide information of the global dimensions of proteins. These
includes scattering techniques such as small angle X-ray scattering (SAXS), static light scat-
tering (SLS), dynamic light scattering (DLS), Fluorescence correlation spectroscopy (FCS)
10
and various other techniques [253,306,467]. FCS will be discussed further in chapters 5 and
12, and SAXS in chapters 6 and 7.
1.1.4 Quaternary Structure
Many proteins assemble into multi-subunit complexes consisting of several independently
synthesized polypeptide chains that interlock and interact with one another to form a large
macromolecular assembly with well defined stoichiometry. The relative orientation of the
chains and the resulting assembly is referred to as quaternary structure. These complexes
may be heteromeric, made up of multiple different proteins (e.g. the F1F0-ATPase, or ho-
momeric, such as homodimers or homoteteramers (e.g. haemoglobin) [2, 545]. Typically
determining such quaternary structure relies on methods such as X-ray crystallography or
cryoEM. Other methods, including cross-linking followed by mass spectrometry provide in-
sight into the specific regions that engage in intermolecular interactions [488].
1.1.5 Quinary Structure
Unlike primary - quaternary structure, which describe precise arrangements of either se-
quence (primary) or structure (secondary - quaternary), quinary structure is a much more
general term. We use it here to refer to protein-assemblies containing a large number of pro-
teins with a variable stoichiometry [159, 373, 388, 483, 607, 622]. In the original definition by
Vainshtein in 1973 the term was coined to describe the “combination of molecules of proteins,
nucleic acids, and nucleoproteins into aggregates” as visible by electron microscopy [607].
This is an oddly prescient definition, as will become clear in chapter 3. While recent us-
ages have suggested that the interactions that give rise to quinary assemblies must be weak,
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nothing in the original definition makes any suggestion regarding the strength of those in-
teractions. We believe this is a useful term as it provides a general framework to describe
a wide range of protein assemblies without assuming their underlying thermodynamic or
kinetic details.
1.2 A Hierarchical Description of Protein Dynamics
Having introduced key concepts in protein structure, it is relevant to also introduce the
equivalent concepts in protein dynamics. This body of work will, in general, focus much less
heavily on dynamics and kinetics than it will on thermodynamics, in part because much of
the computational work done here has taken advantage of simulations that generate thermo-
dynamic ensembles but do not provide direct insight into the associated kinetic behaviour.
However, at least a cursory overview of protein dynamics is crucial for understanding many
of the experimental techniques that will be described in the coming chapters.
It is important to recall that even folded proteins are flexible and dynamic macromolecules
engaging in conformational fluctuations on a wide range of both length scales and time scales.
The fastest motion is that of bond stretching and vibration, which occurs on the 10-100 fs
timescale. Experimentally such motions are accessible via infrared (IR) spectroscopy, which
provides information on resonance structures and bond characteristics [131]. Lateral motion
of atoms occurs on a timescale of ∼ 1 ps, and can broadly be considered the ‘jiggling’ of
atoms [519]. Sidechain rotation occurs on the order of ∼ 100 ps, although this will be hugely
determined by the solvent accessibility of the sidechain and its surrounded chemical environ-
ment [105,536]. For solvent buried sidechains, rotation can be on the order of ms to seconds,
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depending on proteins stability and the interactions experienced by the sidechain. Multi-
residue reconfigurations of flexible linkers and disordered regions (of say 50-100 residues),
an approximate timescale of 20 - 200 ns, depending on the properties of the chain, should
be expected [554–556]. Larger-scale conformational changes of folded domains can take any-
where from a few miliseconds to a few minutes [139, 316, 620]. Finally, proline cis-to-trans
isomerization has a high energy barrier of ∼20 kcal/mol giving it a characteristic transition
time of 700 - 900 s. Naturally, all these numbers are rough estimates and may not necessarily
apply to specific instances. However, they provide some sense of the time scales associated
with protein dynamics.
As with protein structure, these dynamics are heavily dependent on the solution environment
[554–556]. Even in aqueous solutions, the protein surface will enslave water in a locally
retarded hydration shell that shows reduced dynamics when compared to bulk water [423,
424]. A necessary consequence of this result is that the solvent has an impact on protein
dynamics, providing a coupling between solution properties and functional kinetics.
1.3 Protein Folding
A key idea postulated by Anfinsen in 1973 is as follows [9]:
The three dimensional structure of a native protein in its normal physiological
milieu ... is the one in which the Gibbs free energy of the whole system is lowest;
that is, that the native conformation is determined by the totality of interatomic
interactions and hence by the amino acid sequence, in a given environment.
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Part of the justification for this statement is that the majority of foldable small single do-
main proteins (< 200 residues) will reversibly fold and unfold in vitro. This demonstrates
that protein folding to the native state can occur in the absence of any of the cellular pro-
teostatic machinery such as chaperones, stabilizing osmolytes, or an external energy source.
Critically, it also shows that the crowded cytosol, a densely-packed soup of millions of dif-
ferent macromolecules, is not a key determinant in the acquisition of structure. For larger
proteins or those that are typically not found in the cytosol, such as membrane proteins
or extracellular protein, additional components such as chaperones are required to facilitate
correct folding and/or cellular localization. However, simple single domain proteins are able
to autonomously drive their own self assembly.
In contrast to Anfinsen’s postulate, it has been proposed that for many proteins the native
state may actually represent a kinetically stable state and not the true thermodynamic min-
imum, especially at high concentrations of protein [26, 194, 296]. When incubated at high
concentration, many proteins will undergo a transformation to form long, hyper-stable cross-
β amyloid fibers [296]. Amyloid fibers are more commonly associated with disease-linked
aggregates, such as a neurofibrillary tangles or amyloid-beta plaques in Azheimer’s disease.
However, many commonly studied proteins that have no known association with amyloid
formation (pathological or otherwise) - such as lysozyme, insulin, myoglobin - have been
shown to form amyloid fibrils at high concentration [55, 170, 268]. One possible explanation
is that the formation of the amyloid state represents a (largely) sequence-independent ther-
modynamic minimum associated with high protein concentration that is primarily driven
by polypeptide backbone interactions. This hypothesis is in line with a growing body of
evidence suggesting that these large, hyper stable amyloids are largely inert, whereas less
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stable oligomers and amorphous aggregates may be more strongly associated with toxic-
ity [47]. Further work is needed, both in vitro and in vivo to fully determine the relative
position of the native state on the full free energy diagram.
The ability of small single domain proteins to autonomously folder under conditions that
are entirely orthogonal to the cellular environment is (arguably) the primary reason why
structural biology has been as prolific and successful as it has been. The corollary of this
success is that it has fundamentally defined our collective understanding of what a protein is
and how it folds (NB: the entire notion that there is a standard protein may be part of the
issue) [93, 143, 147, 198,254,496]. To what extent are the results determined from a handful
of small stable proteins that express well in E. coli generalizable to all proteins? In terms
of structure - fairly well. Many of the structural features identified in early crystallographic
studies have been identified in proteins sampled from across the kingdoms of life in much
more complex structures determined via new approaches. However, it remains to be seen if
all of the lessons learned from small, fast-folding proteins will be applicable to the protein
folding problem in general. Considering all this what are the fundamental forces that drive
protein folding? More specifically, what are the chemical motifs that facilitate protein-protein
interaction, be they intramolecular (as in protein-folding) or intermolecular (as in protein
binding)?
Folded proteins are typically compact, densely packed structures [144, 224]. The primary
driving force of this compaction is the hydrophobic effect [88,96,435,574]. The hydrophobic
effect refers to the tendency of aliphatic chemical moieties to reduce their solvent accessible
surface area. The thermodynamic driving force for this burial of hydrophobic amino acids
(typically Ile, Leu, Val, Met, Try, Phe, Trp) originates from the entropic and enthalpic
cost of solvating aliphatic groups. Consequently, the burial of hydrophobic groups should
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not be thought of as a tendency for aliphatic groups to be attracted to one another by
some ethereal ‘sticky hydrophobic force’, but instead reflect their repulsion from aqueous
solutions. Importantly, if we take this to its logical conclusion - that protein folding is driven
by the hydrophobic effect, which in turns leads to a hydrophobic core in the majority of
folded proteins - then it should be clear that protein folding is not necessarily intrinsic to all
polypeptides, but in fact reflects the interplay between chemical groups associated with the
amino acid sidechains and the surrounding solution environment. The importance of solvent
context will be explored in great depth in chapter 5.
Hydrophobic groups are not the only determinant of protein compaction. Amino acids with
amide sidechains (Asn and Gln) can engage in hydrogen bonding with one another and
themselves to drive chain compaction. Charged residues can engage in intramolecular salt
bridges - strong, persistent electrostatic interactions that can lock two distal parts of a protein
together [310]. However, charged residues will also show strongly repulsive or attractive
interactions with one another in a conventional Colombic fashion, and are typically found on
the exterior of proteins due to their extremely favourable free energy of solvation [72, 621].
Consequently, we speculate that charged residues may have a strong influence on protein
topology, where the native state must balance both the externalization of charged residues
with the efficient distribution of like-charged residues across the protein surface to minimize
electrostatic repulsion. Aromatic residues may engage in pi-pi or cation-pi interactions,
either between sidechains or even with the peptide backbone [118, 190, 191]. Beyond these
pairwise interactions, many residues show distinct preferences for specific types of secondary
structure. For example, proline and glycine are typically not found within helices, but often
in flexible loops connecting distinct regions of secondary structure [17,112].
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Many of the factors here are also important in mediating intermolecular protein-protein
interactions. Charged residues frequently form binding interfaces, where a combination of
protein geometry and electrostatic interactions allow for high specificity and high affinity
interaction sites [303,537]. Similarly, exposed hydrophobic moieties allow for the formation of
obligate binding sites, often critical in the formation of complex protein assemblies [103,271].
For example, the leucine zipper motif is a string of hydrophobic residues along one face of
an α-helix. This hydrophobic surface drives helix dimerization to shield those residues from
the solvent [432]. Indeed, in much the same way that solvation forces are often considered
critical for protein folding, protein-protein interactions can be predicted and understood to
a high degree of fidelity using a similar solvation-centric framework [103].
There are many different factors that influence the folded structure of a protein and that
determine ‘foldability’. For globular proteins, a hydrophobic core is important, although not
strictly necessary (see the associated discussion in chapter 2). An important idea is that the
folded state is significantly stabilized by secondary structure, which provides a well-defined
locally stable arrangement for the polypeptide backbone, allowing the sidechains to mediate
the additional contacts that dictate the final tertiary structure.
1.4 Mechanisms of Protein Folding
In this final subsection, we provide a brief overview of some of the ideas and concepts in
protein folding. It may seem odd to include a discussion on protein folding as part of a thesis
that is (primarily) focussed on proteins that don’t fold. The goal in doing so is to make it clear
that all proteins - folded proteins, partially folded proteins, unfolded proteins - are subject
to the same thermodynamic driving forces. The various mechanisms proposed/hypothesized
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to explain protein folding are just as relevant for thinking about the kinds of interactions
that occur in disordered proteins, and so in many ways the protein folding problem is of
direct relevance to understanding intrinsically disordered proteins (see chapter 2).
Understanding the mechanisms through which proteins fold has remained an open and im-
portant question in protein biophysics for over fifty years [73, 74, 143, 154, 198, 280, 431].
Although the primary sequence clearly encodes the native state structure for many foldable
proteins, simply encoding this information is insufficient to guarantee the actual formation
of the native state in solution. This was elegantly demonstrated by Cyrus Levinthal in 1969,
where he suggested a simple but profound thought experiment [326]. The number of possible
unique configurations associated with a polypeptide chain of even modest length (say 200
amino acids) is ∼ 1100. Even after all the states that would introduce steric collisions are
removed from the set of possible states, we are left with a problem: if a chain sampled each
conformation sequentially in a non-redundant manner at the fastest possible rate of inter-
conversion (say 1 ns per state) the time taken to fully explore conformational space to find
the native structure would on average take longer than the age of the universe. Yet, pro-
teins do spontaneously fold in microseconds with remarkable fidelity. Consequently, protein
folding cannot simply be a random search, but instead requires a mechanism (or a collec-
tion of mechanisms) to aid in the search for the native state. Various putative mechanisms
have been proposed to provide an atomistic description of the events that allow an unfolded
polypeptide to rearrange itself into the native state.
An important feature of folded proteins with direct relevance to the folding mechanism is
that they display cooperative stability. This is characteristically described by experimen-
tally determining the fraction folded vs. a perturbant (e.g. concentration of denaturant
or temperature) and observing a sigmoidal unfolding curve (see fig. 1.2). The presence of
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cooperative conformational behaviour is not necessarily indicative of folding in the conven-
tional sense, and that cooperative folding is not a requirement for the acquisition of protein
structure [418,524]. However, that the majority of proteins display cooperative folding, this
is at least consistent with the interactions that stabilize the native state typically behaving
in a hierarchical manner.
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Figure 1.2: Schematic of a conventional protein folding/unfolding curve. The fraction of
folded protein is assessed at various concentrations of denaturant. The sharp transition is
consistent with the folded state behaving in a cooperative manner.
A second important idea is the folding pathway - a route through conformational space that
allows a protein to transition from a denatured state to a folded state [73, 74]. Folding
pathways are broadly consistent with many different types of folding mechanism. For multi-
state folders, the transition states that define the rate-limiting bottlenecks associated with
the folding process can be thought of as being directly related to locally metastable states
along a folding pathway, commonly described as folding intermediates [25, 262, 491]. With
the advent of Markov state models (MSMs) to describe protein folding, the states identified
and the flux between different states provides a tangible realization of what those folding
pathways may mean at atomistic resolution [61,101].
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The sequential folding model suggests that proteins fold via a well-defined series of steps.
along a strictly linear reaction pathway [596]. Evidence for multiple folding pathways sug-
gests there need not be a single route for folding, but the sequential model does provide a
simplifying framework amenable to analytical interpretation [4, 62, 339]. One approach for
describing the kinetics of protein folding is to use Kramer’s theorem, which describes the
folding process as a diffusion reaction on a 1D energy landscape with a single barrier corre-
sponding to the transition state [105,305]. Such a description treats the folding pathway as a
sequential two state reaction with a single transition-state species. However, this description
is more relevant as an analytical model to describe the kinetics of folding than it is a means
to obtain an atomistic description of the events that occur along the folding pathway, and
apparent two state folding is entire consistent with multiple folding pathways [62].
The nucleation-growth model assumes there a local regions within a polypeptide where
native structure is able to form de novo, and these nucleation sites serve as seeds for the
formation of global structure [638]. Importantly, multiple nucleation sites can drive the
formation of local structure independently of each another, allowing folding to proceed via
a divide-and-conquer style mechanism, a result consistent with theoretical and experimental
results for a number of proteins [214]. An important signature of the nucleation-growth
model is a pre-nucleation phase (lag phase) and a post-nucleation phase (growth phase). The
nucleation-growth model makes no assumptions about the nature of the nucleation site(s),
making it an attractive model in part since it is consistent with one or more of local, long-
range, secondary, or tertiary structure elements driving folding. However, the conventional
interpretation of the nucleation-growth model does not allow for folding intermediates (long-
timescale states in a nucleation-growth model originate solely from the lag phase - folding
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proceeding exponentially during the growth phase)4. Given the abundance of known folding
intermediates, the nucleation-growth model is clearly inadequate as a universal description
of protein folding, although this does not proclude it being a good model for certain proteins
[174].
The diffusion-collision-adhesion model, developed by Weaver and Karplus, shares several
features with the nucleation-growth model [279, 280]. In the diffusion-collision-adhesion
model, short local regions of the polypeptide chain condense and coalesce to form metastable
structures. These micro-domains fold and unfold, but once formed they may collide with
other meta-stable micro-domains to give rise to larger and more stable condensed local
structure, driving a hierarchical folding process. Testing the validity of this model has
historically involved altering the solution viscosity, although more recent work on internal
friction suggests there are complicating factors that may convolute the interpretation of
these results [554]. In the original formulation of the diffusion-collision-adhesion model,
micro-domains were considered to be local with respect to the polypeptide chain. However,
various results have shown that long-range interactions are present even in the unfolded
state, suggesting that micro-domains may include clusters of residues that are far away from
one another in sequence space. We speculate that the diffusion-collision-adhesion model
could be recast as a phenomenon akin to phase separation near the critical point with the
constraint of chain connectivity, where the kinetics might be expected to behave in a manner
analogous to a (bias) diffusion-limited Ostwald ripening [332,619].
The framework model considers the folded state to be entirely determined by secondary
structure elements, and suggests different secondary structure components can assemble
4A second interpretation of the nucleation-growth model states that the once formed, the nucleus rep-
resents a metastable intermediate that is observable before complete folding occurs. This description is
incompatible with convention nucleation-growth kinetics for crystals or polymers, so it is easier to consider
this version a separate mechanism entirely [78].
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independently and then ‘lock together’ [465, 466]. In this model, the tertiary structure is
an emergent property of interactions that occur once local topology has been determined
by secondary structure. This model can be considered a limiting case of the diffusion-
collision-adhesion model, in which micro-domains are secondary structure elements. As far
as we can tell, there is no intent to suggest that that the secondary structure elements
must remain physically separate from one another during their initial formation. However,
this model requires that the majority of secondary structure elements form before tertiary
structure, a result inconsistent with various results that show secondary structure formation
can occur at a range of points along the folding pathway [174,339]. However, the original 1973
framework model paper by Ptitsyn was the first to suggest that partially stable intermediates
may form, a prediction shown to be true for many (though not necessarily all) proteins
[166,288,465,480].
The hydrophobic collapse model suggests that a protein will undergo rapid compaction
around the hydrophobic residues to form a dense globule [141]. This globule will then re-
arrange to form the native state. Such a model, contrary to the framework model, suggests
that secondary structure forms as an emergent property of the collapsed state, which in turn
is determined by the distribution of hydrophobic residues [142]. Elegant work by Lin &
Zewali demonstrated that the reduction in conformational space provided by hydrophobic
collapse alone is sufficient to make folding a tractable exercise from a search perspective,
but that this effect holds only up until domains of around 200 residues or so, consistent
with the typical limit in size for single domain [334]. A conceptual challenge with the
original hydrophobic collapse model is that the diffusion of a polypeptide chain within a
collapsed globule is expected to experience substantial internal friction, such that backbone
and sidechain reorganization may be substantially hindered and occur on timescales slower
than those necessary for fast protein folding [554, 555]. To account for this, an updated
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version suggests rapid compaction occurs concomitant with secondary structure formation
leading to the formation of a molten globule [599]. Regardless, such a model suggests sub-
stantial compaction precedes protein folding, a result consistent with some FRET studies
but inconsistent with many SAXS studies [59, 255,661,673].
The nucleation-collapse model unites features from the nucleation-growth and hydropho-
bic collapse models [120, 214, 295]. The nucleation-collapse model suggests that local and
long-range hydrophobic interactions form in the transitions state to help stabilize secondary
structure. The transition state is also expected to contain native tertiary structure, and ap-
pearance of the native contacts associated with tertiary structure can be probed by φ-value
analysis [121]. Hydrophobic interactions are responsible for driving folding, but local and
specific native-like micro-domains form early in the folding process and can form identifiable
intermediates. This nucleation-collapse mechanism is relatively consistent with work from
Englander describing local regions within proteins that continually fold and unfold even in
the native state, referred to as foldons [166, 353]. Foldons represent discrete structural
units that experience both long and short range interactions. A key difference between a
foldon-centric model and the nucleation-condensation model is that foldons fold in a specific
and stepwise pattern, while the nucleation-collapse model makes no assumptions regarding
the order of nuclei formation. The emergence of a specific sequence of folding nuclei is not
inconsistent with the nucleation-collapse model, but rather the nucleation-collapse model
could be considered a highly permissive folding model of which a foldon-centric model is a
specific subclass. The identification of foldons via hydrogen exchange (HX)-based methods
has fairly rigid thermodynamic and kinetic requirements, which in itself may suggest they
exist only for a certain subclass of folding pathways where these requirements are met [353].
23
Beyond specific mechanisms, an idea that has become pervasive throughout the protein
folding literature is the concept of the ‘folding funnel’ [143]. The folding funnel refers to
the free energy landscape explored by the protein, and by design implies that the native
state(s) represents a single global minimum with relatively smooth edges (see fig. 1.3). As
a consequence, a wide variety of unfolded states will converge towards a single native basin,
which may represent a collection of folded states or a single native conformation. Folding
intermediates would be described by local minima along the funnels sides, and represent
transient meta-stable states. The stability of the intermediate depends on the depth of the
associated local minima. The principle of mimimum frustration provides an explanation for
the smooth sides of the funnel, and predicts that evolution selects for amino acid sequences
that improve the smoothness of the funnel [73,74,173,648]. While an attractive hypothesis,
folding fitness is far from the only selection determinant in protein evolution. It remains to
be seen if true fitness5 is substantially impacted by the ‘ruffling’ of this folding funnel, where
ruffling refers to the introduction of more locally stable intermediates.
In the last fifteen years or so, all-atom simulations have provided unparalleled resolution
for directly examining putative folding mechanisms [61, 62, 185, 186, 339, 453, 617]. While
these simulations represent finite descriptions of a simplified model of our understanding of
some of the relevant physics, they also allow us to ask specific and well defined questions
in a controlled manner. The development of specific hardware and distributed-computing
software to allow the construction of massive trajectories (either via single long simulations
or by MSM reconstruction) has allowed direct observation of folding reactions for many
small single domain proteins [61,535]. Work by Bowman and colleagues examining NTL91-39
and the Villin headpiece (HP-35) demonstrated that for these small single domain proteins,
5True fitness refers to the idea that true selective pressure is an emergent property of an organism’s
dynamical environment and is likely poorly replicated by any kind of in vitro assay due to the fact that
fitness represents stability to uncertainty, and scientific assays are, by definition, controlled.
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Figure 1.3: Schematic of a hypothetical folding surface for a typical single-domain protein.
The folding funnel represents the energy landscape associated with a protein’s conformational
space. The funnel has a single global minimum that defines the native state, and relatively
smooth sides that ensure that the global minimum is always reached.
the native state behaves as a kinetic hub, where interconversion between non-native and
native states occurs more frequently than between different non-native states, and suggests
that multiple different pathways can lead to the formation of the native state [62, 617].
Work by Best and colleagues analysing several folding trajectories generated by Shaw et al.
strongly suggests that in these examples non-native contacts play almost no role in the folding
transition state, although it is reasonable to ask if this is perhaps a defining feature of small,
fast-folding single-domain proteins [45]. A potential pitfall of these trajectories is that the
unfolded states have approximately the same global dimensions as the folded state, a result
that is largely inconsistent with an extensive body of evidence examining the unfolded state
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of proteins (see chapters 5 and 7). In more recent studies examining diffusion through the
folding transition state, there is evidence that native and non-native electrostatic interactions
act to slow the folding process, offering direct insight into the atomistic determinants of
folding kinetics [105]. In summary, from watching a sixteen residue β-hairpin peptide fold and
unfold to simulations of million-atom macromolecular complexes, all-atom simulations have
fundamentally changed how protein folding questions are asked [438, 448]. Simultaneously,
equivalent advances in protein structure determination and florescence based approaches
have re-shaped the experimental landscape in terms of the accessible temporal and spatial
resolution [24,521].
Recent advances in microfluidic mixers, photo-detectors, computer hardware, and compu-
tational models are allowing us to enter a new phase in the study of protein folding. The
conformational steps associated with the folding process can be followed directly and in real
time both experimentally and computationally. The diversity of results suggests that there
may not be a single protein folding mechanism. In much the same way as proteins fold into
a wide range of different structures, protein folding may proceed via a range of different
mechanisms. This is already evident in the fact that many larger proteins require chaper-
ones to aid in folding, suggesting that due to a range of possible factors (cellular milieu,
protein size, protein topology, protein sequence etc.) not all proteins are able to reach their
native state autonomously [290, 511]. A final point not explored in the preceding sections
is the relationship between de novo folding and co-translational folding. Protein synthesis
occurs substantially slower than the majority of folding processes observed to date [240].
How does the ribosome influence folding? This remains an open question, with hypotheses
from topology dictation to the modulation of the nascent chain’s solubility [258, 419, 580].
We introduce these ideas only to make the point that we are far from ‘done’, in terms of
understanding the protein folding problem.
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1.5 Summary
We have provided a brief overview of the molecular architecture associated with polypep-
tides, the structural features associated with folded proteins, and a short overview of protein
folding. While this thesis does not directly explore the various folding pathways described
here, understanding them provides some useful context for the work in chapters 7 and 5. It
also helps illustrate that all proteins (folded or otherwise) are heteropolymers made up of
the same types of amino acids and subject to the same types of chemical interactions. With
this in mind, there is no reason why the sequence determinants that influence the confor-
mational behaviour of intrinsically disordered proteins should be any different than those
that influence the conformational behaviour of unfolded or partially folded foldable pro-
teins. Recent work examining the dynamics during folding found non-specific electrostatic
interactions were a major determinant of intramolecular interactions, entirely analogous to
the behaviour observed in disordered proteins [105, 359, 364, 405]. Similarly, in unpublished
work we have found that the global dimensions of the unfolded state of a foldable protein
directly correlate with the net charge per residue, mirroring behaviour in intrinsically disor-
dered proteins6 [359, 364, 405]. In conclusion, these results suggest a general framework for
relating amino acid sequence to conformational behaviour should be broadly applicable to
all proteins, regardless of if they are at equilibrium or not.
6Peran, Holehouse, et al. (unpublished)
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Chapter 2
Intrinsically Disordered Proteins
2.1 Introduction
As discussed in chapter 1, many proteins fold into well-defined three-dimensional structures,
where that structure is critical for normal cellular function. This is true for many proteins,
but for many others it does not represent the complete story.
Given the structure-function paradigm - in which the three-dimensional structure of a pro-
tein determines function - a tempting leap of scientific faith is to extrapolate that structure
is required for function. Indeed, this perspective was broadly held by biophysicists and
structural biologists through much of the 1970s and 80s, and with good reason; the advent
of crystallography had provided a powerful window into the atomistic world of molecular
function, and solved mystery after mystery. In May of 1988, Paul Sigler - a card carrying
structural biologist - published a short News & Views piece in Nature on the topic of tran-
scriptional activation domains (TADs). In the opening section, Sigler made the following,
somewhat heretical, but extremely prescient statement [543]:
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The more that is known about the amino-acid sequences of proteins that partici-
pate in transcriptional activation, the clearer it becomes that many of the critical
events cannot depend on the precise complementarity that we associate with the
interactions of globular proteins during molecular assembly, and the biding of sub-
strates, cofactors, and haptens. The latest entries in this chronicle of molecular
impression are the activator domains of the proteins that stimulate transcrip-
tion by RNA polymerase II. These activating ‘structures’ (and one must use that
term advisedly) are targeted to specific DNA-sequences usually by a specific DNA-
binding domain on the same polypeptide. The DNA-binding domain appears to
have well-defined structural motifs; by contrast, mutational studies on the ac-
tivator domains suggest a disquieting picture of a conformationally ill-defined
polypeptide that can function almost irrespective of sequence, provided only that
there is a sufficient excess of acidic residues clustered or peppered about.
At the time of writing, this was a somewhat controversial view. It was well established
that many proteins (or regions within proteins) failed to fold in vitro, to the chagrin of
X-ray crystallographers. A common approach was to identify regions within a sequence
that appeared devoid of hydrophobic residues - the residues known to drive folding through
the hydrophobic effect - and simply excise these ‘unfoldable’ regions from the sequence.
Conveniently these regions were often identified in the N- or C-termini, so a shifted start
codon or premature stop codon was often enough to convert a poorly behaved protein into
a truncated yet soluble species that would be far more amenable to crystallization and
further structural characterization. Moreover, when the amino acid sequences associated
with these regions were compared across different species the degree of conservation was
found to be much poorer than in the well behaved regions, suggesting a lack of evolutionary
selection pressure. The (entirely reasonable) conclusion was that these regions were dealt
with by the cellular proteostatic machinery, such that they folded in the context of the
cellular environment, but absent those factors remained unstructured, driving aggregation
and poisoning crystallographic screens due to their inability to form regular structures.
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Sigler hypothesized something different. His suggestion that these regions are functionally
relevant yet exist as a “conformationally ill-defined polypeptide” seemed paradoxical in a
world where function required structure. However, work over the next decade helped to
uncover that although function is determined by structure, structure need not mean folded.
In fact, the ‘failure’ to adopt a folded conformation in no way precludes critical function.
How should we refer to these ‘conformationally ill-defined polypeptides’? The term ‘un-
folded’ is too deeply associated with the protein folding literature, where unfolded reflects
the state under high concentrations of denaturant. Unstructured, though often used, in-
troduces an unfortunate implicit binary classification (structured vs. unstructured) which
is at best inaccurate and at worst misleading. The field has largely settled on the term
‘intrinsically disordered’, giving rise to the nouns intrinsically disordered proteins (IDPs)
and intrinsically disordered regions (IDRs). For the remainder of this thesis we will col-
lectively refer to these proteins and protein regions as IDPs. Despite the prevalent use of
the term IDPs, there are relatively few proteins that are entirely disordered; in most cases
proteins consist of folded domains coupled to disordered regions, although the numbers and
relative sizes of the various subregions (folded and disordered) vary widely. IDPs range
from 10-15 residues to thousands of residues, and participate in a diverse set of cellular
functions [21,158,350,542,584–588,605,608,654].
What does disorder mean to a protein? In expanded homopolymers such as dextran or PEG,
where there is no expectation of structure in terms of a fixed conformation, disorder refers
to random-coil behaviour, where the ensemble averaged behaviour on both local and global
scales is well described by polymer theories. Proteins are not simple homopolymers; different
combinations of amino acids impart a rich repertoire of functional chemistry leading to exotic
emergent properties. Consequently, while ensemble average properties that capture global
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Figure 2.1: IDPs exist as an ensemble of conformational states. Shown here is an example
of sub-states extracted from a simulation of the GCN4 transcriptional activation domain.
Each of the four states represents a sub-ensemble of states extract at random from a much
longer simulation. These are not ‘representative’ structures - if four additional states had
been selected at random four new states would be found - but they do provide some sense
of the heterogeneity associated with an IDP’s conformational ensemble
protein behaviour (average dimensions, average end-to-end distance, etc.) can be described
by simple polymer physics models, this does not necessarily mean that those models are
meaningful or predictive [189,507].
A crucial discovery over the last ten years (and a major focus of this work) is that despite
being disordered, IDPs typically display complex and well defined behaviours including the
formation and loss of transient secondary structure, local compaction or expansion, and
local and long-range interactions. These seemingly ‘unstructured’ proteins are, in fact, full
of ‘structure’, in an information-theory sense. The amino acid sequence of an IDP directly
encodes the intrinsic properties of that protein’s conformational ensemble. In turn, those
properties can be dramatically altered by a variety of factors including binding partners,
solvent conditions, and post-translational modifications.
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The remainder of this chapter is divided into several section. First, we will review the
relationship between amino acid sequence and conformational behaviour, considering the
sequence determinants of disorder. Next, we will outline a selection of experimental ap-
proaches used in the following chapters to studying IDPs. Finally, we consider theoretical
and computational approaches for characterising IDPs, notably simulation approaches and
analytical models.
2.2 Sequence Determinants of Conformational Behaviour
The study of folded proteins has been driven by structural data. We can generate mecha-
nistic hypotheses, explain the effect of mutations, and construct models to explain complex
phenotype rooted in precise, quantitative information [2, 5, 629]. For IDPs, using a single
protein ‘structure’ to gain insight into mechanism is not an option. The absence of high
resolution structural information is not a weakness of our current methods, but a funda-
mental property of the system itself. IDPs exist as an ensemble of states; it is temping to
use clustering methods to identify the most commonly populated conformations and treat
these as structural hubs, but this enforces an artificial and semi-arbitrary discretization of
the ensemble. A better option is to use to a statistical language to describe these ensembles
in terms of the distribution of values associated with some order parameter of interest.
As discussed in chapter 1, the thermodynamic driving force behind protein folding is generally
considered to be the hydrophobic effect. The sequestration of hydrophobic residues (notably
Ile, Leu, and Val) into protein interiors drives compaction, and the formation of regular
secondary and tertiary structure gives rise to an energetic minimum associated with the
folded state [143, 371]. IDPs, on the other hand, are typically depleted in these bulky
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hydrophobic residues, but enriched in polar, charged, and proline residues [603,608]. Without
a strong driving force to populate a single well-defined global minimum, IDPs instead explore
a heterogeneous ensemble of different states.
The absence of hydrophobic residues and enrichment in charged/polar residues provides
a sequence-based rational for the inability of IDPs to fold. A consequence of these ro-
bust sequence features is that there are many algorithms that can provide reasonably ro-
bust sequence-based predictions of a protein/regions degree of disorder. These algorithms
allow local regions of disorder to be predicted from sequence alone, and several meta-
prediction servers (servers that combine results from multiple different predictors) such as
D2P2 (http://d2p2.pro) and MobiDB (http://mobidb.bio.unipd.it/) have emerged as critical
tools for working with protein sequences [148,149,426,461].
An absence of hydrophobic residues does not necessarily preclude folding. Examples include
the snow-flea antifreeze protein (sfAFP) which we will return to in chapter 5 and the curious
S. aureus cell wall adhesion protein SasG (see fig. 2.2) [193,208]. Both proteins are predicted
to be disordered with high confidence (in the case of SasG, the region of interest consists
of around 40% charged residues, where folded proteins are typically around 15% charged).
However, both have been crystallized and shown to form well defined folded structures that
simply lack a hydrophobic core. While these are likely the exception and not the rule, they
provide a useful reminder that our ability to predict disorder is far from perfect. They
also highlight the fact that a collapsed hydrophobic core may be a convenient mechanism
for proteins to fold and to evolve, but is not the only way in which a well defined three-
dimensional fold can be achieved [50].
If folded proteins are typically compact due to their hydrophobic core, we can already see that
there may be a relationship between amino acid sequence and conformational behaviour. The
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Figure 2.2: SasG and sfAFP are unusual folded proteins, in that they have amino acid
compositions consistent with a disordered protein but have been shown to form a well defined
folded structures.
holy grail of structural biology is to achieve robust and rapid de novo full protein structure
predictions from sequence alone. With the ROSETTA ecosystem this is approaching a reality,
although a significant investment of time is still required [64, 242, 433]. The equivalent goal
with IDPs is to generate accurate predictions of an IDPs conformation ensemble based on
amino acid sequence alone.
We can re-state this goal as a well defined question: how does sequence determine confor-
mational behaviour? Let us consider this question across two length-scales: global confor-
mational behaviour and local conformational behaviour.
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2.2.1 Global Conformational Behaviour of IDPs
For simplicity, let us begin by thinking about global properties, such as the ensemble average
radius of gyration (i.e. ensemble size) and the ensemble average asphericity (i.e. ensemble
shape). Both these parameters are formally defined in chapter 5, and provide an a general
expected-value description of the size and shape of an IDP. If all IDPs behaved according
to standard homopolymer models, such as the Gaussian chain or self avoiding walk (SAW)
then the asphericity and the radius of gyration would depend only on the number of amino
acids in a sequence. In reality, these global properties show well-defined sequence depen-
dencies, suggesting that different amino acid compositions engender different conformational
behaviours.
IDPs enriched in certain polar amino acids (notably glutamine and based on aggregation
behaviour likely asparagine), aliphatic amino acids (alanine, methionine, leucine, isoleucine,
valine) and aromatic amino acids (phenylalanine, tyrosine and tryptophan) tend to be more
compact, to the extent that they can behave as disordered globules [116, 364, 404, 421, 483].
This does not mean they fold - these compact conformations undergo exchange between
different compact states on some timescale (see fig. 2.3), but they are a far cry from random
coils thrashing about in solution.
A prime example of a polar rich IDP is polyglutamine, which has been shown through ex-
periment and simulation to form compact globules [116, 117, 277, 627, 644]. Similarly, the
N-terminal domain of Sup35 forms compact globules mediated at least in part by interac-
tions between glutamine and asaparagine in the N-terminal prion domain [404]. Although
hydrophobic residues are less common in IDPs, the P-domain of poly(A)-binding protein
(Pab1) is highly enriched for several different hydrophobic residues and undergoes robust
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collapse into a disordered globule [483]. Furthermore, sequence permutants expose a direct
relationship between hydrophobicity and the radius of gyration, as measured by small an-
gle X-ray scattering. The impact of other polar residues is less clear. Polyglycine forms
dense disordered globules (see chapter 5), but sequences enriched in glycine can be highly
expanded (see chapter 12) suggesting a context dependence for the role of glycine [193]. This
is discussed extensively in chapter 5.4.1. Serine and threonine are also less well character-
ized. There is some evidence that serine may promote chain expansion due to its inability
to strongly interact with partners. Histadine is naively expected to interact strongly with
amides (backbone and sidechains) via its nitrogen and also through its partial pi-system,
but its ability to undergo protonation and become charged may allow it to reduce chain
compaction.
Figure 2.3: Examples of different compact globular conformations for a polar and hydropho-
bic rich IDP. Coloring runs from blue-to-red (C to N terminus)
IDPs enriched in charged amino acids are generally more expanded [359, 364, 405]. The ori-
gin of this expansion is two-fold. Firstly, charged sidechains have a highly favourable free
energy of solvation. They are typically found on the surface of folded proteins, and in IDPs
these favourable free energies of solvation make burial energetically expensive [19, 359, 405].
Secondly, like-charged amino acids experience electrostatic repulsions with respect to one
another, and this repulsion can lead to chain expansion. For polyelectrolytic IDPs (IDPs
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that are strongly enriched in either positively or negatively charged residues) understanding
charge repulsion as a driving force for chain expansion is self-explanatory, and generally
shows good agreement with theoretical descriptions from the polyelectrolyte literature [405].
However, in neutral but charged IDPs (polyampholytes) it is less clear if we should ex-
pect charge repulsion to be relevant, or if attractive interactions between oppositely charged
residues will dominate, driving chain compaction. To explore this question, the impact of
charge patterning - the distribution of oppositely charged residues - in IDPs was examined
in a series of disordered peptides of a fixed amino-acid composition [126]. The patterning of
charged residues can be quantified by the normalized parameter κ, which reports on the ex-
tent of mixing between oppositely charged residues. When κ ≈ 0 oppositely charged residues
are evenly distributed with respect to one another. When κ ≈ 1 oppositely charged residues
are fully segregated. For many polyampholytic sequences, charge patterning is an impor-
tant determinant of global and local conformational behaviour. It provides a mechanism
though which Nature can define and regulates cellular interactions, offering a high fidelity
yet somewhat sequence independent mechanism to mediate inter and intra molecular inter-
actions [125, 335, 336, 420, 436, 517]. For an extensive discussion on the parameter κ please
see section 4.3.5.
Taken together, these insights begin to provide us with a first-order picture of how the amino
acid sequence of IDPs influences their conformational behaviour. We can codify these insights
into a diagram of states, as developed by Das and Pappu and shown in fig. 2.4a [126]. The
diagram of states classifies a given IDP sequence based on the fraction of positively charged
residues (f+) on the x-axis and fraction of negatively charged residues (f−) on the y-axis.
Based on the charge composition the possible space of sequences is divided up into five
distinct regions (R1-R5).
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Figure 2.4: The diagram of states provides a coarse-grained classification tool for predicting
conformational behaviour. Although originally suggested that sequences that fall into R1
would form collapsed globules, further work suggests that the determinants of collapse in
disordered proteins is more complex than solely based on charge, and the prediction that a
sequence that falls into R1 forms a disordered globule is likely misleading in many cases.
Polyelectrolytic sequences fall in R4 and R5 and are expected to be highly expanded due
to charge repulsion and favourable sidechain solvation. Strong polyampholytic sequences
fall into R3, and weak polyampholytic sequences into R2. The conformational behaviour of
sequences in R3 is expected to be significantly determined by charge patterning, while those
in R2 will likely be determined by a combination of charge interactions, polar interactions,
and intrinsic secondary structure propensities. Sequences in R1 are generally devoid of charge
residues, so are expected to form more compact ensembles, although this need necessarily
mean the formation of disordered globules.
38
The classifications done by the diagram of states should be treated more as a convenient
tool to generate an initial assessment of a sequence than as a rigorous method to predict
global dimensions. The boundary lines should be considered distinctly fuzzy, and other
factors (patterning of polar residues, presence and distribution of proline residues, glycine
content) also appear to be highly relevant. As an example, there is mounting evidence that
sequences with a low fraction of charged residues can still be relatively expanded [189,366].
An additional challenge is raised by the fact that across an IDP of (say) 100 residues, one
sub-region may fall into R1 (implying local compaction) while another may exist in R3 or R4,
giving rise to sequence average properties that appear to place the sequence in R2, despite
the fact that on some local level no part of the sequence is squarely in R2. This raises an
obvious question: on what length-scale (if any?) should we subdivide an IDP sequence into
to extract more meaningful information? This is an open question that is being pursued.
2.2.2 Local Conformational Behaviour of IDPs
The preceding section considered the relationship between amino acid sequence and global
conformational behaviour, such as the radius of gyration or asphericity. These global order
parameters represent a mean-field description of a polypeptides global behaviour taken over
all length-scales. We must also consider local conformational behaviour, such as specific inter-
residue distances or local secondary structure. These are conformational preferences that
are only emergent in a heteropolymeric sequence, and arise from the chemical heterogeneity
introduced by the amino acid sidechains. Many IDPs experience well-defined secondary
structure preferences (typically helicity), which may be critical for function [57, 114, 221,
534, 653]. Although helicity is transient, it is often associated with a more ordered state
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that undergoes interaction with a binding partner, frequently via a coupled-folding-and-
binding reaction [534,564,653]. A second feature observed in IDPs is well defined attractive
or repulsive interactions experienced across various different length-scales. While IDPs are
(by definition) not folded, certain regions, motifs, or residues may experience anisotropic
interactions (attractive or repulsive) leading to the emergence of well defined but relatively
broad conformational preferences [513].
Are local and global conformational behaviour inherently coupled? While they certainly
could be, this need not necessarily be the case, as illustrated by our work on Ash1. As
is discussed in chapter 6, a combination of SAXS, NMR and simulations allowed us to
examine changes to local and global conformational preferences induced by phosphorylation.
In this system, despite well defined changes to the local conformational behaviour upon
phosphorylation, the global conformational behaviour remained unchanged. This decoupling
of global and local behaviour is reminiscent of the decoupled between end-to-end distance
and radius of gyration, as observed for a series a IDPs [189].
Does local conformational behaviour influence function? In the case of the transactivation
domain (TAD) of GCN4, extensive simulations coupled with a high-throughput method to
assess the transcriptional activation driven by different TAD variants revealed that local
conformational preferences have a direct impact on function7. In a separate study, we hy-
pothesize that pH mediated changes in conformational behaviour are critical for the function
of Sup358.
The preceding section raises obvious questions regarding the sequence lengths over which
global properties are useful. More generally, can we divide IDPs into subdomains with
7Staller, Holehouse et al., (submitted)
8Franzmann. ..., Holehouse et al., (under review)
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distinct properties? In folded proteins, subdomains are easily defined as regions that are
structurally distinct from one another. Although these domains may engage in inter-domain
interactions leading to complex macromolecular assemblies, subdomains can typically be
excised from the native sequence and studied in isolation. An equivalent definition for
subdomains in IDPs is challenging - if the disordered region engages in constant but transient
interactions across the entire length of the IDP, then subdivisions may not be meaningful even
if they are possible. However, for some IDPs convenient boundaries between regions with
distinct sequence properties allows for an apparently clear delineation. One such example
is the S. cerevisiae protein Sup35, which consists of a disordered and polar rich N domain,
a disordered but highly charged M domain, and a folded C domain. While the N domain
is compact, consistent with an absence of charged residues and enrichment of glutamine
and asparagine, the M domain appears much more expanded [404]. In recent work not
discussed in this thesis, we dissected the functional roles of the M, and N and C domains.
Each subdomain imparts a distinct functional effect on the full length protein. The sequence
architecture Sup35 from S. cerevisiae is convenient, in that the M and N domains have
entirely distinct sequence properties. For S. pombe the delineation of regions between the
N and M domain is much less obvious. Despite this, we identified specific sequence features
that are conserved between the two fungi and we believe impart the same function in both
cases. This at least hints that functionally relevant sequence features and specific amino
acid sequence may be partially uncoupled in IDPs, and raises a possible route for sequence
comparison of IDPs.
A final sequence feature deeply associated with IDPs that is not a focus of this thesis are Short
Linear Motifs (SLiMs), also referred to as Eukaryotic Linear Motifs (ELMs) [130, 586, 609].
SLiMs are typically involved in mediating protein-protein interactions, and consist of 5-12
residue regions that are recognized by a cognate binding partner. These motifs are frequently
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associated with sites of post-translational modifications, where their activity may be influ-
enced by the status of those modification sites. The prediction of SLiMs remains a major
challenge: even within SLiM databases there are examples of motifs which in some context
are bona fide SLiMs but in others behave as true negatives. We will not focus on SLiMs
for the remainder of this work, in part because they are typically associated with functional
regulation within the cellular context, which is not a direct focus here. Nevertheless, they
should not be ignored, and will have important implications in the determinants of function
and fitness.
2.2.3 Evolution in IDPs
A common metric for evaluating the functional importance of some protein of interest is to
perform an evolutionary comparison between a set of orthologous proteins taken from dis-
tantly related species [416]. The logic behind such an approach is reasonable; if orthologous
proteins are similar in sequence then there must be have been a strong evolutionary pressure
to maintain that sequence across many millions of years of divergence, implying a critical
link between sequence, function, and fitness. The implicit inverse assumption from this is
that for sequence that shown substantial divergence there is limited evolutionary pressure,
suggesting these regions may not be important.
As highlighted earlier in this chapter, implicit assumptions can be dangerous. IDPs generally
(although not always, see fig. 2.5) show relatively poor sequence conservation. If we consider
this result in the context of the framework outlined above, this implies that these regions
are under weak selective pressure and are unimportant for function. We know this is not
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Figure 2.5: Although IDPs are typically fairly poorly conserved, the disordered C-terminal
tail (CTT) of the epidermal growth factor receptor (EGFR) shows surprisingly good con-
servation across many different organisms. The tail acts as a signalling regulation hub,
with different downstream effectors binding to different phosphosites along the sequence.
Sequence analysis with the ANCHOR algorithm shows a strong coincidence of phospho-
sites and putative ANCHOR sites, with several other regions also displaying conserved and
high ANCHOR scores suggesting at additional protein-protein interaction sites along the
sequence. One possible interpretation of this is that strong sequence conservation in IDPs
reflects a necessary co-evolutionary constraint imposed by a folded binding partner.
the case - disordered regions are frequently mutated in disease, and are required for normal
function [605,654]. How can we reconcile these two results?
In folded proteins there is an intrinsic and relatively tight coupling between amino acid se-
quence and cellular function, and hence fitness. This coupling is mediated by the folded
structure. A small number of single point mutations can entirely ablate function, suggesting
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folded proteins represent a relatively deep well in evolutionary space - small perturbations to
the sequence can lead to a precipitous drop in fitness through loss of structure. In contrast,
the lack of a well defined structure associated with IDPs means that the evolutionary minima
they sit in is much more shallow. Single point mutations may disrupt function, but if they
do not significantly alter the local sequence composition these mutations may be entirely be-
nign. Consequently, the looser coupling between sequence and function associated with IDPs
leads to a much broader sequence space of equivalent function, allowing large-scale sequence
changes to have a minimal impact on function. In this way, IDPs can drift through sequence
space as a function of time, while still existing under exactly the same tight selection as their
associated folded domains and performing the same critical functions. Recent evolutionary
analysis by Riback et al. provides an elegant demonstration of this; a disordered region in
the highly conserved protein Pab1 shows poor sequence conservation, yet the composition is
highly conserved [483]. The implications of this will be discussed in chapter 10
A final note that we will not dwell on further is the fact that IDPs are typically not found
in prokaryotes. While around 30% of eukaryotic proteomes are disordered, this number
hovers around the 2-5% mark for prokaryotes [437, 630]. It is unclear why prokaryotes
seem so unwilling to take advantage of disorder, but may reflect genomic size constraints,
hypervariable growth conditions, or less complex regulatory networks.
2.2.4 Function of IDPs
Much of this work is focused on the relationship between amino acid sequence and confor-
mational behaviour. However, it is important to bear in mind that IDPs are not exploring
interesting conformational behaviour for arbitrary reasons. Instead, those conformational
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behaviours are often linked to their role in a smo¨rg˚asbord of biological functions. IDPs
are frequently associated with cellular signalling, in part because they provide a convenient
scaffolds for interaction sites [654]. These sites may encompass SLiMS that facilitate specific
and/or regulated interactions, or may contain more promiscuous sites involved in the assem-
bly of larger multi-component complexes. The structural plasticity associated with IDPs also
allows the same binding motif to interact with multiple structurally distinct cognate part-
ners [606]. Structural plasticity is frequently coupled with chemical plasticity in the form
of post-translational modifications, which are enriched in disordered regions [252]. Taken
together, eukaryotic signalling systems are able to take advantage of complex and highly
regulatable assemblies that can facilitate adaptation by integrating multiple signalling path-
ways, with disorder playing a key structural and functional role in this process. In chapter
6 we will study a disordered region of the protein Ash1, a key transcription factor and
signalling molecule involved in mating type switching in S. cerevisiae.
Disordered regions are often involved in mediating higher order assemblies. As will be dis-
cussed extensively in chapter 3, the formation of membrane-less organelles is often (though
not necessarily) associated with disordered regions [27]. Signalling platforms - large assem-
blies of signalling proteins - are frequently believed to be driven by the presence of disordered
regions. The assembly of the eukaryotic transcriptional initiation complex is associated with
RNA POL II clusters of around 80 molecules, behaviour that is believed to be driven by the
disordered C-terminal tail (CTD) [100,107]. In chapter 11 we will examine the C-terminal do-
main of the transmembrane protein Nephrin, and discuss how its partner-dependent phase
separation provides a model for the dynamic assembly of signalling clusters on the mem-
brane. In unpublished work, we identified a solution-responsive low complexity domain that
drives robust protein assembly in an entirely tunable manner, suggesting that the grammar
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of IDP-mediated phase separation is both rational and interpretable 9. For phase separa-
tion and gelation that is mediated by folded domains connected by flexible linkers we found
that the intrinsic properties of those linkers can fundamentally change the phase behaviour,
highlighting a modulatory role for assembly in signalling complexes [223].
IDPs can also function in a more structural role, acting as flexible linkers between folded
domains. These sequences can regulate the spacing of folded domains; the conformational
behaviour of a linker will intimately depend on the amino acid composition of the linker
and of the protein surfaces of the two folded domains. In as of yet unpublished work 10,
we developed a model to describe how a disordered protein drives a glass-transition that
appears to entirely circumvent phase separation. A key part of this mechanism relies on a
large, highly charged linker that ensures intermolecular interactions are strongly favoured
over intramolecular interactions. In other unpublished work, we have shown how changes to
the amino acid composition of the linker and of the surface residues on the two connecting
domains can modulate the impact the linker has on domain-domain interaction 11. This
suggests that while disordered linkers have sometimes been implicated as passive players,
they could be used to modulate polyprotein behaviour by changing the balance between in
cis domain domain interaction and in trans domain interaction. Indeed, the conserved linker
between two of the SH3 domains in the protein Nck plays a critical role in enhancing the
formation of dynamic Nck/N-WASP/Nephrin assemblies [30]. In other unpubished work,
we have shown how an enormous diversity in linker behaviour is encoded for by sequence,
providing Nature with an expansive and tunable repertoire of linker behaviour 12.
9Greig, ..., Holehouse, et. al (unpublished)
10Boothby, ..., Holehouse, et. al (unpublished)
11Mittal, Holehouse, & Pappu (unpublished)
12Konig, ..., Holehouse, et. al (unpublished)
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IDPs are also frequently found in protein and RNA chaperones, where their structural plas-
ticity coupled with an ability to engage in extensive but weak intermolecular interactions
may allow them to facilitate as local denaturants, weakening misfolded proteins and allow
refolding to occur [583]. The exact mechanisms and roles of IDPs as chaperones remains
unclear, and while these functions are typically considered in the context of in trans inter-
actions, and intriguing hypothesis we suggest is that these regions can also act as cis-acting
chaperones.
2.3 Experimental Methods for Studying IDPs
The absence of a well defined three-dimensional structure makes many techniques common
in structural biology uninformative for providing insight into conformational behaviour of
IDPs. In this section we will briefly introduce several of the experimental techniques used
throughout this work.
2.3.1 Nuclear Magnetic Resonance (NMR) Spectroscopy
Nuclear Magnetic Resonance (NMR) spectroscopy has (arguably) been the most important
tool for exploring and understanding IDPs in vitro and more recently in vivo [32,263,302,441,
513,570,579,646,647]. A discussion on the details of NMR (which is an entire field unto itself)
is far beyond the scope of this thesis. Suffice to say, certain types of nuclei (which include
protons and nitrogen) have an associated and detectable spin-state, and by first aligning those
spins with a magnetic field, pulsing radio-waves across the sample, and observing how the
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magnetization changes as a function of time, allows the NMR spectroscopist to obtain nuclei-
specific information. It provides information on local chemical environments, relaxation
dynamics, through bond (J-coupling) and through space (NOE) interactions, and has been
used extensively to characterize many different aspects of disordered proteins, including both
structural behaviour and dynamics. HSQC spectral assignments allow a convenient method
for following perturbation to the local chemical environment of each residue in response to
some change, such as a change to the solution environment (salt, temperature, pH), as a
function of ligand or binding partner, or as a function of post-translational modifications. In
chapter 6 we used NMR to obtain information on local conformational changes that emerge
in response to phosphorylation. A final advantage of NMR is that it is possible to perform
NMR on protein samples in vivo [187,512,579]. While technically challenging, in many ways
this offers the holy grail of mechanistic biophysics - residue resolution insight into proteins
in their (truly) native environment.
While NMR is incredibly powerful, it is also challenging. A very basic issue is cost: NMR
spectrometers are incredibly expensive to purchase and maintain, so gaining access can be
a major challenge. For a good signal-to-noise ratio the protein concentrations must be rel-
atively high, which can be prohibitive for IDPs that undergo functional self association or
aggregation. This concentration dependence can also be an issue for Many NMR experi-
ments required isotope labelled protein which typically requires bacterial expression systems
- this can be problematic when working with IDPs, given disordered proteins frequently
express and/or purify poorly from bacterial systems. Beyond simply obtain the protein, a
further challenge stems from the fact that signal is inversely proportional to the speed of
solution tumbling, such that for proteins greater than ∼100 kDa the signal becomes almost
invisible. Beyond the practical issues of obtaining NMR spectra, the data analysis and inter-
pretation can also be highly challenge for IDPs, which are typically associated with sharp,
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poorly dispersed two-dimensional spectra (i.e. highly overlapping signals due to the fact
that the residues are all roughly in a similar chemical environment as a result of the proteins
disordered nature).
While NMR provides high resolution insight into local conformational behaviour, for IDPs
especially, it becomes more challenging to obtain global information. Pulse field gradient
experiments offers a method to obtain diffusion coefficients which can be extrapolated into
hydrodynamic radii using the Stokes-Einstein equation, but it remains somewhat unclear
exactly how well a Stokesian assumption holds for IDPs, where fluctuations and changes in
water entrainment as a function of conformation could introduce confounding factors that
convolve the relationship between diffusion and average dimensions. Nevertheless, if good
NMR data can be obtained for a system of interest, it will almost always be useful.
2.3.2 Small Angle X-ray Scattering (SAXS)
Small Angle X-ray Scattering (SAXS) provides insight into global conformational behaviour
of proteins [183,202,467]. As a solution scattering approach, a concentrated protein sample
is exposed to X-rays and a diffraction pattern is then collected. That diffraction pattern
informs on the dimensions of the scattering particles, and although SAXS does not provide
high resolution structural data, in some cases it can be used to obtain information on the
shape and size of the scattering species. As a result, it has been used extensively in the
characterization of IDPs [287]. The resulting scattering data can be analysed directly via
Guinier analysis, fit using an ensemble of structures, or for unfolded proteins fit using a
calibrated molecular form factor (MFF) to simultaneously extract information on global
dimensions and the apparent solvent quality 13 [434]. In all three cases, SAXS provides
13J. Riback, personal communication
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insight in the ensemble average global dimensions, a property that for IDPs is extremely
useful for relating amino acid sequence to conformational behaviour. It also provides useful
complementary information to NMR and FRET, which typically provide insight into specific
local conformational behaviour. As more sophisticated methods for analysing scattering
data are developed, the role of SAXS in characterising IDPs (especially in the case of larger
proteins where FRET or NMR are not amenable) will likely become increasingly important.
In chapter 6, we used SAXS in conjunction with NMR and simulations to construct a holistic
description of the conformational ensemble of a proline rich IDP from the yeast transcrip-
tion factor Ash1. In chapter 7 we used time resolved SAXS to provide insight into the
conformational behaviour of an unfolded (but foldable) protein before folding has begun.
As with all techniques, SAXS has various limitations. Like NMR, relatively high protein con-
centrations are needed, which introduces several of the same issues mentioned in the previous
subsection. Unlike NMR, the issue of aggregation can be at least partially addressed using
in-line size exclusion chromatography (SEC) to remove large aggregates and oligomers [483].
SAXS also has the advantage of being amenable to rapid mixing approaches, and recent
advances in microfluidics have allowed such approaches to obtain scattering data in a time-
resolved manner [325,655]. Given the complexities associated with fitting scattering data, it
should be no surprise that the derived radius of gyration shows an inherent dependence on
assumptions made during the Guinier regime fitting [20, 59, 673]. In chapter 8, we consider
the ongoing ‘SAXS vs. FRET’ debate, in which two techniques give apparently discrepant
results for the same protein. In this chapter, we suggest that at least part of this discrep-
ancy originates from the fact that the two methods report on fundamentally different order
parameters, and while limiting homopolymer models assume these two parameters to be
coupled, this need not be the case.
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2.3.3 Single Molecule Fo¨rster Resonance Energy Transfer (sm-
FRET)
Single Molecule Fo¨rester Resonance Energy Transfer (smFRET) has become an invaluable
tool for the study of IDPs [71, 523]. The theoretical basis of this approach relies on the
non-radiative transfer of energy between a donor dye and acceptor dye, where the transfer
efficiency (the amount of energy transferred from donoro to acceptor) depends on the orien-
tation of those two dye relative to one another and the distance between the dyes. In the
limit of fast anisotropic dye rotation, the orientational component averages out, and we are
left with equation 2.1
E(r) =
R60
R60 + r
6
(2.1)
Here, E(r) is the transfer efficiency, r is the distance between the two dyes and R0 is the
Fo¨rester radius, the characteristic distance when the transfer efficiency is at 50%. The trans-
fer efficiency is measured directly as the fractional quantum yield associated with productive
energy transfer from donor to acceptor, and the R0 is a known value for different dye pairs
that is measured independently. As a result, in some cases the dye-dye distance can be
directly recovered, as can various other photo-physical parameters.
Equation 2.1 provides a means to convert an instantaneous transfer efficiency into a dis-
tance. However, from smFRET experiments an ensemble average transfer efficiency (〈E〉) is
measured. Therefore, a second set of mathematical tools are required to convert 〈E〉 into a
distance distribution (as opposed to a single distance). This is achieved using equation 2.2
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〈E〉 =
∫ ∞
0
E(r)P (r)dr (2.2)
In simple terms, equation 2.2 tells us that the measured FRET efficiency is the integral
associated with the FRET efficiency for each possible r distance multiplied by the probability
of that distance. This is simply a continuous form of the arithmetic mean. To solve equation
2.2 requires a functional form for P (r). This is typically described using one of a number of
different polymer models. These models have one or more free parameters associated with
them, and are fit such that these free parameter(s) lead to an instantiation of the polymer
model which yield a P (r) distribution that correctly reproduces 〈E〉. In this way, we can
solve the inverse problem described by equation 2.2 and determine the most likely distance
(〈r〉) associated with a measured 〈E〉.
As an example, the commonly used Gaussian chain has the functional form shown in equation
2.3.
P (r) = 4pir2
(
3
2pi〈r2〉
)3
2 exp
(−3r2
2〈r2〉
)
(2.3)
Here, 〈r2〉 is the mean squared ensemble average end-to-end distance, which represents the
single fitting parameter. Other models include the self-avoiding walk (SAW) model, the
wormlike-chain (WLC) model and the Sanchez model. For a convenient introduction to
these models in the context the recent review by Schuler, Soranno, Hofmann and Nettels is
highly recommended [523].
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smFRET has been critical for exploring and understanding the relationship between sequence
and conformation [71, 523]. The accuracy and insight into local conformation behaviour of-
fered by smFRET is remarkable, providing a direct measure of chain dimensions and chain
dynamics [20,59,555,673]. While NMR and SAXS require high concentrations of protein to
obtain reasonable signal to noise, smFRET works best when the concentration of labelled
molecules is very low. This allows the study of aggregation-prone proteins far below their
saturation concentration (the concentration at which aggregation sets in) [404]. More gen-
erally, by labelling a single protein type, the heterogeneity of the surrounding environment
is largely irrelevant (assuming appropriate corrections to the resulting data analysis as a
function of solvent, sample depth, refractive index etc.). As a result, smFRET has provided
incredible insight into the impact of molecular crowders on the conformational behaviour
of disordered proteins [556]. Taking this a step further, a labelled sample can be delivered
directly into a cell providing single-molecule insight into the conformational behaviour and
chain dynamics of IDPs in their native environment [301].
Despite the power of FRET, there are a number of caveats that should be considered. Firstly,
the distances being measured are not chain-chain distances, but dye-dye distances. These
dyes are connected to the species of interest via a flexible linker. As a result, the influence
of the linker on extrapolating chain-to-dye distances must be taken into account. The dyes
typically used for single molecule experiments are fairly large planar aromatic dyes (see figure
2.6 for a sense of the relative sizes), which may introduce some bias. Computational studies
suggested that these dyes have a minimal impact on the behaviour of IDPs, although given
the fixed-charge nature of molecular dynamics forcefields, it remains unclear if the delocalized
pi-system associated with a dye would be appropriately captured and described [665]. We
caution that if, as a field, we wish to argue that IDPs show sequence-specific conformational
behaviour, it seems a necessary that the nature of the dyes might lead to some dye-dye or
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Alexa594E(r) = R60R   + r60 6 r
Figure 2.6: Schematic showing a dye labelled protein (ubiquitin) with the inter-dye distance
(r) labelled.
chain-dye interaction, given the size, geometry, and chemistry of the dyes. In chapter 7
we use novel non-invasive FRET pairs to dissect the local conformational behaviour of the
protein NTL9. Importantly, as a control, we demonstrate that for the folded state these non-
invasive dyes provide a perfect description of the expected local distances based on existing
crystal structures (R = 0.99).
A second and (arguably) more challenging issue is the conversion of transfer efficiencies to
distance. As discussed, the ability to fit the measured ensemble-average transfer efficiency
relies on the use of a model of P(r). These homopolymer-models introduce implicit assump-
tions and are necessarily describing chain dimensions in terms of the average behaviour of a
single type of monomer unit. For some IDPs (especially those that behave as flexible linkers)
this is a reasonable assumption, but for many others, local and long-range conformational
preferences leads to anisotropic deviations from mean-field polymer models. Consequently,
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while simple homopolymer models can typically be well fit to experimental data, there is not
necessarily any guarantee that they are fitting for the right reasons, and as a result further
insights obtained based on these models may be incorrect.
In chapter 8 we discuss the weaknesses associated with converting the end-to-end distance to
radius of gyration, and show that depending on the extent of local structure this can grossly
over- or under-estimate the global dimensions of an unfolded protein. For our work on the
unfolded state of NTL9 (chapter 7), we had six independent FRET pairs distributed across
the protein, providing a high-resolution global description of local conformational features.
If, instead of using all six FRET pairs, a single FRET pair is used, then the extrapolated
global behaviour we obtain is entirely inconsistent with the other local distances and the
SAXS-derived radius of gyration. This suggests that one cannot necessarily assume that
conformational behaviour derived from a single FRET pair provides a good description of
global conformational behaviour. One possible solution to this is to use physics based mod-
els rather than homo-polymer theory, as we did in chapter 7 and was done in recent work
by Fuertes et al. [189, 507]. When available, multiple FRET pairs provides a crucial self-
consistency check, and as such the use of multiple FRET pairs (as has been pioneered by
the Schuler group) offers a robust experimental measure of conformational behaviour across
multiple chain-distances. The major drawback of this, of course, is that creating multiple
independent constructs and performing the associated pairwise sets of experiments with nec-
essarily controls is extremely labour intensive. With this in mind, a more tractable approach
may be to combine one or two FRET pairs with other experimental and computational ap-
proaches (such as SAXS, NMR, or FCS), as has been done to great effect in a number of
recent studies [20, 59,189,555,673].
55
2.3.4 Fluorescence Correlation Spectroscopy (FCS)
The final technique we will briefly introduce is Fluorescence Correlation Spectroscopy (FCS)
[351]. FCS was originally conceived of and developed in the 1970s by Magde, Elson and
Webb, but in the last fifteen years has become a crucial component in the toolbox of ex-
perimental studying of unfolded proteins [228,306,539]. The basic principle of FCS is fairly
simple. A species of interest (e.g. a protein) is labelled with a bright fluorescent dye and
allowed to diffuse in a cuvette. A region within this cuvette is illuminated via a confocal
set-up, such that as molecules diffuse into the illuminated volume they fluoresce. Many
molecules diffuse in and out of the volume at each time-point, leading to fluctuations in
brightness. These fluctuations are measured, and the auto-correlation function associated
with these fluctuations can be fit to a simple model for a diffusing species in three dimensions.
From the fit of the autocorrelation function the diffusion constant is extracted directly. The
diffusion constant can provide insight in the species’ global dimensions by use of the Stokes-
Einstein equation. In addition to simple diffusion, more complex autocorrelation functions
can be used that capture chemical reactions, species fluctuations, and a variety of other
secondary and tertiary processes [163].
Like FRET, FCS allows for samples at extremely low concentration. Depending on the
concentration of labelled sample, FCS may be an ensemble method (multiple species diffusing
through the illuminated volume at any one time) or a single molecule methods (on average
a single molecule diffusing through the confocal volume at any given time). In both cases
the parameter being measured is the fluctuations in brightness. For single molecule FCS
with fully labelled sample (e.g. protein of interest genetically fused to GFP) a brightness
analysis can be used to determine the oligomeric state of a single species in the confocal
volume [95]. In chapter 5 we used FCS to measure the length-dependent diffusion constants
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associated with polyglycine, and found that, consistent with theoretical predictions and all-
atom simulations, it forms compact globules. In chapter 12 we used a modified version of
FCS, ultrafast scanning FCS (usFCS) to directly measure the protein concentration inside
and outside of phase separated droplets.
Although FCS is extremely powerful, it typically provides less information that smFRET or
NMR experiments. The conclusions drawn are also highly dependent on the models used to
interpret the data, a limitation in no way limited to FCS, but in other approaches there may
be additional self-consistency checks that make assessing the validity of key assumptions
more straight forward. Despite this, it provides a powerful tool for examining the global
conformational behaviour of disordered proteins. FCS also has the advantage of versatility
- measurements can be made in 2D (e.g. on lipid bilayers) and 3D, and can be made in cells
as well as in vitro.
2.4 Computational and Theoretical Approaches for Study-
ing IDPs
The preceding section focused on experimental approaches for understanding IDPs. We felt it
important to introduce these topics; they are tools through which the sequence determinants
of conformational behaviour in IDPs can be explored. However, the majority of the work in
this thesis is based on the interpretation of experimental results using a broader framework of
computational and theoretical approaches. In the following sections. In the following sections
we outline some general ideas in computational biophysics, followed by an overview of the
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key features associated with CAMPARI-based Monte Carlo simulations and the ABSINTH
implicit solvent model.
2.4.1 Introduction to Computational Biophysics
What do computational and theoretical approaches entail? In our work, the computational
approaches are primarily focused on all-atom Monte Carlo simulations using the ABSINTH
implicit solvent model (see work in chapters 5, 6, 7, 8, 11, and 12) [613]. In chapter 5 we use
all-atom molecular dynamics simulations with explicit solvent to describe the conformational
behaviour of polyglycine and two archetypal short peptides in the context of high concentra-
tions of denaturant. In chapter 14 we introduce a novel lattice-based simulation engine for
describing IDPs as simple but sequence-specific polymers. In chapters 12 and 13 we intro-
duce a theoretical description of thermodynamics of polymer mixing to explain the complex
phase behaviour of the disordered protein LAF-1. We also use a variety of sequence-based
statistical analysis tools for both analysis and design of novel sequences, although we will
limit our discussion of those tools to chapter 4.
Traditionally speaking, computational biophysics involves three-dimensional explicit-representation
simulations of biological macromolecules. By explicit-representation, we mean that our
species of interest (e.g. our protein) is represented as an entity that exist in three dimen-
sions, although the degree of resolution is arbitrary - it could be a low as a single sphere for
each protein, or high as all-atom resolution with interactions described via quantum mechan-
ics. This is in contrast to implicit representation models, where our species are described
by mean-field variables, and as such do not have any defined three dimensional topology
or relative position. Such an implicit representation could be a series of coupled ordinary
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differential equations to describe a signalling network, or a master-equation formalism to
describe chemical kinetics. As a working definition, biophysical simulations tend to use
explicit-representation models to describe complex phenomena, while systems biology tends
to use implicit-representations. The use of explicit- or implicit-representation schema allow
us to ask different types of questions. Importantly, both are quantitative tools for develop-
ing predictions that can be tested experimentally, and for better understanding biological
systems.
An explicit-representation simulation consists of two key but independent components, a
representation scheme and an update scheme.
Representation Scheme
The representation scheme is the manner in which the three-dimensional state of the system
is described. By representation, we refer to the framework used to describe the relative
position of the different mobile components (e.g. atoms) in the system, and also to describe
how those variable components interact with one another.
In computational biophysics the representation scheme tends to be described by a forcefield.
In the context of all-atom simulations, a forcefield is a set of rules that describe how atoms
can be connected to one another (bonded terms), and how atoms interact with one another
(non-bonded terms). The degree of complexity associated with a forcefield will depend on
the resolution. Simple bead-spring forcefields may use a harmonic potential to connect
beads together and a simple Lennard-Jones or Mie potential to dictate the non-bonded
interactions [590]. Complex forcefields like AMOEBA take allow for multipole interactions
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and polarization of charge distribution [470,540]. In general, the more complex a forcefield,
the more computational expensive running a simulation with that forcefield will be.
With this in mind, a molecular system can be described in terms of the actual configuration
of system components (relative positions of all atoms and relative topology of molecules
- i.e. what atoms are bonded to what). The energy associated with a given system-wide
configuration is then determined by passing the full configuration information to the forcefield
and evaluating the energy. The mapping between configuration and energy is many-to-one
and deterministic; a given configuration will always give the same energy, and many different
configurations may produce the same energy. In this way, we can think of a forcefield as
an energy function that takes the configuration of the system as input and returns to us an
energy. We will refer to this energy function-forcefield as the Hamiltonian (H).
While early simulations were performed in a vacuum, to explore solution-state behaviour
simulations are run in an aqueous environment [34, 327]. Explicit solvent simulations mean
that each water molecule in the simulation is represented as an individual molecule that will
interact with other water molecules and the protein in exactly the same manner as the protein
interactions with itself. Having an accurate water model is critical; in an explicit solvent
simulation the overwhelming majority of atoms in the system are water atoms. Consequently,
if water-protein (or water-water) interactions are incorrect they can drastically bias the
simulations [46,245,452].
Update Scheme
The update scheme is the method through which the configuration of our system evolves.
In dynamics-based evolution schemes, we evaluate the change in energy upon some small
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perturbation to the position of all the atoms in our system and use these changes in en-
ergy to determine an updated force (magnitude and direction) which is applied to each
atom [318, 327]. In this way, Newton’s equations of motion are solved. There are various
different dynamic schema, including molecular dynamics, Langevin dynamics, and Brownian
dynamics [318]. These differ in various aspects, but are similar inasmuch as they describe a
temporal evolution of a dynamical system in which finite timesteps are taken, with the sys-
tem evolving as a function of the updated atomic positions that occur over these timesteps.
With the exception of the work in chapter 5, our work does not use molecular dynamics
simulations, but instead uses Monte Carlo simulations, an alternative update scheme that
does not use the equations of motion, but instead drives the evolution of the system through
random conformational perturbations.
Monte Carlo Simulations
Monte Carlo simulations are in many ways substantially simpler to understand and imple-
ment than dynamics-based update schemes. In molecular dynamics we are allowing the
system to evolve according to the forces that emerge from the interactions between all the
components in the system. This means that for each timestep we update the full set of de-
grees of freedom in the system, and that update is (by necessity) very small. In Monte Carlo
simulations we are perturbing a randomly selected single degree of freedom by a randomly
determined about, evaluating the energy associated with the configuration that results from
this random perturbation, and accepting or rejecting that new configuration according to
some update rule [614]. For all the simulations discussed in thesis we will accept or re-
jected according to the Metropolis-Hastings acceptance criterion, but alternative acceptance
criterion exist (e.g. Barker, Wang-Landau etc.) [31, 227,498,624] .
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The Metropolis acceptance criterion is shown in equation2.4
p = min
{
1, exp
[
−
(
1
kBT
)
× (EB − EA)
]}
(2.4)
Using equation 2.4 we can directly compute the probability of accepting a move as a function
of kT , as shown in fig. 2.7. Moves where the energy decreases (becomes more favourable)
are always accepted, while moves where the energy increases (become less favourable) are
accepted with an exponentially decreasing probability. Importantly, however, even extremely
unfavourable moves can be accepted, albeit with very low probabilities. This allows local
minima to be escaped via transition states which may be substantially less energetically
favourable than the associated minima.
For dynamics-based update schemes the change on each timestep is determined based on the
forces experienced by each atom. For Monte Carlo simulations we must define the types of
‘moves’ (perturbations) that allow the system to evolve in configuration space. These moves
typically involves rigid body motions (rotation and translation), as well as local moves to
augment the conformation of the molecule(s) of interest. In the case of proteins, this could
include dihedral angle rotation, bond stretching, ring puckering, and a range of additional
processes.
For IDPs, Monte Carlo simulations offer a distinct advantage over molecular dynamics sim-
ulations. Molecular dynamics algorithms (by design) construct a smooth trajectory whereby
the system evolves along a energy-gradient dictated by a combination of the forces experi-
enced by each atom and the thermal fluctuations provided by the surrounding environment.
Consequently, upon reaching a local meta-stable minimum, if the fluctuations experienced
by the macromolecule are small enough relative to depth of that minima, a molecules may
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Figure 2.7: Plot of acceptance probability vs. change in energy associated with a move.
Moves that lead to a decrease in energy will always be accepted, while moves that increase
energy may be accepted, depending on how significant the increase in energy is. There is
always a finite chance of accepting a move, such that for moves that lead to an increase in
energy of 5 kT there is a 0.67% chance of acceptance; low but not zero.
become ’trapped’ in a local meta-stable state for a significant length of time. This is not an
artefact, but reflects the true depth of the minima in the context of the free energy landscape.
Unfortunately, our simulations run for a finite amount of time, and remaining trapped in
a local minima may lead to a gross under-sampling of the available conformational space,
effectively breaking the ergodic assumption.
To illustrate this point, we can construct a hypothetical energy surface associated with an
IDP, as depicted in fig. 2.8. Here, the vertical axis corresponds to energy, and the horizontal
axes are some arbitrary description of conformation. The black spheres (starting at the
local minimum labelled A) represent the path associated with some hypothetical molecular
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dynamics trajectory. The trajectory explores along the gradients of energy, spending the
majority of its time sub-sampling states around A. The white spheres (also starting at the
local minimum labelled A) represent the path associated with some hypothetical Monte
Carlo trajectory. This trajectory is undergoes a series of jumps to explore many different
minima, a behaviour possible through large-scale reconfigurations that allow the system
to directly reconfigure over the energy barriers that prevent the equivalent sampling by
molecular dynamics simulations.
For folded proteins this is (to some extent) less of an issue; assuming the simulation begins
with a protein in its folded state, we are typically only interested in exploring within that
folded basin. This folded basin can encompass the range of local conformational dynamics
associated with folded proteins. For IDPs, however, the free energy surface that describes a
disorder protein is (almost by definition) extremely rugged. For disordered proteins where
the many local minima that give rise to this rugged surface are shallow (relative to kT )
this is not a major problem, as escape from any given minima is likely. However, for IDPs
where these local minima are deeper, the efficiency of an MD simulation will decrease ex-
ponentially as a function of well depth and number of wells. Consequently, despite running
long molecular dynamics simulations, an IDP may only samples a handful of distinct states,
with the majority of the time spent engaging in small local re-arrangements as the protein
explores a single local minimum. Monte Carlo simulations, on the other hand, are able to
jump between local minima through single moves that bypass high energy barriers or allow
transient passage over such a barrier via the unlikely (but possible) acceptance of a high
energy move. By designing move-sets that maintain detailed balance but allow for large-
scale re-arrangements in a single move, we can explore conformational space in a much more
efficient manner [614].
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Figure 2.8: Schematic examining a hypothetical free energy surface of an IDP and two puta-
tive trajectory pathways over that surface. In both cases these trajectories begin at state A.
The black path is drawn to represent the trajectory associated with a molecular dynamics
simulation. Each configuration is equidistant from the previous (in phase space) due to well
defined finite steps, and the majority of the simulation is spent sampling the minima at A
and B, eventually crossing the larger barrier towards state C. The white path is drawn to
represent the trajectory of a Monte Carlo simulation. Large ‘jumps’ between different con-
figurations are possible due to moves that cause large-scale conformational changes, allowing
the system to entirely bypass the majority of the high barriers and explore various states
(A-through-F). Naturally this is a biased schematic drawn to deliberately suggest that Monte
Carlo simulations as highly efficient, but the point remains that these jumps in phase space
allow Monte Carlo simulations navigate an inverted egg-box style free energy landscape (one
with many minima of approximately the same stability).
More generally, a fundamental challenge in the simulations of IDPs is the inability to assess
the true size of conformational space accessible to the protein of interest. An MD simulation
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run for 5 µs may appear well sampled, but assessing the true extent to which the simulation
is exploring conformational space is almost impossible. Put another way, what fraction
of the possible states accessible to an IDP are being found? There is no obvious way to
know this without complete enumeration with the appropriate Hamiltonian, at which point
your have already fully sampled the system. Qualitative litmus tests to asses sampling
including running multiple independent simulations or assessing how derived results change
if various subsets of data are used, but these are far from rigorous. In the seminal review by
Zuckerman and Grossfield, the sentence, “Visual confirmation of good sampling is still an
important check on any quantitative measure” is as accurate as it is alarming [207]. These
challenges apply to both Monte Carlo and molecular dynamics simulations, but the inherent
nature of Monte Carlo simulations makes them well suited for exploring rugged/non-convex
energy surfaces.
In chapter 9 we introduce an algorithm designed (in part) to assess the degree of local confor-
mational sampling. Such an approach can be useful for providing a quantitative framework
for thinking about how well converged simulations are, but will typically be most useful in
the cases of pathologically poorly sampled simulations. In chapter 14 we will briefly touch
on a new class of Monte Carlo moves for sampling rugged energy landscapes (Temperature
Sweep Metropolis Monte Carlo). To be clear, we do not mean to imply that Monte Carlo
simulations are not subject to exactly the same sampling challenges as molecular dynamics
simulations are. These are especially true in the case of deep local minima where single
moves that allow escape are not available. In light of this, enhanced sampling approaches
including temperature replica exchange, Hamiltonian replica exchange, and Hamiltonian
Switch Metropolis Monte Carlo play key roles in hard-to-sample systems for Monte Carlo
simulations [394,565,656].
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A drawback of Monte Carlo simulations (compared to molecular dynamics simulations) is
that unless explicitly encoded in the implementation of the move set, Monte Carlo simulations
do not generate a trajectory that provides useful kinetic information [175]. Each move
involves a randomly selected degree of freedom and a random extent of perturbation. As a
result some steps may lead to tiny changes in the system’s conformation, while others may
lead to large conformational re-arrangements, meaning the interpretation of reconfiguration
vs. number of steps depends on the moves proposed.
Given that Monte Carlo simulations evolve via an accept/reject mechanism, a major advan-
tage is the fact that there is no need to calculate the forces associated with each atom. More-
over, because a single degree of freedom is being perturbed at a time, intelligent algorithms
can be designed that only evaluate the energy associated with the changing components in
the system. As a result, Monte Carlo simulations can be incredibly fast, although they are
often less amenable to parallelization (unlike molecular dynamics, where domain decompo-
sition and GPUs have been transformational in improving wall-clock time) [1,275,294,514].
For explicit solvent all-atom simulations, Monte Carlo simulations suffer from one major
drawback: because the moves involve the perturbation of single degrees of freedom in an
independent manner, in dense systems the majority of moves are rejected due to steric
clashes. Given the density of liquid water, this is an issue for all-atom simulations with
explicit water under aqueous conditions. Dense systems need not necessarily be prohibitive
for Monte Carlo simulations (in chapter 14 we report results from simulations where the
volume fraction is up to 90%), but nevertheless typically lead to a large increase in the
number of steps required to obtain converged results due to the plummeting of the acceptance
ratio (the fraction of proposed moves which are accepted).
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To alleviate these density-induced inefficiencies, the Monte Carlo simulations performed in
this work take advantage of an implicit solvent models [613]. In an implicit solvent models,
instead of representing each water molecule as a separate species in the simulation, the
water is treated as a mean-field interaction, where the strength of the associated solvation
energy is related to the solvent accessible volume associated with the protein surface. There
are various possible approaches to implement an implicit solvent model. For our all-atom
simulations we used the ABSINTH implicit solvent model. In chapter 14 we introduce a new
coarse-grained forcefield, the General Chemical Forcefield (GCF) forcefield, which while still
in development provides promising early results at a fraction of the cost.
2.4.2 CAMPARI
The CAMPARI simulation engine is used extensively throughout this thesis. CAMPARI
is a feature-rich, powerful simulation engine for performing molecular dynamics (in both
Cartesian space and torsional space) as well as for performing Monte Carlo simulations [613–
615]. In this subsection we will focus on its capacity as a Monte Carlo simulation engine, and
for the body of work described herein all simulations performed with CAMPARI are Monte
Carlo simulations. The specific details associated with CAMPARI are well documented
online (http://campari.sourceforge.net/) and will not be repeated here. In short, the degrees
of freedom for conformational sampling are illustrated in table 2.4.2
Perturbations to these degrees of freedom are of two types: fixed perturbations, that alter
a degree of freedom by a specific step-size, or randomized perturbations that first pick a
random extent of perturbation (a numerical value selected from a uniform distribution of
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Location Degree of freedom
Molecule Rigid body coordinate (position and orientation)
Backbone ω angle (CAi-1, Ci-1, Ni , CAi)
φ angle (Ci-1, Ni , CAi , Ci)
ψ angle (Ni , CAi , Ci , Ni+1)
Proline (has seven non-redundant degrees of freedom to facilitate puckering)
Sidechain Depending on residue has ≥ 0 χ1, χ2, χ3, χ4 angles
Table 2.1: Degrees of freedom in the CAMPARI Monte Carlo simulations. Note i here
reflects the index of a specific amino acid.
values between 0 and some pre-defined upper bound) and then alter the degree of freedom
by this randomly selected value.
In CAMPARI Monte Carlo simulations bond lengths and angles are held fixed, a treatment
which is used frequently for Monte Carlo simulations of biomolecules and does not introduce
artefacts, although this statement does not holds true for molecular dynamics simulations
[445, 446]. By holding bond lengths and angles fixed the effective phase space accessible to
the simulation is reduced, but this reduction is of predominantly non-relevant conformations,
in effective providing a substantial improvement in sampling. We can consider this to be
equivalent to rejecting all moves that perturb bond angles and bond lengths that deviate
from the ideal value. For molecular dynamics, such stiff bond angles and lengths would
cause local barriers to dynamics, but given Monte Carlo simulations evolve through random
perturbations to the degrees of freedom such barriers are not an issue.
Simulations are performed in a spherical environment with a soft-wall boundary potential
that has a radius of typically 2-3 times the contour length of the polypeptide. Finite size
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effects are tested for by running simulations with HEV (discussed in subsection 2.4.3) at sev-
eral different sizes and identifying the droplet radius at which end-to-end chain compaction
is experienced.
Long range electrostatics are computed by explicitly dealing with all monopole-dipole and
monopole-monopole interactions at atomistic resolution (keyword FMCSC LREL MC 1). CAM-
PARI allows for several distinct approaches for computing long-range electrostatics, but we
mention this choice as it deviates from the default behaviour (FMCSC LREL MC 3). Beyond
this choice, all options used for simulations are as associated with a default keyfile. The de-
fault values defined within CAMPARI can change; as such, we recommend setting all critical
keywords explicitly in the keyfile to ensure that no hidden surprises emerge.
2.4.3 ABSINTH
The ABSINTH implicit solvent model provides a way to evaluate the instantaneous energy
associated with a three-dimensional configuration of some biomacromolecule. In this capac-
ity, it allows a software package (in our cases CAMPARI, but in principle any simulation
engine) to perform all-atom simulations (either Monte Carlo or molecular dynamics) by
evaluating the energy associated with a given state. The practical mechanism by which the
energy is evaluated is an implementation detail of the software in question. Instead, we can
think of ABSINTH as an analytical description of energy as a function of atomic position
and topology. In this way, the distinction between ABSINTH and CAMPARI should be
clear.
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ABSINTH is different from other implicit solvent models. In ABSINTH, biomacromolecules
are decomposed into a set of solvation groups based on the molecule’s chemistry. Experimen-
tally determined free energy of solvation information are available for each solvation group.
In this manner, the impact of solute-solvent interaction is captured directly by combining
experimental data with a functional relationship between the solvent accessible volume and
the solvation state of each atom. This mapping of solvent accessible volume to solvation
state uses a stretched sigmoidal function, providing an analytical mapping that provides an
approximation for the partial solvation of atoms.
The total energy associated with a given conformation of a macromolecule is defined as
Etotal = Wsolv +Wel + ULJ + Ucorr (2.5)
As can be seen, the ABSINTH model consists of four distinct terms: a solvation term Wsolv,
an electrostatics term Wel, a Lennard-Jones term WLJ and a torsional correction term Ucorr.
Mean Field Solvation Term (WLJ)
The mean field solvation term describes how the solute interacts with the solution environ-
ment. As described, the solute (e.g. protein, nucleic acid, ion, etc.) is decomposed into
non-overlapping solvation groups, where each atom associated with the solute belongs to
exactly one solvation group. These solvation groups represent distinct chemical moieties for
which experimental data regarding the free energy of solvation have been measured [72].
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Wsolv is written as
Wsolv =
NSG∑
i=1
ni∑
k=1
λi,kν
solv
i,k ∆G
solv
i (2.6)
Here, NSG is the total number of solvation groups in the system, ni is the number of atoms
in solvation group i, λi,k is a weighting factor for the kth atom of solvation group i that
lies between 0 and 1, νi,k is the solvation state of the kth atom in group i (again, which
lies between 0 and 1), and ∆Gsolvi is the experimentally determined free energy of solvation
associated with that group. νsolvi,k is related to the solvent accessible volume fraction by a
stretched sigmoidal function (i.e. when the atom is fully solvent accessible νsolvi,k = 1.0 and
when it is fully solvent inaccessible νsolvi,k = 0.0). In the standard ABSINTH implementation
the λi,k values are distributed based on an analysis of the changes to the free energy of
solvation associated with a series of relevant homologous compounds. As an example, in the
homologous series formamide (CH3NO), acetamide (C2H5NO), propionamide (C3H7NO),
and butaneamide (C4H9NO) the addition of sequential methylene groups has a negligible
impact on the free energy of solvation; consequently the λ weights associated with those
groups are also negligible.
Electrostatics Term (Wel)
The term Wel describes the polar interactions within the system. Here, polar interactions
refer to interactions between fully-charged moieties (e.g. ions or carboxylate groups), and
between partial charges. All atoms contain some degree of partial charge, while only a
small subset are part of a chemical group that holds a fixed integer charge. For atoms
that originate from net-neutral chemical groups a distance cut-off is applied, but for fully
charged groups no distance cut-off is used (although the natural form the Coulomb potential
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means the effective interaction beyond some distance is minimal). As a result, while the
computational cost-per-step of CAMPARI+ABSINTH simulations scales reasonably well in
response to number of amino acids, it scales more poorly as a function of ion concentration.
In much the same way as solutes are broken down into solvation groups for the Wsolv term,
solutes are also broken down into charge groups. Charge groups represent collections of
atoms that each posses a partial charge but for uncharged groups the sum of the partial
charges associated with those atoms is net neutral. For groups with a fixed charge (ions,
carboxylate groups, etc.) the summed partial charges add up to an integer charge. The
membership and topology of charge groups is not the same as solvation groups, but are
instead based on the partial charge assignments associated with standard molecular me-
chanics forcefields. For ABSINTH we typically use either OPLS-AA or CHARMM based
partial charges, meaning ABSINTH simulations are in fact done using ABSINTH-OPLS or
ABSINTH-CHARMM. As in standard molecular mechanics forcefields, charge-charge inter-
actions only occur between atoms in distinct charge groups, but not within the same charge
group.
For all the work in this thesis we used ABINSTH-OPLS, but when tested identical or ap-
proximately identical results were obtained with ABSINTH-CHARMM for most systems
(see below). ABSINTH-CHARMM has the advantage of including a broader repertoire of
parameters (including phosphorylated sidechains and charge-neutralized side chains). How-
ever, ABSINTH-OPLS includes a proline-specific parameter set that accurately reproduces
cis-trans statistics for polyproline [471]. For our work in chapter 6 on the proline-rich IDP
from Ash1 we found that ABSINTH-CHARMM was unable to reproduce SAXS data, while
ABSINTH-OPLS reproduced it well. We provide these anecdotal results to warn future
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users that proline-rich sequences may be better reproduced using the updated ABSINTH-
OPLS (with the parameters of (Radhakrishnan et al.), as is standard in the parameter set
associated with abs3.2 opls.prm. To help relieve this issue the integration of the proline
parameters into the ABSINTH-CHARMM forcefield is natural next step.
The Wel is written as
Wel =
NCG∑
i=1
ni∑
k=1
NCG∑
j=i+1
nj∑
l=1
f[(i,k):(j,l)]
(
q(i,k)q(j,l)
4pi0r[(i,k):(j,l)]
)
s[(i,k):(j,l)] (2.7)
This provides a summation over all unique pairs of atoms in distinct charge groups. Here,
NCG is the number of charge groups in the system, and we use the notation [(i, k) : (j, l)] to
refer to atom k from charge group i and atom l from charge group j.
f[(i,k):(j,l)] is effectively and on/off switch, and is set to 0 if the two atoms in question are
connected via a direct covalent bond, are part of a bond angle, or are part of the same
charge group, otherwise the value is set to 1. q(i,k) is the partial charge associated with
atom k in charge group k. r[(i,k):(j,l)] is the distance between atom k from charge group
i and atom l from charge group j. 0 is the permittivity of free space. Finally s[(i,k):(j,l)]
represents a correction factor that accounts for inhomogeneities in the mean-field dielectric
caused by many body-effects that modulate the solvent accessible volume associated with
the two atoms of interest, and is defined as
s[(i,k):(j,l)] =
[
1− aνel(i,k)
][
1− aνel(j,l)
]
(2.8)
and
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a = 1− 1√

(2.9)
Like the solvation state νsolv(i,k), the parameter ν
el
(j,l) is the electrostatic-solvation state. This is
also defined by a stretched exponential, but is not the same as the standard solvation state.
In other words, there are two distinct measures of solvation state associated with each atom
(νsolv(i,k) and ν
el
(j,l)) - one is used for Wsolv and the other for Wel.
Lennard-Jones (Short Range) Interaction Term (ULJ) and Ucorr
Like many other molecular mechanics forcefields, ABSINTH uses a 12-6 Lennard-Jones po-
tential to describe closest approach interactions. The Lennard-Jones terms used for AB-
SINTH are different from those in other forcefield packages, and have been meticulously
calibrated to reproduce the heats of fusion and densities of small molecule crystals [593,614].
As a result, the ABSINTH Lennard-Jones parameters typically give rise to smaller hard-
sphere radii than are obtained in other forcefields; these parameters allow for accurate re-
production of various physical phenomena, and have shown good agreement with various
models. Moreover, these LJ parameters typically allow ABSINTH simulations to produce
Ramachandran statistics that match experimental data much more accurately than standard
molecular mechanics forcefields without various corrections (e.g. CMAP).
As is standard, the functional form the 12-16 Lennard-Jones potential is written as
ULJ = 4
N∑
i
N∑
i+1
fi,ji,j
[(
σi,j
ri,j
)12
−
(
σi,j
ri,j
)6]
(2.10)
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Where N is the total number of atoms in the system (such that i and j are distinct atoms),
fi,j is set to 1 if atoms i and j are separated by one or more rotatable bonds, else it is set
to 0, ri,j is the distance between atoms i and j, and the parameters i,j and σi,j are the
characteristic interaction parameters for the interaction between atoms i and j.
Finally, Ucorr is a catch-all term that includes several geometrical potentials to maintain
planarity of certain bonded systems, such as amide bonds and the hydroxyl group associated
with tyrosine. These corrections capture local stereospecific electronic effects that would not
be captured by local steric effects.
Final Comments
ABSINTH+CAMPARI is a remarkably powerful tool. Despite the fact that solvent is rep-
resented as a mean-field interaction, it has repeatedly been able to accurately capture the
conformational behaviour of a wide range of disordered proteins, often for systems where
conventional simulations were explicitly tested and failed [200, 381]. Conventional all-atom
explicit solvent approaches have typically suffered from three key challenges when simulating
disordered proteins;
1. An enrichment for secondary structure was frequently observed in older forcefields.
Indeed, not only an issue for IDPs, this was a challenge for protein folding studies [186]].
This has largely been corrected with newer versions of forcefields.
2. A tendency to over-compact is also generally observed for many explicit-solvent all-
atom forcefields. This may in part be due to over-zealous protein-protein interactions,
which have to some degree been parameterized (or at least evaluated against) folded
protein structures. However, a growing body of evidence suggests that protein-water
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interactions may also be to blame, with several recent papers tweaking the solvent-
solute interaction strengths to reduce collapse [44, 46, 245, 452, 490]. These forcefields
show promising results, although the extent to which both folded behaviour and the full
range of disordered proteins are correctly capture with the requisite sequence specificity
remains unclear.
3. As described above, the more fundamental challenge for IDPs is the problem of sam-
pling. In this regard, approaches such as PIGGS, FAST and other equilibrium-based
enhanced sampling tools may be well suited to rapidly explore conformational space
[22,676]. Despite this, the compounding challenges of the computational cost of explicit
solvent and the inherent slowlness for the exploration of configuration space may make
explicit solvent simulations prohibitive for obtaining converged well sampled ensembles
for some time to come. Two anonymous anecdotes of interest (1) For an IDP of around
30 residues it took just under a month for replica-exchange explicit solvent simulations
to provide a converged and accurate ensemble, while it took a single temperature run
with ABSINTH and CAMPARI around six hours to achieve almost indistinguishable
accuracy. (2) I spoke once with an individual who had a colleague who had been run-
ning simulations of α-synuclein with explicit solvent for ∼1.5 years. These were yet to
equilibrate. These are perhaps extreme examples, but help illustrate a more general
challenge in obtaining accurate ensembles for IDPs.
2.4.4 IDPs and Analytical Theory
While simulations have been used extensively in the world of disordered proteins, an accu-
rate but fully analytical description lags behind. Recent work by Sawle & Ghosh and by
Lin & Chan provide elegant descriptions of how analytical theory can be used to predict
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conformational and emergent properties, although these theories are limited to idealized
systems [335–337, 517]. In the case of the work by Lin & Chan, progress towards a gen-
eral framework for understanding the determinants of phase separation in heteropolymeric
systems has been made, although fully mean-field theories such as the random-phase ap-
proximation necessarily lead to a loss of specific types of interactions. Our work in chapters
12 and 13 suggests this could be an issue. While an effective theory for the prediction of
sequence-specific conformational properties would be incredibly powerful, it remains unclear
if such a theory would have any advantages over numerical simulations, especially if those
simulations could be done with simple models and yield predictive and at least qualitatively
correct results (see 14).
Despite the fact that IDPs are (generally) heteropolymers, there is a wealth of polymer
physics based on homopolymers we can leverage to understand IDPs [67,234,440]. Many of
these topics are considered in the introductory chapter 3, and again in chapters 5, 7, 12 and
13.
One concept which we will return to is in chapter 5 is the effective scaling exponent ν.
We can consider a polymer in terms of the balance between chain-chain and chain-solvent
interactions. In this framework, the scaling exponent ν provides a route to predict the
dimensions of a polymer as a function of the number of monomers in the chain. This
relationship is captured by the expression;
〈dimensions〉 = R0Nν (2.11)
Where R0 is a prefactor scalar that captures a combination of the the bulk of the monomer
and the chain persistence length.
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If chain-solvent interactions are preferred over chain-chain interactions the polymer is said
to be in a ‘good’ solvent, and ν > 0.5. In the limit of an infinitely long polymers, a chain in
a good solvent will necessarily reproduce the global dimensions expected for a self-avoiding
random chain and ν = 0.588. If chain-chain and chain-solvent interactions are perfectly
counter-balanced the polymer is said to be in a Θ solvent and ν = 0.5. A chain in a Θ
solvent is also referred to as Flory Random Coil, sometimes just a random coil14, a Gaussian
chain, and a random flight chain. When chain-chain interactions are preferred over chain-
solvent interactions the polymer is said to be in a ‘poor’ solvent and ν < 0.5. For an an
infinitely long polymer, a chain in a poor solvent forms a dense globule and ν = 0.33, a
state sometimes referred to as a an equilibrium globule or compact globule. As an aside,
while polymers in a good or Θ solvent have equivalent global and local scaling (i.e. show
fractal dimensional behaviour), a compact globule does not. However, the (appropriately
named) fractal globule does show both ν ≈ 1/3 scaling and shows fractal behaviour, but is
a fundamentally non-equilibrium state [662].
The stationary points for ν (0.33, 0.5, and 0.5888) reflect limiting behaviours for infinitely
long chains. For real chains, intermediate values of ν can be achieved, although we should
be cautious of how these values are interpreted. For a finite-length polymer, there is (by
definition) a length dependence associated with ν, such that we must consider these inter-
mediate values of ν to be νapp. This should not be taken to mean that intermediate values
of νapp are not useful, as rather than describing scaling behaviour they can (along with the
prefactor R0) provide direct quantitative insight into the chain-solvent interactions and devi-
ations from expected polymer models. A second issue is that scaling behaviour is inherently
a property that makes sense for a homopolymer, but for a heteropolymer the impact local
14Beware - random coil is a loaded term and means different things to structural biologists, polymer
physicists, and NMR spectroscopists. You have been warned.
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interactions between specific chemical moieties could lead to conformational behaviour that
may be inconsistent with simple scaling theories on some length-scales.
Using all-atom resolution models we can use CAMPARI and ABSINTH to generate confor-
mational ensembles that match these three scaling limits. This allows a well posed question
to be asked: If an IDP of interest behaved as a homo-polymer in the true poor, Θ or good
solvent regime, what should our expectations be in terms of the associated conformation
ensemble? We suggest this is a more interpretable way to think about solvent quality than
directly fitting for a scaling exponent, given the length dependencies discussed above.
To generate these ensembles we take advantage of a modified Hamiltonian.
1. For polymers in a poor solvent we use a modified Hamiltonian - HLJ - where the only
terms are the attractive and repulsive terms of the Lennard-Jones potential. The repul-
sive part prevents steric overlap, while the attractive part makes all atoms effectively
(close to) uniformly sticky for one another. As a result, non-specific globules form and
provide a good reference for poor solvent behaviour. Of note, the quality of sampling
in the poor-solvent regime is a major issue, such that to generate useful ensembles
the best approach is to run many (¿500) extremely short simulations and construct a
‘meta’ ensemble from these.
2. For polymers in a Θ solvent we use a modified Hamiltonian -HFRC - where all attractive
and repulsive terms are turned off, creating a phantom chain. To ensure we create an
ensemble of locally reasonable states, rather than use a standard CAMPARI simulation
that samples the degrees of freedom listed in table 2.4.2 we instead use the Flory
rotational isomer approximation, and randomly set local amino acid dihedral angles
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based on a library of allowed values [177]. This approach requires a modified version
of CAMPARI, and should not be attempted with the standard implementation.
3. For polymers in a good solvent, we again use a modified Hamiltonian - HEV - where
only the repulsive terms of the Lennard-Jones potential are used. This means that
only interactions between atoms prevent steric overlap.
These limiting cases are not representative of real IDP behaviour, but they provide im-
mensely convenient sequence-specific reference states for normalizing against the effects of
chain topology. We have used these reference states in several of the analyses deployed
throughout this thesis. The reference states help set our expectations, and provide relativity
for results relating to long-range, local, and global chain dimensions.
As we discuss in chapter 7, the analysis associated with scaling exponents was developed in
the limit of homopolymers consisting of millions of monomers. Should such an analytical
framework be predictive (or even relevant) for finite-length heteropolymers? In the immortal
words of Mr. Linch, “Kind of, but not really”. ν is a convenient order parameter, and
provides some measure of a chain’s ensemble average global behaviour. That said, this
utility should not be assumed to extend to local interactions, or indeed necessarily provide
predictive insight into inter-molecular vs. intra-molecular behaviour. We demonstrate in 7,
ensembles that give rise to an identical values for ν can have a wide range of global and local
conformational properties, and show in chapter 13 that IDPs can entirely decouple their
inter-molecular and intra-molecular interactions.
We finish this section with a general sentiment that will echo throughout the first half of
this thesis. We have gained incredible mileage using physics that was developed to describe
homopolymers and applying it to proteins. For some proteins (e.g. folded proteins under
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strongly denaturing conditions) these models provide a quantitative description of the global
and local behaviour [297]. In the case of strongly denatured proteins, despite the chemical
complexity associated with the sidechains, in the limit of a high concentration of denaturant
we have effectively converted the heteropolymer into a homopolymer from the perspective
of chain-chain and chain-solvent interactions; hence the robust ν = 0.59 scaling.
However under normal aqueous conditions the chemical complexity presented by protein
sidechains pulls local conformational behaviour away from the manifold described by simple
homopolymer models in a strongly anisotropic manner. As a result, we should expect these
models to be progressively less useful as further high-resolition studies of local conformational
emerge. It is at least plausible that this fact in isolation qualitatively explains the apparent
discrepancy between SAXS and FRET at low denaturant concentration. In chapter 8 we
will show that it also does so quantitatively. For folded proteins, we may find it easier to
rationalize this result - after all, it should be expected that as well defined secondary and
tertiary structure begins to emerge the ability of mean-field homopolymer models to describe
those local conformational preferences should deteriorate rapidly. However, a key message
we wish to convey in this work is that those same, well-defined anisotropic interactions that
we observe during the early stages of protein folding that are also present in IDPs. IDPs are
not Gaussian chains, but show strong, sequence dependent conformational behaviour across
many length-scales. This does not mean that their global behaviour cannot be described by
a polymer of the same number of monomers in some theoretical scaling regime (and in fact
it is almost impossible for this not to be true), but this should not be treated as proof that
they are devoid of local conformational preferences. The bottom line is this; homopolymer
models have provide huge insight, but this does not mean IDPs are homopolymers.
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2.5 Final Remarks
We conclude this chapter with a brief summary of the key ideas. We have introduced in-
trinsically disordered proteins and provided some rational for their prolonged absence from
textbooks. We then considered the relationship between amino acid sequence and confor-
mational behaviour, a topic that makes up the majority of the material in part I. We then
discussed the function and evolution and IDPs - although not topics explored in this work we
feel it important to introduce them to provides some broader scope for the interplay between
sequence and phenotype. We then introduced experimental and computational methods for
studying IDPs, with an extended discussion on the ABSINTH implicit solvent model, which
will be used extensively throughout this work. Finally, we have touched on some of the
concepts (and challenges) associated with relating sequence to conformational behaviour via
analytical theory.
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Chapter 3
Phase separation in biology
The final introductory chapter in this work describes the topic of phase separation in biology.
We will briefly discuss some of the associated physics, although we defer to the extensive
material in in chapter 13 with respect to the thermodynamics of polymer mixing. We will
then discuss the challenges of naming this phenomena, and briefly consider gels vs. liquids.
Next, we will discuss the types of molecules that facilitate biological phase separation, and
then consider the ultimate question: why might Nature be using phase separation at all.
Finally, we will consider how different types of amino acids may drive phase separation in
different ways.
3.1 An Introduction to the Physics of Phase Separa-
tion
Everyone loves salad dressing. Some of us love it for bringing a flash a taste to a distinctively
herbivorous dish. Others love it because it provides an ideal pedagogical framework with
which to introduce the concept of liquid-liquid phase separation. In the interest of simplicity
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(and to the disdain of the gourmand) let us imagine a simple salad dressing consisting only of
oil and vinegar. Both oil and vinegar are liquids; they flow, drip, wet a surface, will deform
to occupy the volume of their encompassing container to a limit dictated by surface tension,
and on a molecular level experience rapid internal reorganization. This does not mean
there can’t be preferential interactions within a liquid - as a prime example, water shows a
distinct radial distribution profile due to preferential intermolecular hydrogen bonding (see
fig. 3.1) [413]. However, in spite of any well defined local interactions, given infinite time,
a liquid will deform and flow. Essentially, the strength of those preferential interactions are
unable to overcome the entropic driving force that gives rise to internal re-arrangement, but
strong enough to create a cohesive network, leading to a surface tension.
Returning to our delicious analogy, both oil and vinegar are liquids, but if we mix them
together and then allow them to stand for a little time something curious occurs. Despite
the fact both are liquids, we find that they will demix into distinct droplets of vinegar in
a sea of oil (or vice versa, depending on the ratio of vinegar:oil). Figure 3.2 illustrates this
phenomenon. To most people this is simply a mildly inconvenience, but over the last ten
years there has been an emerging consensus that the physics that underlies this behaviour
represents a critical mechanism through which Nature facilitates cellular organization [27].
What is going on in these droplets? Inside the vinegar droplets, the concentration of vinegar
is high and the concentration of oil is low (but still finite). Similarly, outside of the vinegar
droplets the concentration of vinegar is low (but still present) but the concentration of oil
is high. These two phases - inside the droplet and outside the droplet - are described from
a vinegar-centric perspective as the dense phase and the dilute phase, respectively15. Both
phases are dynamic, undergoing rapid internal re-arrangement consistent with a liquid. In
15From the oil’s perspective, the vinegar rich droplets are the dilute phase and the enveloping solution is
the dense phase
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Figure 3.1: Schematic of a water pair correlation function. The pair correlation function
can be thought of as the radial probability of encountering another molecule of interest
(in this case water), normalized for the radially growing volume element. The area under
the first peak provides insight into the number of water molecules found in the immediate
vicinity, which for liquid water is ≈ 4.4 and decreases to exactly 4 in ice. The fact that the
peaks decay to zero beyond some distance does not (necessarily) mean water experiences no
long-range interactions, but only that over these longer ranges any interactions are isotropic.
addition to this internal rearrangement, while there is no net flux between the two phases,
there is a constant steady-state exchange of oil and vinegar shuttling between the two phases
in a dynamic equilibrium. On average, the same number of vinegar molecules are in the dense
phase at any given time, but the identity of those molecules is constantly changing.
A convenient experimental method to quantify this dynamic behaviour is to use Fluorescence
Recovery After Photobleaching (FRAP) [479]. In this approach, our species of interest
(e.g. the vinegar) is tagged with a fluorescence label such that all the molecules fluoresce;
consequently, the droplets appear as bright foci under an appropriate light source. If the
86
Figure 3.2: Oil (dark) and vinegar (clear) form distinct liquid phases. (a) Large droplets
nestled on a surface (b) smaller drops suspended in solution.
droplet is large enough, a subregion of the droplet can then be bleached - the region is
blasted with high-intensity light causing the fluorophores within this subregion to irreversible
degrade. As a result, any fluorophores within this ‘bleaching volume’ are switched into a
permanently dark state. If the droplet had material properties consistent with a solid (as
opposed to a liquid) this would bleach a well-defined circle which would remain stable and
dark (as an example, see Fig. 3c in Riback et al. [483]). However, given our vinegar droplet
is liquid-like, and hence dynamic, then even though a subset of the molecules are now ‘dark’
they will still diffuse and exchange both within the droplet and with the bulk pool. This
exchange allows the bleached region to recover from its dark state by exchanging bleached
molecules for non-bleached species. The faster the recovery is, the more dynamic the droplet.
A graphical overview of this entire procedure is provided by figure 3.3.
A final important idea to introduce is that of the saturation concentration. If we add a tiny
amount of vinegar into our oil solution, the vinegar will disperse, and the system remains
in the single phase regime, with oil and vinegar homogeneously mixed. We can slowly
increase the bulk concentration of vinegar in our well mixed solution, and at some threshold
concentration we will observe the formation of vinegar rich droplets (see fig. 3.4). This
threshold concentration is referred to as the saturation concentration (cs) - beyond this
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FRAP
Figure 3.3: Partial Fluorescence Recovery After Photobleaching (FRAP) experiments pro-
vides an experimental approach to assess internal re-arrangement of droplets. FRAP occurs
in the second frame, converting a central region of green molecules (photo-active) to yel-
low (photo-bleached). After the FRAP event, gradually recovery occurs due to dynamic
exchange.
value, the bulk phase can no longer support additional solute. This thresholding behaviour
reflects the fact that a phase transition is infinitely cooperative - you either have two phases,
or you don’t.
3.1.1 Demixing is Driven by Preferential Interactions
As we will discuss extensively in chapter 13, when two ideal liquids are combined the entropy
of mixing is always favourable. As a result, if we combine two two liquids where neither
experiences strong homotypic or heterotypic attractive or repulsive interactions they will
mix to form a single homogeneous phase. To obtain a demixed system requires preferential
interactions [140, 504]. Considering this, it should be clear that for our oil and vinegar
example we might expect preferential oil-oil and vinegar-vinegar interactions that drive the
formation of two phases. This is partly true.
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Figure 3.4: When the bulk concentration is below the saturation concentration (c < cs) a
single phase exists, but above the critical concentration (c > cs) a separate dense phase
forms (yellow region in the center)
In reality, vinegar is a mixture of acetate and water. Acetate and water share an abil-
ity to form strong hydrogen bonds, which gives rise to acetate’s high solubility in water;
water-water, water-acetate, and acetate-acetate interactions are all approximately equal in
strength16, such that when we mix water and acetic acid see a single homogeneous liquid.
For simplicity, we’ll assume ‘oil’ in this case is a homogeneous and mono-disperse mixture
of some aliphatic polymer (say oleic acid). When we mix oil and vinegar the oil-acetate
and oil-water interactions are much weaker than the water-water, water-acetate, or acetate-
acetate interactions. The oil simply cannot compete with those strong hydrogen bonding
interactions, and so is excluded from the vinegar. This mismatch of interaction strengths
gives rise to our two-phase system.
It may seem like we’re belabouring the point (and we are), but there is an important and
somewhat counter-intuitive idea buried in here: we have not discussed the strength of the
oil-oil interactions. They are weak. In fact, they could be non-existent, or even repulsive.
16For the sake of this discussion, let’s assume this is true
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Phase separation does not have to be driven by strong interactions associated with all of the
components, but simply a mismatch between different phases. To take anthropomorphism
to a dangerous level, its not that oil “likes to interact with itself”, but that vinegar “doesn’t
like to interact with oil”. This is enough. Oil might be equally happy interacting with itself
or with vinegar, but if the vinegar really likes to interact with itself this will exclude the oil
and drive demixing.
Does this matter? We believe so. As an example, this mismatch in interaction strengths
can be used to quantitatively explain the internal architecture of the nucleolus [172]. This
idea also explains why despite being considered a hydrophilic amino acid, polyglutamine is
strongly aggregation prone [116]. More generally, it outlines an important idea that phase
behaviour is (to a certain extent) a balancing act between relative interaction strengths with
respect to the other components in the system and with respect to thermal fluctuations.
In principle, this provides a mechanism through which seemingly passive players could be
driven into or out of condensates for a variety of functions. If interactions are strong enough
phase separation may lead to the formation of a solid or a glass, which may be desirable,
or may be deleterious [52,307,369,399,406,443,483]. If interactions are too weak enormous
concentrations of solute will be required to cross the critical concentration and form assem-
blies. In short, the relative strength of interactions are the tunable determinants of phase
separation.
An important tenet associated with the physics of phase separation is that interactions that
drive phase separation must be multivalent. That is, each monomer must be able to bind
to more than one other partner. It is tempting to think of these interactions as weak (with
respect to thermal fluctuations), and indeed for liquid-like condensates this is a requirement,
but for solid-like assemblies (and even reversible amyloids, as in A-bodies) these interactions
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are necessarily strong [15, 251]. It is also tempting to assume that the components involved
must engage in ‘highly multivalent’ interactions, but in the case of work by Li et al. robust
phase separation is achieved with low degrees of multivalency [330]. Finally, it often stated
that these interactions must be non-specific, and indeed that may be true in other cases,
but highly specific interactions are also perfectly able to drive liquid formation [330]. Taken
together, this presents an enormous evolutionary space in terms of how condensates form,
and what their material properties will be.
3.1.2 Phase Diagrams Provide a Powerful Quantitative Frame-
work
Putting this all together, we can use phase diagrams to present a unified description of
the phase behaviour of some solute (e.g. vinegar in oil). Figure 3.5 provides a simplified
schematic of such a phase diagram [504].
Here, the abscissa (X-axis) reports on the bulk (total) concentration of vinegar and the
ordinate (Y-axis) reports on the interaction strength between ‘vinegar’ molecules. This
phase diagram is a two-dimensional map that reports on the phase behaviour for a given
vinegar concentration:vinegar interaction strength tuple. The black curve represents the
coexistence curve (also called the binodal) between the one phase and two-phase regimes,
and for a given interaction strength the left-hand side of the curve defines the saturation
concentration described above.
In chapters 12 and 13 we provide an expansive discussion on how to understand, use, and
construct phase diagrams, so in the interest of efficiency we will not delve into those topics
here. Suffice to say, phase diagrams of binary systems predict and describe an infinitely
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Figure 3.5: Representative phase diagram for a binary solution. The black line corresponds
to the coexistence curve (binodal). The crossover point (at which the dense phase becomes
the major phase and the dilute phase becomes the minor phase) is drawn here as a vertical
line from the critical point, though this need not be the case.
cooperative transition between a disperse one-phase system and a demixed two-phase sys-
tem. The concentration at which this transition occurs depends on the relative interaction
strengths between the various components in the system. The schematic in fig. 3.5 is an
idealized phase diagram for a binary system; for tertiary systems (and beyond) more exotic
phase behaviour can occur, which goes beyond the scope of this introduction [256,257].
The remainder of this introduction will provide a more qualitative and biologically focused
introduction to phase separation. We will return to the associated physics in chapters 12
and especially 13.
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3.2 Phase Separation in Biology
We have so far managed to introduce the physical concept of phase separation in the context
of salad dressing. While convenient in terms of providing a macroscopic anchor for our
introductory discussion, cells do not - as far as we know - use salad dressing to form phase
separated states. Instead, biological phase separation is driven by proteins, frequently in
conjunction with RNA.
3.2.1 Phase Separation and Gelation
In the interest of semantics, we will use a blanket term - biomolecular condensates (or
just condensates) - to refer to these assemblies of interest. Condensates deliberately does
not distinguish between gels, liquids, solids, or glasses, but instead simply implies a non-
stoichiometric assembly driven by multivalent interactions. Such an assembly could also be
referred to as a quinary assembly, but we will use the term condensates here to capture the
essence of an inherently three-dimensional and somewhat disordered coalescence. In almost
all of the cases examined thus far, we believe the initial formation of a condensate is driven by
an initial phase separation or phase transition process. Formally, this may be best described
as a condensation (gas to liquid), deposition (gas to solid), crystallization, (liquid to solid)
or a true liquid-liquid phase separation. By gas, liquid, and solid we refer to the material
state of the solutes of interest in the context of the cell; clearly we are not suggesting that
gaseous proteins exist in the cell, but the physics associated with a gas (low density, weakly
interacting solute) to liquid (higher denser, more strongly interacting solute) may be more
appropriate than a liquid-liquid phase separation.
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To some extent, the language used depends on the degree of conceptual coarse-graining
the reader is willing to endure. If the cytoplasm is considered a simple liquid, and the
formation of condensates now represents a second and distinct type of liquid co-existing with
the cytoplasm then this can be considered liquid-liquid phase separation. If the cytoplasm
is be considered a complex gas with many ‘gas molecules’ (proteins and RNA) diffusing
around, and the formation of a condensate is truly the emergence of a liquid phase whereby
one of those ‘gasses’ condenses, then this process would indeed be better described as a
condensation. Different individuals will have different preferences for how they wish to
describe these processes, and we make no judgement regarding the ‘correct‘ verbiage to use.
The definition of a gel has a (genuinely) surprisingly convoluted history. Various definitions
exist based on rheological behaviour, and while they appear convenient from an industrial
perspective, from a thermodynamic perspective they are somewhat unsatisfying. We suspect
a large part of the confusion surrounding the definition comes from the fact that gels appear
in many different fields, from material science to polymer chemistry to dental science. For
our convenience, we propose first a formal thermodynamic definition, which is consistent
with Flory’s work, followed by a description of what people often consider gels to be [178].
In this discussion we consider only physical gels (in which the interactions between individual
components are non-covalent), although recognize that chemical gels (in which interactions
between individual components are covalent cross-links) can be thought of in much the same
way.
We consider phase separation and gelation to reflect physical processes that define two dis-
tinct transitions. Phase separation is a density transition; as a phase boundary is crossed,
the density of species undergoes a discontinuous change from the dilute phase to dense phase.
As mentioned, in phase separation, there is a saturation threshold (cs) that defines the point
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at which phase separation occurs. This definition of phase separation says nothing about
the dynamics of either phase; the dense phase can be liquid or solid. In a similar vein,
gelation is a topology transition; upon gelation, the density of our species of interest remains
the same, but the underlying topology of the system undergoes a transition such that we
now have a system-spanning netwok. A system-spanning network reflects the fact that there
exists at least one networked structure within the gel that is of the size of the entire system.
Analogous to the saturation concentration, there is a percolation threshold, but unlike phase
separation, the percolation threshold demarks a continuous transition in topology as a func-
tion of concentration. Again, like phase separation, our definition of gelation does not make
any assumptions about the internal dynamics; gels can be liquid or solid.
We extend this definition slightly based on the work of Almda et al. to suggest that as well
as providing a connected topology with system-spanning networks, a gel should internally
support a second liquid phase [6, 417]. Based on this definition, pure water would not be
considered a gel (no second component), but a PEG solution above the overlap concentration
would be (the PEG network supports an internal water phase). This definition of a gel is
rigorous and unambiguous, although it is also broad. Based on this definition, it would seem
that phase separation cannot occur without gelation17, while gelation can occur without
phase separation (as in our PEG example). With this in mind, our definition introduces an
inherent coupling between phase separation and gelation. The density transition associated
with phase separation leads to the formation of a dense phase, and this dense phase is likely
now above the percolation threshold, meaning the dense phase is also a gel. This coupling
is explored in detail in work by Harmon et. al [223].
17This has not been rigorously explored and remains an open question
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While we believe this definition to be complete, in many examples gels are taken to be
solid [6, 417]. This poses a problem for a thermodynamic definition - one could (rightfully)
argue that to demand physical gels are solid is to argue that non-covalent bonds must be
infinitely stable, a requirement that would invalidate the classification of many apparent
gels [178]. With this in mind, we suggest that such a thermodynamic definition is not
possible, but that a subjective phenomenological definition from the perspective of biological
phase separation can be made if domain-specific information is included. In the interest of
clarity, this should not define a gel, but perhaps an apparent solid. For our definition of
an apparent solid, we must specify a characteristic time-period over which we require solid
behaviour to be observed. The rearrangement of internal topology should be significantly
slower than this characteristic time-period. For our discussion on biological phase separation
we will consider this characteristic time period to be ca. an hour. We choose this time-scale
simply to place the solid-like behaviour on biologically relevant footing; an hour is (very)
roughly 10× the time it takes for a gene to be transcribed or 100× the time it takes a protein
to be translated [533]. If internal rearrangement occurs on timescales shorter than this, then
and we have a two-phase liquid where one of the liquids is highly viscous. If it occurs on
timescales longer than this, then we have an apparent solid.
Conveniently, the molecular re-arrangement of condensates can be probed via FRAP, provid-
ing, at least in principle, a method to assess condensates within this functional framework.
Note that this characteristic timescale is a lower bound, but not an upper bound - i.e. we
expect there are many examples of biological gels that are solid and stable for weeks or even
years [52]. Taken together, we suggest these two definitions provide accurate and rigorous
definitions of a gel and of an apparent solid, and allow us to move away from the tenuous
equivalence of gels as solids.
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The discussions above focus on a thermodynamic description of phase separation and gela-
tion. An addition consideration is of the kinetics of phase separation. There are various
examples of spherical droplets forming that show apparent solid like behaviour, a result that
is often ascribed to an initial phase separation followed by gelation [217,282,307,483]. This
is possible, and would suggest that phase separation can occur without gelation, at least in a
non-equilibrium process (i.e. phase separation precedes gelation). However, it is also possible
that phase separation and gelation are necessarily coupled, and the acquisition of apparent
solid-like behaviour originates from a slow internal organization of the gel to minimize the
free energy of mixing and/or distinct conformational re-arrangements between interacting
species. Macroscopically, both these scenarios would be manifest as the formation of spheri-
cal droplets (phase separation) that subsequently become ‘sticky’, are no longer able to fuse
or show rapid internal dynamics (due to internal coarsening). Importantly, when the protein
bulk concentration is reduced below the critical concentration, this assembly may remains
stable for an arbitrary period of time if the solid-like state is metastable. If this metastabil-
ity is fully robust to the majority of ambient fluctuations then dis-assembly may rely on an
entirely separate set of physical processes to those that were involved in phase separation.
This description is fully consistent with the behaviour observed for stress granules [483,639].
As a final confounding factor, a single protein may have multiple regions that engage in
entirely distinct self-assembly processes that become coupled by the architecture of the pro-
tein. As an example, one could imagine a protein with two domains (grey and yellow in fig.
3.6). The saturation concentration for the yellow domain is substantially lower than for the
grey domain, such that once a protein concentration above the yellow domain’s saturation
concentration is reached phase separation is achieved solely via the yellow domains. This
gives rise to a condensate which now has a high concentration of yellow and grey domains.
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Within this condensate, the concentration of grey domains is now above the gel point, lead-
ing to the condensate undergoing a change in network topology without a change in density
and coalescing into a solid - i.e. undergoing gelation. This gel may now be stable even when
the bulk concentration of protein drops below the saturation concentration of the yellow
domain.
This may seem convoluted, but it is precisely what appears to be happening in the case of
Pab1 in response to heat stress [483]. Moreover, from a functional perspective, this allows a
tunable decoupling between the protein concentration and the assembly state, effectively pro-
viding switch-like behaviour which on the timescale of the cell could be irreversible without
some active process to disassemble the gel state. Elegant work by Roberts & Harmon et al.
(unpublished) provides a complete molecular description of how such a process could happen
via a synthetic peptide system, with important implications for both materials sciences and
biology.
Figure 3.6: A putative two-stage model for the coupling of phase separation and gelation.
Initial assembly is triggered by the yellow domains, which leads to a dynamic assembly
with a local concentration of grey domains above a saturation concentration. Subsequently
disassembly, is kinetically retarded by the highly networked assembly.
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3.3 Biomacromolecules of Phase Separation
The first report of intracellular liquid like assemblies was by Brangwynne et al. in 2009 [65].
In what is already seminal work, Brangwynne demonstrated that the spatial organization of
P-granules in the early C. elegans embryo was driven not by intra-cellular cytoplasmic flow,
as had previously been proposed, but instead due to a gradient in the P-granule saturation
concentration as a function of embryo position. Upon symmetry, breaking the saturation
concentration in the posterior half of the single-cell embryo decreases, such that the con-
centration of P-granule components become supersaturated. This, in turn, leads to the
condensation and formation of P-granules in a well defined and spatially regulated fash-
ion. When shear stress was applied to large nuclear-associated P-granules the organelles
dripped, flowed, fused, deformed, and showed complete internal re-arrangement on the order
of seconds, characteristic behaviour of a fluid. Towards the end of the paper, the authors
remark
We propose that P granule localization exemplifies a general mechanism for orga-
nizing the cytoplasm that arises from collections of weakly ‘sticky’ molecules, in-
cluding other ribonucleoprotein assemblies (e.g., P bodies, Cajal bodies, or stress
granules).
In the following eight years it has become clear that the formation of intracellular condensates
through phase separation is an abundant and ubiquitous process in biology.
While this work represented the first demonstration that intracellular assemblies exhibiting
liquid-like behaviour, the formation of dynamic, disordered assemblies as functional entities
in biology was proposed as early as the 1950s [54]. Even before that, in an alarmingly
prescient article published at turn of the 19th century, Wilson suggested that the protoplasm
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(cytoplasm) would be a mixture of liquids [645]. Similarly, the ability of proteins to undergo
liquid-liquid phase separation is not a new phenomenon and has been well known by the
crystallographic community for decades [69]. Indeed, as recently as 2005, dynamic assemblies
that show all the hallmarks of phase-separated liquids were characterized in the context of
Wnt signalling [529]. We have not performed a rigorous search through the literature for
other such examples, but it seems likely that micron-scale liquid-like assemblies have been
repeatedly discovered, but without the coupling of a theoretical framework the functional
implications of these large, dynamic assemblies likely seemed obscure.
Many previously identified membrane-less organelles including the nucleolus, paraspeckles,
nuclear speckles, cajal bodies, PML bodies, P bodies, stress granules, and germ granules - as
well as various other cellular assemblies - have now been shown to display features consistent
with condensates [75, 106, 172, 184, 314, 315, 421]. Several of the more well characterized
examples having been intricately explored and shown to posses partial or complete liquid-
like behaviour [65, 172, 421, 639]. Like P granules, these condensates are large (typically
around 1-2 µm in diameter) and compositionally heterogeneous, composed of many different
components [8,261,601,622]. For these larger organelles, RNA is also known to be important,
with several organelle-specific RNAs required for function and assembly [109, 668]. Is RNA
a necessary component of large, micron-scale intracellular biological condensates? In recent
work discussed in 11 we demonstrate that, at least in principle, intracellular organelles do
not require RNA to form. Moreover, extensive in vitro studies on many proteins have clearly
demonstrated for a wide range of systems a single protein (or even a single domains) is both
necessary and sufficient to drive phase separation [51,79,162,338,399,421,443].
There are numerous examples of proteins identified by chance, through screens, or based on
mechanistic hypotheses that have been shown to form liquid droplets in vitro [51,79,217,266,
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282,338,369,399,406,443]. For many of these proteins the relationship between phase sepa-
ration and the protein’s normal functional role remains unclear, but in a number of cases the
identified proteins are known to be associated with inclusion bodies in histological samples
taken from patients with neurodegenerative diseases. The link between phase separation and
diseases remains highly correlative, but minimally causative. While these proteins have been
implicated as causal factors, it remains entirely unclear if their aggregation simply reflects a
cellular-wide shut-down in the proteostatic machinery [340].
There has been an inherent focus on large condensates associated with the study of phase
separation in vivo, driven in no small part by convenience - big things are easy to visu-
alize by light microscopy, allowing direct visual characterization. Recent developments in
super-resolution technology have begun to shed light on condensates that exist below the
diffraction limit [107]. While not yet fully characterized as liquid-like, cluster of RNA POL
II have many of the traits expected for assemblies driven by phase separation [100]. More
generally, we anticipate that there may be a wealth of cellular condensates that form via
protein-only phase separation, yet are below the size resolution accessible to conventional
microscopy. Finally, recent work from Jain and Vale suggests that repeat-length dependent
RNA-only phase separation leads to the formation of apparent solid condensates in vitro and
in in vivo, adding an entirely new role for RNA in phase separation [260]. Various aspects of
DNA biophysics have been examined in the context of phase separation. Notably the protein
Ki-67 has been shown to act as a molecular surfactant to aid in maintaining chromosomal
solubility [119]. The synaptonemal complex - the cellular apparatus involved in the exchange
of genetic material between chromosomes in meiosis - has been show to assemble and dis-
assemble in a manner analogous to a liquid-crystal [493]. We quietly anticipate a barrage
of papers exploring chromatin organization and transcriptional regulation through the lens
of phase separation [232]. Indeed, work on chromosomal territories and the non-equilibrium
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fractal globule behaviour of condensed nuclear material hints at the possibility that nuclear
organization is facilitated at least in part through the formation of many globally-immiscible
liquid phases.
Taken together, an emerging picture of biological condensates is one in which protein and
nucleic acids work in concert. Many of these assemblies appear to show liquid properties,
including rapid re-arrangement times and exchange with bulk solutes, as well as droplet
fusion, wetting and dripping. However, we caution against an obsession with the material
state of condensates. Nature selects for function, and function alone. While it is entirely
reasonable that internal dynamics and droplet concentration may be under evolutionary
pressure in some cases (see chapters 12, 13), a wide range of material states are likely to be
functionally relevant [56,172,483].
3.4 Biological Phase Separation as a Means for Cellu-
lar Organization
Why might cells use membrane-less organelles instead of membrane-bound ones? While
absolute arbitration on the answer to this question is likely not possible, we propose that
the functional role of membrane-bound organelles reflects an association with biochemical
processes where there is a need for chemical protection. This could refer to the protection
of the interior of the organelle from the chaos and noise of the cytoplasm (nucleus, golgi,
enodplasmic reticulum, mitochondria, chloroplast) or where there is a need to protect the
cell from the chemistry associated with the organelle (mitochondria, chloroplast, lysozome,
peroxisome). More generally, this distinction may reflect a need to fight passive diffusion.
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The evolutionary path that led us to the current cellular architecture was not a well thought
out exercise in process design, but the path of least resistance. Consequently, we may wish
to ascribe logic to the partitioning of cellular function between various organelles, systems,
and processes, but it is unclear if this is an appropriate (or even relevant) course of action.
Although largely not discussed in this work, we are not discounting the fact that in many
cases the formations of biomolecular condensates may be driven by an active, energy depen-
dent process [41, 169, 678]. The coupling between active processes (which provide intimate
control) and phase separation is likely critical, and provides a means for these condensates to
move far from thermodynamic equilibria. This in turn may be the mechanism through which
these condensates can perform work. The field of active matter has many ideas and principles
to offer those working on biological phase separation, and while we do not consider it further
in this work, the importance of non-equilibrium statistical mechanics in understanding the
functional importance for biological phase separation will likely be significant [362].
A useful terminology for thinking about these condensates was proposed by Banani et al.,
who suggested that the components (RNA or protein) that are necessary and/or sufficient for
the formation of condensates be referred to as scaffolds, while components that will selectively
partition into condensates once they have formed are designated clients [28]. What role(s)
might phase separation play in biology? Here we summarize various proposed and putative
roles of intracellular condensates in cellular function.
3.4.1 Compartmentalization
The most obvious function for large (micron-scale) cellular condensates is that of com-
partmentalization. The intra-droplet environment is expected to provide a unique and
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condensate-specific environment. Demonstrating the functional relevance of this postulate
has been challenging; the best example to date is from Nott et al., who showed that the inte-
rior of the Ddx4 droplet significantly reduces the free energy associated with double stranded
DNA melting, providing an environment that is equivalent to around 4 M GdmCl [420].
Given the preferential accumulation of certain components within these droplets one pu-
tative hypothesis is they provide a mechanism to concentrate various enzymes to create
highly efficient micro-reaction environments for enhanced chemistry. Such a hypothesis is
not without precedent: the bacterial carboxysome encompasses a proteinaceous outer shell,
and concentrates the various enzymes involved in the Calvin cycle into its interior, providing
a micro-structure to facilitate catalysis in a manner akin to platinum catalysts in industrial
applications [516,571]. The functional significance of compartmentalization could be further
enhanced by distinct patterns of spatial organization within the droplet, allowing for sub-
compartments associated with distinct chemistry [172, 390]. In work not included in this
thesis, well-defined spatial organization has been observed in nuclear speckles18. We expect
that many complex organelles are likely to contain significant internal organization, partly
through design, and partly because generating fully miscible multi-component droplets places
an enormous evolutionary constraint on those components, where that constraint grows ex-
ponentially as additional components are included.
Although phase separated micro-reactors represents an appealing cellular design approach,
we suggest a word of caution. With the exception of the nucleolus, true functional demon-
strations of these organelles performing specific chemistry at significantly greater efficiency
remains surprisingly lacking. This is likely in large part simply due to the technical chal-
lenges associated with tracking these reaction. Despite this, a curious lack of phenotype
is frequently observed when these organelles are genetically ablated [162]. The phenotype
18Fei, ..., Holehouse, et. al (unpublished)
104
of cells under rich growth in a controlled environment is, arguably, not necessarily a useful
measure of true fitness. Nevertheless, given the apparent complexity associated with these
organelles it is somewhat surprising that their disruption does not have a more significant
impact of basal cellular function. Unpublished (but reported) results from the Rosen group
suggest that, “the highly concentrated scaffolds and enzymes within phase-separated droplets
frequently interfere with each other, with scaffold components inhibiting enzyme activities and
enzymes dispersing droplets by covalently modifying scaffolds”, although they note that “in
cells, it is likely that mechanisms exist to prevent or take advantage of such interference” [27].
3.4.2 Sequestration
Sequestration remains one of the most well demonstrated examples of function associated
with cellular condensates. Stress granules are believed to represent a complex response
to stress conditions. Part of this response involves sequestering folded proteins and bulk
mRNA to aid in a reprogramming of the cellular translational network away from normal
function and towards the heatshock response programme [77, 261, 369, 483, 622]. Similarly,
sequestration on a cellular19 or sub-cellular20 level appears to be a commonly used mechanism
for the temporal regulation of cellular behaviour, allowing cells to ‘jump’ in time by robustly
but reversibly depleting the cytoplasm of various components in specific or non-specific
manner [15,52,483].
Indeed, recent elegant work by Riback, Katanski, et al. in S. cerevisiae provides one of the
strongest links between condensate formation, function, and phenotype to date [483]. Their
work focusses on the polyA binding protein(Pab1), which is normally soluble and binds to
19Boothby, ..., Holehouse, et. al (unpublished)
20Powers, Holehouse, et. al (unpublished)
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mRNA transcripts with A-rich 5’ untranslated regions (UTRs), an RNA feature strongly
associated with heatshock proteins. Pab1 shows a remarkable response to heat-stress and
pH stress, forming spherical assemblies with apparent solid characteristics instantaneously in
response to temperatures even a few degrees above the normal growing temperature. Upon
condensate formation, the previously bound heat-shock response RNAs are released, leading
to a burst in the translation of heat-response transcripts. Mutations that modulate Pab1’s
ability to form condensates directly dictate cell fitness. This is likely only part of a complex
stress response, with various other factors playing related but distinct roles in remodelling
transcription, translation, and cellular status [76, 77, 134, 400, 622]. Work by Jain et al.
suggest that stress granules contain a liquid-like periphery with a more solid core which
may form via specific protein-protein and/or protein-nucleic acid interactions, as opposed
to weak, non-specific interactions [261, 639]. It is entirely possible that this core acts as a
nucleation point, facilitating the formation of a less specific and liquid-like shell around the
core that encompasses a range of cellular proteins to protect them from the perturbed stress
environment.
3.4.3 Concentration Homeostasis
A related but distinct function is that of concentration homeostasis. An inherent property
of liquid-liquid phase separation is the rapidly responding and energy independent mainte-
nance of the bulk concentrations associated with the various species that are associated with
condensate. These bulk concentrations are, by definition, held at their saturation concentra-
tion. Such a mechanism at least in principle provides an attractive mechanisms for protein
and RNA concentration homeostasis inside the cell; excess components are sequestered into
droplets, while during times of bulk depletion can be released from droplets.
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A slight wrinkle in this hypothesis is that thus far, dynamic, liquid-like intracellular conden-
sates have not been observed in bacteria. If this were an evolutionarily powerful mechanism
for cellular regulation, we would expect it to be present in prokaryotes. Of course, a possible
explanation for this is simply one of scales. Bacterial are substantially smaller than eukary-
otic cells; the cell volume of E. coli is around 1 µm3, while the volume of S. cerevisae is around
42 µm3 [272, 451]. While the cell volume is low, the proteins are the same size, which may
make intracellular condensates invisible to conventional microscopy, unachievable (absolute
magnitude and timescales associated with cellular concentration fluctuations are too great
for droplet formation to be obtained) or unnecessary (bacterial cells are small enough and
transcription and translation can be coupled such that protein synthesis is directly regulated
at the gene level with minimal post-transcriptional regulation). Similarly, the timescales at
which bacterial processes occur on may simply mean that condensate formation and disso-
lution would add a latency that provides a selective disadvantage [533]. However, we do
anticipate that liquid-like condensate formation in bacteria will be identified, although it
may be less prevalent than in eukaryotic cells.
3.4.4 Integration of Complexity
A hypothetical explanation for the formation of condensates is that these complex assemblies
allow for an energy independent mechanism to integrate complex analog signals into a single
digital output. In an abstract sense, one could consider a multi-component phase separated
condensate as a complex AND gate, whereby all the components need to be ‘on’ (above a
critical concentration) for condensate formation to occur. If we take our circuit analogy to
its logical conclusion, the output signal could be some process or event that occurs upon
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formation of the condensate, but not before. We suggest three possible reasons why, from a
signalling perspective, this might be attractive
1. Unlike a true AND gate, it may be possible to compensate for lower levels of one compo-
nent with higher levels of another building direct and energy independent redundancy
into the system. For example, complex signalling pathways could be integrated in this
way, such that any one of many possible inputs leads to a single output. In a similar
vein, the actual function of the condensate could be tuned by the relative proportions
of different components, allowing an apparently single condensate to perform different
function depending on its state (where state reflects the relative proportions of different
constituents).
2. Conversely, one could also envisage a system whereby one particular component is
absolutely required for condensate formation. For such a system, the remaining semi-
redundant components may exist at a high concentration, and upon the appearance
of this key component a complex multi-component condensate can form immediately.
This would provide a mechanism to drive an enormous and rapid amplification in
process complexity, allowing a single input signal to drive the formation of a complex
output signal in a binary manner.
3. Finally, from a signal-processing perspective, if the output is some binary event that de-
pends solely on the presence or absence of a condensate, then phase separation provides
a way to entirely suppress fluctuations in an arbitrarily large number of components
to effective perform intracellular signal-attenuation. In this way, condensate formation
could be regarded as a biological analog-to-digital converter. Such a behaviour would
be well suited for critical decision making in cells (e.g. in differentiation, apoptosis,
cell division, etc.).
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Are there real-world examples of signal integration by biological condensates? Phase sepa-
ration driven by the proteins BugZ and SPD-5 appear to play key roles in the organization
and assembly of cytoskeletal components [266,649]. In the case of the protein BugZ, droplets
are formed in X. laevis during mitosis; these droplets bind microtubules, acting in a manner
analogous to the spindle apparatus in mammalian cells. The C. elegans protein SPD-5 ap-
pears to be the driving component in the formation of microtubule arrays which eventually
assemble into centrosomes. These are both key events that require tight regulations and in-
tegration of multiple signals. We tentatively suggest these could represent phase separation
acting as a master integrator of information.
RNA POL II forms clusters of around eighty molecules at transcriptional start sites; the
lifetime of these clusters correlates directly with the number of mRNA transcripts produced
[100]. It is hypothesized that this clustering is driven by the disordered C-terminal tail of
RNA POL II. FUS, another protein known to drive liquid-liquid phase separation, is known to
interact with the RNA POL II C-terminal tail based on biophysical assays [79,528]. Based on
genetic screens, the loss of FUS leads to the accumulation of RNA POL II at transcriptional
start sites [527]. Taken together, a model whereby FUS modulates the lifetime of RNA POL
II clusters by influencing their stability emerges as a putative general mechanism for gene
regulation.
In the fungi Ashbya gossypii, the protein Whi3 shows RNA specific clustering to facilitate
multiple different cellular processes, providing an elegant example of spatio-temporal regu-
lation by liquid-like droplets in a feedback network that relies on specific RNA [319, 668].
The work required to uncover this one example was substantial, and represents a complex
interplay of protein and RNAs, but we so no reason to assume that this is the exception and
not the rule.
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3.4.5 Partitioning of Components During Cell Division
For soluble cellular components, equal partitioning between daughter cells during mitosis
can be passive, and simply rely on the entropy of mixing to ensure that the two halves of a
mother cell have approximately equal levels of the components of interest. Membrane-bound
organelles, on the other hand, may need specific mechanism to ensure equal partitioning,
which can be achieved through autonomous division or active partitioning [567, 632, 660].
Intracellular condensates could provide a mechanism to achieve the best of both worlds.
During normal cellular function these organelles exist as well defined entities, allowing them
to perform their characteristic function(s). Upon mitosis they dissolve, allowing their con-
stituents to mix with the cytoplasm, be partitioned equally, and then re-condense in the
daughter cells once mitosis is complete.
A convenient feature of such a mechanism is that as cells begin to divide cellular volume
increases substantially [677]. This in turn could lead directly to dissolution of condensates
due to the cellular concentration of scaffolding components dropping below the saturation
concentration. In effect, this provides a ‘free’ mechanism to distribute complex organelles
equally between two daughter cells. Freedom here reflects both the absence of an energetic
cost (beyond the energy needed to expand the cell volume), and the fact that no specific (or
complex) cellular apparatus is needed. Moreover, via the converse process, this provides a
potentially simple mechanism for asymmetric partitioning of soluble species, as evidence in
P-granules during C. elegans embryogenesis [65]. Demonstrating that this equipartitioning
hypothesis is an evolutionarily selected for feature (and not just a necessary correlate) would
be challenging. However, given that the converse has already been observed in the case of
P-granules, we might expect other examples of droplets forming asymmetrically across a
division axis to exist.
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3.4.6 The Default Behaviour
Despite the various functional explanations provided above, one model that we have not seen
proposed - and is a much simpler explanation - is simply that the formation of condensates
is a necessary default behaviour in a highly concentrated cytoplasm. The rational behind
this model is that, far from a behaviour that is selected for and maintained for functional
purposes, the formation of intracelullar condensates is simply an emergent property of having
a highly concentrated cytoplasm, effectively leading to a cellular saturation threshold being
reached. This model is largely inconsistent with apparent evolutionary selection for regions
that are necessary and sufficient to drive condensate formation. We believe it is inconceivable
that this a universal explanation, especially as we enter into a new stage in which functional
roles are being increasingly identified for these condensates.
Nevertheless, it remains a possibility that at least a subset of these condensates are simply
a consequence of a highly concentrated cytoplasm, leading to the precipitation of protein
and/or RNA condensates. If this were the case, it is conceivable that additional proteins
(such as those with low complexity domains) may have evolved to help maintain the re-
versibility of these condensates, acting as non-specific chaperones and using their polar-rich
IDRs as highly targetable local denaturants (Q/N/G are chemically similar to urea, R to
GdmCl). This would give rise to an apparent evolutionary selection for condensate-forming
proteins, but in reality the converse occurred; the formation of non-specific protein con-
densates gave rise to the evolution of these low-complexity proteins to facilitate condensate
dissolution. Similarly, the over-abundance of RNA binding and helicase domains in the
proteins associated with condensates could reflect their role as large non-specific RNA chap-
erones. Recent work by Jain et al. demonstrate that RNA alone can form condensates
with solid-like characteristics [260]. Given the concentration of RNA in the cell, it seems
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entirely plausible that many of these assemblies are maintaining RNA-dynamics in an ATP
dependent manner. We reiterate that this is complete speculation, and cannot account for
the range of examples where well defined functional behaviour associated with condensates
has been identified and discussed in this chapter. However, as mentioned, the evolutionary
trajectory of complex multicellular organisms is not based on design, but on relative fitness.
3.5 Sequence Determinants of Protein-Mediated Phase
Separation
What types of proteins drive condensate formation. In many (though not all) of the proteins
identified as scaffolds or shown to form condensates in vitro, large intrinsically disordered
regions are necessary and frequently sufficient to drive phase separation [162, 217, 282, 399,
406, 443]. Disorder provides a convenient structural state to mediate the kinds of weak,
multivalent interactions that are expected to be important for the formation of liquid-like
condensates. Similarly, it offers an opportunity to create distinct sticky-patches along a
chain, giving rise to a biological manifestation of the ‘stickers on a chain’ concept, proposed by
Semenov and Rubinstein in the late 90s (fig.3.7) [505,532]. We will return to this conceptual
framework extensively in chapters 12 and 13.
While disordered regions are frequently associated with the formation of cellular condensates,
they are not required [330, 483]. Surprisingly there are many published and unpublished
examples of folded domains either driving the formation of cellular condensates or acting
as obligate partners in condensate formation [330, 483, 668]. This suggests that the synergy
between folded domains and disordered domains plays a key role in determining the phase
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‘Stickers’
‘Chain’
Figure 3.7: Visual representation of Semenov and Rubinstein’s stickers on a chain. The
linkers are flexible and non-attractive (although they could be repulsive) while the stick-
ers engage in inter-molecular and intra-molecular interactions. Stickers could be uniformly
‘sticky’ for one another, or show sticker specificity (homotypic or heterotypic)
.
behaviour and material state of these condensates, and represents an entire set of open
questions.
There are various different interaction types that are known to play a role in facilitating
phase separation. These are highlighted in fig. 3.8 and discussed below.
3.5.1 Electrostatics
IDPs are typically enriched in charged residues. As a result, charged interactions feature
prominently in several proteins (folded domains and IDPs) that have been shown to be
necessary and sufficient for phase separation [162,421,436,483]. One possible reason for this
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is that electrostatic interactions can be modulated through post-translational modification.
Recent work by Aumiller showed that reversible droplet formation between protein and
RNA was possible in vitro using phosphorylation and dephosphorylation to trigger and then
reverse protein:RNA complex coacervation (complex coacervation is discussed at length in
chapter 11) [16]. An extensive body of work from the McKnight lab has strongly implicated
phosphorylation as a mechanism for the reversible control of association with condensates
[312, 313]. While more work is required, it seems likely that phosphorylation will play a
major role in the dynamic assembly and disassembly of condensates.
The patterning of charged residues also appears important for determining the driving force
for phase separation. The disordered N domain of Ddx4 is necessary and sufficient for phase
separation [421]. The driving force for phase separation can be ablated by changing how
charged residues are distributed along Ddx4 sequence. This provides a clear link between the
single-chain and collective chain behaviour that has recently been explored further by Lin
et al. [126,335]. In chapter 11 we demonstrate that more than simply inhibiting the driving
forces for phase separation, we are able to tune this driving force up or down by modulating
the distribution of charged residues, suggesting complete control of the phase diagram.
3.5.2 Cation-pi and pi-pi
Cation-pi (specifically Arg-Phe and Arg-Tyr) and pi-pi interactions have been specifically
implicated in a number of proteins. Most clearly, again in the disordered N-terminal domain
of Ddx4, a phenylalanine to alanine mutant was unable to undergo phase separation [421]. In
unpublished data from several groups cation-pi and pi-pi interactions are strongly implicated
in a range of systems that drive phase separation. In chapter 11 we performed an extensive
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Figure 3.8: Summary of the key modes of interaction believed to be important in condensate
formation. Adapted from [67]22.
molecular dissection of the residue types that were believed to be critical in mediating the
formation of NICD droplets. Although NICD has a net negative charge and phase separates
via complex coacervation with positively charged counterions, we unequivocally found tyro-
sine and arginine to be, at a residue level, the strongest influencers on the ability to phase
separate. In work on synthetic polymers cation-pi interactions would found to be strong
enough to overcome like charge repulsion, although we speculate a complexing counterion
such as phosphate may also be involved [289].
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3.5.3 Polar Interaction
Polar interactions are believed to be critical in a range of IDPs that drive phase separation.
Notably, the low complexity domains of FUS and hnRNPA1 are necessary and sufficient to
drive phase separation, albeit at relatively high protein concentration and are almost entirely
devoid of charged residues [79, 217, 282, 399, 406, 443]. While pi-pi interactions are likely
to be important, polar interactions between sidechain and backbone amide groups are also
expected to play a significant role. The exact nature of these polar interactions, their relative
strength, and the impact of sequence patterning remain open and important questions that
can best be addressed through extensive sequence design and sequence mutations.
The relationship between these polar residues (and tyrosine) and short β sheet formation
is also unclear. Recent work from the Eisenberg lab has suggested that Low Complex-
ity Amyloid-like Reversible Kink Segments (LARKS) may allow the transient formation
of β-like structure, providing a plausible explanation for the relationship between β-sheet
formation and phase separation. These interactions are distinct from the structural assem-
blies associated with long amyloid-like polymers as observed in hydrogels, whereby multiple
proteins are predicted to form fully or transiently stable linear polymers [217, 282]. In con-
trast, LARKS provide a rational connecting the macroscopic organization of hydrogels and
the local interactions that allow for the formation of dynamic liquid-like assemblies under
physiological conditions [79, 399,406,443]. Of particular interest, they offer a mechanism to
encode distinct motif-motif specificity, in terms of chiral and directional interactions. They
also provide a putative explanation for the impact of single point mutations on condensate
behaviour [399, 443]. However, in their current incarnation, LARKS are considered only to
mediate homotypic interactions, a constraint we do not fully understand, but one that seems
arbitrary and potentially misleading [248].
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3.5.4 Hydrophobic Interactions
While hydrophobic interactions are generally not associated with IDPs, in our work on NICD
we found a significant correlation between the loss of hydrophobic residues and a reduction in
the ability to phase separate. More recently, hydrophobicity has been shown to modulate the
heat response of Pab1 [483]. Interestingly, while the specific amino acid sequence associated
with the disordered P-domain is poorly conserved across different organisms, the extent of
hydrophobicity is maintained, albeit through a variety of different hydrophobic residues. In
elastin-like polypeptides, modulation of hydrophobicity and charge allow for the tuning of
LCST and UCST behaviour [469]. Taken together, although IDPs tend not to be enriched
in hydrophobic residues, these results suggest that hydrophobicity could be used to tune the
temperature dependence of IDP phase behaviour, as well as drive the formation of denser
droplets through a macroscopic hydrophobic effect.
3.6 Final remarks
We end this chapter with a brief summary of the general ideas discussed. We introduced
phase separation, initially as liquid-liquid phase separation, and then more generally in
terms of the various types of condensates that could form. We are deliberately avoiding a
discussion of the material states of these droplets. In many cases there is strong evidence
that condensates are indeed liquid-like, but for others the distinction between a a solid and
a highly viscous liquid are challenging to ascertain. We then introduce several putative
functions for phase separation in biology, and end by discussing the molecular driving forces
associated with phase separation.
117
Part II
Single Chain Behaviour
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Chapter 4
Resources to Obtain, Analyze and
Classify IDPs
The following section is taken from the paper CIDER: Resources to Analyze Sequence-
Ensemble Relationships of Intrinsically Disordered Proteins by A.S. Holehouse,
R.K. Das, J.N. Ahad, M.O.G. Richardson, and R.V. Pappu. This was published in the
Biophysical Journal, Vol. 112, pages 16 - 21, in January 2017. The text has been expanded
to include additional detail. Parts of early versions of the code were developed by R.K.D,
J.N.A. and M.O.G.R. All other components were performed by A.S.H.
4.1 Background
Intrinsically disordered proteins and regions (collectively referred to as IDPs hereafter) make
up approximately 30% of eukaryotic proteomes [437]. They arcae associated with a variety
of functions including transcriptional regulation, cell signaling, chaperone activity, regula-
tion of bacterial homeostasis and lifecycles, viral infectivity, and subcellular organization in
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eukaryotic cells [304,391,654]. IDPs are also associated with a wide range of diseases includ-
ing neurodegeneration and cancer [605]. Sequence-encoded conformational heterogeneity is
a defining feature of IDPs. Properties of conformational ensembles are quantified in terms
of average sizes, shapes, local secondary structural preferences, patterns of inter-residue dis-
tances, and amplitudes of conformational fluctuations. Heuristics extracted from biophysical
studies can be used to classify sequence-ensemble relationships of IDPs. These relationships
are governed by the amino acid compositions and sequence patterns within IDPs. Recent
studies have shown that sequence-ensemble relationships of IDPs contribute directly to their
biological functions [127,608].
IDP sequences show poor conservation across orthologs [94]. However, there is growing evi-
dence that coarse-grained sequence features are well conserved in IDPs. These coarse-grained
sequence properties, which can be readily deduced through analysis of primary sequences,
determine the conformational properties of IDPs / IDRs. The precise sequence-to-ensemble
relationship is governed by their amino acid compositions and sequence patterns [127]. Se-
quences encode the patterns of long range interactions, secondary structural preferences,
and fluctuations about well-defined conformational elements that characterize IDP ensem-
bles [57, 513]. Accordingly, the ensembles of many IDPs can be partitioned into distinct
conformational classes, and the relationships between sequence and conformational classes
can be identified using a set of quantitative heuristics that are derived from amino acid
sequences [127]. The volume of sequence information is growing exponentially and hence
it should be possible to uncover the evolution of sequence-ensemble-function relationships
across disordered proteomes.
Low overall hydrophobicity is a defining feature of many IDP sequences. In a two-parameter
space defined by the mean hydrophobicity (H) and mean net charge (q) Uversky et al.
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Figure 4.1: Panel (a) shows the diagram-of-states annotated with representative conforma-
tions for specific IDPs that correspond to each of the five regions. (b) shows a schematic
depiction of the implication of changing κ values. Here, red and blue circles represent nega-
tively charged residues and positively charged residues, respectively.
argued that a single empirical line delineates putative IDPs and autonomously foldable pro-
teins [603]. Studies focused on sequences that lie on the IDP side of this empirical line
showed that there are distinct sub-classes amongst IDPs themselves. For example, the net
charge per residue (NCPR) of an IDP contributes directly as a determinant of overall global
dimensions [359, 364, 405]. We originally suggested that polyelectrolytic IDPs with NCPR
below a threshold value of 0.25 adopt compact globular ensembles, whereas sequences that
lie above this threshold adopt well solvated expanded coils and even stiff rod-like conforma-
tions. However, more recent results suggest that this NCPR threshold of 0.25 is far from a
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fixed rule, with IDPs with very few charged residues showing expanded behaviour [189,366].
These results suggest that the sequence determinants of collapse are more complex than pre-
viously suggested, although charged residues still play a critical role. The degree of confor-
mational heterogeneity within IDP ensembles can be decoupled from the overall size, shape,
and local conformational preferences. For example, sequences that predominantly favour
collapsed globules can sample vastly different globular conformations and have higher con-
formational heterogeneity than highly charged polyelectrolytes that sample predominantly
rod-like conformations [348]. The importance of charged residues as one of the main deter-
minants of conformational properties of IDPs was further underscored in work that showed
that the fraction of charged residues (FCR) and the linear patterning of positively charged
and negatively charged residues contribute directly to the size, shape, and amplitudes of
conformational fluctuations of polyampholytic IDPs [126].
Using the fraction of positively charged and negatively charged residues - f+ and f−, respec-
tively - IDP sequences can be partitioned into one of five different conformational classes.
This predictive, albeit heuristic diagram-of-states, shown in fig. 4.1a, provides a simple way
to classify IDPs and generate expectations regarding conformational properties [126, 127].
Assuming fixed charge states, IDP sequences of low overall hydrophobicity and low overall
proline content (less than 15%) can be partitioned into one of five classes: R1 - R5. Addition-
ally, the sequence patterning of oppositely charged residues contributes directly to the global
compaction or expansion of IDPs, and this patterning is quantified by a parameter κ [126].
Here, 0 ≤ κ ≥ 1; low values of κ correspond to sequences - for a fixed amino acid compo-
sition - wherein the oppositely charged residues are well-mixed within the linear sequence.
In contrast, large values of κ correspond to sequences where the oppositely charged residues
are segregated into blocks of like charge see fig. 4.1b. In addition to charged residues,
the fraction of proline residues and the intrinsic propensities of individual residues to adopt
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polyproline II (PPII) conformations are thought to play an important role in driving local
conformational transitions and global compaction / expansion [364, 582]. Finally, recent
studies have focused on the sequence complexity of IDPs due to growing interest in divers
of the formation of biomolecular condensates and membraneless organelles [67,172,391].
Our goal is to enable efficient annotation of various sequence features of IDPs and to facilitate
the rapid design of sequences that enable direct investigation of sequence-ensemble-function
relationships. Accordingly, we have introduced a pair of tools to annotate IDP sequences by
their expected sequence-ensemble relationships. CIDER, which stands for Classification of
Intrinsically Disordered Ensemble Relationships, is a web server that provides instantaneous
access to a range of properties that are derivable from the primary sequence of IDPs. This
includes NCPR, FCR, κ values, hydrophobicity, compositional bias, and diagram-of-states
classification. localCIDER is a locally installable software package for the high-throughput
analysis of disordered sequences, and includes a wider range of IDP-specific sequence analysis
routines.
4.1.1 Automated Sequence and Metadata Retrieval Tools
Beyond analysing amino acid sequences, simply obtaining sequences in an automated fashion
can be a major challenge. In the last ten years, large-scale analysis of proteomic data and
metadata has evolved from a highly specialized research endeavour performed exclusively
by the bioinformatics community into a standard component of many analyses in modern
research. This change has been brought about through the combination of advances in
computational power, better network (Internet) connectivity, and an explosion in the number
of protein records in freely accessible databases. As an example, between 2010 and 2014, the
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number of records in the UniProt database grew from ten million to approximately eighty
million [600].
As publicly accessible databases have grown, they have played an increasingly important
role in providing large-scale biological context for a wide variety of questions. In parallel,
there has been a general shift towards the adoption of network-based application program-
ming interfaces (APIs) which operate under the principle of Representational State Transfer
(REST). RESTful APIs allow database providers to construct a single, high performance
hypertext transfer protocol (HTTP) based network interface, which can be queried in a pro-
gramming language agnostic manner. In this way, users can develop analysis pipelines that,
via RESTful interfaces, have direct access to complete datasets using network-based API
calls.
To meet the growing availability of data we designed, developed and released a general
purpose library for interfacing with the UniProt and NCBI databases. Geeneus is simple to
use, abstracts all of the networking and data-processing, and provides an interactive library
for obtaining sequence information in an automated manner.
4.2 Methods
4.2.1 CIDER
CIDER is a user friendly, modern web server that enables rapid analysis of IDP sequences to
generate expectations based on prior observations regarding sequence-ensemble relationships.
It is freely accessible via http://pappulab.wustl.edu/CIDER. Full documentation and a user
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guide are available at http://pappulab.wustl.edu/CIDER/help/. The web server takes unfor-
matted or FASTA formatted sequences as inputs. It uses an intelligent formatting algorithm
to strip out non-alphabetic characters. The analysis performed by CIDER is synthesized
in terms of a series of sequence-specific parameters and plots that quantify the information
accessed from the sequence information that is input by the user. A sampling of the analysis
that is provided by CIDER is shown in fig. 4.2. CIDER makes all the calculated sequence
parameters available in downloadable text format. Multiple sequences can be analyzed and
visualized simultaneously.
The CIDER webserver was written in the Python programming language using the Django
web applications framework (https://www.djangoproject.com/). The user interface was
built using the Bootstrap front-end framework (http://getbootstrap.com/). CIDER is de-
ployed using an Apache webserver (http://httpd.apache.org/), running on OpenSuse Linux
(https://www.opensuse.org/). No user information is stored and no information - other than
usage statistics - are saved.
4.2.2 localCIDER
Unlike CIDER, localCIDER is a standalone software package that was developed to be a high
performance, toolkit for the programmatic analysis of IDP sequences. It combines a wide
array of sequence analysis routines with built-in plotting functions to create a single, all-
encompassing framework for the analysis of IDP sequences. Installation information andaaa
documentation are available via http://pappulab.github.io/localCIDER/.
The decision to create a standalone web server and a locally deployable software package
was motivated by the fact that these two tools serve very different needs. A web server is
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Figure 4.2: Overview of a subset of the output generated by CIDER. (a) shows an overview
of the parameters that are calculated. When multiple sequences are analyzed each column
is sortable. (b), (c), and (d) use a sliding window approach to show the linear hydropho-
bicity, NCPR, and FCR, respectively. (e) shows the physicochemically colored sequence.
Here, black denotes hydrophobic residues, green denotes polar residues, and blue and red,
respectively denote positive and negatively charged residues. (f) shows a sequence-annotated
diagram-of-states.
ideal for quick, user-friendly access to summary statistics since this does not require any time
or resource investments from the user. Web servers, however, introduce the complication of
network latency, as well as providing a single point of failure when one seeks high-throughput
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sequence analysis. localCIDER is an easily installable package that mitigates these issues
and allows the deployment of powerful sequence analysis pipelines.
The localCIDER package implements a wide array of customizable analysis routines for the
study of IDP sequences. There are two main classes of analyses in localCIDER: Sliding
windows can be used to analyze local sequence features thereby generating position-specific
descriptions of various physicochemical properties encoded by the IDP sequence. The sizes
of sliding windows can be set to any value, which allows the analysis to be performed on
any length-scale (see 4.20a). In addition, the user can quantify global descriptors that
are computed as averages over the entire sequence. These include a range of parameters
such as hydrophobicity, NCPR, FCR, κ, diagram-of-states classification, and average PPII
propensities [115,161,541,582]. The local and global enrichment of particular classes of amino
acids is readily visualized and quantified (see fig. 4.20b). The linear sequence complexity
can be calculated using one of three possible complexity measures viz., Wootton-Federhen
complexity, Linguistic complexity, and Lempel-Ziv-Welch complexity [321, 595, 651]. Many
of these analysis routines allow the specification of user-defined adjustable parameters.
The parameter κ which quantifies the patterning of oppositely charged residues is calcu-
lated using a newly developed deterministic algorithm with O(1) complexity. If phosphosites
are known a priori, these can be passed in as inputs and the distribution of κ values associ-
ated with various possible phosphorylation states can be calculated automatically, providing
insight into how sub-stoichiometric phosphorylation would influence κ. Recently, we intro-
duced a binary patterning parameter Ω that quantifies the linear mixing / segregation of
proline and charged residues vis--vis all other residues. This is of particular relevance for
high IDRs with high proline and low charge contents [366]. In addition to calculating Ω,
can generalize the calculation of patterning parameters to any arbitrary binary sequence
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patterning parameter. In this approach, one collects one set of residues into one group and
all others into the second group. This allows one to investigate the mixing / segregation of
any pair of residue types that are grouped into two categories. Examples include hydropho-
bic patterning, whereby all residues are grouped into hydrophobic or non-hydrophobic sets,
disorder vs. order promoting residues, or neutral polar residues vs. all other residues. Sim-
ilarly, analysis of ternary patterning, where residues are assigned to one of three groups,
is also possible. Finally, input sequences can be converted into a reduced alphabet using
either a set of pre-defined reduced alphabets or by passing in a user defined reduced al-
phabet mapping [407]. A reduced alphabet representation may be convenient for creating
more coarse-grained sequence representations for further analysis, sequence clustering, and
sequence comparison.
In addition to the various numerical analysis routines described above, all the linear analysis
routines can directly generate pre-formatted PDF or PNG figures. In addition, diagram-of-
state annotations and charge-hydropathy plots can be generated with an arbitrary number of
different sequences on the same plot. The utility of an analysis package such as localCIDER
comes from the ability to combine local and global sequence analysis with additional classi-
fication tools and statistical methods to enable rapid, customized high-throughput analysis
pipelines, as demonstrated in chapter 11.
localCIDER runs on OSX, Linux and Windows, and requires minimal resource overhead.
Plotting is carried out by matplotlib (http://matplotlib.org/) and numerical analysis by
numpy (http://www.numpy.org/). localCIDER and its associated documentation are hosted
freely on GitHub (https://github.com/), which is also used for version control and feature re-
quests. For more information see http://pappulab.github.io/localCIDER/. A list of the full
range of sequence analysis functions can be found at http://pappulab.github.io/localCIDER/
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4.2.3 geeneus
Geeneus abstracts all network and data-parsing activity from the user. It works with a wide
range of protein accession values (e.g. UnitProtKB, NCBI GI, RefSeq, etc.), automatically
performing appropriate conversions and lookups when required. Session data are cached
locally, meaning that for any given protein, a single network call is required regardless of the
number function calls made. Data are returned in Python native formats for easy inclusion
in larger-scale analysis pipelines. Geeneus and all associated dependencies can be installed
from the Python package index using the ‘pip’ tool. Geeneus was designed to give the illusion
of having local, direct access to the full set of proteomic data housed in the NCBI, UnitProt,
as well as calls to the Pfam database when necessary [176].
Geeneus is written in Python, with documentation available at
http://alexholehouse.github.io/Geeneus/. The source code is freely available at
https://github.com/alexholehouse/Geeneus. Geeneus has been in production for over two
years, and is used in various applications, including the backend to the ProteomeScout
webserver [370].
Geeneus boasts a number of features beyond the abstraction of all technical challenges from
the user. A novel isoform reconstruction algorithm facilitates access to full isoform sequences
from NCBI records. NCBI records store a single canonical sequence, and define isoforms in
terms of changes relative to that canonical sequence. While formally complete, this definition
makes obtaining the full-length sequence associated with a given isoform non-trivial. Our
isoform reconstruction algorithm rebuilds the set of isoform sequences from this information.
To ensure the assumptions made regarding the isoform annotation quality were founded,
the algorithm was tested on 100,000 isoform-containing sequences. Without exception, all
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isoforms annotations were found to be compliant in the standard required for the algorithm
to function.
Geeneus operates via a data-memoization approach. When information regarding a protein
of interest is requested, the complete dataset for that protein is fetched and stored in a local
datastore. As a result, subsequent requests fetch data from a local in-memory cache, rather
than across a network, although this cache can be refreshed on demand. This local store can
also be exported to disk and then imported at a later date, meaning a savvy user requires
only a single network operation per protein for any amount of analysis. Further, we have
implemented batch fetching, which allows up to 100 accessions to be fetched simultaneously.
Batch fetching uses a recursive divide-and-conquer retry procedure in the event that one or
more of the accessions in a batch are invalid, meaning in all cases Geeneus runs the minimal
number of network calls necessary to fetch all the data. NCBI request limits are hardcoded
into the networking components to ensure compatibility with NCBI requirements.
4.2.4 PIUpred
To help provide a general framework for analysing and understanding disordered sequences
we re-implemented the IUPred algorithm to perform high-throughput sequence analysis (cor-
recting several minor bugs) [148, 149]. IUPred predicts disorder based on the local amino
acid composition, and is parameterized from the PDB. In comparing meta-predictions (disor-
der predictions based on many different predictors) with equivalent predictions from IUPred
we found extremely good agreement with high-confidence regions. We were asked not to
re-distribute this new implementation, but the re-write is entirely in Python, providing an
easy-to-use package that simply integrates into existing workflows. This allows us to de novo
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predictor disorder in a high throughput manner (thousands of sequences per second). We
will not discus PIUpred further here, but we introduce it only to make it clear that we have
an in-house and highly efficient predictor, which has become an integral part of our sequence
analysis workflow.
4.2.5 ProteomeScout& ProteomScout API
ProteomeScout is a database of protein-centric information, with a specific focus on post-
translational modifications [370]. As well as contributing towards the tool itself, we developed
toolkit (ProteomeScoutAPI,
https://app.assembla.com/spaces/proteomescout/wiki/ProteomeScoutAPI) to access and eas-
ily manipulate the large datasets associated with this data set [237]. Although post-translational
modifications are not included in this chapter, we did find that highly charged sequence are
more likely to experience a significant increase in κ upon phosphorylation.
4.3 Results
4.3.1 Obtaining Data for Proteome Wide Analysis
The following organisms were included in our full proteome analysis: H. sapiens, R. norvegi-
cus, M. musculus, G. gallus, A. thaliana, D. rerio, D. melanogaster, C. elegans, P. falciparum,
D. discoideum, N. crassa, S. cerevisiae, S. pombe, C. albicans, B. subtilis, and E. coli. All
proteomic data were obtained from the UniProt reference proteomes, downloaded from the
EBI FTP server (http://www.ebi.ac.uk/reference proteomes). A list of these proteomes is
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provided at the end of this subsection [600]. DisProt sequences were taken from the DisProt
download (DisProt Release 7.03), which after redundancy filtering includes 744 disordered
fragments of over 30 residues [455].
Disorder data for each proteome was taken from the MobiDB 2.0 consensus prediction data
[461]. MobiDB combines disorder predictions from ten disorder predictors. A consensus
prediction is generated as a majority vote based on those ten predictors, with a classification
of ‘disordered ’ or ‘structured ’ assigned to each residue in each protein from the proteome. The
result of this consensus disorder prediction was then post-processed to remove short islands
(≤ 3 residue) of disorder or order to create a less fragmented set of regions. Specifically,
if an identified region - either a disordered region or a structured region - was found to be
less than four residues long it was converted into the type of its surrounding regions. We
compared results with and without this post-processing and found no difference in terms
of the parameters reported in this study, though clearly this post-processing influences the
number and size of IDRs identified, an aspect not examined in this work. The presence of
short islands of order within disordered regions is primarily an artefact of combining multiple
semi-overlapping predictors, as illustrated by fig. 4.3. The threshold of three or fewer residues
was selected as a value of half the thermal blob length-scale (6-7 residues), i.e., substantially
shorter than a length scale over which persistent structure would be expected [126].
The use of a consensus score, rather than relying on a single disorder predictor, helps to
avoid any intrinsic biases in various predictors. It creates a more stringent threshold for
defining a region as disordered, but ensures that, to the best of our ability, regions predicted
as ‘disordered’ are utilizing approaches from multiple predictors to avoid false positives.
In retrospective analysis we repeated much of the work done here using a single disorder
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‘Island’
Identify 
consensus
Remove islands
Figure 4.3: Schematic showing the creation of a consensus disordered region from multiple
predictors, followed by the removal of a short ‘order’ island. Disorder predictors typically
generate profiles with multiple short interruptions.
predictor (IUPred) and found highly analogous results (data not shown) suggesting that
IUPred provides a robust stand-alone prediction [148].
MobiDB provides a consensus prediction based on a set of ten disorder predictors [461]. In
addition to these ten predictors, MobiDB also allows for the inclusion of structural informa-
tion from the Protein Data Bank (PDB) to further annotate structural preferences within a
region. For our analysis, we used the MobiDB consensus data from disorder predictors alone,
rather than also including additional information from the PDB. This decision was made
based on two considerations. Firstly, many IDPs are known to undergo coupled folding and
binding. The PDB contains a large number of structures representing protein regions that
have been shown to fold in the context of a partner, and while relevant for function, this
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does not appear to be relevant for knowing the region’s intrinsic structural propensity as an
autonomous unit. As a result, MobiDB’s approach of using structural data to categorically
rule out a region as disordered is highly appealing, but may unintentionally yield false neg-
atives in some circumstances. As a specific example, the protein PUMA (p53 up-regulated
modulator of apoptosis) is predicted to be disordered, and yet the mouse variant (UniprotID
Q99ML1) contains a region (residues 130-155) that has been structurally characterized by
NMR (PDB ID 2ROC) [132]. As a result of this apparently alpha-helical region, MobiDB
defines this region as structured (fig. 4.4A). However, this region adopts a stable helix only
upon binding to its partner Mcl1 (fig. 4.4), and has been experimentally shown to be dis-
ordered in the unbound state, although recent studies show a roughly 40% likelihood that
PUMA adopts helical conformations in its unbound form [221,494].
PUMA (in red) folded and
bound to Mcl1
Consensus prediction denes
this region as structured
A B
Figure 4.4: Example of structural data incorrectly informing on a folded region. Panel A
shows a screenshot from the MobiDB website, and highlights the fact that the full consensus
prediction approach used assigns the region in blue to be folded. Panel B shows the NMR
structure of PUMA bound to Mcl1 (PDB ID 2ROC).
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Given that the analysis carried out in this study compares multiple proteomes, we felt
that it was important to use a uniform approach across all the primary (sequence) data. If
structural data were included, we would intrinsically bias sequences from organisms that have
been studied in greater structural detail, towards being more likely to identify structured
regions. This could have the unintended consequence of allowing a region to be classed as
disordered in one organism but structured in another if structural data had been obtained
in one species but not in the other.
Having obtained the set of disordered regions associated with a proteome, each disordered
region greater than thirty residues and with a proline content of less than 15% was used for
further analysis. A threshold of thirty residues was chosen to match the general consensus of
‘long’ disorder [148]. The threshold of 15% for proline content is in keeping with the original
definition of the diagram-of-states, and the fact that a growing body of evidence suggests
that enrichment in proline drives ensembles to be more expanded than one might navely
expect based on FCR alone [126,359,364,405]. The influence of proline residues is explored
systematically in other work, and the patterning of charged and proline residues is quantified
by the parameter Ω (see chapter 6).
Proteome-wide statistics for various quantities are shown in table 4.3.1. The “percentage
‘long’ disorder” represents the percentage of the proteome from each organism which is en-
compassed by a single disordered region stretching thirty residues or longer. Other estimates
in the literature do not use this 30 residue threshold (and use a less stringent disorder classi-
fication), and as such find a much higher percentage of disorder in the proteomes from these
organisms.
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Species Number of PBD structures
Homo sapiens 37183
Rattus norvegicus 2612
Mus musculus 6834
Gallus gallus 1635
Arabidopsis thaliana 952
Danio rerio 202
Drosophila melanogaster 905
Caenorhabditis elegans 306
Plasmodium falciparum 649
Dictyostelium discoideum 153
Neurospora crassa 69
Saccharomyces cerevisiae 4485
Schizosaccharomyces pombe 334
Candida albicans 123
Escherichia coli 13538
Bacillus subtilis 1510
Thermotoga maritima 655
Table 4.1: Summary of the number of structures in the PDB by species
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Reference proteome Organism Number proteins # IDRs % dis.
UP000005640 9606 Homo sapiens 20 882 23 437 18.60%
UP000002494 10116 Rattus norvegicus 21 866 21 529 17.40%
UP000000589 10090 Mus musculus 22 129 22 448 17.30%
UP000000539 9031 Gallus gallus 15 749 16 949 16.60%
UP000006548 3702 Arabidopsis thaliana 27 221 17 192 11.50%
UP000000437 7955 Danio rerio 25 642 25 125 16.50%
UP000000803 7227 Drosophila melanogaster 13 674 15 489 19.80%
UP000001940 6239 Caenorhabditis elegans 20 274 12 716 13.10%
UP000001450 36329 Plasmodium falciparum 5 162 7 274 14.60%
UP000002195 44689 Dictyostelium discoideum 12 732 13 703 20.30%
UP000001805 367110 Neurospora crassa 9 756 11 927 23.90%
UP000002311 559292 Saccharomyces cerevisiae 6 720 5 381 14.60%
UP000002485 284812 Schizosaccharomyces pombe 5 104 3 407 11.70%
UP000000559 237561 Candida albicans 8 354 6 450 16.60%
UP000000625 83333 Escherichia coli 4 305 274 1.15%
UP000001570 224308 Bacillus subtilis 4 197 382 1.75%
UP000008183 243274 Thermotoga maritima 1 851 47 0.42%
Table 4.2: Summary proteomic statistics relevant for this study. Note that the # IDRs
refers to the number of disordered regions that are 30 or more residues in length, and the %
dis. reflects what percentage of the proteome falls into these ‘long‘ IDRs.
These data represent a total of 243,644 proteins, 203,683 disordered regions, and an average
“percentage long proteome disorder” of 16.6% in eukaryotes and 1.45% in non-hyperthermophilic
prokaryotes (E. coli and B. subtilis). The significant depletion of long disordered regions
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in the hyperthermophile T. maritima is in line with previous work [80]. With so few disor-
dered regions in T. maritima, it was excluded from further analysis in this study to avoid
the introduction of misleading biases.
4.3.2 Proteome Wide Analysis of Disorder
We first examined how disordered regions are distributed across the diagram-of-states (fig.
4.5A). For the human, rat, mouse, and chicken proteomes the distribution across R1-R5
was highly similar, and generally matched the DisProt distribution. For other organisms
(notably D. melanogaster, P. falciparum, and a number of fungi) large deviations from
the distribution seen in humans were observed. In all cases, relatively few polyelectrolytes
(R4/R5) were identified, and those found were almost exclusively negatively charged. We
also found that the fraction of charged residues (FCR) varied between different organisms
(fig. 4.5B), as do the distributions of κ values (fig 4.5C). Taken together, these results show
that the distribution of charge density and patterning vary across organisms, although similar
global trends are also observed. An additional takeaway from this analysis is that by these
measures, DisProt encompasses a good representation of IDPs for describing the sequences
in the human proteome. One could have imagined that DisProt might have been enriched in
charged IDPs, but this analysis firmly shows that DisProt provides a representative snapshot
of the human IDPs, at least in terms of amino acid composition.
Having established that the median FCR for disordered regions varies across different or-
ganisms, we asked if the distribution of κ values observed for naturally occurring sequences
varied with FCR. To answer this question, we focused on polyampholytic sequences (absolute
net charge per residue |NCPR| < 0.25, FCR > 0). Based on anecdotal evidence, κ appears
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Figure 4.5: Sequence properties of disordered regions across sixteen proteomes and DisProt.
Legend numbers indicate the total number of disordered regions identified. Panel A shows
fractional populations of the diagram-of-states regions for all IDPs from sixteen different
model organisms and the DisProt database. While broadly similar trends are observed,
there are substantial differences between different organisms. Panel B is a box-plot showing
the distribution of FCR values for all IDPs taken from the same set of organisms and DisProt.
The central box defines the first quartile, median, and third quartile from the data. Similarly,
Panel C is a box plot showing the distribution of κ values taken from the same set of
organisms and DisProt.
has the most significant influence on the conformational behavior of sequences which dis-
play the dual traits of an intermediate-to-high FCR and a near neutral overall charge - i.e.,
strong polyampholytes. For comparison, we generated a random prior model by taking each
disordered region and performing a fully randomizing shuffle of the sequence. To facilitate
the generation of such a background, an efficient method for performing sequence shuffling is
implemented in localCIDER. This process generates a composition and size-matched dataset
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with identical FCR and NCPR distributions, but where the κ of each sequence has been al-
tered. By constructing a random prior we can examine how κ-varies as a function of FCR in
the absence of any selective pressure for sequence patterning. This is an oversimplification
given the fact that many other residues show local sequence compositional preference, but
is a simple and consistent approach to generate a conceptually important random prior.
Fig. 4.6A shows a comparison of median FCR vs. median κ across the different organisms.
The statistically expected behavior obtained from the composition matched random prior
is that κ should be inversely correlated with FCR, as shown by the red dashed line. In
naturally occurring sequences we found a strong inverse correlation between κ and FCR with
a steeper gradient than would be expected from randomly shuffled sequences; the gradient
for the random prior (red dashed line) is 0.24, while the gradient for the naturally occurring
sequences (black solid line) is −0.54.
In further analysis, we examined the 2D probability distribution of FCR and κ for all
species relative to the same random background (fig. 4.6B). We found a significant over-
representation of intermediate-κ and intermediate-FCR disordered regions in naturally occur-
ring sequences (red region). Throughout naturally occurring sequences we found an absence
of high κ / high FCR sequences, in line with anecdotal experimental results where highly
charged sequences with a high κ are often aggregation prone due to strong electrostatic
attraction between oppositely charged patches.
4.3.3 FCR vs. κ - Further Analysis
Fig. 4.6B shows a two-dimensional density difference plot, generated by creating two 2D
histograms (fig. 4.7) and subtracting the random distribution from the naturally occurring
140
  
0 0.5 10
0.2
0.4
0.6
0.8
1
−4
−3
−2
−1
0
1
x 10−3
Kappa (κ)
D
ensity
Fr
ac
ti
on
 o
f c
ha
rg
ed
 re
si
du
es
0.18 0.20 0.22 0.24 0.26 0.28 0.30 0.32 0.34
0.18
0.2
0.22
0.24
0.26
0.28
0.3
M
ed
ia
n 
ka
pp
a
R2 = −0.85 Disprot
H. sap
R. nor
M. mus
G. gal
A. tha
D. rer
D. mel
C. ele
P. fal
D. dis
N. cra
S. cer
S. pom
C. alb
B. sub
E. col
Fit
Rand.
Median FCR
A B
Figure 4.6: Panel A examines the relationship between median FCR and κ across the different
organisms. Panel B is a 2D histogram difference map, and shows regions that are enriched
(hotter colors) or depleted (cooler colors) in naturally occurring sequences with respect to
a randomly scrambled composition matched background set of sequences. We found that
naturally occurring sequences are enriched for sequences with higher κ values, suggesting
the evolutionary selection for charge segregation.
distribution. As described previously, for this analysis (κ vs. FCR) we focused on polyam-
pholytic sequences. The raw 2D distributions used to generate Fig. 4.5B are included below.
In these 2D histograms a bin size of 0.02 is used for κ and for the FCR.
Fig. 4.8 shows the distribution of κ values, comparing all naturally occurring sequences with
the random-prior sequences. As expected based on the 2D distributions shown in fig. 4.6
and 4.6, we find that naturally occurring sequences show a broader distribution of κ-values.
Notably, substantially more sequences have a higher κ-value than would be expected from a
random distribution. Again, this result is in line with naturally occurring sequences having
more ‘charge blocks’ - local regions of high net charge density - than one would expect by
random chance.
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Figure 4.8: Histogram generated distributions of κ-values from naturally occurring sequences
(black) and from the same sequences after unbiased sequence scrambling (red)
The data in fig. 4.7 can also be represented by determining the median FCR values for a
specific κ-range and considering how the median FCR varies with κ. In this analysis, as
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shown in fig. 4.9, the complete set of naturally occurring sequences are sub-divided into bins
based on κ. For the sequences in each bin, the median FCR value is calculated, and the
median FCR vs. κ-range is plotted. This analysis does not provide information regarding
the number of sequences associated with a given FCR, but allows different organisms to be
compared with one another in terms of how FCR and κ co-vary. Only bins with 50 or more
sequences are plotted. This analysis reproduces the trends observed in fig. 4.6A the median
κ and median FCR are inversely correlated with one another. Again, this implies that there
are few sequences where κ and FCR are simultaneously high. We found that sequences
with a low κ-value are strongly biased towards a high charge fraction, whereas sequences
with a high κ-value are generally depleted in charged residues. Beyond these observations,
extracting meaningful proteome-wide conclusions from these data is difficult. While charge
distribution described by κ is an important component in determining an IDP’s ensemble,
there are many other contributing factors that vary on a case-by-case basis. As a result, these
data provide a general, big picture summary of the expected trends, but over-interpretation
should be avoided.
An important yet nuanced observation from the data presented thus far is that for each
organism there exists a range of FCR values where a wide variety of κ - values are observed;
for many organisms this FCR range lies in the interval of ∼0.2 to ∼0.4 (fig. 4.9). This
overlaps with the R2 region on the diagram-of-states (fig. 4.2), one of the regions (along with
R3) where κ has the greatest influence on conformational properties. Finally, R2 is generally
the region on the diagram-of-states with the greatest number of disordered regions (fig. 4.5a).
Taken together, these results suggest that a significant fraction of naturally occurring IDPs
taken from a wide range of different organisms display sequence properties where charge
patterning would be expected to play a major role in determining their conformational
ensemble. This is a necessary but not sufficient result to assert that charge patterning is an
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Figure 4.9: Binned FCR representation of the relationship between κ and FCR. Panel A
shows the data without the interquartile range bounds, while Panel B shows the same data
with interquartile range bounds.
important feature for proteins from many different organisms, but sets the stage for a deeper
investigation into specific examples through higher resolution analysis.
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Given the preceding discussion combined with the inverse correlation between FCR and κ, we
offer a plausible interpretation of our results. For sequences with a high FCR there appears
to be a strong selective pressure towards well mixed sequences (low κ). At intermediate FCR
(0.2 ≤ FCR ≤ 0.4) sequences experience a range of selective pressures both for lower than
expected and higher than expected κ values giving rise to a wider distribution than would
be expected in the absence of any selective pressure. Finally, at low FCR (0 ≤ FCR ≤ 0.2)
charge patterning becomes less influential, and as a result these sequences experience weaker
selective pressure. For a true assessment of the conservation associated with sequence pat-
terning, an analysis should consider paralogous IDRs across many different species. While
not examined here, clearly localCIDER is well placed to aid in this kind of sequence analysis.
It is also worth emphasizing that many other factors (conserved recognition motifs, amino
acid composition, residual secondary structure) will all play a role in determining the evo-
lutionary landscape, although charge patterning as measured by κ are one pair of relevant
sequence features.
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4.3.4 FCR vs. NCPR
In the previous section we examined proteome-wide distributions of κ and FCR. Analogously,
we can examine how NCPR varies with FCR. Fig. 4.10 shows the 2D histogram - using the
same approach as in fig. 4.4 of FCR vs. NCPR. To maintain bin number parity, the NCPR
bin size is 0.04 (ranging from -1.0 to 1.0) while the FCR bin size remains at 0.02 (ranging
from 0.0 to 1.0). For these analyses we did not filter out any polyampholyte sequences, but
instead used all available sequences.
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Figure 4.10: 2D histogram of FCR vs. NCPR. We find the majority of disordered regions
are polyampholytes, with an FCR of between ∼0.18 and 0.35.
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This analysis shows that, generally speaking, there is a depletion of polyelectrolytes across
the discorded regions in naturally occurring proteomes, as observed in fig. 4.5A. Fig. 4.11
shows how NCPR is distributed across the different organisms.
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Figure 4.11: Net charge per residue (NCPR) distribution across organisms. Similar trends
are observed over the wide variety of organisms examined.
We can further examine this distribution using the sequence binning approach employed in
the FCR vs. κ analysis in fig. 4.9. Fig. 4.12 shows that the same trends with respect to
charge are observed across all organisms as the FCR of regions increases, the NCPR tends
towards being increasingly negative (acidic).
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Figure 4.12: The consistent trends observed suggest that more highly charged disordered
regions will have a modest net negative charge. Some organisms (e.g., C. albicans or P.
falciparum) contain disordered regions that are more strongly acidic at a high FCR. Panel A
shows the median NCPR when sequences are binned according to their FCR values. Panel
B shows the same information as panel A, and includes the interquartile range as dashed
lines. The thick black dashed line represents the neutral NCPR value.
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An interesting observation that emerges from these data is that sequences with a high frac-
tion of charged residues are most likely to carry a net negative charge. Moreover, there is a
near total absence of highly charged sequence with a net positive charge observed across all
organisms. An important caveat to consider in all this analysis is that we make no attempt
to de-convolve disordered regions into sub-domains, such that all properties examined are
the average over each contiguous disordered region. Given the distinct conformational pref-
erences associated with IDPs of different sequence composition, we have no reason to assume
that disordered regions could not be divided into sub-domains, where long disordered regions
(e.g. > 200 residues) may contain functionally and conformationally discrete subdomains.
The identification of such domains represents a future goal that will be achievable using
localCIDER, but is beyond the scope of this work.
4.3.5 A Discussion on κ
For completeness, we provide a detailed discussion on the statistical and practical properties
of the patterning parameter κ (kappa). This section is divided into several subsections.
In section 9.1 we revisit how κ is defined, providing an intuitive overview combined with a
mathematical definition. In section 9.2 we provide a method to formally calculate the number
of charge permutants, and describe the probability mass function (PMF) associated with κ
for a given sequence composition. Section 9.3 describes how the expected κ value varies
across the diagram-of-states with complete enumeration of expected values for all possible
compositions over a range of different sequence lengths. Finally, in section 9.4 we offer
some general rules of thumb when thinking about how a sequence’ κ value may influence
conformation. Section 9.4 also offers some notes of caution regarding how one should or
should not treat the parameter.
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Defining κ
The ideas presented in this subsection were first described in previous work [126]. We include
them here for completeness. The parameter κ is a measure of the mixing of oppositely
charged residues along the primary sequence of a protein, where this mixing is effectively
quantifying how similar the local charge distribution is when compare to the global charge
distribution. Specifically, the local charge distribution is assessed based on five and six
residue sub-fragments (blobs). For a sequence where charged residues are globally well mixed
with respect to one another, local sequence properties and global properties will mirror one
another. For a sequence where charged residues are highly segregated, local properties will be
consistently divergent from the global properties. κ is a parameter that formally describes
this similarity/difference, and is normalized against a maximally segregated sequence to
ensure 0 < κ ≤ 1. A graphical summary of how κ maps to protein sequences is shown in
Fig. 4.13.
To compare local vs. global properties, it is necessary to define a comparison metric. Such
a metric should be normalized by sequence length to allow the comparison of regions of
different lengths (e.g., a local six residue blob compared with the full n residue sequence).
For κ, the metric used is charge asymmetry (κ), which is defined as follows
σ =
(f+ − f−)2
(f+ − f−) (4.1)
Here, f+ and f− represent the fraction of positively and negatively charged residues. To
carry out a complete comparison of the global sequence properties with the local sequence
properties, we perform a comparison of all possible blobs with the full sequence, normalized
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Figure 4.13: Graphical description of how κ-varies with sequence patterning. A high κ-value
is associated with a highly segregated sequence, while a low κ-value is associated with a
well-mixed sequence. It is worth noting that were are using highly charged polyampholytes
here because they graphically illustrate the relationship between κ and patterning well, but
as a relevant parameter, κ also applies to much less charged naturally occurring sequences.
by the number of blobs. Specifically, each blob is g residues long, meaning a sequence of n
residues is subdivided into (n− g + 1 = Nblobs) blobs. For a complete comparison of global
vs. local properties we introduce a new parameter, (δ) which defines a permutant-specific
comparison between global and local charge asymmetry, and is defined by:
δ =
∑Nblobs
i=1 (σi − σ)2
Nblobs
(4.2)
Here, σ defines the charge asymmetry for the full sequence while σi defines the charge
asymmetry associated with the i-th blob. A graphical schematic of how the summation
terms in are calculated is shown in fig. 4.14 (where g = 6);
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Figure 4.14: Graphical schematic showing how the summation term in the δ calculation
represents a sliding window for determining the σ for each overlapping blob of g residues
(where in this case g = 6).
Having calculated δ for the sequence of interest, we introduce a normalization factor to
ensure that we have a parameter (κ) that ranges from 0 to 1. This normalization factor
(δmax) represents the δ associated with the maximally segregated sequence, such that we
define κ as shown below
κ =
δ
δmax
(4.3)
Finally, for the full definition of κ we need to define the blob size (g) i.e., what is the
length-scale that we consider ‘local’. The value selected for g was chosen to reflect the
number of residues that give rise to a chain length at which the interplay between chain-
chain, chain-solvent, and solvent-solvent interactions are on the order of kT . This refers to
the thermal blob, as discussed in more detail in section 13.2.5 [146]. For protein sequences
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with low proline contents (i.e., less than 15%) this value is 5 to 6 residues. To account for
this variability, we use an average of the κ-value derived from g = 5 and g = 6. As a result,
the κ value reported in the original paper and by localCIDER and CIDER is defined by
equation
κ =
δg=5
δg=5max
+
δg=6
δg=6max
2
(4.4)
Where δg=i reflects the value calculated for a sequence with a blob size of i.
Number and distribution of κ-values
Having defined how κ is calculated, it is useful to provide a general sense of the range of κ
values that are likely, given a sequence composition. The most intuitive approach to answer
this question would be to define a probability mass function (PMF) associated with κ for
a given sequence composition. This would provide a statistical description of the likelihood
associated with a given κ-value, and help offer statistical context for the κ-value associated
with a naturally occurring sequence i.e., is it far from or close to the statistically expected
value. In the following subsection we examine how κ values are distributed, and how this
distributions changes with FCR and NCPR. An important point to reiterate is that many
different sequence permutants will have the same value of κ, a consequence of the fact that
κ is a scalar parameter trying to capture sequence-encoded patterning.
One approach for generating the κ PMF would be to perform exhaustive enumeration and
determine the complete mapping of every possible charge permutant to κ value followed by
the creation of a histogram of those κ values. The number of possible charge permutations
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of a sequence can be calculated by taking the sequence, converting it into a three-letter
alphabet representation (negative, neutral, positive) and using the expression defined below
Number of permutations =
(
n0 + n+ + n−
n0
)(
n+ + n−
n+
)(
n−
n−
)
= A×B × C (4.5)
In this expression, n0, n+, and n represent the number of neutral, positive, and negative
residues, respectively. The notation here shows the product of three “a choose k“ terms
(termed A, B, C for convenient discussion below). For an example of the conversion of
an amino acid sequence into a three-letter alphabet representation, see the twenty residue
example in fig. .
VGTKPAESDKKEEEKSAETK
000 00 0 00 0+ ++ + +-- --- -
Full alphabet
Three-letter alphabet
Figure 4.15: Example of converting a twenty residue peptide from to a three-letter alphabet.
This peptide’s sequence-properties are n0 = 9, n+ = 5, and n = 6, giving it an FCR of 0.55
and an NCPR of −0.05.
Equation 4.5 can be explained by considering the following framework. There are a total of
(n0+n++n) positions in the sequence. n0 of those positions can be filled by neutral residues in
A ways. This leaves (n+ +n−) positions, which can be filled with positive residues in B ways.
Finally, there is only one permutation of ways the negative residues can fill, hence C = 1.
For a 50-residue sequence with 7 positive and 7 negative residues (FCR = 0.28, NCPR = 0.0)
there are approximately 3.2× 1015 different permutations. For a 100-residue sequence with
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20 positive residues and 20 negative residues, there are approximately 1.9 × 1039 different
permutations. Based on these numbers it should be clear that complete enumeration of
unique sequences and calculation of the associated PMF is not a feasible strategy. However,
given the multinomial nature of the number of permutations, the distribution of κ values
can be fit to a log-normal distribution. To illustrate this, we took all the disordered regions
from the human proteome and generated 500 random permutants per region (i.e., 500 ×
23437 = 11718500 sequences). For each random permutant we calculated the κ value.
Consequently, for each of 23,437 IDRs we have a distribution of κ values generated through
random shuffling. For each region, the distribution of κ values was then fit to a log-normal
probability distribution, and the goodness of that fit assessed based on the Euclidean distance
between empirical histogram and the log-normal fit. A schematic of this process is illustrated
in fig. 4.16.
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Figure 4.16: The panel on the left is an empirical histogram of κ values generated by random
shuffling of a single IDR. The panel on the right shows a log-normal fit to that histogram (red
dashed curve). The goodness of this fit is evaluated by determining the Euclidean distance
between the empirical distribution and the log-normal distribution.
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With the exception of sequences with a very low fraction of charged residues, we found that
the log-normal distribution offers an extremely good fit to all possible regions. Fig. 4.17
shows the goodness of fit plotted in the diagram-of-states plot space (higher numbers indicate
a greater deviation from the log-normal curve i.e., lower is better).
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Figure 4.17: The goodness of fit of the distribution of possible κ values to a log-normal
function is shown for all disordered regions in the human proteome shown as a 3D density
plot superimposed on the diagram-of-states. The only regions where the fit does poorly is
where FCR < 0.1 i.e., where κ stops being a useful parameter.
To better demonstrate the versatility of the log-normal fit, we randomly selected thirty
examples of disordered regions, with six that that were of length 50, 75, 100, 200, and 300
residues. The empirical histogram vs. the log-normal fit is plotted in fig. 4.17. The goodness
of fit across a wide range of lengths quantifies the robustness of the log-normal distribution
as a reasonable approximation for the true distribution. Given the fact that the distribution
of κ values can be approximated by a log-normal function it is now possible to determine
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the true random likelihood of realizing the κ value of a naturally occurring sequence, i.e., we
can ask “What is the probability that a sequence with a specific composition will have the
observed κ value by random chance?”. This analysis could help identify sequence where the
κ value is far from the expected value, implying evolutionary pressure towards a specific κ
value.
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Figure 4.18: Randomly selected disordered regions and their empirical distribution of κ
values (generated by determining the κ value of 500 random permutations of the sequence)
compared with a fit log-normal distribution. In each subplot the abscissa (x-axis) is the
κ value and the ordinate (y-axis) is the probability of that κ value. Each row contains six
randomly selected sequences of length L=X (as defined in the far right hand side of the row).
Red curves describe the log-normal fit, while black curves are the empirical histograms.
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Using this approach to assess the P (κ) of a real sequence would first involve creating an
empirical distribution of possible κ values through repeated random shuffling. Once a distri-
bution of κ values has been generated, a log-normal fit can be performed, and the probability
of the κ value of interest determined from that functional form. Based on initial work it
appears only 50-100 random permutants are required to build a basis set, from which the
log-normal distribution can be generated. This analysis, when performed on the disor-
dered regions in the human proteome, shows that the likelihood of observing IDP sequences
with their naturally occurring κ values by random chance is essentially zero. This suggests
strong evolutionary pressure away from the statistically expected random prior distribution
of charged residues. It is important to remember that the expected value here refers only to
the expected value given a uniform background prior. There are many additional constraints
which influence how a set of amino acids are distributed in a linear sequence, but as a zeroth
order approximation this provides some statistical context of the observed κ value for a given
sequence.
Most likely κ value across diagram-of-state space
Considering the results of the preceding section, for a sequence of some given length and
composition we can calculate the statistically expected κ value. If this is done for all sequence
compositions of a given length, we can fully explore the κ-to-composition space. Fig. 4.18
shows a 2D heat map of four different sequence lengths (40, 60, 80, 100) where we calculated
the κ values for all possible sequence compositions. The color in this heat map reports on
expected κ value. A number of features emerge from fig. 4.19. Firstly, for the vast majority of
sequence compositions the expected κ value is between 0.17 and 0.23. This result is relatively
insensitive to sequence length. Secondly, in the cases of very strong polyelectrolytes (i.e.,
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FCR ¿0.5) the expected κ value increases to 0.3 - 0.4. Finally, although not shown here or
in fig. 4.17, when NCPR > 0.9 (i.e., the top left and bottom right corners of the diagram-of-
states) the log-normal fitting procedure breaks down in much the same way as it does when
FCR < 0.05. This inability to obtain a good fit is a result of one specific class of the residues
(positive, negative, or neutral) entirely dominating the sequence composition and causing a
rapid drop in the total number of possible sequence permutants.
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Figure 4.19: Statistically expected κ value given charge composition based on an unbiased
uniform distribution of sequences. Expected values obtained by fitting a log-normal distri-
bution to each sequence.
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4.4 Discussion
In this section we discuss a small set of examples of how sequence analysis can be used
to uncover inferences regarding the biophysical properties of IDPs. These inferences serve
as ideal starting points for the development of testable hypotheses. In chapter 11 we used
localCIDER to identify local clusters of high negative charge in the disordered region of the
Nephrin intracellular domain (NICD) that drives phase separation via complex coacervation.
The tools within localCIDER were coupled to a statistical analysis framework to identify
the amino acid types that most strongly influenced phase separation based on an extensive
mutagenesis screen. We identfieid tyrosine and arginine residues as crucial determinants of
phase separation. Similarly, work by Nott et al. (which pre-dates the release of localCIDER)
identified clusters of charged residues in the N-terminal IDR of Ddx4 [421]. These clusters
are required to drive phase separation (see fig. 4.20). Given that many IDPs contain local
clusters of charged residues, and that the patterning of charged residues has been shown to
play a role in determining both conformation and function [30,33,125,126], we expect there
to be many more examples where the distribution of charged residues has a major impact
on the sequence-ensemble-function relationships of IDPs.
Amino acid compositions of IDPs play central roles in determining their conformational
properties [127, 359, 364, 405, 603, 666]. localCIDER enables rapid, proteome-wide investiga-
tions of compositional biases and the evolutionary preferences within IDPs. We analyzed
the complete set of IDPs from sixteen model organisms to ask how general compositional bi-
ases in IDPs vary across diverse proteomes. For the higher eukaryotes (chordates), we found
highly similar sequence properties, while lower eukaryotes displayed greater variety. The dis-
ordered proteome of D. discoideum showed a substantial deficiency of charged residues and
enrichment in polar residues (notably Asn and Gln) when compared to other species. This
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result is in accord with the findings of Malinovska et al. [356]. Conversely, the disordered
proteome of P. falciparum is enriched in strong polyampholytic IDPs, with almost 50% of
IDPs falling into R3 on the diagram-of-states. The complete analysis of 203,944 disordered
fragments took just over two hours on a desktop computer, showcasing the high-throughput
nature of localCIDER.
Fig. 4.20 shows three examples of the types of linear sequence analysis that localCIDER
facilitates. In fig. 4.20a, the charge patterning associated with the N-terminal IDR from
Ddx4 identified by Nott et al. is re-examined [420]. Fig. 4.20b illustrates the complexity
and composition associated with the protein FUS, which is known to drive liquid-liquid
phase separation in vitro and in vivo [443]. In addition to the well-characterized N-terminal
low complexity domain (LCD), which we refer to as LCD1, we highlight two shorter LCDs
towards the C-terminus (LCD2 and LCD3). To the best of our knowledge these regions
remain largely unexplored and it is conceivable that they contribute to modulating the
driving forces for phase separation. Finally, fig. 4.20c illustrates the charge distribution
across the tau protein (4R-441 isoform). The N-terminal 120 residues encompass a high
density of acidic residues, while the remainder of the sequence is highly basic. The delineation
of positively charged and negatively charged residues does not overlap with other known
sequence annotations. This charge distribution is expected to have an impact on how tau
associates with other charged biopolymers such as heparin due to an effective macro-dipole
across the sequence [203].
These results represent the tip of the iceberg. While not included in this discussion, in mul-
tiple ongoing projects we have used these sequence analysis tools coupled with additional
approaches to understand, predict, redesign, and explore the sequence determinants of con-
formational behaviour. It has provided us with a powerful analytical framework, through
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Figure 4.20: Three examples of linear sequence analysis performed by localCIDER. Panel
(a) shows the charge patterning in the protein Ddx4, identifying local region with a high net
positive or negative charge and showing the full sequence and C-terminal κ values. Panel (b)
illustrates the local sequence composition and complexity of the protein FUS. RRMs and
Zn-finger domains annotated based on published structural information. Panel (c) shows
the charge distribution in the 4R-441 isoform, with various domains and regions annotated.
which we are converging on a high resolution understanding on how amino acid sequence
determines conformational behaviour, and how that conformational behaviour determines
function.
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Chapter 5
A Dissection of Backbone and
Sidechain Interactions
The following section is taken from the paper Quantitative assessments of the distinct
contributions of polypeptide backbone amides versus side chain groups to chain
expansion via chemical denaturation by A.S. Holehouse, K. Garai, N. Lyle, A. Vitalis,
and R.V. Pappu. This was published in the Journal of the American Chemical Society, Vol.
137, pages 2984 - 2995, in February 2015. The text has been expanded to include additional
detail. FCS experiments were performed by K.G. simulations were performed by A.S.H.,
A.V and N.L. All analysis was performed by A.S.H.
5.1 Background
Tanford’s classical studies on protein structure and function established that functional ac-
tivity and structural features of globular proteins are abrogated in the presence of high
concentrations of denaturants such as 8 M urea and 6 M GdmCl. As introduced towards
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the end of chapter 2, for unfolded proteins, polymeric properties that describe the ensem-
ble average dimensions such as the hydrodynamic radius (RH), radius of gyration (RG) or
end-to-end distance (REE) show a power law behaviour consistent with a polymer in a good
solvent [572, 573]. This behaviour is captured by the relationship RH ∝ N ν , where N is
the number of amino acids and ν a characteristic scaling exponent. Tanford showed that
RH ∝ N0.59 for highly denatured proteins [180]. Wilkins et al. used pulse-field gradient
NMR measurements to recapitulate the scaling of RH with N for a set of single domain
proteins that show apparent two-state behaviour [641]. Similarly, Kohn et al. used SAXS
to show that the mean radius of gyration (RG) scales as N
0.59 for 28 different chemically
denatured proteins of different lengths and amino acid sequences [297].
The overall implications of the scaling of RH and RG with N are two-fold: First, solutions
with high concentrations of denaturants akin to good solvents for generic protein sequences.
Second, given that many proteins show apparent two-state behaviour, the conjecture that
emerges is that generic unfolded proteins sample ensembles with similar statistical properties.
This conjecture has received considerable scrutiny and several lines of investigation have
established that a scaling exponent of 0.59 does not imply purely self-avoiding random-coil-
like conformations for denatured state ensembles [38,219,239,264,376,377,599,661]. Instead,
the exponent of 0.59 accommodates considerable sequence specificity in the conformational
properties of denatured proteins, allowing long-range contacts and local structure to exist in
spite of apparent good solvent behaviour.
Given the apparent universality enforced by high concentrations of denaturant despite enor-
mous sequence and native-state structural variation, our work is motivated by the question
of why aqueous solutions with high concentrations of denaturants should be good solvents
for generic proteins? Studies based on the solute partitioning model, atomistic simulations
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and experimental data have converged on a consensus that urea denatures proteins through
preferential interactions with backbone and sidechain atoms [87, 88, 164, 165, 211, 241, 243,
299, 342, 397, 476, 561, 562]. Specifically, urea molecules accumulate preferentially around
the carbonyl oxygen atoms of peptide group amides, and to different degrees around the
aliphatic, aromatic, and polar sites of sidechains [19, 211, 212, 476]. The mechanisms for
denaturation in solutions with high concentrations of GdmCl remain unresolved although
insights are emerging from different types of experiments [355]. Lim et al. measured the
ability of guanidinium ions to block acid- and base-catalysed hydrogen exchange of an ala-
nine dipeptide in high concentrations of GdmCl [333]. Their results suggest an absence of
direct interactions between guanidinium ions and the functional groups of backbone amides.
Studies with other model compounds suggest that guanidinium ions interact favourably with
aromatic groups and primary amides of sidechains [367, 368]. Simulations suggest that the
strengths of ion pairs are reduced in high concentrations of GdmCl [429]. These results high-
light a prominent role for sidechain-mediated interactions as drivers of the loss of structure
and chain expansion in solutions with high concentrations of GdmCl. The recent work of
Jha and Marqusee suggests that denaturation follows a two-stage mechanism [265]. The first
step appears to involve accumulation of guanidinium ions near the protein surface and this
is followed by penetration of water molecules to disrupt the hydrophobic core.
Studies based on simulations and fluorescence correlation spectroscopy (FCS) experiments
have established that water is a poor solvent for polypeptide backbones [576, 591]. In poor
solvents, quantities such as RG and RH scale as N
0.33 thus ensuring that the chain-solvent in-
terface is minimized [180]. Similar behavior has been observed using a combination of simula-
tions and experiments for intrinsically disordered polar tracts such as polyglutamine, glycine-
serine block copolypeptides, and the Gln / Asn rich N-domain of Sup35 protein [116,404,591].
It may be surprising that Gln and Asn rich sequences drive compact globules, given their
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classification as polar residues, their favourable free energy of solvation, and their prevalence
on the surface of proteins [72]. All these results originates primarily from the relative con-
text in which these residues are found. In the sequence context of aromatic and aliphatic
sidechain-containing residues, Gln and Asn are relatively hydrophilic, and their presentation
on the surface of a globular protein allows for the sequestration of hydrophobic residues
into the interior. In a polar rich sequence (such as polyQ or the Sup35 N domain), a self-
solvation driven by extensive and degenerate backbone-sidechain and sidechain-sidechain,
and backbone-backbone interaction drives collapse [116,404]. These results reflect only part
of the impact of sidechains on the conformational behaviour of polypeptides. For IDPs, the
amino acid composition can drive an ensembles conformational behaviour between totally
collapsed (e.g. polyQ) and highly expanded (protamine sequences) [359, 364, 405]. Impor-
tantly, while there are certain amino acids that are associated with different types of be-
haviour, the conformational behaviour is ultimate an emergent property of the composition
and patterning of the sequence. These topics are dealt with extensively in chapters 2 and 4.
The preceding observations raise two questions that form the focus of our work:
1. Do polypeptide backbones, in the absence of sidechains, expand in a manner that is
consistent with the observed scaling exponent of 0.59 in aqueous solutions with high
concentrations of denaturants?
2. What role do sidechains play in influencing the expansion of polypeptide backbones in
aqueous solutions with high concentrations of denaturants?
Answers to these questions provide deeper insights into the mechanisms of protein denat-
uration, and more generally provide a useful framework for thinking about protein-solute
interactions. Our findings highlight the need to go beyond inferences gleaned from the
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studies of model compounds. This is important if we are to obtain a coherent and compre-
hensive understanding of protein denaturation and the conformational properties of proteins
in complex milieus such as cellular environments. The objects of our study are polyglycine
peptides that mimic pure polypeptide backbones and two 15-residue peptides that serve as
model systems to help elucidate the role of sidechains.
We report results from atomistic simulations and FCS experiments. The analysis of our
simulation results is guided by the use of reference ensembles that mimic the conformational
statistics of flexible polymers in poor, indifferent (Θ), and good solvents. We also introduce
the effective concentration of backbone amides as a parameter to help in quantifying how
backbone conformations are altered by the combination of sidechain-mediated interactions
and preferential interactions of different sidechain groups with denaturants.
5.2 Methods
5.2.1 Peptide Systems
We used molecular dynamics (MD) simulations based on atomistic models for peptides and
explicit representations of solvent and cosolute molecules to simulate the effects of water, 8
m urea and 8 m GdmCl on three different peptide systems. In order to assess the impact
of denaturants on the conformational properties of pure polypeptide backbones, we per-
formed three sets of simulations for a polyglycine peptide, N-acetyl-(Gly)15-N-methylamide
referred to hereafter as G15. To understand how sidechains modulate the intrinsic properties
of backbones in different environments, we performed simulations for two archetypal pep-
tides designated as CAP QFHFHWNRQDDQYFE and OSP GVSLLTIDVKKSLTK.
167
The N- and C-termini were capped using N-acetyl and N-methylamide groups, respectively.
These 15-residue peptides are based on fragments of full-length proteins and are excised
from Carbonic Anhydrase (CAP) and from OspA (OSP). The sequences of CAP and OSP
show negligible biases toward specific secondary or tertiary structures in water and they
serve as useful model systems for unfolded states under folding conditions. The sequences
have complementary attributes. CAP has no aliphatic residues whereas OSP has no aro-
matic residues. The net charge per residue is -0.2 for CAP and +0.2 for OSP. The fraction
of charged residues is 0.27 for both peptides. Based on the combination of hydrophobic-
ity, net charge per residue, and fraction of charged residues, these sequences and longer
tandem repeats of these sequences are expected to have a predominant preference for het-
erogeneous distributions of globular conformations in water. Fluorescence correlation spec-
troscopy (FCS) experiments were performed for three peptides containing polyglycine tracts
of different lengths. The peptides were of the form: Trp-(Gly)N-Cys
∗-(Lys)2 with N = 15, 31,
and 45. Here, Cys∗ denotes a cysteine that was modified by covalent addition of an Alexa488
dye through a maleimide linkage. The Lys residues were necessary to enhance solubility and
enable peptide purification and the Trp residue was used for accurate assessments of peptide
concentration.
5.2.2 Molecular Mechanics Forcefields
We used the TIP3P model for water molecules [273]. We also used explicit representations for
urea molecules and guanidinium (Gdm+) and chloride (Cl-) ions. We used the Kirkwood-Buff
forcefield (KBFF) to model urea and GdmCl [634–636]. Molecular mechanics parameters
for the three peptides and neutralizing counterions were taken from the OPLS-AA/L force-
field [276]. Neutralizing Na+ and Cl- ions were included in the simulations of CAP and OSP,
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respectively. Our choices maintain fidelity with the paradigm for the development of the
KBFF forcefield, which has been designed for interoperability with the OPLS-AA/L force-
field for peptides and neutralizing counterions. Recent work has highlighted issues with the
combination of the OPLS-AA/L forcefield and the TIP3P water model for modelling confor-
mational equilibria of various peptide systems [43,44]. In this context, it is noteworthy that
the collapse and poor solubility of polyglycine in water have been reproduced using other
combinations of forcefields and water models, thus pointing to the robustness of the results
to differences in forcefields.
5.2.3 Details of the Molecular Dynamics Simulations
We used version 4.5.3 of the GROMACS modelling package for the MD simulations [462].
The design of these simulations was based on the multiple-replica MD or MRMD approach
of Vitalis et al. [616]. In this approach, one performs multiple independent simulations, each
starting from an entirely different conformation for the peptide in question. The starting
conformations are drawn at random from pre-equilibrated ensembles of sterically allowed
conformations that are expanded and collapsed. Each simulation was designed to be long
enough to ensure multiple recurrent transitions between compact globular conformations
and expanded coil-like conformations. In high concentrations of denaturants, the increased
viscosities slow the overall transitions. These considerations were used to set the upper limit
on the simulation time for each replica. The parameters of the MRMD protocol were as
follows. For each peptide in water and 8 m urea, each independent MD simulation was
run for 110 ns and for these peptides in 8 m GdmCl the simulation time per replica was
210 ns. For each of the replicates, the first ten nanoseconds of simulations were set aside
as equilibration. Overall, for each combination of peptide and environment we performed
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20 independent simulations. This yielded an aggregate simulation time of 2.1 µs for each
of polyglycine, CAP, and OSP in water and 8 m urea and an aggregate simulation time of
4.1 µs for each of the three peptides in 8 m GdmCl.
The equations of motion were integrated using the leapfrog integrator with a timestep of 2 fs.
All peptide bond lengths and those within urea molecules and Gdm+ ions were constrained
using the LINCS algorithm [230]. The bonds and angles within TIP3P water molecules
were constrained using the SETTLE algorithm [396]. The simulations were performed in the
isothermal-isobaric ensemble. The target temperature, pressure, and isothermal compress-
ibility in all simulations were 298 K, 1 bar, and 4.5× 10−5 bar-1, respectively. We used the
velocity rescaling method of Bussi et al. with a coupling constant of 1.0 ps to control the
temperature [81]. The simulation pressure was controlled using the extended-ensemble baro-
stat of Parrinello and Rahman [442]. The coupling time for the latter was 20 ps. Snapshots
were saved once every 12.5 ps. Each snapshot included the positions of the peptide atoms
and those of the denaturant molecules (urea and Gdm+ and Cl- ions).
In each of the MRMD simulations we used cubic boxes with periodic boundary conditions.
Long-range electrostatic interactions between periodic images were treated using the particle
mesh Ewald approach [123]. We used an eighth-order cubic interpolation with a tolerance
of 10−5. Cutoffs of 11 A˚ and 14 A˚ were used for the real space electrostatic and van der
Waals interactions, respectively. Long-range dispersion corrections were applied for energy
and pressure. Neighbour lists were updated once every five steps. This choice ensured
against large deviations from the target pressures in all of the MD simulations. The average
dimensions of the box as prescribed by the average length to each side ranged from 61
A˚ for peptides in water to 71 A˚ for peptides in 8 m GdmCl. The maximum end-to-end
distance of each peptide is ca. 60 A˚ and this value is never realized even in ensembles of
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self-avoiding random walks. Hence, the dimensions of the central simulation cell were large
enough to accommodate maximally extended conformations and rule out any compaction
due to artefacts imposed by confinement. In all of the simulations, we fixed the number of
water molecules to be 7,360. For simulations in 8 m urea, we used 1,060 urea molecules and
for simulations in 8 m GdmCl we used 1,060 Gdm+ and 1,060 Cl- ions. The choice for the
number of water molecules was made to ensure a density of 1 gm/cm3 in a periodic box
of volume 2.16105 A˚3. In denaturing environments, the density of water is maintained by
the increase in the box size, which is necessary to accommodate denaturant molecules. We
used molality rather than molarity because molality remains constant irrespective of volume
fluctuations.
5.2.4 Simulations & Analysis of Reference Ensembles
For each peptide, we generated reference ensembles using potentials that encode conforma-
tional properties corresponding to three distinct model scenarios. For these simulations we
used version 1.0 of the CAMPARI modelling package (http://campari.sourceforge.net). For
each peptide, we performed two sets of reference simulations using the ABSINTH model
while zeroing out the mean field solvation and Coulomb terms of the potential. All other
terms of the potential were used as prescribed by the ABSINTH model [613]. The two ref-
erence potentials are distinguished by the choice of in equation 5.1. In one set of reference
simulations, λ = 0 and in the other λ = 1.
Uref = 4
∑
i
∑
j<i
i,j
[(
σi,j
ri,j
)12
− λ
(
σi,j
ri,j
)6]
(5.1)
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The summation runs over all unique pairs of non-bonded atoms as defined by the ABSINTH
model [613]. Metropolis Monte Carlo simulations were performed at a simulation temper-
ature of 298 K. The parameters for ij, ij and other non-zero terms of the potential were
taken from the abs3.2 opls.prm parameter file that is part of the CAMPARI distribution. To
generate an ensemble consistent with a good solvents (referred to hereafter as the excluded
volume [EV] ensemble) λ is set to 0 in equation 5.1. This has the effect of turning off all
attractive interactions, leaving only repulsive Lennard-Jones interactions. To generate an
ensemble consistent with a poor solvent (referred to hereafter as the Lennard-Jones (LJ)
ensemble] λ is set to 1 in equation 5.1. This has the effect of converting the polypeptide into
an approximately uniformly sticky polymer with no-long-range repulsions, but where local
steric excluded volume effects are respected. Quantities such as RG and RH scale as N
0.33 as
a function of chain length for all systems in the poor solvent limit limit and as N0.59 in the
good solvent limit. Ree can show similar scaling, but the Ree scaling can become uncoupled
for compact polymers [206].
We also performed reference simulations using the rotational isomeric approximation to
mimic the Flory random coil (FRC) limit. To generate the FRC limit a pre-generated
database of locally allowed residue conformations was generated. This was done using the
ABSINTH model with λ = 0 in equation (1) combined with the mean field solvation and elec-
trostatic terms being zeroed out. Dipeptides (i.e., Ac-Xaa-Nme) simulations for all twenty
amino acids were performed using Metropolis Monte Carlo at 298 K. The distributions of
φ, ψ, and χ angles from the dipeptide simulations were used to create libraries of rotational
isomers for each amino acid. To generate FRC ensembles for longer chains φ, ψ, and χ an-
gles were randomly drawn from the residue-specific libraries of rotational isomers. In these
simulations all inter-residue interactions between are explicitly zeroed out. The resultant en-
sembles conform to Flory’s approach for mimicking conformational distributions that result
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from the counterbalancing of chain-chain and chain-solvent interactions in an indifferent or
theta solvent. Quantities such as RG, Ree, and RH scale as N
0.5 as a function of chain length
for all systems in the FRC limit. Similarly, distributions for a range of polymeric quantities
match expectations from theory and simulation for chains in a theta solvent [181,559].
5.2.5 Parameters that Quantify Chain Size and Shape
In a given environment, for each snapshot, we calculated the gyration tensor defined as:
T =
1
na
na∑
i=1
(ri − rc)⊗ (rc − ri) (5.2)
Here, ri is the position vector of atom i within a specific conformation, rc is the location of
the centroid for this conformation, na is the number of atoms in the chain, and the symbol
⊗ refers to the dyadic product. We use the eigenvalues Lj (j = 1, 2, 3) of the gyration tensor
for the specific conformation to calculate two global descriptors of conformations; the radius
of gyration (RG) and the asphericity (δ
∗) [559].
RG =
√
L1 + L2 + L3 (5.3)
δ∗ = 1− 3L1L2 + L2L2 + L3L1
(L1 + L2 + L3)2
(5.4)
RG is a formal order parameter in polymer theories and serves as a measure of chain density.
The δ∗ is a measure of the shape associated with a particular conformation. The values
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of 〈δ∗〉 are predicted by theory to be approximately 0.42 and 0.52, for long, linear, flexible
chains in theta (FRC limit) and good solvents (EV limit), respectively whereas 〈δ∗〉 → 0 for
compact globules. For globules formed by finite sized linear chains, δ∗ ranges between 0.05
and 0.3, with the smaller values corresponding to longer chains.
5.2.6 Calculation of Internal Scaling Profiles
We utilized internal scaling profiles to compare the ensemble-averaged conformational prop-
erties of polypeptide backbones for different systems in different milieus [360]. For a specific
linear sequence separation |i− j|, we calculated R|i− j| as follows:
〈〈R〉〉|i−j| =
〈
1
Zij
∑
m∈i
∑
n∈j
|rim − rjn|
〉
(5.5)
rim and r
j
n are the position vectors of backbone atoms m and n from residues i and j,
respectively. Zij is the number of unique pairwise distances between the backbone units
of residues i and j. The internal scaling profiles describes relationship between 〈〈R|i−j|〉〉
and |i− j|. This provides a robust classifier of conformational behaviour though a complete
albeit highly averaged description of the conformational properties across all length scales
[360]. The notation for〈〈R|i−j|〉〉 is intended to clarify the fact that the averaging is over all
conformations in the ensemble (the outer average) for all pairs of residues that are |i − j|
apart in the linear sequence (the inner average).
174
5.2.7 Sample Preparation for FCS Measurements
Peptides of WG15CKK, WG31CKK and WG45CKK were purchased in crude form from
Yale University’s Keck peptide synthesis facility. The identities of the peptides were con-
firmed using mass spectrometry. For each peptide, the powder was suspended in water at 1
mg/ml concentration. The suspension was then sonicated for two minutes using a tabletop
water bath sonicator. Since polyglycine is practically insoluble in water, LiCl powder (1
mg/ml) was added to this solution and dissolved by vortexing to obtain a clear solution.
Tris(2-carboxyethyl)phosphine (TCEP) at 1 mM concentration was added to the solution to
reduce any pre-formed disulphide bonds. The pH was adjusted to 7.4 using a 20 mM Hepes
buffer. Finally, 200 µm Alexa488 maleimide dye was added, and the solution was incubated
at room temperature for 3 hrs. This solution was then stored overnight at 4◦C. Free dyes
were removed by dialysis of the solution for 24 hrs in water in the presence of 5 mM β-
mercaptoethanol using a 2 kDa dialysis membrane (Spectrapor). Centrifuging the sample
and discarding the supernatant removed any free dye that remained following dialysis. The
pellet containing the labelled polyglycine peptide was dissolved in an aqueous solution of 8
M LiCl. The peptide was further purified by size exclusion chromatography using a superdex
peptide column (GE healthcare). The labelling efficiency, determined by the absorbance of
the peptide at 488 nm and 280 nm, was found to be > 80% in all cases. The concentrations of
purified and labelled peptides in the final stock solutions were 6, 4 and3 µm for WG15C*KK,
WG31C*KK and WG45C*KK respectively.
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5.2.8 Details of FCS Measurements
FCS has been used to reproduce the dimensions of highly expanded systems in the presence
and absence of denaturants [359,539]. Here, we used a Zeiss confocor 2 microscope equipped
with FCS measurement capability. For the diffusion measurements, the stock solutions of
Alexa488-labelled polyglycine peptides were diluted by 100-fold into water, urea (4 M and 8
M) or GdmCl (3.5 M and 7 M). The measured diffusion times were found to be insensitive
to further dilution. The measurements were also performed on a free Alexa488 dye (50 nM)
solution in each of the solvent conditions as controls. Measurements in each condition were
done in triplicate. In order to avoid optical aberrations due to high refractive indices in urea
and GdmCl solutions, all of the measurements were performed at depths within 4-6 µm from
the cover glass. The FCS auto-correlation traces were fit using one triplet and one diffusing
species. To calculate the intrinsic diffusion time, we calculated a correction factor, which we
defined as the observed diffusion time for the free dye in water divided by the diffusion time
for the free dye in the environment of interest. Since the dye does not undergo any change
in conformation under denaturing conditions, the multiplicative correction factor provides a
route to generate environment-corrected values, which we designate as the intrinsic diffusion
time for the peptide in the environment of interest.
Water is a poor solvent for polypeptide backbones. In poor solvents, there exists a satura-
tion concentration beyond which the polymer plus solvent system separates into solvent-rich
and insoluble polymer-rich phases [472, 473]. Polyglycine and polyglutamine are examples
of polypeptide polyamides. The measured saturation concentrations for a range of polyg-
lutamine peptides of different lengths are in the low- to sub-micromolar range and these
saturation concentrations decrease with increasing polyglutamine length [117]. Below the
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saturation concentration, there exists a second saturation boundary that is akin to a micel-
lization boundary where the critical micelle concentration is ∼100 nM or lower [117]. The
data for polyglutamine and observations for glycine-rich peptides are consistent with our find-
ings that polyglycine peptides are highly insoluble in water [18,576]. This should in turn yield
globules for individual chains in ultra dilute solutions for polyglycine in water [472,473,576].
From a practical standpoint, measured saturation concentrations place constraints on the
concentration ranges one can use for measuring the conformational properties of individual
polypeptides. Measurements of hydrodynamic properties have to be performed in the low
nanomolar or even picomolar concentrations, depending on chain length. According to the
Flory theorem, an individual chain within an aggregate can have dimensions that scale as
N0.5 if the aggregates are reasonably large. This taken together with the lower diffusiv-
ity of aggregates will confound interpretations of measured diffusion times. Our data were
collected at concentrations that lie below the known / inferred saturation concentrations
and critical micelle concentrations for polypeptide polyamides. Further, the brightness per
molecule matches that of the free dye implying the absence of aggregates and the monomeric
form being the only diffusing species in all experiments.
5.3 Results
Our overall approach is to obtain the conformational distributions for the polypeptide back-
bones of polyglycine, CAP, and OSP in water, 8 m urea, and 8 m GdmCl and compare these
to distributions obtained for the same systems modelled in the LJ, FRC, and EV limits.
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5.3.1 Quantifying Impact of Denaturant on Polyglycine
Fig. 5.1 shows the mean values for RG and δ
∗ that were obtained for G15 in water, 8 m
GdmCl, 8 m urea, and the three reference ensembles, respectively. The mean RG and δ
∗
values suggest a systematic expansion of G15 in the two denaturing environments. The degree
of expansion is higher in urea than GdmCl, although the degrees of expansion observed in
both denaturing environments is significantly less than would be expected if the polypeptide
were undergoing true denaturation. Notably, the degree of expansion in the denaturing
environments is smaller than in the FRC or EV reference ensembles.
Figure 5.1: Internal scaling profiles for G15 in water, 8 m urea, 8 m GdmCl compared to sim-
ilar profiles calculated for G15 in the EV, FRC, and LJ limits. Error bars are excluded in the
interest of clarity. The legend shows the mean RG and δ
∗ values for the three environments
and the three reference ensembles.
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A distinct feature of internal scaling profiles for the FRC and EV reference ensembles is
the monotonic increase of R|i−j| with linear sequence separation |i − j|. This behaviour
derives from the fractal nature of flexible chains in the FRC and EV limits. In contrast,
the profile for the LJ reference shows plateauing behaviour, and the densities of the globules
that form will dictate the plateau values. fig. 5.1 shows that the profiles for G15 in 8 m
urea and 8 GdmCl exhibit signatures of this plateauing behavior, suggesting a persistent
preferences for globular conformations as observed for polyglycine in water. The plateau
values obtained in denaturing environments are larger in denaturant than they are in water,
as are the mean radii of gyration. Interestingly, despite conventional wisdom that GdmCl is
a stronger denaturant that urea, urea invokes a stronger response for G15 than GdmCl does
- the difference between GdmCl and urea is greater than the difference between GdmCl and
water.
Do the internal scaling profiles imply uniformly swollen globules in 8 m urea and 8 m
GdmCl or do they imply increased sampling of expanded conformations via spontaneous
fluctuations? To answer this question we performed a comparative analysis of the joint
distributions P (δ∗, RG) calculated for G15 in each of the three environments and each of
the three reference ensembles. These distributions are shown in Fig. 5.2. We quantify the
populations for distinct asphericity intervals to compare the amplitudes of conformational
fluctuations in different milieus.
The fluctuations in sizes and shapes are correlated, and this diminishes the possibility of
sampling conformations with high RG and low asphericity values, thus ruling out uniformly
swollen globules in denaturing environments. Instead, the ensembles in 8 m urea and GdmCl
are mixtures of compact spherical conformations and expanded aspherical conformations. In
8 m urea there is a 30% reduction in the population of compact spherical conformations
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Figure 5.2: Plots of the joint probability densities P (RG, δ
∗) of sizes and shapes for G15 in
water, 8 m urea, and 8 m GdmCl (top row) and in the LJ, FRC, and EV limits (bottom row).
Each panel also shows the populations within three distinct, equally sized, non-overlapping
intervals along the δ∗ axis.
compared to the population in water, and this population is reduced by 10% in 8 m GdmCl.
However, in order to achieve statistics that are congruent with those of canonical random
coils such as the FRC or EV reference ensembles, the population of compact spherical confor-
mations has to be reduced by at least 60%. Clearly, this degree of expansion is not achieved
for polypeptide backbones in high concentrations of urea and GdmCl and there remains a
persistent preference for compact globular conformations.
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5.3.2 Experimental Tests of Simulation Results
Fig. 5.3 summarizes results from FCS measurements for three polyglycine peptides in water
at different concentrations of urea and GdmCl. In a given environment, the intrinsic diffusion
times (τD) increase with chain length. Further, for a given chain length, the values of τD
are highest in 4 and 8 M urea, respectively. In 3.5 M GdmCl the values of τD are similar
to those in water and there is a small increase of τD in 7.5 M GdmCl. These results, shown
in panel a of fig. 5.3, imply a higher degree of expansion for polyglycine chains in higher
concentrations of urea as opposed to GdmCl. The value of τD measures the mean diffusion
time through the confocal volume and this quantity is proportional to RH .
Is the expansion we observe in denaturants congruent with expectations for chains in either
the FRC or EV limits? We answer this question by performing a scaling analysis using the
measured τD values for different chain lengths in different milieus. Given that τD ∝ RH it
follows that τD ∼ τ0(Mw)ν where Mw refers to the molecular weight of the diffusing species
(including the dye) [116]. For each combination of peptide and environment, we obtained
three independent estimates for D, plus a separate estimate for D of the free dye. Therefore,
for a given milieu, we used multiple combinations of independent estimates of D to generate
synthetic datasets for linear regression analysis of ln(τD) as a function of ln(Mw). Each
synthetic dataset has four data points, three for the labelled peptides and one for the free
dye. The results do not change materially if we exclude the free dye from this analysis.
For each of the five environments, we apply the following procedure to estimate the scaling
exponent for polyglycine in that environment: (i) we randomly selected a set of four D values
from the data replicates for the dye and the three peptides. (ii) We perform linear regression
analysis by plotting ln(τD) against ln(Mw). The slope of the line of best fit is an estimate of
for the particular combination of four data points. For each regression attempt, the goodness
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Figure 5.3: Summary of results from FCS experiments. Panel a shows the estimated values
of τD in microseconds for three different polyglycine peptides in different milieus. Panel b
shows the estimated scaling exponents extracted from the the scaling of τD as a function of
molecular weight for polyglycine peptides in different milieus.
of fit was evaluated and on average, the regression lines were found to fit the data with no
more than 1-2% overall error. (iii) Steps (i) and (ii) were repeated 1 × 104 times for each
environment thereby yielding a distribution of 1 × 104 estimates for ν. These distributions
were used to estimate the mean and standard deviation of ν for polyglycine in a specific
solution environment.
The results of the scaling analysis are shown in panel b of Fig. 5.3 for polyglycine in water,
4 M urea, 8 M urea, 3.5 M GdmCl, and 7.5 M GdmCl, respectively. Our estimates for the
values of for polyglycine in water, 4 M urea, 8 M urea, 3.5 M GdmCl, and 7.5 M GdmCl
are 0.36 ± 0.03, 0.40 ± 0.01, 0.41 ± 0.03, 0.38 ± 0.03, and 0.37 ± 0.01, respectively. These
results support the following conclusions: within bounds imposed by finite size artefacts, we
can assert that water is a poor solvent for polyglycine. Further, although solvent quality
improves in solutions with high concentrations of urea or GdmCl these milieus cannot be
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classified as good solvents for polypeptide backbones. Taken together, the simulation results
and assessments of experimental data yield mutually consistent inferences. Polypeptide
backbones form compact globules in water and the despite discernible destabilization of the
globules, the degree of expansion is insufficient to classify denaturing environments as good
solvents for backbones. Instead, in denaturing environments, backbones sample a mixture
of expanded and collapsed states, with a clear bias for the latter. It is worth reiterating that
in both the simulations and experiments urea is a substantially more effective denaturant
than GdmCl for the polypeptide backbone.
Taken together, our results suggest that the observed expansion of generic protein sequences
in highly denaturing environments must derive mainly from the influences of amino acid
sidechains [297]. Considering this, the question of interest now becomes through what mech-
anism to the sidechains engender interaction with the denaturant?
5.3.3 Sidechains Facilitate the Expansion of Polypeptide Back-
bones
Fig. 5.4 and 5.4 summarize results for two archetypal sidechain containing peptide sequences
designated as CAP and OSP, respectively. With one exception, all residues in CAP and
OSP are non-glycine residues, meaning backbone dihedral angles are limited by local steric
hindrances that is not present for glycine. The EV, FRC, and LJ reference states account
for this local steric hindrance.
Polyglycine is 17% more expanded in water than for the reference LJ globule. In contrast,
the backbone is 25% more expanded in water for CAP and OSP as compared to the corre-
sponding reference LJ globule. Therefore, sidechains can prime the backbone by inducing an
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Figure 5.4: Internal scaling profiles for CAP and OSP
intrinsic expansion whereby the chain dimensions increase even in the absence of denaturant
molecules.
The mean RG and δ∗ values for the backbones of CAP and OSP in 8 m urea and 8 m
GdmCl are closer to the FRC limit than is the case for polyglycine. These values are shown
in Fig. 5.4 along with the internal scaling profiles, which provide visual evidence of the
similarities between intra-backbone distances for the two peptides in the FRC limit and in
denaturing environments. In order to enable direct comparisons to the results in Fig. 5.1,
the internal scaling profiles shown in Fig. 5.4 were calculated using only backbone atoms.
The sidechain priming of backbones is also illustrated by comparing the distributions for
RG and δ
∗ shown in panels a and g from fig. 5.5 to that of panel a in fig. 5.2. In water,
there is a significant diminution in the population of compact spherical conformations and
an increase in the population of more expanded aspherical conformations, especially for
OSP, which has no residues with bulky aromatic sidechains. The distributions of RG and δ
∗
values in 8 m urea and GdmCl show close agreement with those of the FRC limit, especially
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Figure 5.5: Distributions of RG and δ
∗ values for the backbones of CAP and OSP in water, 8
m urea, and 8 m GdmCl (top row) compared to the equivalent distributions in the reference
LJ, FRC, and EV ensembles (bottom row). Each panel shows the populations in three
equally sized non-overlapping intervals along the δ∗-axis.
for the backbone of OSP. The increased expansion of OSP’s backbone in water and in both
denaturing environments is attributable to the lack of aromatic sidechains and to the presence
of smaller aliphatic residues.
5.3.4 Quantifying the Convergence Toward Random Coil Ensem-
bles
In Fig. 5.6 we quantify the effective concentrations of backbone amides for each of the three
peptides in different environments and in the three reference ensembles. The values for the
FRC and EV ensembles set the targets that are to be achieved for the effective concentrations
if the ensembles are to converge upon one of the two canonical random coils. The effective
concentration of amides is 19.2 M for polyglycine in water. This decreases to 17 M in 8 m
GdmCl and 11.3 M in 8 m urea. However, the concentrations for polyglycine in the FRC
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and EV ensembles are 6.7 M and 4.8 M, respectively. Despite a 41% dilution of the effective
amide concentration caused by chain expansion in 8 m urea, the conformational properties
of the backbone do not converge upon either of the random coil ensembles. In order to
converge on the FRC limit, chain expansion needs to engender at least a 65% dilution of the
effective amide concentration.
Figure 5.6: Effective concentrations of backbone amides and fluctuations calculated using
the average RG values and their standard deviations for G15, CAP, and OSP.
To assess the impact of sidechains on the local concentration of backbone amides we cal-
culated the effective amide concentration in water for CAP and OSP and compared the
resulting value to G15. For CAP and OSP the backbone amide concentration is ca. 11
M. Comparing this value with the local concentration for G15, the sidechains act as a local
solvent, inducing a 42% reduction in the effective amide concentrations for CAP and OSP
vis--vis polyglycine in water. This reduction is similar to the extent of dilution realized by
polyglycine in 8 m urea. For CAP and OSP the effective concentrations of backbone amides
are ca. 6.7 M and 2.7 M, for the FRC and EV limits, respectively. Chain expansion induced
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by denaturants leads to a further 39% dilution and fig. 5.6 shows that the concentrations
for the FRC limit are achieved on average and as a result of conformational fluctuations
for CAP and OSP in high concentrations of denaturants. In order to achieve congruence
between the conformational properties of polypeptide backbones in denaturants and those
of canonical random coils, there must be a suitable sidechain-mediated intrinsic expansion
of the backbone in water in the absence of denaturants. We refer to this sidechain mediated
expansion as priming.
5.3.5 Quantifying Solvent-Peptide Preferential Interactions
We used the integrals of site-site radial distribution functions to calculate the relative occu-
pancies of denaturant molecules around different chemical moieties. These relative occupan-
cies serve as proxies for preferential interaction coefficients that underlie the formalism of the
solute partitioning model and analysis based on Kirkwood-Buff integrals [195,299,454,499].
The relative occupancy parameters, denoted as pi, were calculated using the following pro-
cedure: For a given combination of atomic sites denoted as X on the urea molecules and Y
on a peptide we calculated:
piXY =
∫
4A˚
0A˚
g(rXY ) r
2
XY drXY∫
4A˚
0A˚
gurea(rNO) r2NO drNO
(5.6)
Here, g(rXY ) is the radial distribution function that quantifies the relative probability of
finding sites labelled X (either nitrogen or oxygen) on urea molecules within a distance rXY
around peptide sites of type Y . Similarly, gurea(rNO) is the radial distribution function that
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Figure 5.7: Values of piXY for urea nitrogen (top row) and urea oxygen atoms (bottom row)
around backbone and sidechain sites.
quantifies the relative probability of finding nitrogen atoms from urea molecules at a distance
rNO in the bulk solution from oxygen atoms on other urea molecules. We focus only on the
effects of direct interatomic interactions including hydrogen bonds, and therefore we consider
a length scale of 4 for each of the radial distribution functions. If piXY is greater than unity,
then there is accumulation of the urea site X around the peptide site Y and conversely, values
of piXY less than unity point to depletion of urea sites X around the peptide sites Y . The
results obtained for peptides in 8 m urea are shown in Fig. 5.7.
The equivalent procedure was performed for GdmCl-peptide interaction using equation 5.7.
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Figure 5.8: Relative occupancies of the Gdm+ nitrogen atoms (top row) and central carbon
atom around different backbone and sidechain sites of polyglycine, CAP, and OSP.
piXY =
∫
4A˚
0A˚
g(rXY ) r
2
XY drXY∫
4A˚
0A˚
gGdmClu(rGdm+Cl−) r
2
Gdm+Cl− drGdm+Cl−
(5.7)
The results for this analysis are shown in Fig. 5.8.
Our definition of piXY is analogous, although not identical, to the definition of preferen-
tial interaction coefficients or partition coefficients that are central to the quantification of
group-specific contributions to protein denaturation [138, 211, 476]. The central distinction
is that unlike piXY , which uses the strengths of donor-acceptor interactions between urea
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molecules or interactions between Gdm+ and Cl- ions for GdmCl as the reference states,
canonical preferential interaction / partition coefficients are referenced to interactions be-
tween urea / Gdm+ with water molecules. Unfortunately, given the large box sizes, the
numbers of independent simulations being performed, and our efforts to keep the storage
demands tractable, we decided against saving the positions of water molecules for our simu-
lations with denaturants. This choice, post facto, necessitated the use of a different reference
state. Given the near ideality of urea-water mixtures our choice of reference state does not
have a material impact on quantitative comparisons between our numbers for piXY and those
reported by Record and co-workers based on vapour pressure osmometry measurements for
model compounds [138, 211, 212, 299, 476, 499, 635]. However, in GdmCl, additional com-
plications are introduced by the favourable solvation of the Gdm+ ion and electrostatic
repulsions/attractions with other Gdm+/Cl- ions in the bulk solution. This confounds our
analysis of the site-site pair correlations because the energy scales that contribute to the
reference distributions are fundamentally different and hence the values of pi do not lend
themselves to ready interpretations regarding accumulation versus depletion. Although rea-
sonable inferences can be gleaned from the relative trends of Gdm+ occupancies around
different sites, quantitative comparisons to experimental data will require the use as refer-
ence the pair correlation functions that quantify the strengths interactions between Gdm+
and water molecules as opposed to Gdm+ and Cl-.
Fig. 5.7 shows the values for piXY where X is the urea nitrogen atom or the urea oxygen
atom on the top and bottom rows respectively. The Y sites refer to different backbone
and sidechain sites on each of the three peptides. Panel a in Fig. 5.7 shows evidence for
accumulation (piXY ¿ 1) of the nitrogen atoms of urea molecules around each carbonyl oxygen
atom of the poly-glycine backbone. The magnitudes of piXY are similar around the different
sites along the chain. There is a depletion of the nitrogen atoms of urea molecules around
190
the amide nitrogen atoms of the backbone. The values of piXY are approximately unity for
the oxygen atoms of urea around the carbonyl oxygen and amide nitrogen atoms of the
backbone. This implies a lack of accumulation or depletion of urea oxygen sites around the
polyglycine backbone - see panel d in Fig. 5.7.
Panels b and e of Fig. 5.7 show the piXY values obtained for the relative occupancies of urea
oxygen (panel b) and urea nitrogen (panel e) atoms around backbone and sidechain sites of
the CAP peptide. These plots show increased variation in the values of piXY around backbone
sites when compared to what we calculate around similar sites for polyglycine. Secondly,
the accumulation of urea nitrogen atoms around specific sidechain sites is equivalent to
or higher than the accumulation of urea nitrogen atoms around backbone oxygen atoms.
These sidechain sites include the primary amide oxygen atoms of Gln and Asn, atoms within
the aromatic rings of Phe and Tyr, and atoms of imidazole rings of His. Similar trends
are observed for the relative occupancies of urea nitrogen atoms around the backbone and
sidechain sites of the OSP peptide. Here, there is accumulation around the carbon atoms of
aliphatic sidechains and depletion of the urea nitrogen atoms around the positively charged
amines of Lys sidechains. Urea oxygen atoms accumulate around the primary amide nitrogen
atoms of Gln and Asn. They also accumulate around the sidechain atoms of Ser and the
sites of on Arg and Lys sidechains that carry partial positive charges.
The results shown in Fig. 5.7 can be compared quantitatively with the values for local solute
partition coefficients designated as KP that were recently reported by Diehl et al. [138].
Salient agreements are as follows: On average, we obtain piXY values of 1.29, 1.20, 1.1,
and 1.04 for the urea nitrogen atoms (X=N) around the backbone oxygen atoms, aromatic
carbon atoms, aliphatic carbon atoms, and the hydroxyl oxygen atoms, respectively. These
values compare favorably to the corresponding KP values of Diehl et al., which are 1.28 ±
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0.02, 1.28 ± 0.02, 1.03 ± 0.02, and 1.08 ± 0.02 for the interactions of urea with amide
oxygen, aromatic carbon, aliphatic carbon, and hydroxyl oxygen atoms, respectively. The
central discrepancy between our piXY values and the KP values arise for the interaction of
urea with amide nitrogen atoms. We obtain an average value of 0.9 for piXY where X=O for
the interaction of urea oxygen atoms around the backbone amide nitrogen of G15 whereas
Diehl et al. report a KP value of 1.10 ± 0.07 for the interaction of urea with backbone amide
nitrogen atoms. The disagreement is greater when we consider the average piXY value of
0.64 for the interaction of urea oxygen atoms around the backbone amide nitrogen atoms
of CAP and OSP, respectively. This discrepancy originates mainly from the effects of chain
connectivity and occlusion of the backbone amide nitrogen by the sidechains in CAP and
OSP, and both these features are absent in the model compounds used to arrive at partition
coefficients.
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5.4 Discussion
We begin the discussion with a summary of the results: Polypeptide backbones form com-
pact globules in water. The preference for compact globular conformations persists in high
concentrations of denaturants although modest expansion derives from the sampling a more
swollen globule with occasional but transient globule-coil-globule transitions. Therefore, the
observed expansion of generic protein sequences in highly denaturing environments cannot
simply be attributed to preferential interactions of denaturants with backbone moieties [53].
We uncover a two-stage mechanism to explain the effect of sidechains on protein denatu-
ration. In water, in the absence of denaturants, favourable sidechain-solvent interactions
induce a dilution in the effective concentration of polypeptide amides. Further accumula-
tion of denaturant molecules around backbone and sidechain sites, in accord with the solute
partitioning model and observations from detailed as well as coarse grained molecular dy-
namics simulations, leads to expansion that results in conformational properties that become
congruent with those of canonical random coils [87,88,124,129,427,430,476,658].
Our results highlight the need to consider the thermodynamic impact of the three-way compe-
tition among amide-amide, amide-water, and amide-denaturant interactions. In the absence
of sidechains, the effective amide-amide interactions are stronger than the totality of the
effects of amide-water and amide-denaturant interactions. Consequently, while the values
associated with the interaction parameter piXY are in accord with the partition coefficients
summarized by Diehl et al. for urea, these values alone do not help in quantifying the extent
of chain expansion that is realized for a protein sequence [138]. This is because the effects
of chain connectivity on the effective amide-amide interactions cannot be incorporated into
estimates based on model compounds. Our results suggest that the energy scales for effective
amide-amide interactions are weakened by sidechains, which act as a local solvent matrix
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for backbone amides. This, sidechain priming effect, when combined with the additive con-
tributions from preferential interactions of denaturant molecules with specific protein sites
will give rise to chain expansion that is consistent with the statistical properties of canonical
random coils. Our work highlights the importance of quantifying the effective concentra-
tion of backbone amides. This quantity, unlike solvent accessible surface areas, might be a
useful descriptor of the effects of conformational properties because it can be converted into
an estimate of the effective amide-amide interactions given knowledge of the energetics of
amide-water and amide-denaturant interactions.
5.4.1 The Role of Glycine Patterning and Context
A prediction that emerges from this interpretation is that while long contiguous stretches of
poly-glycine would be expected to compact via backbone-mediated amide-amide interactions,
glycine-rich regions interspersed with non glycine residues would lack the ability to form
dense glycine-rich globules due to the presence of sidechains, effectively blocking efficient
backbone-backbone interactions and engendering significant chain expansion. Importantly,
when unable to drive compaction via amide-amide interaction, glycine might be expected
to facilitate chain expansion through enhanced flexibility and the absence of a sidechain
to mediate inter-residue interactions. While sidechain-backbone interactions are certainly
expected for some residues, the geometries associated those interactions are significantly
more restrictive than a sidechain-sidechain interaction. Taken together, we expect glycine’s
impact on chain behaviour to have a highly context dependent role. In folded proteins it
is likely to be found at helix caps, in turns, in poly-proline II helices, or in flexible loops.
In disordered proteins it may be found in flexible, expanded sequence or in more compact
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polar rich tracts where it engenders weak amide-amide interactions while facilitating chain
flexibility.
Recent work by Gates et al. provides an interesting test case for this hypothesis [193]. In
this work, the authors report on the biophysical characterization of a curious 81 residue
glycine-rich region of the snow-flea antifreeze protein (sfAFP). Despite lacking a hydropho-
bic core, this sequence folds into a stable polyproline-II rich fold, held in place by two
disulphide bonds (see chapter 2 for a rendering of the folded structure). Under reduc-
ing conditions sfAfp is unable to fold, and despite a glycine content of ∼45% forms a
an expanded ensemble with an average RG of 23.1 ± 0.1 A˚. This result is broadly con-
sistent with the hypothesis that long (¿ 10 - 15) contiguous runs of glycine are required
for dense glycine-glycine interactions to drive compaction. We sought to determine if the
results described by Gates et al. were still consistent with a model where polyG under-
goes collapse. We used a preliminary version of the General Chemical Forcefield with
PIMMS (introduced and described in chapter 14 to generate ensembles of the 81 residue
sfAFP (amino acid sequence CKGADGAHGVNGCPGTAGAAGSVGGPGCDGGHGGNG-
GNGNPGCAGGVGGAGGASGGTGVGGRGGKGGSGTPKGADGAPGAP) as well run equiv-
alent simulations for G81. As shown in 5.9, while polyG collapse into a dense globule sfAFP
forms a coil-like ensemble with globale dimensions entirely consistent with available SAXS
data, highlighting the strong sequence-context dependence associated with glycine.
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Figure 5.9: RG distributions for ensembles of polyG and sfAfp generated using PIMMS.
Despite the high glycine content sfAfp exists in a coil-like ensemble, while polyglycine forms
a compact globule. Both results are generated with the same forcefield, and are consistent
with experimental characterizations of polyglycine (this work) and sfAfp [193].
5.4.2 Impact of Forcefields for Denaturant Molecules
Tran et al. used parameters from the OPLS-AA forcefield to model the effects of high
concentrations of urea on the conformational properties of polyglycine [138]. The combi-
nation of the KBFF forcefield for urea and TIP3P for water molecules reproduces the near
ideality of urea-water mixtures across the entire solubility range of urea [499, 634–636]. In
contrast, the combination of OPSL-AA and TIP3P shows considerable non-ideal clustering
of urea molecules [499, 634]. This points to inaccuracies in the balance of solute-solute,
solute-solvent, and solvent-solvent interactions with the OPLS-AA forcefield. These inac-
curacies engender stronger clustering of urea molecules around polypeptide amides, which
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leads to significant chain expansion that is inconsistent with our simulation results based on
the KBFF forcefield and our FCS data.
5.4.3 Connections to Interpretations from the Transfer Model
Data regarding the denaturant dependence of solubility of backbone and sidechain analogs
have been used to develop mechanistic inferences regarding protein denaturation [18, 19].
According to a specific version of the transfer model, preferential interactions with back-
bone amides provide the main driving force for denaturation in urea. In this interpretation,
the picture that emerges is one of a backbone centric view for protein denaturation with
sidechains playing a passive role [53]. Our results indicate that pure polypeptide backbone
constructs, devoid of sidechains, undergo modest expansion. Therefore, preferential inter-
actions of urea with the backbone cannot explain the extent of denaturation measured for
generic protein sequences. Further, we demonstrate the priming of the backbone in the ab-
sence of denaturants and we implicate this intrinsic expansion in water as a contributor to
protein denaturation. The results in Fig. 5.7 demonstrate that the primed backbone units
interact differently with urea when compared to the backbone units devoid of sidechains.
Overall, our findings are consistent with those reported by Moeser and Horinek [397]. They
used molecular dynamics simulations to assess the accuracy of the backbone centric version
of the transfer model. Moeser and Horinek found significantly improved correlation between
the transfer free energy and change in solvent accessible surface area upon unfolding when
they use a ‘universal backbone’ construct. This construct accounts for synergy between
the backbone and sidechain moieties in the form of a “compensating error” in the transfer
free energies of sidechain groups. In effect, Moeser and Horinek demonstrate that one can
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construct an additive transfer model if one were to account for synergistic rather than inde-
pendent contributions of backbone and sidechain moieties to interactions with urea. These
findings are conceptually congruent with our results, although we take a different route
toward uncovering a mechanistic interpretation of the origins of preferential interactions.
Recently Wei et al. reported simulation results, obtained using AMBER99 forcefield for
peptides, the SPC/E water model, and the OPLS-AA forcefield for urea [637]. These results
point to sidechain-specificity in the sequential destabilization of backbone hydrogen bonds of
beta hairpins. As noted above, the OPLS-AA forcefield shows considerable non-idealities in
terms of anomalous clustering of urea molecules that engender spuriously strong interactions
of urea with peptide amides as well. Therefore, we see the results of Wei et al. as being in
qualitative agreement with the with the two-stage mechanism that we propose based on our
results.
5.4.4 Reconciling Competing Models for Denaturant-Protein In-
teraction
Over the last fifty years multiple models have been proposed to describe the mechanism
through which denaturants interact with polypeptide. In the earlier years three putative
models were proposed; (1) Denaturants disrupt the inherent structure of water on a macro-
scopic level, leading to protein unfolding (2) Denaturants interact with sidechain groups,
driving chain expansion (3) Denaturants interact with the backbone, driving chain expan-
sion. The water-structure argument fell by the wayside as increasingly detailed experiments
and simulations found no evidence for such a model [299, 481, 553]. However, the backbone
vs. sidechain models have both received continued attention until recently.
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While various other reports has shown that denaturants interact with both backbones and
sidechains, we feel that our work provides a satisfying explanation as to why both of these
interactions are necessary for denaturation [87,88,241,397]. The urea-sidechain interactions
are a necessary component to allow urea-backbone interactions to occur. The urea-backbone
interactions are critical for denaturation, and our results agree with even the most staunch
backbone-only arguments, yet they are only possible in the presence of sidechains. Urea
sidechain interactions, in turn, further drive backbone accessibility, in effect giving rise to
local, psuedo-cooperative unfolding. GdmCl strongly interacts with sidechains, expanding
the chain and allowing backbone to engage in backbone-water interactions because backbone-
backbone interactions are no longer a viable option. This mechanism would be expected to
show a strong two-stage kinetic behaviour, with sidechain-Gdm interaction leading to protein
expansion followed by backbone solvation and denaturation. In a perfectly agreement with
our results, this is the precise mechanism reported by Jha and Marqusee [265].
5.4.5 Reconciling Our Observations With the SAXS Data of Kohn
et al.
Our results for the conformational properties of the backbones of CAP and OSP in 8 m urea
and 8 m GdmCl are congruent with the highly denatured state behaving like the FRC limit,
rather than then EV limit. At first glance, this seems to be at odds with the scaling of RG
with N that is derived from SAXS and single molecule spectroscopy. There are four reasons
for the discrepancy: (i) We compare the statistical properties of polypeptide backbones to
those observed in reference ensembles for sequences with and without sidechains. Therefore,
part of the disagreement originates in the fact that SAXS data for RG include contributions
from the scattering cross-sections of sidechain and backbone atoms. (ii) The finite size of
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CAP and OSP - they are 15-residue fragments as opposed to being bona fide full-length
sequences - is another reason for the discrepancy between simulation results and the in-
ferences of Kohn et al.. For longer chains, the amino acid compositions within polymeric
segments along the sequence will, on average, be in accord with the biases seen in globular
proteins. Increased sidechain priming and the increased number of sites for denaturant ac-
cumulation should yield dimensions that match those observed in experiment. (iii) Meng et
al. recently showed that an exponent of ∼0.59 in high concentrations of urea is compatible
with quantifiable deviations from the conformational properties in the EV limit [377]. In-
deed, further work on NTL9 demonstrates that scaling at 0.59 is compatible with a range
of strong, anisotropic intramolecular interactions (see chapter 7). Although mean RG values
for highly denatured proteins scale ∝ N0.59, the actual RG values are considerably smaller
than those expected from the EV limit, and this discrepancy increases with increasing chain
length. Therefore, residual intra-chain attractions do prevail even in apparent good solvents.
Meng et al. attribute these to low-likelihood non-native clusters of hydrophobic residues.
Consequently, the degree of expansion beyond the FRC limit is actually rather modest for
proteins in aqueous solutions with high concentrations of urea or GdmCl. (iv) Finally, our
results suggest a higher degree of expansion for the backbone of OSP over that of CAP in 8
m GdmCl. This points to possible weaknesses of the KBFF forcefield in capturing cation-pi
interactions that are expected to be important for denaturation in high concentrations of
GdmCl.
5.4.6 Unfolded States Under Folding Conditions
Our results suggest that sidechain prime the backbone for expansion by diluting the effective
concentration of amides even in the absence of denaturant molecules. This observation leads
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us to propose a two-stage mechanism for protein denaturation that highlights the importance
of sidechains, not just in their interactions with denaturants, but also as determinants of the
conformational properties of unfolded states in the absence of denaturants. It is noteworthy
that early work based on nuclear magnetic resonance spectroscopy and stopped flow kinetics
yielded evidence demonstrating that the unfolded state under folding conditions is clearly
distinct from the ensembles sampled by generic proteins in high concentrations of denatu-
rants [14,92,262,398,669]. Our findings, taken together with results from early studies, raise
the question of the effective exponent νeff that best describes the scaling with chain length
of the dimensions of unfolded ensembles in the absence of denaturants. The transfer model
implicitly stipulates that νeff ≈ 0.59, especially for proteins that show apparent two-state be-
haviour [476,592]. A second alternative is that νeff ≈ 0.33 implying that unfolded ensembles
under folding conditions follow the properties of polypeptide backbones in water. Neither of
these alternatives are supported by our results.
A recent collection of published results, and our own work on NTL9 are particularly per-
tinent with respect to this question [20, 59, 234, 672, 673]. In these reports, a variety of
approaches was used to estimate the values of νeff for the unfolded ensembles under folding
conditions (or close to) for several different proteins. Hofmann et al. used single molecule
FRET (smFRET) on a range of different folded and disordered proteins [234]. Aznauryan et
al. combined smFRET with NMR and SAXS results to examine the unfolded state of ubiq-
uitin [20]. Borgia et al. combined smFRET with SAXS, two focus FCS, and dynamic light
scattering to examine a destabilized mutant of the spectrin R17 domain and the intrinsically
disordered protein ACTDR [59]. In our work in chapter 7 we combined time resolved SAXS,
time resolved FRET, and all atom simulations to describe the transient unfolded population
of NTL9 under folding conditions. Single molecule spectroscopy affords the resolution to
separate folded and unfolded populations under folding conditions. This allows one to follow
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the evolution of conformational properties of unfolded states as a function of denaturant
concentration. Alternatively, time-resolved methods allow a similar distinction to be made
for proteins where the unfolded state is a short-lived and transient species. These are fun-
damentally distinct methods in terms of how they obtain the unfolded state under folding
conditions.
The general consensus from all these studies is that the collapse transition is broadly con-
tinuous, although the unfolded state under folding conditions is still relatively expanded
compared to the folded state. This observation is apparently contradicted by inferences from
SAXS measurements, although several of the papers published here, suggest explanations for
this long-standing discrepancy (also see chapter 8 for additional discussion). Regardless of the
exact scaling exponent, the overwhelming evidence is that the unfolded ensemble under fold-
ing conditions is distinct from the denatured state ensemble sampled under highly denaturing
conditions - a finding that agrees well with earlier studies [14, 92, 262, 398, 669]. Ensemble
measurements of several marginally stable proteins and high-throughput simulations based
on distributed computing have yielded similar conclusions regarding the non-equivalence
of unfolded states under folding conditions versus those sampled in highly denaturing or
unfolding environments.
Of direct interest and relevance are the estimates for νeff for the unfolded state under folding
conditions. Hofmann et al. suggest that νeff ranges from 0.4 to 0.51 depending on the
overall hydrophobicity and charge content of the underlying sequence [234]. Aznauryan et
al. estimate νeff ≈ 0.5, and a similar value is obtained by Borgia at al. [20]. In our work
we also estimate νeff ≈ 0.5, but note that, broadly speaking values from 0.5 to 0.55 are
consistent with the available data, given that even for ensembles that display νeff ≈ 0.55
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strong deviations from the EV ensemble are observed, including well defined local and long-
range interactions and well defined (albeit transient) formation of secondary structure.
For a two-stage mechanism of unfolding, the value for νeff prescribes the degree of intrinsic
expansion and hence the extent of dilution that needs to be achieved in order to realize
an exponent of ∼0.59 in denaturing environments. If we set ν = 3/5 as the target for
the scaling exponent in highly denaturing environments, then the extent of dilution needed
to be achieved will scale as N1.8−νeff with chain length, providing the degree of intrinsic
expansion for unfolded states under folding conditions is quantified using νeff [504]. The
intrinsic expansion of backbones in solutions with high concentrations of denaturants is
rather modest. Accordingly, the values for νeff, as dictated by amino acid composition, would
have to be in the range of 0.5 if generic denatured state ensembles are to have dimensions
that are congruent with a scaling exponent of ≈ 0.59.
5.4.7 Most Proteins Show Similar Amino Acid Compositional Bi-
ases
In light of NMR, SAXS and single molecule data for the scaling exponent that character-
izes the dimensions of highly denatured proteins, we propose that proteins that have been
subjected to scaling analysis in high concentrations of denaturants have similar amino acid
compositional biases. We used a simplified alphabet and divided amino acids into disorder
promoting (Ala, Arg, Asp, Gln, Glu, Gly, His, Lys, Ser, Pro, Thr) versus order promoting
(Asn, Cys, Ile, Leu, Met, Phe, Trp, Tyr,Val) sets [86, 153]. This partitioning is reminiscent
of the ‘HP-code’ of Chan & Dill [93]. We find that the ratio of disorder to order promoting
residues is 64:36 for proteins in the dataset of Kohn et al. [297]. This ratio is 62:38 for
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sequences of single domains drawn from the PSBSelect25 database of non-redundant protein
sequences [205]. The implication is that the compositions of generic protein sequences sup-
port the tenets of the proposed two-stage mechanism. Accordingly, there will always be a
sufficient fraction of sidechains to prime the backbone for expansion of unfolded states in wa-
ter thus giving rise to values of νeff that are around 0.5. The generic sidechain compositional
biases within most protein sequences therefore encodes the possibility of counterbalancing of
intra-chain and chain-solvent interactions for unfolded states in the absence of denaturants.
This should give rise to statistical properties for unfolded states under folding conditions
that are congruent with those of polymers in Θ solvents [180,181].
5.4.8 Foldable Proteins Sequences Select for Metastability
A temping (albeit entirely untested) hypothesis is this balance of disorder and order pro-
moting residues provides a means to encode metastability into folded proteins. Proteins
that are enriched in order promoting residues may be at greater risk of aggregation during
folding, misfolding into inescapable folding intermediates, or causing insurmountable ther-
modynamic challenges for the cellular proteostatic machinery. Conversely, proteins enriched
in disorder promoting residues may be unable to fold, as demonstrated by intrinsically dis-
ordered proteins. The ratio of ∼60:40 disorder:order may encode Θ-like behaviour in the
unfolded ensemble, facilitating the acquisition of the native state by allowing the chain to
efficient search through conformation space through a loose nucleation-collision style folding
mechanism (see chapter 1 for further detail on folding mechanism). While we include charged
residues in the ’disorder’ promoting category here, there are many examples of highly-charged
folded proteins that show extreme stability due to the topological constraint imparted by
the charged and hydrophobic residues. Consequently, the relationship between composition
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and metastability is likely to be more complex than simply relative fractional content of
amino acids. Never-the-less, the idea that an additional constrain on protein evolution that
is somewhat orthogonal to its ability to form a stably folded protein (and would be largely
invisible to conventional in vitro activity assays) is an interesting prospect, and warrants
further study.
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Chapter 6
Sequence Determinants of the
Conformational Properties of an IDP
Prior to and Upon Multisite
Phosphorylation
The following section is taken from the paper Sequence Determinants of the Con-
formational Properties of an Intrinsically Disordered Protein Prior to and upon
Multisite Phosphorylation by E.W. Martin, A.S. Holehouse, C.R. Grace, A. Hughs, R.V.
Pappu, and T. Mittag. This was published in the Journal of the American Chemical So-
ciety, Vol. 138, pages 15323 - 15335, in November 2016. The text has been expanded to
include additional detail. All experimental work was performed by E.W.M, C.R.G, and A. H.
(not A.S.H.). A.S.H. performed all simulations, generated sequences designs, and developed
simulations-based analysis techniques.
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6.1 Background
The downstream responses of cells to different cues are often controlled by signals that are
initiated by post-translational modifications. These include multisite Ser / Thr / Tyr phos-
phorylation within intrinsically disordered regions (IDRs) of specific proteins [252]. Multisite
phosphorylation is dynamic and provides a putative mechanism for rapid signal integra-
tion [110, 278, 560]. Many nonlinear downstream responses such as transcriptional regula-
tion, cell cycle control, and cell proliferation are coordinated by multisite phosphorylation of
IDRs [58,122,137,213,238,298,331,357,449,566,611]. Archetypal IDRs that undergo multi-
site phosphorylation include the C-terminal domain of RNA polymerase II, the C-terminal
tail of the epidermal growth factor receptor, and sidearms of intermediate filaments in neu-
rons [439,449,460,670].
Sites of phosphorylation are often located within short linear motifs (SLiMs) [609]. These
motifs are the substrates for kinases and phosphatases that catalyze site-specific phospho-
rylation and dephosphorylation, respectively [608]. The accessibilities of substrate motifs
to kinases (writers), downstream binding partners (readers), and phosphatases (erasers) are
governed by sequence-encoded local and global conformational properties of IDRs prior to
and following multisite phosphorylation. The overall fraction of charged residues (FCR)
increases upon multisite phosphorylation. If the net charge per residue (NCPR) prior to
phosphorylation is close to zero, then multisite phosphorylation will induce a polyampholyte
to polyelectrolyte transition. Conversely, if the NCPR is larger than zero, then multisite
phosphorylation will induce a transition from a polyelectrolyte to a polyampholyte, and the
sequence patterning of oppositely charged residues is expected to become an important de-
terminant of conformational properties [126]. Therefore, multisite phosphorylation has the
potential to induce significant changes to the conformational properties of IDRs.
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The sequence-encoded balance between protein-solvent and intra-protein interactions deter-
mines the conformational properties of IDRs [127, 359, 364, 405]. Recent studies have com-
bined results from all atom simulations and in vitro experiments to uncover how sequence
encodes the balance between intra-chain and chain-solvent interactions. These findings sup-
port a grouping of IDRs into distinct conformational classes based on their amino acid
compositions and the sequence patterning of oppositely charged residues [126]. This classi-
fication applies to sequences of IDRs that are deficient in hydrophobic and proline residues
and are enriched in polar and / or charged residues. It is noteworthy that SLiMs encompass-
ing phosphosites often include proline residues, and that proline-directed kinases regulate a
larger number of proteins than non-proline directed kinases [345, 598]. Consequently, many
IDRs that undergo multisite phosphorylation will include a moderately high fraction of pro-
line residues. Proline is unique in being an imino acid, giving it distinct structural properties
when compared to the amino acids. It disrupts the propagation of regular secondary struc-
tural elements, helps nucleate α-helices, promotes turn formation, engenders local stiffening
of the backbone, encodes a distinct preference for locally expanded polyproline II conforma-
tions when the peptide bond is in the trans configuration, engenders a preference for positive
backbone -angles for residues directly N-terminal to it, and can promote global compaction
via trans to cis isomerization [17,115,478,497,520].
Here, we go beyond previous descriptions of composition-to-conformation relationships for
IDRs to investigate the interplay amongst proline, charged, and post-translationally modifi-
able Ser / Thr residues as determinants of conformational properties of an archetypal IDR
prior to and following multisite phosphorylation [126, 127]. The IDR of interest is derived
from the protein Ash1, a transcription factor that regulates mating type switching in S. cere-
visiae [111]. In Ash1 a C-terminal zinc finger domain binds DNA while the remainder of the
sequence is predicted to be disordered. It contains 23 Ser / Thr phosphosites that are part
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of distinct proline-containing SLiMs. These Ser / Thr residues are phosphorylated by the
cyclin-dependent kinases Cln1,2/Cdc28 [341]. Ash1420-500, which is the object of our study, is
an 81-residue section of the IDR. It encompasses ten Ser / Thr residues within phosphosites,
sixteen arginine and lysine residues, and one aspartate residue (fig. 6.1). The FCR and
NCPR of Ash1420-500 prior to phosphorylation are 0.2 and +0.18, respectively. Stoichiomet-
ric multisite phosphorylation should change the NCPR to +0.06 while increasing the FCR
to 0.35. This change converts the sequence of Ash1420-500 from a weak polyelectrolyte to a
well-mixed strong polyampholyte. Accordingly, heuristics that do not account for the contri-
bution of proline residues suggest that multisite phosphorylation would convert Ash1420-500
from a globule to a swollen, well-solvated coil. If this is valid, then there should be a sub-
stantial increase in the radius of gyration (RG) upon multisite phosphorylation [126,359].
We quantified the conformational properties of Ash1420-500 using Small Angle X-ray Scatter-
ing (SAXS), Nuclear Magnetic Resonance (NMR) spectroscopy, and all atom simulations.
These studies reveal that unphosphorylated Ash1420-500 adopts expanded coil-like conforma-
tions in aqueous solutions. These conformational preferences persist upon stoichiometric as
well as sub-stoichiometric multisite phosphorylation. We identified sequence features within
Ash1420-500 that determine its intrinsic conformational properties. Specifically, we show that
the apparent insensitivity of global dimensions upon phosphorylation derives from compen-
satory conformational changes along the sequence of multiply phosphorylated Ash1420-500.
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Figure 6.1: The sequence of Ash1420-500 is shown at the top and the color-coding of residues
is described below. The residues are also shown in a stick representation for a generic
conformation of Ash1420-500 . Phosphorylation sites are underlined in the primary sequence
and marked by red asterisks in the conformation. Positively and negatively charged residues,
small polar residues, hydrophobic and proline residues are colored blue, red, green, black and
purple, respectively. The Ash1420-500 construct has two exogenous N-terminal residues, GA,
and these remain after cleavage of the affinity tag.
6.2 Methods
6.2.1 Protein Expression and Purification
His-tagged Ash1420-500 and 5pAsh1420-500 was expressed in an E. coli BL21 GOLD (DE3)
strain (Agilent) in LB or M9 media for isotope-labelled samples. Expression was induced at
OD600 = 0.8 with 0.6 mM IPTG and cells were cultured at 20
◦C for an additional 18 hours.
His6-Ash1
420-500 was purified from inclusion bodies. The polyhistidine tag was cleaved with a
TEV protease, which left the protein with two additional N-terminal residues, i.e., Gly-Ala.
We refer to this protein construct as Ash1420-500 . Final protein samples were generated
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by size exclusion chromatography on a Superdex 75 column (GE Life Sciences) into the
desired buffer. Purified proteins were concentrated using Millipore centrifugal concentrators
with 3000 Da cutoff. Their purity, integrity and identity were analyzed by SDS PAGE gel,
MALDI-TOF and LC-MS/MS. The concentration was assessed via absorbance at 280 nm (
= 2980m−1 cm−1).
6.2.2 Protein Phosphorylation
Phosphorylated samples were prepared by treatment of Ash1420-500 with Cyclin A/Cdk2
(prepared according to Huang et. al55) at a kinase/Ash1420-500 ratio of 1:100 in the presence
of 50 fold excess of ATP and 2.5 mM MgCl2 overnight at 30
◦C. Substochiometric ratios
of ATP to Ash1 of 12.5 and 5 were used to generate Ash1 populations with distributions
centered around 5 and 2 phosphorylated sites, respectively. The yield of the phosphorylation
reaction was determined by ESI-TOF mass spectrometry.
6.2.3 SAXS Sample Preparation and Data Collection
Samples of Ash1420-500 were prepared in a buffer containing 50 mM Tris pH 7.5, 10 mM DTT
and 2 mM TCEP. High concentrations of Tris and DTT were used to scavenge radicals and
prevent radiation damage. The addition of TCEP served to stabilize the buffer reduction
potential over the course of shipping and waiting for measurement. Purified protein samples
were concentrated to approximately 2 mM and were then diluted into buffers to achieve the
desired NaCl concentrations.
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Solution SAXS data were collected at both the 12-ID-B beamline at the Argonne National
Laboratory Advanced Photon Source and through the mail-in program at the SIBYLS beam-
line at the Lawrence Berkeley National Laboratory Advanced Light Source. SAXS data were
acquired manually at APS, where protein samples were loaded, then gently refreshed with
a syringe pump to prevent x-ray damage. A Pilatus 2M detector provided q-range coverage
from 0.015 A˚−1 to 1.0 A˚−1. Wide-angle x-ray scattering data were acquired with a Pilatus
300k detector and had a q range of 0.93 - 2.9 A˚−1. Calibration of the q-range calibration
was performed with a silver behenate sample. Protein samples were freshly prepared using
size exclusion chromatography (GE Life Sciences, Superdex 75 10/300 GL) in a buffer con-
taining 50 mM Tris pH 7.5, 150 mM NaCl, 5 mM DTT, and 2 mM TCEP. Elution fractions
were loaded without further manipulation. Buffer collected 1 column volume after protein
elution from the column was used to record buffer data before and after each protein sample.
Twenty sequential images were collected with 1 sec exposure time per image with each de-
tector. Data were inspected for anomalous exposures and mean buffer data were subtracted
from sample data using the WAXS water peak at q ∼ 1.9 A˚−1 as a subtraction control.
Samples were sent to SIBYLS in 96 well plates (VWR). A pipetting robot automatically
exchanged samples. SAXS data were measured for samples at protein concentrations of
450, 225, and 112 µm for each NaCl concentration. Matched buffers were collected from
centrifugal concentrator filtrate and were included in wells before and after each dilution
series. Data were collected in a q-range of 0.012 - 0.324 A˚−1 using 0.5, 1, 2 and 5-second
exposures. Buffer-subtracted data from each exposure time were manually assayed for high
noise and radiation damage. Data were then merged into a single data set using the program
PRIMUS [300].
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6.2.4 SAXS Data Analysis
Basic analysis including raw data plotting, Kratky transformations to determine flexibility
and Guinier transformations to estimate RG were performed with the program ScA˚tter or
in-house written MATLAB scripts. Care was taken to limit the Guinier region to very low
q values suitable to a disordered protein system. The form factors of IDP ensembles will
span the range between rods and spheres implying that the appropriate q-range maximum
for Guinier analysis should lie between q × RG = 0.7 − 1.4 [183, 568]. The best region was
chosen by minimizing deviations in the calculated RG due to either the removal of points
near the beam stop or inclusion of higher q points. Ensemble modelling of SAXS data was
done using the Ensemble Optimization Method (EOM 2.0) in the ATSAS software package
in which a genetic algorithm is used to select an ensemble of conformations from a randomly
generated pool [39]. Pools of Ash1 conformations used were alpha carbon traces created by
EOM. Ensemble RG distributions obtained for all salt concentrations were fit to a function
describing the RG distribution of a non-intersecting chain in three dimensions [328,389].
6.2.5 NMR Data Collection
NMR data were acquired on Bruker Avance 600 and 800 MHz spectrometers equipped with
TCI triple-resonance cryogenic probes and pulsed-field gradient units. All samples were pre-
pared in an NMR buffer consisting of phosphate-buffered saline (137 mM NaCl, 2.7 mM
KCl, 10 mM Na2HPO2, 1.8 mM KH2PO4), 10 mM DTT pH 6.95 and 10% D2O at 5
◦C. For
assignment, approximately 0.7 mM 15N, 13C Ash1420-500 sample was used to acquire stan-
dard triple-resonance backbone assignment experiments and carbon-detect triple resonance
experiments. Standard assignment experiments were based on sensitivity enhanced 1H-15N
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HSQC (8 scans, 2048 × 320 complex data points, with 12 ppm and 25 ppm as 1H and 15N
sweep widths). Carbon detect experiments were based on (HA Start) CON-IPAP (16 scans,
1024 × 512 complex data points, with 18 ppm and 36 ppm as 13C and 15N sweep widths) [32].
15N NMR relaxation experiments acquired on a Bruker Avance 800 MHz spectrometer at 278
K using standard pulse programs (16 scans, 2048 (1H) × 150 (15N) complex data points).
The longitudinal R1 spin-lattice relaxation rates were measured using relaxation delays of
20, 50, 200, 500, 1000, 1500, 2000 and 3000 ms. Transverse R2 spin-spin relaxation rates
were measured using relaxation delays of 92.5, 185, 277.5, 370, 462.5, 555, 740 and 925
ms. Relaxation rates were determined by integrating peak amplitudes and fitting to a single
exponential decay. Error values are determined via 95% confidence intervals calculated using
the residuals and Jacobian matrix from the nonlinear fit.
Data were processed using BRUKER Topspin version 3.2, NMRPipe (v.7.9) and analysed
using CARA (v.1.8.4) [135, 284]. All spectra were referenced directly using DSS for the 1H
dimension, 13C and 15N frequencies were referenced indirectly. Secondary structural propen-
sities were calculated using 13C’, 13Cα, and 13Cβ chemical shifts and the SSP and ncSPC
algorithms [363, 570]. PPII propensities were calculated from the same pool of chemical
shifts with the addition of N, and 1HN shifts using δ2D [85].
6.2.6 All Atom Monte Carlo Simulations
All simulations were performed using the CAMPARI Monte Carlo modelling suite. The
simulations deploy the ABSINTH implicit solvent model and forcefield paradigm [613]. The
protein atoms and mobile solution ions are modelled in atomistic detail, while the solvent
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is treated using a mean field (implicit) model. Move sets combine pivots, concerted ro-
tations, sidechain rotations, mutual reorientations, translations of the mobile ions, and a
series of moves that enable the efficient sampling of the conformational degrees of freedom
coupled to proline ring systems [471]. Multiple independent simulations for each construct
were run. Accurate modelling of Ash1 conformational equilibria requires the use of suitably
optimized parameters for proline residues [471]. Without these parameters, details such as
cis-to-trans isomerization, proper prolyl ring puckering, and the accurate coupling amongst
ring puckering, peptide bond isomerization, and backbone phi angles cannot be reproduced.
The optimized parameters for proline residues are interoperable with the abs 3.2 opls.prm
parameter file in CAMPARI. However, since parameters for phosphorylated residues are cur-
rently unavailable for this parameter set, we pursued the route of replacing phosphorylated
Ser and Thr residues with Glu. This strategy allowed us to investigate the impact of altering
the charge distribution upon Ser / Thr phosphorylation, but it should not be viewed as a
perfect mimic of Ser / Thr phosphorylation. Simulation analysis was performed using CTraj
(see chapter 9), MDTraj and routines built into CAMPARI [374]. Sequence analysis and
permutant design was performed using CIDER and localCIDER (see chapter 4).
Aggregate scattering curves were calculated from simulated ensembles using the program
CRYSOL in the ATSAS package [569]. Scattering intensities were calculated for individual
PDB files and were combined and scaled using MATLAB. In order to generate a random
pool of all-atom conformations with statistically validated backbone angles, we used Flexible
Meccano and modelled amino acid sidechains using SCCOMP [167,434]. This pool was used
to generate a SAXS curve for comparison with experimental data and ABSINTH ensembles.
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6.2.7 Proteome-Wide Bioinformatics Screen for Ash1-like Regions
The human proteome was obtained from UniProt, and sequences were annotated for con-
sensus disorder predictions using the D2P2 database [426,600]. Specifically, only regions for
which five or more predictors indicated disorder were designated as disordered for further
analysis; this is a relatively stringent threshold. Putative phosphosite data for proteome-wide
screening were taken from the ProteomeScout database parsed via the ProteomeScoutAPI ,
although only regions where UniProt annotation also showed multisite phosphorylation were
included in this analysis [237]. To limit the analysis to regions equivalent in size to Ash1,
we focused on disordered segments equal to or less than 100 residues. While this provides
a distinctly conservative estimate of phosphorylation, it ensures that the identified regions
come from high-fidelity data.
6.2.8 The Patterning Parameter Ω
The proline/charge patterning parameter Ω reports on the extent of mixing between proline
and charged residues with respect to all other residues. If proline and charged residues are
well dispersed across an amino acid sequence, that sequence will have a low Ω value. In
contrast, if all the proline and charged residues were concentrated in a specific region of the
sequence then that sequence would have a high Ω value. Ω is calculated in a manner that
is analogous to the calculation of the parameter κ 11 The calculation of κ focuses on the
sequence distribution of oppositely charged residues and relies on the fractions and mixing
/ segregation of positive and negative charges along the sequence. To calculate Ω we use a
two-letter alphabet, where each residue is one of either Asp/Glu/Arg/Lys/Pro or one of the
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other remaining 15 amino acids.Ω is calculated by first determining the local proline/charge
asymmetry with respect to other residues using the patterning asymmetry parameter σ;
σ =
(f+/−/P − fother)2
f+/−/P − fother (6.1)
Here f+/−/P is the fraction of charged or proline residues within some sequence stretch, while
is the fraction of other amino acids (Ala, Cys, Phe, Gly, His, Ile, Leu, Met, Asn, Gln, Ser,
Thr, Val, Trp, Tyr) in the same stretch. Ω is calculated over the entire sequence to determine
the global local proline/charger asymmetry (σG). It is also calculated using a sliding window
of 5-6 residues - sequence elements referred to as blobs - to calculate the local patterning
asymmetry. The blob size (in residues) is given by the parameter g, and the total number
of residues in the sequence is Nres. We then calculate the average extent to which the local
asymmetry deviates from the global asymmetry, a metric that is quantified by δ;
δ =
∑Nb
i=1 (σi − σG)2
Nb
(6.2)
Here, σG is the full sequence patterning asymmetry, σi is the local patterning asymmetry for
blob i, and Nb is the number of blobs in the sequence (Nb = Nresg + 1). Finally, we intro-
duce a normalization factor, δmax, which defines the δ value associated with the maximally
segregated sequence of the same composition as our sequence of interest. Consequently, Ω
is defined as:
Ω =
δ
δmax
(6.3)
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As a result, Ω is a normalized parameter that should from 0 to 1. Previous work suggested
that the blob length for a peptide lies between 5 and 6 residues. Therefore, for a given
sequence, we calculate Ω twice, once with g = 5 and once with g = 6, and compute the
average of the two values. For longer sequences, when f+/−/P << fother, Ω can stray beyond
1.0 23. This not a bug, but a function of how Ω is defined. Formally, it is reporting on a
normalized description of to what extent local sequence properties match global sequence
properties. As a result, for long sequences with a low number of charged/proline residues
sequences which are ‘well mixed’ may deviate more strongly from the sequence average than
those that contain a single block of charged/proline residues. Consequently, for sequences
where f+/−/P << fother (or vice versa) Ω may not be a useful parameter. It is worth noting
that for these sequences the intrinsic amino acid composition is likely to entirely overwhelm
any influence of the residue group group that is in the minority, such that the relative
patterning is unlikely to be a useful parameter in these cases.
The calculation of Ω has been implemented in the sequence analysis package localCIDER
(http://pappulab.github.io/localCIDER/, see chapter4). This is a high performance frame-
work for the analysis of disordered protein amino acid sequences, and contains a wide array
of algorithms for sequence analysis. For more information please see the associated docu-
mentation online.
23Thanks to Dr. Choi for identifying this edge cases
218
6.3 Results & Discussion
6.3.1 Ash1 Populates an Expanded Ensemble of Conformations
SAXS data for unphosphorylated Ash1420-500 (referred to hereafter as Ash1) were collected to
probe the global conformational preferences of this IDR. Data were recorded at the SIBYLS
beamline and the results were independently verified at the Advanced Photon Source at Ar-
gonne National Lab, where the data were collected immediately after samples were processed
using size-exclusion chromatography (SEC) (see fig. 6.2) for representative data collected in
the presence of 150 mM NaCl). The features of the normalized Kratky plots are consistent
with an expanded, coil-like ensemble for Ash1 (fig. 6.2). The Guinier regions of the data did
not show any indication of aggregation or intermolecular interactions at the concentrations
used for SAXS measurements (fig 6.2).
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Figure 6.2: Experimental SAXS data indicates disordered nature of Ash1 and pAsh1. (a)
Raw SAXS data truncated at q = 0.5, (b) dimensionless Kratky plots generated using RG
and I0 that are calculated from the Guinier analysis and (c) Guinier plots for Ash1 (black)
and pAsh1 (red) in aqueous solution and 150 mM NaCl.
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A linear fit of the Guinier transformation yields an estimate of the ensemble averaged radius
of gyration (RG). For IDPs, the q-region available for a Guinier analysis is typically smaller
than for folded proteins and this was optimized for each sample. We typically analysed q-
regions with q×RG < 1, in agreement with other reports [59,475]. For SAXS data collected
immediately after processing by SEC, Guinier analysis yielded an RG estimate of 28.5±3.4A˚
for Ash1 in aqueous solutions with 150 mM NaCl. As a reference, a compact globule with
the same number of residues would have an RG of ∼ 13 A˚. To further analyse the SAXS
data, we used the ensemble optimization method (EOM) to generate distributions of radii
of gyration that are compatible with the SAXS data for Ash1 [39, 594]. EOM is based on
a genetic algorithm whereby a distribution of RG values is chosen from a randomly gener-
ated pool of conformations to ensure that the linear combination of the SAXS profiles of
all conformations in the ensemble regenerates the experimental data. Ensembles comprising
of 20-30 conformations were typically needed to fit the measured SAXS data (fig 6.3). Ad-
ditionally, the RG distribution for Ash1 is shifted to larger sizes with respect to a random
starting pool (fig. 6.3b).
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Figure 6.3: (a) Fits of the scattering curves calculated from one representative EOM ensemble
to experimental data. Final ensembles are the result of averaging 100 independent iterations.
(b) RG distributions of the random pool (grey, dashed line), and of Ash1 (black line, markers)
and pAsh1 (red line, markers) calculated with EOM from SAXS data of samples in aqueous
solution containing 150 mM NaCl. The EOM ensembles contain 20-30 conformers, resulting
in rough RG distributions.
6.3.2 Ash1 & pAsh1 Have Similar Global Dimensions
The 10-fold phosphorylated version of Ash1 (referred to hereafter as pAsh1) was generated
via overnight incubation of Ash1 with Cyclin A/Cdk2. Analyses of pAsh1 were performed
identically to Ash1. In aqueous solutions with 150 mM NaCl, Guinier analysis of SAXS data
for pAsh1 yields a mean RG value of 27.5± 1.2 A˚. Within error, this value is similar to that
of the unphosphorylated Ash1. The EOM analysis yielded RG distributions for pAsh1 that
were similar to those of Ash1 (fig. 6.3b). These results are surprising given the substantial
increase in FCR and reduction in NCPR between Ash1 and pAsh1. To assess the robust-
ness of the invariance of global conformational properties to phosphorylation, we generated
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an Ash1 mutant with only five intact phosphosites, while the Ser / Thr residues in other
phosphosites were mutated to alanine. This construct is referred to as 5pAsh1. Addition-
ally, in an alternative approach, we limited ATP in phosphorylation reactions to generate
sub-stoichiometric phosphorylated variants of Ash1 while keeping its sequence intact. In all
cases, the average global dimensions and RG distributions were similar to those of Ash1 and
pAsh1 (6.4a), indicating a robustness of the invariance of global dimensions to stoichiometric
or sub-stoichiometric phosphorylation [674].
6.3.3 Ash1/pAsh1 Expansions is Insensitive Electrostatic Screen-
ing
We reasoned that the net positive charge of Ash1 might engender intra-chain electrostatic
repulsions leading to chain expansion. This would be true of archetypal polyelectrolytes.
Accordingly, the addition of salt should induce a statistically significant chain compaction
through the screening of electrostatic repulsion. To test for this possibility we collected SAXS
data for Ash1 over NaCl concentrations ranging from 75 mM to 1500 mM. The overall dimen-
sions, quantified in terms of EOM-generated RG distributions, were essentially insensitive to
changes in salt concentration (fig. 6.4b). The broadening of the RG distributions at higher
salt concentration is likely due to increasingly poor data contrast in SAXS measurements.
We find a similar weak sensitivity of RG distributions to changes in salt concentration for
pAsh1 (6.4c). This is true despite a significant increase in the overall charge content (fig.
6.4c). Taken together, these results suggest that in Ash1 and pAsh1 long-range electro-
static interactions are not the main drivers of chain expansion. We sought to further verify
this claim by performing a detailed statistical and simulation analysis to determine the ex-
tent of change expected if Ash1 were experiencing a polyelectrolyte effect, and compared
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the response of Ash1 to salt with that of a similarly length-matched true polyelectrolyte,
prothymosin α, as discussed in the following section.
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Figure 6.4: The global dimensions of Ash1 are largely insensitive to phosphorylation state
and NaCl concentration. (a) Ensemble RG distributions of Ash1 with different extent of phos-
phorylation. 5pAsh1 is a mutant with only 5 phosphorylation sites intact, (phosphorylation
sites at residues 424, 429, 450, 455 and 469 mutated to Ala), 3,4,5pAsh1 and 1,2,3pAsh1
are generated by kinase treatment with sub-stoichiometric amounts of ATP. Ensemble RG
distributions of (b) Ash1 and (c) pAsh1, respectively, for NaCl concentrations ranging from
75 (blue) to 1500 mM (red) and 4 M Gnd-HCl (black line)
Preferential interactions with denaturants engender further expansion of Ash1 and pAsh1
ensembles, as evidenced by modest increases of RG values in the presence of 4 M guanidinium
hydrochloride (fig. 6.4b and 6.4c). This suggests the presence of weak local structural
preferences within the Ash1 ensemble that are lost upon chemical denaturation. Overall, the
Ash1 ensembles show a clear preference for coil-like properties and this is true irrespective
of the presence or absence of denaturants.
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6.3.4 Ash1 Expansion is Not Solely Due to Electrostatic Repulsion
One possible explanation for the large RG of Ash1 originates from the net positive charge
associated with the protein. Given their disordered nature, IDPs frequently have an RG that
is substantially larger than a folded protein of the same number of residues. However, with an
RG of 28.5 A˚, the conformational ensemble of Ash1 is approaching that of a peptide-specific
perfect self-avoiding random walk (RG = 33.4 A˚), and is ∼2 A˚ greater than the dimensions
predicted for a fully denatured protein of the same length (RG = 26.3 A˚, calculated using
R0Naaν, where [1.927× 850.59]) as determined based on empirical parameters from Kohn et
al. [297]. For reference, the discrepancy between the protein-specific perfect random walk
and the value predicted by Kohn et al. originates from transient long-range interactions in
the unfolded state that alter the R0 prefactor, but not the scaling exponent ν [377]. While
Ash1 has a net positive charge (net charge per residue [NCPR] of +0.18), this is not large
enough to formally designate the sequence a strong polyelectrolyte, according to previous
criterion [126]. Nevertheless, we sought to use limiting models to ask if a polyelectrolyte
effect - where like-charged residues repel one another - could account for the conformational
behavior of Ash1.
A 1-bead-per-residue coarse-grained lattice model of Ash1 was used (fig 6.5a) (see chapter
14 for model and simulation details). Each residue was defined as being either positively
charged (K/R) or uncharged (all other residues). In the simulation, positively charged beads
are repulsive for one another over long and short ranges, while uncharged beads are weakly
attractive for one another. To modulate the ionic strength, we systematically varied the
repulsive charge-charge interaction, from zero charge-charge repulsion (equivalent to infinite
ionic strength) upwards. Independent Monte Carlo simulations were run to convergence. As
the ionic strength is decreased (and repulsion increased), we observe a systematic expansion
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of the protein towards the good solvent limit, defined by a normalized RG of 1.0 (fig. 6.5b,
c). This result is entirely consistent with existing literature on biological polyelectrolytes
[405,425,546].
Based on SAXS scattering data and all atom simulations, a normalized RG of 0.85 corre-
sponds to the degree of expansion observed in Ash1 at relatively low NaCl concentration
(75 mM). If the expansion of Ash1 is driven by a polyelectrolyte effect, we would expect
a statistically significant change in the RG as a function of NaCl. Salt titrations between
50 mM and 1.5 M indicate no change in expansion. While the models used here represent
simplified descriptions (although the same result is recapitulated with much more complex
models), it is worth emphasizing that if the origin of expansion in Ash1 can be described
by the first order effect of charge repulsion then these models should be sufficient to provide
qualitatively accurate predictions regarding the expected behavior as a function of increased
salt concentration [425].
In addition to the analysis above, we also compared our results from Ash1 to those from an
IDP that does demonstrate expanded behavior due to a polyelectrolyte effect - prothymosin
α (ProTα). Unlike Ash1, ProTα would be considered a strong polyelectrolyte with an NCPR
of -0.33. At 140 residues with a RG of ∼ 40A˚, ProTα is also beyond the dimensions expected
for a fully denatured protein of the same length as calculated from the Kohn et al. parameters
(35.6 A˚), making it a convenient case study to compare and contrast with Ash1 [405]. Upon
addition of 1 M KCl, the RG of ProTα decreases to ∼30 A˚, a result consistent with and
explained by polyelectrolyte/polyampholyte theory [405]. Such a collapse is also observed
on the addition of 4 M GdmCl for the same reason GdmCl is an ionic denaturant whereas
the addition of urea leads to a continuous and modest expansion due to disruption of local
structural preferences and/or transient long range interactions.
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Figure 6.5: (a) The sequence of Ash1 used in the coarse grained simulations (Ash1CG). (b)
The normalized RG associated with the simulations performed at different ionic strengths.
The normalized RG is defined as the RG from the simulation divided by the RG of a length-
matched polymer behaving in the good solvent limit. This allows us to describe the coarse-
grained simulations and all atom simulations in equivalently normalized units. As ionic
strength (a mean field description of salt concentration, although we note that ionic strength
and salt concentration are not equivalent due to salt-specific effects) increases, there is a
concomitant decrease in the RG [344]. The poor solvent limit is included to highlight the
fact that at infinite ionic strength the chain does not undergo complete compaction i.e., we
assume some degree of chain expansion mediated by the non-charged residues, but in this
limiting model, the primary driver of expansion is charge repulsion. These results are at odds
with SAXS results and all atom simulation results of Ash1, where a change in ionic strength
between 50 mM to 1.5 M yields no change in the RG. (c) Representative conformations
taken from simulations at different ionic strength.
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Condition RG Ash1 (A˚) RG ProTα (A˚)
Native Solution (50 mM XCl) 27.4 40.5
High Salt (1 M XCl) 28.6 29.9
Analytical Good Solvent (Kohn et al. parameters) 26.3 35.6
Good Solvent (EV simulation) 33.4 45.5
4 M Urea 26.9 43.9
4 M GdmCl 31.0 30.5
Table 6.1: Comparison of solution responsiveness of Ash1 vs. ProTα. XCl used to denote
NaCl or KCl. Note that while ProTα shows as 25% compaction in 1 M salt (as expected
for a strong polyelectrolyte), Ash1 shows almost no change in global dimensions. A point
unrelated to this study, but relevant in the context of chapter 7 is the discrepancy between
the predicted good-solvent dimensions of ProTα and simulated EV behaviour. We argue that
the ‘good solvent’ regime defined by Kohn et al. is a good solvent regime for foldable proteins
(which, in their defence, is exactly how it was defined), but inherently captures residual local
structure and long-range correlations that suppress the chain’s global dimensions with respect
to the theoretical limit of a structurally mapped sequence in a perfect solvent (uniformly no
intra-molecular interactions).
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In contrast, upon the addition of 1 M NaCl, the dimensions of Ash1 are unperturbed. The
addition of 4 M GmdCl leads to a modest expansion, equivalent to that observed in 4 M
urea for ProTα, results that are not explained by polyampholyte and polyelectrolyte theory.
These results strongly suggest that while ProTα and Ash1 both occupy highly expanded
conformational ensembles, the driving forces leading to this state are fundamentally different.
6.3.5 NMR Reveals Local Changes Upon Phosphorylation
We used NMR spectroscopy to perform comparative assessments of site-specific conforma-
tional preferences of Ash1 and pAsh1. Figure 6.6a shows 1H-15N heteronuclear single quan-
tum coherence (HSQC) spectra for Ash1 and pAsh1. The HSQC spectra show poor chemical
shift dispersions and sharp line widths for both sequences. This is consistent with averaging
of the magnetic environment via interconversion amongst different conformations. Phospho-
rylation resulted in a downfield shift of 1H resonances and upfield shift of 15N resonances,
especially for phosphorylated residues. This is consistent with the presence of phosphoryl-
amide hydrogen bonds [578]. Less pronounced shifts were observed for residues that are
proximal in the linear sequence (fig. 6.6). Overall, the NMR data are consistent with spe-
cific conformational changes that are localized to phosphorylated residues that accompany
multisite phosphorylation of Ash1.
The increase in FCR upon phosphorylation would be expected to promote expansion of
pAsh1 when compared to Ash1. The invariance of global conformational properties to mul-
tisite phosphorylation suggests the possibility of a compensatory expansion and compaction
within the ensemble. Given the possibility of cis / trans proline isomerization we asked if
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an increase in the population of cis proline isomers could counter the effects of multisite
phosphorylation and explain the invariance of global dimensions.
Due to the repetitive nature of the Ash1 sequence and limited chemical shift dispersion, the
proline resonances in 1H-13C HSQC spectra are degenerate, affording a global comparison
of cis and trans proline populations (fig. 6.6b). When averaged over all proline residues
in the protein, the cis populations in Ash1 and pAsh1 are highly similar. Although the
carbon-detect CON spectra showed chemical shift differences between Ash1 and pAsh1, the
numbers and intensities of minor proline signals were qualitatively similar (fig. 6.6c).
The low populations of cis proline isomers and the relatively low sensitivity of carbon-detect
experiments did not allow for the assignment of all minor signals, which are a mixture of cis
and trans proline resonances that are shifted by the sequence proximity of cis proline residues
(fig. 6.7. Measurements directed at shorter peptides, which recapitulate the sequence-
local effects on cis / trans proline isomerization, confirmed the insensitivity of cis proline
contents to phosphorylation for each proline within individual phosphosites (fig. 6.8). Our
data therefore suggest that the population of cis proline isomers is essentially insensitive to
phosphorylation in Ash1. Therefore, changes to the overall content of cis proline isomers do
not appear to provide compensatory compaction to offset the expected expansion from the
increased FCR upon multisite phosphorylation. This is contrast to work on the RNA POL II
C-terminal domain (RNA POL II CTD), where phosphorylation leads to a systematic shift
from cis to trans, although we note that in this case of the RNA POL II CTD phosphorylation
leads to the sequence changing from a neutral sequence with no charged residues to a strong
polyelectrolyte, a fundamentally different transition.
We next asked if multisite phosphorylation leads to a set of new interactions that were not
attainable in the unphosphorylated state, and if these interactions might afford compensatory
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compaction, assuming an expansion associated with an increase in FCR? One candidate
for this type of interaction would be local pSer/Arg salt bridges, which are proposed to
lead to compaction within shorter IDRs [309]. We do measure evidence for such local salt
bridges in model peptides as indicated by changes in arginine side chain chemical shifts
upon phosphorylation (fig. 6.9). However, we do not observe chemical shift differences of
Arg sidechains between Ash1 and pAsh1. This suggests that if pSer/Arg salt bridges are
present, they are less persistent than in short peptides and cannot provide compensatory
compacting effects to offset any expansion derived from the increased FCR due to multisite
phosphorylation [199].
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Figure 6.6: (a) Superposition of 1H, 15N HSQC NMR spectra for Ash1 (black) and pAsh1
(red). Signals of phosphorylated residues are labelled and experience a 1H downfield shift at
pH 6.95. Additional chemical shift changes indicate local conformational changes. Spectra
were fully assigned (see published report for full assignment). (b) Proline Cγ region of 1H,
13C HSQC spectra for Ash1 (black) and pAsh1 (red). One strong degenerate resonance
from all trans proline C is observed, while the cis proline Cγs result in two small signals,
with an upfield shift of ∼3 ppm. 1D slices through the cis proline signals for Ash1 (black)
and pAsh1 (red), intensities normalized to the trans resonances, show similar global cis
proline populations for Ash1 and pAsh1 of 9.7 ± 1.8 % and 8.4 ± 1.1 %, respectively. (c)
Proline region of CON spectra show extensive resonance splitting due to cis/trans proline
isomerization and the extent of splitting is qualitatively similar for Ash1 and pAsh1. The
major signals stem from trans proline residues, minor signals from cis proline residues and
trans proline residues in sequence vicinity of a cis proline.
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Figure 6.7: The 3D CCCON-IPAP spectrum correlates all sidechain carbons with C’i (direct
dimension) and Ni+1 (indirect), effectively linking to signals in the 2D CON experiment.
Cis proline Cγ and Cβ signals are predictably shifted to higher and lower chemical shifts,
respectively, as compared to those of trans proline. In theory, minor signals in the 2D should
be able to be assigned. However, in practice sidechain resonances from cis conformations
are only slightly visible above noise level. As an example, the 3D strip for the major trans
conformation of proline 453 is shown zoomed in on the Cγ and Cβ region. Minor conforma-
tions found immediately adjacent in the C’-N plane are shown on the right. The strip on
the right contains contributions from P453 in trans, but split by an adjacent proline (P451
or P456), and P453 in cis. These two species would be unresolved in the 2D CON spectrum
and, further, are barely determined above noise levels.
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Figure 6.8: (a) The boxes around parts of the Ash1 sequence indicate the boundaries of
individual peptides. (b) The Cγ and Cβ containing regions of the natural abundance 1H-13C
HSQC spectra for all peptides. Phosphorylated peptides (red) are shown overlaid with the
non-phosphorylated (black) counterpart. Visual inspection shows nearly identical cis/trans
proline equilibria. (c) The percentage of trans proline residues calculated from individual
Ash1 (red) and pAsh1 (black) peptides . For comparison, the mean values are given by
dashed lines.
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Figure 6.9: (a) The chemical shift perturbations resulting from phosphorylation of arginine
NH protons in individual peptides. The larger perturbations may be indicative of the
formation of pSer/Arg salt bridges. (b) The arginine sidechain NH correlations measured in
full length Ash1 (black) and pAsh1 (red). The CP-HISQC pulse sequence, using the default
parameter set, was used to obtain the best possible resolution of Arginine sidechains [663].
Additionally, samples were measured at pH 5.8 to minimize signal loss from proton exchange.
Measurements at pH 6.95 showed even greater overlap, however this was largely an artefact
of poor signal to noise. Ash1 and pAsh1 show nearly identical chemical shifts, showing that
pSer/Arg salt bridges, if present, are not stable.
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Our results thus far suggest that while phosphorylation has no impact on the global di-
mensions of Ash1, it does lead to quantifiable local changes, especially in the chemical
environments of phosphorylated residues. Our data argue against chain compaction upon
multisite phosphorylation due to proline isomerization or persistent pSer/Arg or pThr/Arg
salt bridges. The other alternative is that the degeneracy of local / non-local interactions
along the chain of a long disordered protein might compete with and compensate the effects
of one another. This type of intrachain screening of attractive and repulsive interactions,
proposed by Flory, can lead to invariance of global dimensions even after multisite phospho-
rylation [180]. Such effects are difficult to discern experimentally. Accordingly, we turned
to all atom simulations to explore and understand the synergy between sequence-encoded
global and local conformational preferences.
6.3.6 All-Atom Simulations Reproduce Ash1 Experimental Re-
sults
We performed all atom Metropolis Monte Carlo simulations using the ABSINTH implicit
solvation model and forcefield paradigm that we combined with parameters from the OPLS-
AA/L molecular mechanics forcefield [613]. These simulations were aided by the develop-
ment of optimized parameters for proline residues that were made interoperable with the
ABSINTH model and OPLS-AA/L forcefield [471]. Solution ions and all polypeptide atoms
are modelled explicitly. Parameters for solution ions are interoperable with any solvation
paradigm, including ABSINTH [361]. The explicit modelling of solution ions allows us to
query the effects of changes to salt concentration on conformational properties. For further
discussion on the ABSINTH forcefield see chapter 2.
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In the presence of 50 mM NaCl, the ensembles generated by the all atom simulations yield a
mean RG value of 28.9± 1.2A˚ (fig. 6.10a). We obtained similar RG values from simulations
in the presence of 150 mM NaCl. Within experimental error, these values are in agreement
with inferences from the SAXS data for Ash1. In order to calibrate the pattern of intra-chain
distances in simulation results we generated ensembles to reproduce two theoretical reference
limits. These are designated as the Flory Random Coil (FRC) and Excluded Volume (EV)
ensembles (see chapter 5). The mean RG scales with chain length (N) as N
0.5 and N0.59
for FRC and EV ensembles, respectively. We have implemented a method to generate
sequence-specific ensembles that conform to the FRC and EV limits. Using this approach,
we calculated the mean RG values for Ash1 in the FRC and EV limits to be 23.4± 1.6A˚ and
33.4± 1.8A˚, respectively. The mean RG value and the distribution of RG values calculated
from the ABSINTH ensembles lie in between the FRC and EV limits (fig. 6.10a).
We also performed ABSINTH-based all atom simulations on a phosphomimetic version of
Ash1, which we refer to as eAsh1. In these simulations, every phosphorylated Ser/Thr
residue of Ash1 was replaced with Glu. The mean RG value of eAsh1 in the presence of
50 mM NaCl was 27 ± 1.2A˚. The mean RG values for Ash1 and eAsh1 from simulations
are within error of one another, and within error of the RG values determined by SAXS for
Ash1 and pAsh1, respectively. The chemical structure of and local conformational properties
engendered by Glu and pSer/pThr are distinct from one another. Despite these differences,
the agreement between pAsh1 SAXS results and eAsh1 simulation results suggests that the
global conformational properties of pAsh1 might be governed by generic features captured
by the phosphomimetic eAsh1. We obtained similar RG values from simulations of eAsh1
in the presence of 150 mM NaCl - an observation that is consistent with the negligible salt
dependence observed from SAXS measurements for pAsh1.
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Figure 6.10: (a) The distribution of RG values obtained from all atom simulations is shown
for Ash1, the phosphomimetic eAsh1, and the two reference ensembles, the Flory Random
Coil (FRC) and Excluded Volume (EV) limits. Simulations were carried out in the presence
of 50 mM NaCl for Ash1 and eAsh1. Ash1 and eAsh1 show similar distributions, with global
dimensions between the EV and FRC reference limits. (b) Internal scaling profiles for the
four simulations from panel a. For every pair of residues at a given sequence separation
(|i − j|) the average through-space distance between each pair of residues at that sequence
separation, 〈〈Ri,j〉〉, is shown. This provides a summary description of the scaling of intra-
chain distances of the polymer. The mean ± SEM is shown as two thinner solid lines.
We used the ABSINTH, FRC and EV ensembles to calculate internal scaling profiles. These
profiles quantify the mean spatial separation between all pairs of residues that are |ji| residues
apart along the linear sequence (6.10b). The internal scaling analysis represents a formal
order parameters in polymer physics theories and is useful for quantifying the intramolecular
density of chain atoms around one another and for making quantitative comparisons across
different ensembles. A monotonic increase of the spatial separation with sequence separation
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is shown by the black and red curves in fig. 6.10b thus confirming the expanded, coil-like
nature of the Ash1 and eAsh1 ensembles. The results in fig. 6.10a and 6.10b demonstrate
that Ash1 and eAsh1 sample globally similar ensembles that lie between the FRC and EV
limits. In addition, simulations of partial phosphomimetic constructs match SAXS results for
partially phosphorylated Ash1. Overall, the ABSINTH simulations recapitulate the general
insensitivity of global dimensions to changes in the charge states of Ash1.
In order to place the comparison between ABSINTH ensembles and the scattering data on
a quantitative footing, we used the ABSINTH all atom ensembles to calculate scattering
curves using the CRYSOL package for Ash1 [569]. The results of the comparisons are shown
in fig 6.11a (see black curve) and fig. 6.11b. We also calculated scattering curves for eAsh1,
and compared those results to the scattering curve from pAsh1 (see red curve in fig 6.11a).
In the interest of completeness we also calculated the scattering curves obtained using the
Flexible Meccano model (see green curve in fig. 6.11b) [434]. The favourable comparisons
between the Flexible Meccano and ABSINTH derived scattering curves as well as between
the ABSINTH and experimental data suggest that, on a global scale, the ensembles of Ash1
and eAsh1 resemble that of an expanded random coil whose mean size lies in between two
well-defined theoretical limits.
238
0 0.1 0.2 0.3
10
100
1000
q (Å-1)
  
In
te
ns
ity
 
 
 
Ash1 − data
Ash1 − ABSINTH ensemble
pAsh1 − data
pAsh1 − ABSINTH ensemble
      w/phosphates
eAsh1 − ABSINTH ensemble
      w/glutamate
(a)
0 0.1 0.2 0.3
10
100
 
 
Ash1 Experimental data
(75 mM NaCl)
ABSINTH generated
ensemble
FM generated 
ensemble
q (Å-1)
  
(b)
15 20 25 30 35 40 45 50
 
 
 
 
 
 
 
P
 
 
Ash1 EOM
Ash1 ABSINTH
overlap =0.84993
EV
FRC
(c)
RG (Å)
15 20 25 30 35 40 45 50
 
 
 
 
 
 
 
P
 
 
pAsh1 EOM
eAsh1 ABSINTH
 overlap=0.88212
EV
FRC
(d)
RG (Å)
In
te
ns
ity
Figure 6.11: (a) Simulation derived scattering curves for Ash1 and eAsh1 compared to the
SAXS scattering curve for Ash1 and pAsh1. To generate a pAsh1 ensemble, all phospho-
mimetic glutamate residues in eAsh1 were substituted by pS or pT residues. (b) Comparison
of Ash1 scattering profiles derived from ABSINTH simulations and a Flexible-Meccano en-
semble with experimental scattering data. (c) and (d) Overlap of the RG distributions for
Ash1 (c) and e/pAsh1 (d) ensembles generated by EOM or all atom simulations. The over-
lap is best for the EOM and simulation-derived ensembles. The incomplete overlap is in
part caused by the jagged size distributions of the EOM ensembles, which are caused by
the fact that they consist of a small number of conformers that collectively agree with the
experimental data, but do not explicitly have a coil-like size distribution.
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In order to compare the RG distributions obtained from ABSINTH ensembles and those
obtained from the EOM approach, we calculated the degree of overlap between the distri-
butions. Ash1 (SAXS) and Ash1 (simulation) showed a high degree of overlap (∼ 0.85,
see fig. 6.11c), highlighting the congruence between simulated ensembles and distributions
obtained using models that are designed to match the experimental data. Similarly, the
overlap between the EOM and ABSINTH-derived RG distributions for pAsh1 and eAsh1 is
∼ 0.88 (see fig. 6.11d) indicating that the global conformational preferences measured by
SAXS for pAsh1 are similar to those obtained from ABSINTH-based simulations of eAsh1.
Favourable comparison between the measured scattering curve of pAsh1 and the calculated
scattering curve of eAsh1 suggests that the phosphomimetic sequence captures the global
conformational preferences of pAsh1. Accordingly, a detailed analysis of these ensembles
should provide an explanation for the observed coil-like conformations of Ash1 and the in-
variance of global conformational properties to multisite phosphorylation.
240
6.3.7 Sequence Determinants of Ash1 Expansion
We examined sequence features of Ash1 to uncover the source of the intrinsic, sequence-
encoded expansion. Ash1 has a proline content of 15%. This is relevant because published
heuristics regarding composition-to-conformation relationships of IDRs were derived from
simulation results and spectroscopic investigations of sequences with low proline contents.20
In Ash1, 35% of the residues are either proline or charged. Since proline and charged
residues respectively drive local and global expansion, we reasoned that the linear sequence
distribution of proline and charged residues might explain the observed expansion of Ash1.
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Figure 6.12: Summary of simulation results showing the variation of radii of gyration with
Ω. A rational sequence design algorithm was deployed to generate 30 distinct sequence
permutants by changing the patterning of proline and charged residues with respect to all
other residues. This was achieved by shuffling the positions of proline and charged residues
and fixing the positions of all other residues. The complete set of sequences can be found in fig
6.13. Three independent ABSINTH simulations were run for each permutant to determine
the mean radius of gyration associated with the ensemble. The results show an inverse
correlation between Ω and the RG.
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In Ash1, the proline and charged residues are uniformly distributed with respect to all
other residue types along the linear sequence (Figure 1). We quantified this as the mixing or
segregation of proline and charged residues (Pro, Lys, Arg, Asp, Glu) with respect to all other
residues (Xaa). Specifically, we computed a normalized patterning parameter designated as
Ω where 0 Ω 1. Our definition of Ω is analogous to the definition of the parameter introduced
by Das and Pappu to quantify the mixing vs. segregation of oppositely charged residues [126].
The calculation of Ω is described in the methods section. If proline and charged residues are
well mixed with respect to all other residues, then the value of Ω for the sequence of interest
approaches zero. Conversely, if proline and charged residues are segregated with respect to
all other residues in the sequence of interest, then Ω approaches 1.0. We find that Ω = 0.1 for
Ash1 and 0.13 for pAsh1/eAsh1. Therefore, we hypothesized that the uniform distribution
of expansion-driving proline and charged residues along the Ash1 / pAsh1 / eAsh1 sequences
give rise to a sequence-encoded preference for expanded conformations.
To test this hypothesis, we used an unbiased sequence design algorithm to design a series of
sequence permutants of Ash1. These permutants - all of which have an identical amino acid
composition - were generated by shuffling the positions of proline residues (red symbols in
fig 6.12), charged residues (cyan), or both (dark blue). Using this approach we generated
sequences corresponding to different values of Ω. The complete set of sequences can be
found in fig. 6.13. We performed multiple independent atomistic simulations for each of the
Ω-permutants. Figure 6.12 shows the calculated RG for each Ω-permutant plotted against
Ω. This analysis shows a strong negative correlation (Pearson’s correlation coefficient =
−0.81) between the degree of expansion and Ω, suggesting that the mixing or segregation
of proline and charged residues with respect to other residues engenders expansion versus
compaction, respectively. This analysis provides a plausible explanation for the sequence-
encoded preference for expanded Ash1 ensembles in aqueous solvents.
242
A1  GASAPPSSPSPSSPTTKSGKMRSRSSSVRKAYTPSRSNPYHRFPALDSQSRRSSNSPSPITKKGSRRSSGSPSTRHTPTRVCV  0.02
A2  GASASPSSPSSTTKPSGKMRSRSSSVRPKAYTPSPRSPNYHRFALDSQSRRSSNSPSITKPKGSRRSPSGSSPTRHTPTRVCV  0.04
A3  PGASPASSSSPSTTKSGKMPRSRSSSVRKAYTSRSNPYHRFAPLDPSPQPSRRSSNSSPITKKGSRRSSGSPSTRPHTTRVCV  0.06
A4  GPAPSASPSSSSTTKSGKMPRSRSSSVRKAYTSRSNYHPRFALPDSPQSRRSSNSSPIPTKKPPGSRRSSGSPSTRHTTRVCV  0.07
A5  GASASSSSSTPPTKSGKMRSRSPSSPVRKPAYTSPRSNYHRFALDSQSRRPSPSNPSSITKKGSRRSSPGSSTRPHTPTRVCV  0.10
A6  GASASSSSSTPTKSPGPPKMRSRSSSVRKAPYTPPPSRSNYHRPFALPDSPQSRRSSNSSPITKKGSRRSSGSSTRHTTRVCV  0.13
A7  GASASSSSSTTKSGPKMPRSRPPSSSVRPKAYTSRSNYHRFALDPSQPSRRSSNSSITKKGPSPRRPSSGSSTRHTPTRVPCV  0.18
A8  GASASSSSSTTKSGKMRSRSSSVPRKPAPPYTPSRSNYHRFALDSQSRRSSNSSITKPPKPGPSRPRSSGSSTRHTTRPVPCV  0.19
A9  GASASSSSSTTKSGKMPRSPRSSSPVRPKPPAYPTSRSNYHRFALDSQSRRSSNSSITKPKPPPPGSRRSSGSSTRHTTRVCV  0.23
A10 GASASSSSSTTKSPPGKMRSRSSSVRKAYTSRSNYHRFALDSQSRRSSNSSITKKGSRRSSGSSTRHPTTPRPPPPPPPPVCV  0.25
B1  GASARSSRSPSPSTPTSGRMRSSRSSPVPAYTPSPSPNYHKFRALDSPPQSPSSRNSSRIRTGRSKSSKGSRSPTHKTTKVCV  0.02
B2  RGASKASSSPSPSTPTSGKMSSKSSPRKRVPAYTPSPRRSPNYHRFALDSPPQSPRSSNSRSIRTGRSSKSGSSPTHTTVCRV  0.07
B3  KGASARSRSSPSPSRTPTSGRMSSSSPVPAYTPSKPSPNRYHFALKDSPPQSPRKRSSNSSITRGRSSRSGRSSPTHTTVKCV  0.09
B4  RKGAKSASKSSPSPSTPTSGMSSSSPVPARRYTPSRPSPNYRHFALDKSPPQRSPSSNSRSITGSSSGRKRSSRPTRHTTVCV  0.15
B5  GKASARSSSPSRRPSRTPTRSRGMSKRSSSPVPAYTPSPSPKNYHFALDSPPRQRSPKRSSNSSITGSSSGSSPTKRHTTVCV  0.19
B6  GASASSRSPRSPSTPTSGMSSSSPVRPAKRYTKPSKPSPNYHFALDSPPQSPRSSNSSITGSKRRRRRKSSGSSPTRHTTVCV  0.24
B7  GASASSSPSPSTPRTSGMSSSSRPVKPAYTPSPRKRSRPNYHFALDSPRPQSPSSNSSIRKRKRKRRTGSSSGSSPTHTTVCV  0.29
B8  GASASSSPRSPSTPTSGMSSSSPVPAYRTRKKRPRKRKSPSPNYHKFALDSPRPRRQSPRSSNSSITGSSSGSSRPTHTTVCV  0.34
B9  GASASSSPSPSTPTSGMSSSSRRPRRRVPKAYTKPSPRSPNYHFALRRDKRKRKRSPPQSPSSNSSITGSSSGSSPTHTTVCV  0.39
C1  GASRASRSRSSPSKTTSRGPMSRSKSSPVPAYRTSSPNRYHFAPLKDSQSRSRSNRSPSPITGKKSSSGPSPSTPHTTPVRCV  0.02
C2  GASARSPSKSPSSTTSGMPSKPSRSSPVAYTSRKPSNRYRHFALDSKQPSSSRNRSSITPGRSPPSSGSSKTHRTTPVRRPCV  0.08
C3  GASRRASPSKSPSSTTSPRRGMSPRSSRSVKAYTSSKNPPYHRFPRRALDSQSSSNSSIPKPRTGSSPSGSSTRHTTPVPKCV  0.12
C4  GASASSSSPSTTPSGMSSSSRVKARYTRSSNYHFALDSQSSRSNSKSRRPPPITGSPKKRPSPPRRRSKGSSTHPPTTPRVCV  0.22
C5  GPRPASASSSSSTKTSGMSSSSVAYPPTSSNYHRFRALRDSPRQSPRSSNPPSKSITGSPPKRRPPRSSKGSSTHKTTRRVCV  0.27
C6  PGASASSRSSRKSTTSGMSSSSPPPRRKVRAYTSSNYHFALKDSQSSSNSPSIRTRGPSPSSRGSPRRSPPKKRPPTHTTVCV  0.34
C7  GASASSSSSTTRSGRRPPMSSSSVAYTKRRPPRPRRKSKPSKPNYHFARLDKSRPQSPPSSNSSITGSSSPGSSTHTTVCPRV  0.41
C8  GKPASASSSSSTTSGMSSSKRRPKRPKSPPPVRRPPAYTSSNYHFRRARLRRDSRPKPPQSSSNSSITGPSSSGSSTHTTVCV  0.50
C9  GASASSSSPSTTSGMRKKSKRSSSVAYTSSNYHFALDPPSRPPQRSSSNSSIPTPRRRPRPKKRPPPRRGSSSGSSTHTTVCV  0.55
C10 GASRARRRPPKPKPRSSSSSTTSGMSSSSVRAYTKKRKSSNYHFALDSRPRPRPPPRPPQSSSNSSITGSSSGSSTHTTVCPV  0.62
C11 PGASASSSSSTTSGMSSSSVAKRPRKRRRPPPKPPRYTSSNYHFALDSQRSPSSNSSITGSSSGSSTHTTVKRPPRPRPKCRV  0.70
Ash1  GASASSSPSPSTPTKSGKMRSRSSSPVRPKAYTPSPRSPNYHRFALDSPPQSPRRSSNSSITKKGSRRSSGSSPTRHTTRVCV  0.10
eAsh1 GASASSEPEPSEPTKSGKMRSRSSEPVRPKAYEPEPREPNYHRFALDEPPQEPRRSSNSSITKKGSRRSSGSEPTRHTTRVCV  0.13
Ash1 Ω  permutant ΩID
a)
b)
               * *  *            *       * *  *         *   *                    *
Ash1     GASASSSPSPSTPTKSGKMRSRSSSPVRPKAYTPSPRSPNYHRFALDSPPQSPRRSSNSSITKKGSRRSSGSSPTRHTTRVCV
eAsh1    GASASSEPEPSEPTKSGKMRSRSSEPVRPKAYEPEPREPNYHRFALDEPPQEPRRSSNSSITKKGSRRSSGSEPTRHTTRVCV
                 *               *         *            *                        *
5p_Ash1  GASASSAPSPSAPTKSGKMRSRSSSPVRPKAYAPSPRAPNYHRFALDSPPQAPRRSSNSSITKKGSRRSSGSSPTRHTTRV
5p_eAsh1 GASASSAPEPSAPTKSGKMRSRSSEPVRPKAYAPEPRAPNYHRFALDEPPQAPRRSSNSSITKKGSRRSSGSEPTRHTTRV
                 *  *            *         *  *         *                        *
7p_Ash1  GASASSAPSPSTPTKSGKMRSRSSSPVRPKAYAPSPRSPNYHRFALDSPPQAPRRSSNSSITKKGSRRSSGSSPTRHTTRV
7p_eAsh1 GASASSAPEPSEPTKSGKMRSRSSEPVRPKAYAPEPREPNYHRFALDEPPQAPRRSSNSSITKKGSRRSSGSEPTRHTTRV
Ash1, eAsh1, & partially phosphomimicked variantsID
* T/S converted to E in phosphomimic
Figure 6.13: (a) The sequences of Ash1 and eAsh1 compared to the two permutants with
3 (7p Ash1) and 5 (5p Ash1) phosphorylation sites replaced by alanine. (b) All sequence
variants designed using an unbiased algorithm to properly sample Ω.
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6.3.8 The Compensatory Conformational Changes Allow Global
Invariance
We quantified secondary structure propensities by comparing NMR derived Cα, Cβ, C’
and N chemical shifts with random coil values. We used three different methods (SSP,
ncSCP, and δ2D) to convert the measured chemical shifts to estimates of local structural
propensities [85, 363, 570]. Although there is reasonable agreement among the estimates
obtained using the three methods, there is also considerable variation suggesting the need
for caution in extracting precise quantitative trends from the experimental data. We also
used the simulated ensembles for Ash1 and eAsh1 to calculate local structural propensities.
In order to avoid comparisons among metadata, we compared the results from our analysis
of experimental data to analysis of simulation results that are based on backbone / angles
as implemented in the BBSEG algorithm that is part of the CAMPARI modelling suite (fig
6.15).
Overall, the local structural propensities calculated from simulations agree with the consen-
sus interpretation that emerges from analysis of experimental data. All four methods point
to an increase in α-helical propensities upon phosphorylation. This increase in helicity is
around residue 430-435 and residue 470-480.
We also examined the propensities for polyproline II (PPII) conformations (fig. 6.13). Al-
though there are modest changes in PPII propensities upon phosphorylation, both ensembles
appeared to have a relatively high PPII propensity across the entire sequence. Analysis of
the simulation results using BBSEG and of the experimental data using δ2D allow us to
evaluate the PPII propensity for each residue. We also evaluated the simulated ensembles
for persistent PPII preferences across consecutive stretches along the linear sequence. This
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Figure 6.14: RG versus the fraction of PPII content for Ω permutants. The global fraction
of PPII conformations was calculated from simulations of all Ω permutants listed in fig. 6.5.
There is no correlation between increased PPII propensities and RG values
analysis suggests that while individual residues have distinct preferences for the PPII basin
of Ramachandran space, these local preferences derive from uncorrelated transitions into and
out of the PPII basin. Accordingly, the expansion of Ash1 cannot be attributed to persistent
preference for PPII helices, which require that at least three consecutive residues simulta-
neously occupy the PPII basin. Instead, the overall expansion of Ash1 can be attributed
to the synergistic combination of proline and charge contents, the uniform mixing of these
residues, the local stiffening due to proline residues, and the favourable solvation of charged
residues. To further explore the relationship between PPII and conformational behaviour
we examined the correlation between total fractional PPII behaviour and global dimensions.
We found no correlation between global PPII occupancy and the RG values for the series of
Ω permutants of Ash1 (fig. 6.14), suggesting that sequences with similar PPII propensities
can have very different RG values.
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Figure 6.15: Secondary structure propensities from chemical shift data and simulation. The
circles define the position of phosphosites. (a, b) Secondary structure propensities for Ash1
(black) and pAsh1 (red) calculated from Cα, Cβ, and C’ chemical shifts using SSP and
ncSPC [363,570]. (c, d) Secondary structure propensities for Ash1 (black) and pAsh1 (red)
calculated from Cα, Cβ, C’ and N chemical shifts using δ2D [85]. (e, f) Secondary structure
propensities for Ash1 (black) and pAsh1 (red) calculated from atomistic simulations using
the distributions of backbone dihedral angles (BBSEG).
246
We next asked if the invariance of global conformational properties between Ash1 and pAsh1
/ eAsh1 might derive from compensatory changes in the patterns of preferred intramolecu-
lar distances. Using the ABSINTH-based ensembles for Ash1 and eAsh1 we calculated the
ensemble-averaged distances between the centers-of-mass of every unique pair of residues
in the sequence. Figure 6.16a shows the raw data with the upper triangular portion cor-
responding to Ash1 and the lower triangular portion corresponding to eAsh1. Given the
coil-like nature and the wide range of inter-residue distances within the ensembles for both
sequences, it is difficult to uncover the important distinctions between the two ensembles.
This is remedied by calculating normalized distances, whereby the distance for every pair
of residues is normalized by the value we obtain for the sequences in the EV limit. These
two-dimensional scaling maps are shown in fig. 6.16b. The scaling maps reveal the following
insights: Residues 455-460 in eAsh1 make long-range contacts with spatial separations in the
range of 25 - 35 A˚ with residues 474-490. Residues 455-460 contain four phosphosites and
two Arg residues, whereas the region spanning 474-490 contains eight Lys/Arg residues and
one phosphosite. This suggests the presence of non-local, intermediate-range electrostatic
interactions between a cluster of positively charged residues near the C-terminal region and
a cluster of negatively charged residues in the central region. These complementary, non-
local electrostatic interactions engender a modest compaction with respect to the EV limit
that is not observed in the Ash1 ensemble. However, the effects of compaction are offset by
expansion vis-a-vis the EV limit across the region spanning residues 450-470. An explicit
example of the local compensatory changes is shown in fig. 6.16c, where the dimensions of
two sub-peptides examined in the context of Ash1 and eAsh1 are compared. We attribute
this expansion to enhanced electrostatic repulsions and the favourable free energy of solva-
tion of the negatively charged residues within this region. Finally, we observe a modest local
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compaction and longer-range expansion for the region spanning residues 435-440, which is
attributable to the increased α-helix propensity upon phosphorylation (figs. 6.15 and 6.16b).
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Figure 6.16: (a) The distance map summarizes the average distance between each pair
of residues in Ash1 (upper triangle) and eAsh1 (lower triangle). Both Ash1 and eAsh1
show apparently uniform expansion across all length scales, consistent with expanded, coil-
like ensembles sampled by both sequences. (b) All inter-residue values in panel (a) were
normalized using the inter-residue distances from an EV simulation for Ash1 (upper triangle)
and eAsh1 (lower triangle). This leads to a normalized scaling map. Regional biases for
compaction (scaled distances less than unity) or expansion (scaled distances greater than
unity) become clearer when operating in a normalized distance space. (c) We calculated the
local RG associated with two sub-peptides in the context of the full chain to demonstrate the
compensatory changes observed in Ash1 vs. eAsh1. The 30-residue stretch between residue
440 and 470 is more expanded in eAsh1 than in Ash1, while the 30-residue stretch between
residues 470 and 500 is more compact. These regions were identified from the scaling maps
in panel (b).
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Importantly, the changes observed within the eAsh1 ensemble are mutually compensatory.
This is an example of intra-chain screening that is a central tenet of Flory’s theory for
realizing unperturbed global dimensions [180]. Repulsive interactions that lead to local /
non-local chain expansion are screened by the effects of attractive interactions that lead to
local / non-local chain contraction. Since these compensatory interactions involve partially
overlapping regions of the sequence, the intra-chain screening leads to unperturbed chain
dimensions when compared to the unphosphorylated ensemble. Additionally, the negligible
salt dependence of the phosphorylated ensemble is explained by weak screening provided
by solution ions when compared to the screening of repulsive interactions by attractive
ones that are encoded by the sequence, which also controls the effects of post-translational
modifications.
Compensatory changes in conformational dynamics are amenable to scrutiny via NMR relax-
ation methods. Figure 6.17a and b show a comparative analysis of the spin-lattice relaxation
rates (R1) and the spin-spin relaxation rates (R2) for Ash1 versus pAsh1. While R1 rates and
heteronuclear NOE values (fig. 6.17c and d) are similar for both Ash1 and pAsh1, there are
discernible jumps in R2 rates in clusters along the pAsh1 sequence [293]. These enhanced
R2 rates are indicative of a slowdown in local dynamics upon phosphorylation caused by
transient interactions, in agreement with the proposed model of competing local / nonlocal
interactions. Specifically, enhanced R2 rates in the central region (∼450-460) and less pro-
nounced clusters toward the C-terminus are consistent with the main regions identified from
analysis of simulation results as being involved in long-range electrostatic interactions upon
multisite phosphorylation.
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Figure 6.17: (a) Ash1 (black) and pAsh1 (red) R1 rates and (b) R2 rates. Phosphorylation
sites are marked by red circles. Enhanced R2 rates for pAsh1 are in agreement with compet-
ing transient interactions. (c) Heteronuclear NOE values were collected with a 3.5 second
relaxation delay and with and without a 5 second presaturation delay. NOE values for Ash1
(black) and pAsh1 (red) recorded at 278 K. (b) NOE values for Ash1 recorded at 298 K. The
pH was lowered to 5.8 to minimize loss of signal due to solvent exchange. Low temperature
NOE values are nearly uniformly high. For Ash1, values are reduced to near zero or negative
at room temperature.
6.4 Discussion
6.4.1 Context is a Crucial Modulator of Conformational Behaviour
Overall, the simulation results provide a nuanced description of how multisite phosphory-
lation might influence the conformational properties of Ash1. The effects of local / non-
local expansion and compaction involving partially overlapping sequence regions leads to
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unperturbed global dimensions with respect to the unphosphorylated Ash1. This Flory-like
screening of intra-chain attractions by repulsions is encoded by the amino acid sequence
of Ash1, which controls the overall conformational properties prior to and upon multisite
phosphorylation. With regard to the latter, it is worth noting that the patterning of proline
and charged residues with respect to all other residues changes only slightly upon multisite
phosphorylation. This is quantified in terms of the value of Ω which changes from 0.1 to
0.13 (fig. 6.11a) implying a uniform dispersion of proline and charged residues along both
sequences.
Our NMR data do not directly report on weak, transient compensatory local / non-local
interactions, which seem to be the driving forces of the expanded global dimensions of Ash1
and pAsh1. However, the lack of observable stable structural motifs such as persistent salt
bridges, and the highly averaged chemical shifts are consistent with transient, competing
interactions in Ash1 and pAsh1. In long IDRs, the balance of local / non-local interactions
strongly depends on their patterning along the sequence and this determines whether in-
teractions spanning distinct spatial scales reinforce or compete with each other. In shorter
peptides, the competition from truly long-range interactions is absent. Hence, the effect of
local interactions on the global conformational properties will be more direct. Although the
81 residue stretch is significantly larger than the 15-30 residue fragments often examined,
even in Ash1 there remains a substantial sequence context that we have ignored. There-
fore, understanding the hierarchical influence of sequence and structural contexts on the
conformational properties of IDRs remains an open challenge.
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6.4.2 Sequence Features of Ash1 are Shared by Other IDRs
We asked if the patterning of proline and charged residues with respect to other residues is
a feature that is shared by other proteins that undergo multisite phosphorylation. A conser-
vative search through the human proteome for proline-rich regions that are predicted to be
disordered and undergo multisite phosphorylation identified a number of putative candidate
regions. For the full list please see the table included in the supplementary information
associated with the published paper.
The proline-rich region of the microtubule-associated protein tau shares many of the sequence
features of Ash1; in a 90-residue stretch, it contains 13 phosphorylation sites and 22 proline
residues. A recent Fo¨rster Resonance Energy Transfer study of a 14 residue peptide extracted
from this region demonstrated an expansion upon phosphorylation [97]. Earlier studies
showed that multisite phosphorylation causes local conformational changes, as determined by
NMR, while global dimensions measured by SAXS remain unperturbed in a phosphomimetic
construct [411, 525]. These observations - global insensitivity and local changes - are highly
reminiscent of our results from Ash1. The S. cerevisiae cyclin-dependent kinase (CDK)
inhibitor Sic1 undergoes multisite phosphorylation, triggering its degradation and subsequent
cell cycle progression [531, 611]. The overall dimensions of the non-phosphorylated and
phosphorylated states are highly similar as determined by SAXS and NMR, and yet there
are extensive local conformational changes [392,393].
A relatively uncharacterized protein, Chromosome alignment-maintaining phosphoprotein
(CHAMP1), contains a 350 residue, proline-rich domain that undergoes extensive CDK1-
dependent phosphorylation during mitosis. Given the results for Ash1, we may expect this
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proline-rich region to form a highly expanded ensemble, with the overall dimensions remain-
ing unperturbed in response to varying degrees of phosphorylation. This protein may act
as an electrostatically-tunable scaffold, whereby the degree of phosphorylation influences in-
termolecular repulsion without significantly altering intramolecular interactions, similar in
spirit to the proposed mechanism associated with neurofilament sidearms [311].
We also found a number of disordered regions that undergo multisite phosphorylation that
do not have the sequence characteristics of Ash1. These sequences are deficient in proline
residues and they are weak / strong polyampholytes rather than polyelectrolytes. How
these different regions respond to multisite phosphorylation will depend on their specific
sequence contexts and the patterning of relevant residues therein. A key question is if all
IDRs that undergo multisite phosphorylation will show a global conformational insensitivity
to phosphorylation? Clearly, in some proteins, specific local / non-local interactions form
efficiently, because of a lack of competing interactions along the chain. As an example, the
protein 4E-BP2, which regulates the initiation of cap-dependent mRNA translation, folds
into a stable structure upon multisite phosphorylation that is able to form a complex with
its binding partner eIF4E [23]. In this case, multisite phosphorylation generates synergistic,
long-range conformational changes. These must be encoded in the sequence as well, albeit
by different sequence features.
Our findings for Ash1 and pAsh1 lead to the proposal of a synergistic relationship between
proline and charged amino acids that results in expanded conformations of a disordered
protein that undergoes multisite phosphorylation, irrespective of its phosphorylation state.
Importantly, proline residues appear to offer a mode of local expansion that is independent
of the charged residues a property that may be desirable in regions that undergo reversible
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changes in local charge density mediated by phosphorylation. IDRs that undergo multi-
site phosphorylation may in general utilize such proline-based conformational buffering to
provide access to modifying enzymes and downstream signalling effectors. Further work
is needed to determine the connections between sequence encoded global and local confor-
mational properties and the functional consequences for IDRs prior to and upon multisite
phosphorylation.
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Chapter 7
Exploring the Unfolded State Under
Folding Conditions
The following section is taken from a manuscript with the working title Direct Observation
of a Protein Folding Contraction and Evaluation of Unfolded State Properties
using Non-Invasive Time-Resolved FRET by I. Peran*, A.S. Holehouse*, R.V. Pappu,
I.S. Carrico, O. Bilsel, and D.P. Raleigh (*denotes co-first authors). All experimental work
(and associated data analysis) discussed in this chapter was performed by I.P. and O.B.
A.S.H. performed all simulation analysis. Proteins were prepared and characterized by I.P
in the laboratory of D.P.R at the Stony Brook University and rapid kinetic measurements
were made in the laboratory of O. B. at the University Massachusetts Medical School by I.P.
and O.B.
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7.1 Introduction
Despite being the focus of intensive study for over forty years, many questions surround-
ing protein folding remain unanswered. Recently, there has been substantial progress in
characterizing folding pathways using a combination of novel experimental approaches and
improved computational methods [105,339,617]. However, the initial stages of protein folding
remain unclear, even for simple single domain globular proteins which undergo an apparent
two-state folding transition [219,255,352,557,661].
The unfolded state under highly denaturing conditions is well described by the infinite chain
limit for a polymer in a good solvent - a self-avoiding random walk. It is highly expanded with
reduced local and long-range interactions when compared to the native state [297,591,641].
In contrast, the unfolded state under folding conditions remains less well characterized.
Folded globular proteins are typically compact, and their global dimensions are reasonably
well described as a polymer in a poor solvent [144]. Given these observations, upon dilution
from high concentrations of denaturant into native conditions, an expanded and unfolded
globular protein must undergo a collapse transition to progress to its compact native state.
A rapid collapse upon dilution has been observed in refolding experiments for some, but
not all proteins [255,352,661]. Determining the position of the collapse transition along the
folding reaction coordinate and characterizing the conformational propensities of unfolded
ensembles prior to and following this collapse are essential steps towards deciphering the fold-
ing mechanism, and for developing a complete understanding how the amino acid sequence
determines the solution behaviour of proteins.
If collapse precedes folding then the ensembles populated following collapse but prior to the
folding transition will be most representative of the unfolded state populated under native
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conditions. These states are more relevant to protein folding in a cellular setting than the
high denatured unfolded state, and provide an appropriate reference state for thermodynam-
ics measurements. The properties of the unfolded state also influence the tendency of proteins
to aggregate, with important implications for protein design and human disease [160, 259].
While our focus here is on the unfolded states of foldable proteins, numerous functional pro-
teins are constitutively unstructured under native conditions. For these intrinsically disor-
dered proteins (IDPs), a better understanding of the unfolded states under native conditions
of foldable proteins provides an orthogonal set of insights to enhance our understanding of
the relationship between primary sequence and conformational ensemble [127,158,604].
Perturbing conditions such as high concentrations of denaturant, extreme temperature, and
extreme pH, are widely employed to populate the unfolded state so that it can be studied
at equilibrium. Expanded unfolded states are sampled in high concentrations of denaturant
due to favourable interactions between the protein backbone and sidechains with denaturant
[60, 297, 387, 592]. Despite this expanded behaviour, transient long range contacts can form
in the urea unfolded state at levels significantly higher than expected for a polymer in a truly
good solvent [293,377]. The formation of long-range contacts in the unfolded state are fully
compatible with random coil scaling laws and with radii of gyration (RG) that are expected
for highly unfolded states. It remains unknown if the same contacts are formed in unfolded
states in the absence of denaturant.
By definition, the unfolded state under native conditions is transient the free energy bal-
ance strongly favours the folded state and protein folding is usually highly cooperative.
Consequently, the study of this transient state requires high time resolution measurements
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to ‘catch; the unfolded state before folding has occurred. The combination of rapid mix-
ing techniques with spectroscopic measurements has allowed the direct interrogation of un-
folded states under near native conditions in the absence of strongly destabilizing muta-
tions [48,492,655]. SAXS integrated with stopped-flow or microfluidic mixing has also been
used to study the early stages of protein folding upon dilution out of high concentrations of
denaturant. SAXS experiments have often - but not always - failed to detect collapse prior
to the folding transition for two-state folding proteins of < 150 residues [12, 255, 291, 661].
FRET experiments, also in combination with stopped-flow or microfluidic techniques, sug-
gest that the collapse of the unfolded state occurs rapidly and prior to the folding transi-
tion [11, 20, 59, 352, 509]. Single-molecule fluorescence experiments have also revealed that
some proteins exhibit a continuous contraction of the unfolded state as the concentration of
denaturant is decreased [136,234,244,522,538,577,673].
Collectively, these experiments yield conflicting views of chain compaction and of the un-
folded state under native conditions. This may reflect the fact that different proteins behave
differently, but there may also be a contribution from the inherent limitations of each method.
SAXS provides global information about RG and, with high enough signal-to-noise data, in-
formation about overall shape. However, it also offers limited structural resolution, requires
high protein concentrations for adequate signal to noise, is more sensitive to expanded con-
formations, and can be insensitive to transient long range contacts [347,377]. FRET provides
specific pairwise distance distributions and can be performed at lower protein concentrations.
Although it is potentially more sensitive to the presence of long-range contacts and compact
conformations, ensemble averaged and single molecule FRET studies make use of bright
dyes, which are invariably large and which have large R0 values. Appending large aromatic
dyes connected by flexible linkers can perturb the system, especially for small single domain
proteins, while the inherent large R0 (see chapter 2 for further discussion on FRET) means
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that the experiment can be less sensitive to the conformational transitions which occur on
the length scale associated with collapse in small single domain proteins. In addition, extrac-
tion of pairwise distances and global properties from FRET data depends on an underlying
model to translate transfer efficiencies into distances, which can introduce biases into the
interpreted distances [428,552].
To obtain a high-resolution description of the unfolded state under native conditions we
combined time resolved FRET with time resolved SAXS, extensive simulations, and polymer
theory. The N-terminal domain of the ribosomal protein L9 1-56 (NTL9) was used as a model
systems, as it shows well defined two-state folding behaviour and has been extensively in the
context of protein folding [10,98,233,308,376,377,617]. We monitored chain collapse in real
time using a sensitive and non-perturbing FRET method that exploits p-cyanophenylalanine
(FCN) and Trp pairs. FCN is the cyano analog of Tyr and, unlike large dyes traditionally
used, represents a minimally perturbing substitution. FCN acts as the donor to Trp and the
R0 is 16 A˚ [597]. The residue can be incorporated into proteins using solid phase peptide
synthesis or recombinantly using the 21st pair technology of Schultz and Mehl [395,626]. FCN
fluorescence can be excited selectively in the presence of Trp and Tyr and the fluorescence
decay of FCN is single-exponential, facilitating the analysis of time-resolved studies.
We used time-resolved FRET to measure multiple pairwise distance distributions for the
unfolded state populated under strongly denaturing conditions (10 M urea) and under native
conditions (1 M urea). Continuous-flow methods interfaced with time-resolved detection were
used to measure pairwise distance distributions for the unfolded protein in 1 M urea, after
dilution out of high denaturant. The FRET studies were complimented by continuous-flow
SAXS measurements. The protein folding time is on the order of 2.5 ms, while the FRET
and SAXS measurement dead times are 85 µs and 200 µs, respectively. Finally, a globally
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consistent ensemble of 60,000 conformations was generated using all atom simulations. The
data reveals that for NTL9, modest contraction occurs rapidly, on a time-scale faster than
folding. The global ensemble-average dimensions of the chain are representative of a flexible
polymer in a Θ solvent, but the chain contains fluctuating native and non-native elements
of structure which are more persistent than the contacts sampled in high concentrations of
urea. The study highlights the power of non-perturbing fluorescence probes for following
rapid conformational changes, and the importance of combining multiple pair positions to
construct an accurate, global description of the conformational behaviour.
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7.2 Methods
7.2.1 Protein Expression and Purification
p-Cyanophenylalanine (FCN) was incorporated into NTL9 using 21st pair technology devel-
oped by the Schultz and Mehl labs [395, 626]. A copy of the wild-type NTL9 gene in the
pBAD plasmid (the empty pBAD plasmid was obtained from Prof. Ryan Mehl) was used for
mutagenesis. The codon for Tyr 25 was mutated to either Phe (donor only, to avoid unde-
sirable FRET between FCN and Tyr) or Trp (donor/acceptor). The codon for the position
at which FCN was introduced was mutated to TAG. The following residues were mutated
to FCN: K2, K10, Q33, N42, and N43. There were two additional K2FCN constructs for
which the acceptor was placed at either position 33 or 51 instead of at Y25 by mutating
Gln or Lys, respectively. For these constructs, Tyr 25 was mutated to Phe to avoid any
undesirable FRET with Tyr. In total, there are seven donor/acceptor constructs: Q33FCN-
Y25W, K10FCN-Y25W, N42FCN-Y25W, N43FCN-Y25W, K2FCN-Y25W, K2FCN-Y25F-
Q33W and K2FCN-Y25F-K51W.
The pBAD plasmid carrying the NTL9 gene along with the pDule plasmid (also obtained
from Prof. Mehl), which encodes the aminoacyl tRNA/tRNA synthetase pair, were co-
transformed into BL21-AI cells. 4 ml of overnight cell culture was added to arabinose auto-
induction media that was prepared as described in J.T. Hammill et. al3. FCN was dissolved
in 18 MΩ H2O for a final concentration of 125 mM (NaOH was added for a final concentration
of 160 mM to fully dissolve the amino acid). Dissolved FCN was quickly added to media
for a final concentration of 1 mM and cells were incubated at 37 ◦C for approximately 24
hours while shaking. Cells were then pelleted by centrifugation at 5,000 rpm for 15 min
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and the pellet was stored at -80◦C until purification. Wild-type NTL9 used for small-
angle X-ray scattering studies was expressed as previously described4. For purification,
cell pellets were suspended in 20 mM Tris buffer at pH 7.5 and lysed by sonication or
using a Constant Systems cell disrupter. Protein was purified from the supernatant by
cation-exchange chromatography, followed by reverse-phase HPLC on a Vydac C8 or C18
preparative column. For purification with HPLC, an A-B gradient system was used in which
buffer A consisted of 0.1% (v/v) solution of trifluoroacetic acid (TFA) in water, and buffer B
consisted of 90% (v/v) acetonitrile, 10% (v/v) water, and 0.1% (v/v) TFA. The expression
yield was between 10 mg and 30 mg for all mutants, which is 10-40% of the wild-type
yield. The purity of each construct was checked using analytical HPLC with a Vydac C18
analytical column. Matrix-assisted laser desorption ionization time-of-flight (MALDI-TOF)
mass spectrometry was used to confirm the molecular weight.
7.2.2 Variant Stability
Seven distinct variants of NTL9 containing FCN and Trp were designed and generated.
Matrix-assisted laser desorption ionization time-of-flight (MALDI-TOF) mass spectrometry
was used to confirm the molecular weight of each species. Variants containing the donor
only and the donor in the presence of acceptor were prepared recombinantly using 21st pair
technology developed by the Schultz and Mehl labs. All the mutants are folded as judged
by CD, are not significantly destabilized compared to the wild-type protein, and all display
sigmoidal unfolding transitions (fig. 7.1). Only one of the variants, N43FCN, is destabilized
by > 1 kcal/mol relative to wild-type. However, the CD spectrum of this mutant is very
similar to that of wild-type NTL9, indicating that overall native secondary structure is not
perturbed. Observed relaxation rates in 1 M urea were determined for the variants from
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continuous-flow experiments and do not deviate significantly from that of the wild-type
protein.
CD spectra were collected on an Applied Photophysics Chirascan instrument and on an
AVIV CD spectrometer. Lyopholized protein was dissolved in 20 mM sodium acetate buffer
with 100 mM NaCl at pH 5.5 The concentration of protein was 15 - 25 µm. Spectra were
recorded at 25◦C. CD-monitored urea denaturation experiments were collected on an AVIV
CD spectrometer and on an Applied Photophysics Chirascan instrument. Lyophilized pro-
tein was dissolved in 20 mM sodium acetate buffer with 100 mM NaCl with and without
10 M urea. The protein concentration was 18 - 22 µm. Denaturations were performed at
25◦C. The concentration of urea was determined by measuring the refractive index. The con-
centration of protein was estimated using the FCN absorbance measured at 280 nm based
on an extinction coefficient () of 850m−1 cm−1 (for donor only mutants) or the combined
FCN and Trp absorbance measured at 280 nm and based on a total  of 6350m−1 cm−1 (for
donor/acceptor mutants). Denaturation curves were fit to equations 7.1 and 7.2
θ222 =
an + bn[DEN ] + (ad + bd[DEN ] exp
(−∆G◦([DEN ])
RT
)
1 + exp
(−∆G◦([DEN ])
RT
) (7.1)
Where
∆G◦([DEN ]) = ∆G◦(H2O)−m[DEN ] (7.2)
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Q33FCN–Y25F & Q33FCN–Y25W 
K10FCN–Y25F & K10FCN–Y25W
A42FCN–Y25F & A42FCN–Y25W 
N43FCN–Y25F & N43FCN–Y25W Wildtype
K2FCN–Y25F & K2FCN–Y25W 
K2FCN-Y25F-Q33F & K2FCN-Y25F-Q33W
K2FCN-Y25F-K51F & K2FCN-Y25F-K51W 
Legend for panels H and I only
Figure 7.1: (A) to (F) shows CD spectra of FCN-Trp variants compared to wild-type NTL9.
Wild-type (black), donor only (blue), donor + acceptor (red). (A) Q33FCN-Y25F (blue),
Q33FCN-Y25W (red) (B) K10FCN-Y25F (blue), K10FCN-Y25W (red) (C) A42FCN-Y25F
(blue), A42FCN-Y25W (red) (D) N43FCN-Y25F (blue), N43FCN-Y25W (red) (E) K2FCN-
Y25F (blue), K2FCN-Y25W (red) (F) K2FCN-Y25F-Q33F, K2FCN-Y25F-Q33W (red).
Spectra were recorded at 25 ◦C in 20 mM sodium acetate and 100 mM NaCl at pH 5.5.
The protein concentration was 15-25 µm. (G) Steady-state fluorescence monitored urea de-
naturation of K10FCN-Y25F. The protein was dissolved in 120 mM sodium acetate buffer
at pH 5.5. The protein concentration was 17 µm and the experiment was performed at 20◦C.
(H) and (I) show plots of the fraction unfolded versus urea concentration. (H) Donor only
(I) Donor + acceptor with colors as defined in the legend.
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7.2.3 Equilibrium Time-resolved Fluorescence
Time-resolved fluorescence experiments were performed at the University of Massachusetts
Medical School in Worcester, MA. All plastic microcentrifuge tubes, conical tubes, pipet
tips, and 96-well plates used in sample preparation were sonicated in and washed extensively
with 2% Hellmanex III solution (Helma Analytics) and distilled water prior to use in order
to reduce background fluorescence arising from impurities on the plastics. For equilibrium
experiments, dry protein was dissolved in 120 mM sodium acetate buffer at pH 5.5 with or
without 10m urea for a final protein concentration of 19-25 µm. NaCl was not used since
Cl- quenches FCN fluorescence and would complicate data analysis. The folding stability
and rate of NTL9 is the same under the modified buffer conditions. The concentration of
urea was determined by measuring the refractive index. The concentration of donor only
proteins was estimated using the FCN absorbance measured at 280 nm and the concentration
of donor/acceptor proteins was estimated using the combined absorbance of FCN and Trp
measured at 280 nm. Samples at different urea concentrations were loaded on a 96-well plate
using an automated titrator. Fluorescence lifetime measurements were performed on a home-
built time correlated single photon counting (TCSPC) apparatus. FCN was preferentially
excited at 240 nm using the tripled output of a 10 W Verdi (Coherent) pumped Ti:sapphire
laser (Coherent Mira). The repetition rate was 3.8 MHz. Fluorescence was collected through
a bandpass filter (FF01-292/27, Semrock, Rochester, NY) and a Glan-Taylor polarizer at the
magic angle. A PMH-100-6 photomultiplier tube connected to a SPC150 photon counting
card (Becker-Hickl, Berlin, Germany) was used for TCSPC. All measurements were made at
20± 1 ◦C.
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7.2.4 Continuous-Flow Time-Resolved Fluorescence
For all kinetic experiments, lyophilized proteins were dissolved in 120 mm sodium acetate
buffer with 9.5m urea at pH 5.5 and passed through a 0.22 µm syringe filter during injection
into the sample loop. The refolding buffer was 120 mM sodium acetate at pH 5.5 with no
urea. All flow rates to the mixer were adjusted so as to achieve a 10-fold dilution for a final
urea concentration of 0.95m and final protein concentrations between 15 and 25 µm. The
initial protein concentrations were 300 µm for K2FCN-Y25F, Q33FCN-Y25F and Q33FCN-
Y25W and 150µm for K2FCN-Y25W in 20 ml of 9.5 M urea.
A 50 µm × 100 µm quartz mixer was used. Flow to the mixer was provided by two syringe
pumps (Isco) operating at a combined flow-rate of 4 ml min−1 which corresponds to a linear
velocity of 82.5 µs mm−1. Protein solutions in 9.5 M urea were pumped into the mixer by
buffer with the same urea concentration at a flow-rate of 0.4 ml min−1. The protein solution
was mixed with dilution buffer which was pumped at a flow-rate of 3.6 ml/min. The time
for complete mixing of solutions was 70 µs. Decays were collected in 7 µs step sizes and
all decays up to 1963µs were used in the analysis. For refolding of K10FCN and N43FCN
pairs, protein was dissolved in 20 ml urea buffer to a concentration of 250 µs. A 50 µm ×
100 µm quartz mixer was used. The combined flow-rate to the mixer was 4 ml min−1 which
corresponds to a linear velocity of 82.5 µs mm−1. Protein solutions in urea were pumped into
the mixer by buffer at the same urea concentration at a flow-rate of 0.4 ml/min and the
dilution buffer was pumped at a flow-rate of 3.6 ml/min. The time for complete mixing of
solutions was 85 µs. Decays were collected in step sizes of 9 µs and all decays up to a folding
time of 2404 µs were used in the analysis. For experiments with the N42FCN constructs the
initial protein concentration in 10 M urea was 250 µs. A 70 µs × 100 µs quartz mixer was
used.
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Protein in 9.5 M urea was pumped into the mixer at a flow-rate of 0.6 ml/min and diluting
buffer was pumped at 5.4 ml/min for a combined flow-rate of 6 ml/min. This corresponds to
a linear velocity of 85 µs mm−1. Time for complete mixing was 41 µs. Decays were collected
in step sizes of 41µs and all decays up to a folding time of 2348 µs were used in the analysis.
K2FCN-Y25F-Q33F/W constructs were dissolved in 9.5 M urea for an initial concentration
of 500µm. A 70µm × 100 µm quartz mixer was used. The protein in 9.5 M urea was
pumped through the mixer at 0.3 ml min−1 and diluting buffer was pumped at 2.7 ml/min
for a combined flow-rate of 3 ml/min. The time for complete mixing was 68 µs. Decays were
collected in step sizes of 34 µs and all decays up to a folding time of 2059 µs were used in the
analysis.
7.2.5 Equilibrium SAXS
All small angle x-ray scattering experiments were performed at the Advanced Photon Source
at the Argonne National Laboratory in Illinois. Scattering profiles were collected for wild-
type NTL9 as a function of urea concentration between 0 and 10m urea. The protein con-
centration was 3.3 mg ml−1 in 120 mm sodium acetate at pH 5.5 and varying concentrations
of urea.
7.2.6 Continuous-Flow SAXS
A total of 4 re-folding experiments were performed to obtain adequate signal to noise. Dry,
wild-type NTL9 protein was dissolved in 120 mm sodium acetate at pH 5.5 with 8 M urea
for a final protein concentration of 25-35 mg ml−1. NTL9 was also dissolved in 1 M urea for
a final protein concentration of 4 mg ml−1 to collect the scattering curve for the folded state
267
endpoint. Protein solutions were filtered through a 0.22 µm syringe filter during injection into
a 5 ml sample loop. Protein solution in 8m urea was pumped into the mixer at a flow-rate
of 0.5 ml min−1 and diluting buffer was pumped at 3.5 ml/min to achieve a final urea con-
centration of 1 M and final protein concentration of 3.1-4.4 mg ml−1. The time for complete
mixing was 178 µs and scattering profiles were collected in 13 µs step sizes. Scattering curves
collected between 178 µs and 3976 µs were used in the analysis. Experiments were performed
at 25◦C. NaCl was eliminated so that samples were collected under the same conditions as in
FRET experiments. The concentration of urea was determined by measuring the refractive
index. The concentration of protein was estimated using the Tyr absorbance measured at
280 nm based on an  of 1490 /m/cm.
7.2.7 Recording and Analysis of Time Resolved Fluorescence
The folded state florescence lifetime data was fit to a Gaussian distribution, with the mean
distances range from 8 A˚ for the 33FCN-W25 pair to 21 A˚ for the 42FCN-W25 and 22FCN-
W33 pairs. The high denaturant unfolded state was fit separately to a Gaussian distribution
and to a wormlike chain (WLC) model, taking into account diffusion during the excited-
state lifetime. Both models have been used to fit FRET data, but our results here show no
dependence on which of the models is used, providing confidence that the underlying model
is not biasing the derived distances [216,428,552].
Singular value decomposition (SVD) analysis of the continuous-flow data in 1 M urea gives
a maximum of two components along both the folding and time correlated single photon
counting (TCSPC) axis. The amplitude of the major and minor SVD components along the
folding time axis fit well to a single exponential model, consistent with two-state folding (fig.
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7.7). This allowed us to globally analyze the continuous-flow data using a two-population
model, folded and unfolded. The observation that the data is well fit using two SVD com-
ponents does not mean that the unfolded state properties are independent of urea, and clear
differences between the 10 M and 1 M unfolded states are observed. As before, the unfolded
states were fit to Gaussian distribution and the WLC model with diffusion. The WLC model
contains only the amplitude and persistence length as fitting parameters and this allows a
diffusion parameter to be introduced without over-parameterizing the fits. Although the
absolute value of the distances is slightly different between the Gaussian distribution and
WLC models, fits to both models with and without diffusion indicate significant compaction
of the protein upon dilution out of high denaturant. The greatest extent of collapse is seen
for the two variants that probe the largest sequence separation, 2-25 and 2-33 (fig. 7.9).
The mean distance in the unfolded state derived from WLC analysis of the Fcn2-Trp25 pair
is 36.5 A˚ in 10 M urea and 21.4 A˚ in 1 M urea, while the mean distances observed for the
Fcn2-Trp33 pair are 40.1 A˚ in 10 M urea and 24.1 A˚ in 1 M urea.
7.2.8 Analysis of Equilibrium Fluorescence Data
To determine the ∆G◦ and m-values for each construct, SVD analysis was performed on
each data set containing fluorescence lifetime decays as a function of urea concentration. All
equilibrium denaturations were described by a minimum of one to three components. The
amplitudes of the components were fit globally to a two-state folding model where the ∆G◦
and m-values. The m-value was either a freely floating parameter or fixed to the wild-type
value of 0.66 kcal mol−1m−1 kcal mol-1 M-1.
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The instrument response function was obtained by either recording a scattered light signal
or by maximum entropy numerical deconvolution from the fluorescence decay of free FCN,
which is single exponential. Donor only decays were fit to single or double exponential models
re-convoluted with the instrument response function in order to obtain the lifetime values in
the absence of acceptor which were subsequently fixed in the analysis of the donor/acceptor
decays. Donor/acceptor decays were fit several ways. One method involved an analytic
function described by a Gaussian for the native state (see eq. 7.3 and 7.4):
Ida(t) =
∫
lc
0
ld(t)p(r) exp
{
− t
τD
[
1 +
(
R0
r
)6]}
dr (7.3)
Here lc is the contour length between the donor and acceptor in A˚ and is calculated as 3.8N ,
where the prefactor of 3.8 A˚ corresponds to the distance between two consecutive Cα atoms
and N is the number of amino acids between the donor and acceptor. τD is the lifetime of the
donor in the absence of acceptor, R0 is the Fo¨rster radius which was previously determined
to be 16 A˚ for the FCN-Trp pair5, r is the distance in A˚ and the distance distribution p(r)
is
p(r) = a exp
(−(r − ω)2
2σ2
)
(7.4)
where p(r) is the probability of finding the donor and acceptor pair separated by r, a is the
amplitude, ω is the center of the distribution in A˚, and σ is the width of the distribution
in A˚. The adjustable parameters in the fits are a, ω and σ. Donor/acceptor decays were fit
270
using either a Gaussian (eq. 7.3) or the Ha-Thirumalai wormlike chain (WLC) model for
the unfolded state (eq. 7.5)
p(r) =
4piNr2
l2c
(
1−
(
r
lc
)2)9/2 exp
 −3lc
4lp[1−
(
r
lc
)2
]
 (7.5)
where N is the normalization constant, lc is the contour length in A˚, and lP is the persistence
length in A˚. The adjustable parameters in the fits are the lp and the amplitude of the
distribution. Diffusion between donor and acceptor during the excited-state lifetime of the
donor was modelled using:
∂N¯(r, tTCSPC)
∂t
=
{∑
i
ai
τi
[
1 +
(
R0
r
)6]}
·N¯(r, tTCSPC)+ 1
N0(r)
∂
∂r
[
N0(r)D(r)
∂N¯(r, tTCSPC)
∂r
]
(7.6)
where
N¯(r, tTCSPC) =
N∗(r, tTCSPC)
N0(r)
(7.7)
In this equation, N∗ is the excited state population at time tTCSPC following excitation, N0
is the distribution at t = 0 and D is the diffusion coefficient.
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7.2.9 Analysis of Continuous-Flow Time-Resolved Fluorescence
Data
Decays for the donor only protein and for the donor/acceptor were each initially processed
using the CF-TCSPC data processor written in LabVIEW (National Instruments). Summa-
tions, corrections, subtractions and SVD analysis were performed using this software. The
amplitudes of the major and minor SVD components as a function of folding time fit well
to a single-exponential model indicating that folding is two-state, and that the data can be
analyzed in terms of two populations, folded and unfolded. The data matrix was then ex-
ported and loaded into the software package Savuka where global analysis was performed on
the decays [209]. Donor only decays as a function of folding time were fit globally to obtain
the lifetimes in the absence of acceptor. Lifetimes across all decays were linked and remained
constant as a function of folding time, but the fractional amplitudes of each lifetime com-
ponent varied. Donor only lifetimes and fractional amplitudes were fixed during analysis of
donor/acceptor data. Donor/acceptor fluorescence decays were fit using two distributions.
The distance distribution for the folded state was modeled using a Gaussian distribution
while the distance distribution for the unfolded state was modelled using either a Gaussian
distribution or WLC model. Diffusion in the unfolded state was taken into account when
fitting using the WLC model. Rapid compaction of the unfolded state occurs within the dead
time of the instrument and thus the high urea unfolded state is not observed. Parameters
of the folded and unfolded distance distributions (mean, FWHM, lp, and the diffusion coef-
ficient) were linked and remained constant as a function of folding time, while the relative
amplitudes of the folded and unfolded distributions (populations of each state) varied.
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7.2.10 Analysis of Equilibrium SAXS Data
In order to obtain the radius of gyration (RG), the Kratky plot, and the pairwise distance
distribution function P (r) at high urea, scattering curves collected at 9, 9.2, 9.3, 9.5, 9.6,
9.8 and 9.9 M urea were averaged. Scattering curves contained 1308 points along the q-axis
and every three points were averaged so that the final scattering curve contained 433 data
points. The P (r) was determined using the data analysis software ATSAS8. The radius of
gyration was obtained using the Guinier approximation:
I(q) = I(0) exp
(−R2Gq3
3
)
(7.8)
Where I(q) is the intensity at scattering vector q. The Guinier approximation is valid for
qqmax with qmax×RG ∼ 1.3 for globular molecules such as folded proteins, and qmax×RG ∼
0.8 for extended molecules. The range is thus more limited for unfolded proteins than for
folded proteins. Using qmax × RG between 0.90 and 1.08 (10 fewer/greater number of data
points) provided a similar value for RG (23.4 - 23.7 A˚). The RG becomes progressively smaller
if qmax RG > 1.08 is used, and is 22.6 A˚ if the range is extended to that commonly used for
globular particles, qmax ×RG = 1.26.
7.2.11 Analysis of Continuous-flow SAXS Data
Four refolding experiments were performed on wild-type NTL9 in which scattering curves
were measured as a function of refolding time. Scattering curves were collected between 50.8
and 3976µs in step sizes of 12.7 µs. The earliest time-point included in the analysis was
177.8 µs. The dataset was fit globally to a combined kinetic-equilibrium model in order to
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determine the extrapolated scattering profiles at t = 0 (unfolded state) and t = ∞ (folded
state), and also to take into account any initial folded state population.
A B
Folded
1 M urea
10 M urea
Folded
1 M urea
Figure 7.2: (A) Kratky plots for wild-type NTL9. Folded state in 1 M urea (black), un-
folded state in 1 M urea (green), unfolded state in 10 M urea (red). Plots for the folded
and unfolded proteins in 1 M urea (black and green) are from the global analysis of the
continuous-flow refolding experiments. Results for the protein in 10 M urea (red) are from a
separate equilibrium experiment. (B) P (r) distribution obtained using the scattering curves
determined from the global analysis of the continuous-flow data. Folded state (black) and
unfolded state (green) in 1 M urea.
The radius of gyration was obtained using the extrapolated scattering profiles for the folded
and unfolded states and the Guinier approximation (equation 7.8). The values obtained for
RG are similar (18.9 - 19.2 A˚) if qmax RG is varied from 0.97 to 1.25 (10 fewer/greater number
of data points). The pair distribution for the folded and unfolded states in 1 M urea was
calculated using ATSAS.
274
7.2.12 Monte Carlo Simulations
The simulations were conducted using the CAMPARI Monte Carlo simulation engine and the
ABSINTH implicit solvent model. Parameters were taken from the abs3.2 opls.prm parame-
ter file. Ten independent simulations were performed at each of the following temperatures:
[240, 260, 280, 290, 300, 310, 320, 330, 340, 345, 350, 355, 360, 365, 370, 375, 380, 390, 400,
430, 450, 500]. The ensembles generated at each temperature consisted of 60,000 configura-
tions. Conformations that contained less than 50% native contacts were kept as part of the
unfolded ensemble. The simulations were analysed using the CTraj analysis framework (see
chapter 9).
Simulations of the excluded volume (EV) ensemble, Flory Random Coil (FRC) ensemble, and
Lennard-Jones (LJ) ensemble were performed as described previously (see chapter 5). The
EV, FRC, and LJ ensembles generated correspond to an NTL9 specific ensemble behaving
as a polymer in a good, Θ, or poor solvent, respectively. For ensembles in the EV limit,
all attractive Hamiltonian components are set to zero, while the repulsive components from
the Lennard-Jones potential drive chain expansion due to steric repulsion. For ensembles
in the FRC limit, the dihedral angles sampled in the FRC simulations were taken from a
residue-specific database of known allowed dihedrals. The residue local steric behavior was
included and all other Hamiltonian components were set to zero. For ensembles in LJ limit,
attractive and repulsive Lennard-Jones Hamiltonian terms are allowed, but all other terms
(e.g. solvation, electrostatics, etc.) are turned off, such that the only attractive interactions
are chain-chain.
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7.2.13 Evaluation of Reweighted Ensembles
The ensemble generated at 375 K, upon minor re-weighting, best matched both the FRET
and SAXS experimental data for the unfolded state in 1 M urea. Previous results have
shown that the simulated ensemble at 390 K matches the 8 M urea unfolded ensemble, and
describes how the un-reweighted ensembles were identified [377].
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Figure 7.3: A comparison of the loss of entropy and poorness of fit associated with the
various reweighted ensembles. The ensemble at 375 K minimizes both the poorness of fit
and the loss of entropy. Not all simulation temperature are shown as they are substantially
lower in terms of fit quality and loss of entropy.
7.2.14 Procedure for Ensemble Reweighting
The entropy change and the goodness of fit of the simulated histograms to the experimen-
tally determined WLC models varied for the different ensembles. The best fit and smallest
decrease in entropy was obtained using the ensemble at 375 K. The loss of entropy is a
measure of overfitting and the 10% reduction in entropy (∆S = −0.5) observed indicates a
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small perturbation to the original ensemble. This procedure yields a unique global solution
in which the reduced χ2 value is minimized and the entropy is maximized. This method
was developed by Leung et al. explicitly for the re-weighting of large ensembles to match
experimental data and provides a robust, powerful, and efficient approach [324].
The loss of entropy experienced upon re-weighting was calculated using
∆S =
(
−
∑
p0i log(p
0
i )
)
−
(
−
∑
pRWi log(p
RW
i )
)
(7.9)
Where i corresponds to each conformation, p0i is the weight for conformation i in the un-
weighted ensemble (1/N , where N = number of conformations), while pRWi represents the
probability of the ith conformation in the re-weighted ensemble.
The re-weighted ensembles were obtained by re-weighting five of the six distances to match
the experimental results. The pairs 25-42 and 25-43 are so close in that we found no difference
if both were included, so to minimize the perturbation to the ensemble only one of the two
(25-42) was included. The distances at 375 K closely resembled the experimental FRET
distances even before reweighting. Four of the six pairs (25-33, 10-25, 25-42, 24-43) are almost
indistinguishable from the FRET derived distances (fig. 7.4A - D). The remaining two (2-25
and 2-33) showed a bimodal distance distribution before reweighting (fig. 7.4E and F). One
of the peaks overlap with the experimentally determined WLC distribution, while the other
was centered at a significantly higher distance. After re-weighting the distribution centered
at higher distances was lost and the distribution that overlaps with the experimentally
derived WLC model increased in population. The WLC model makes numerous simplifying
assumptions and will not be a perfect representation of the distance distributions within the
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1 M urea unfolded ensemble due to the structural heterogeneity and the presence of local
and long-range contacts, which are not considered in the model.
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Figure 7.4: The impact of re-weighting shown for each of the distances, comparing the
distance distribution between the WLC distribution (yellow), un-weighted simulation (red),
and re-weighted simulation (blue). For pairs (A) 25-33, (B) 10-25, (C) 25-42 and (D) 25-43
the un-weighted and re-weighted simulations are extremely close, suggesting these distances
do not require significant re-weighting. For the two furthest pairs (E) 2-25 and (D) 2-33,
a bimodal distribution emerges from the simulation ensemble. The re-weighting serves to
redistribute these two populations, generating a unimodal distribution that is consistent with
the WLC model.
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7.2.15 Polymer Scaling Analysis in Finite Chains
We used a model free method to determine the scaling exponent νapp (see chapter 2 for
an discussion on ν vs νapp. As a reminder, the global scaling behaviour of a finite-length
polymer can be written as
RG = A0N
νapp (7.10)
For heteropolymers, we can analyze the scaling behaviour using internal scaling profiles.
This approach determines νapp and A0 using the following relationship
24
log(〈〈ri,j〉〉 = νapp log(|i− j|) + A0 (7.11)
Using this relationship and the set of data for rij and |i− j| generated by the ensembles, we
scan across all reasonable combinations of A0 and ν
app to identify the pairwise combination
of A0 and ν
app to that gives rise to the best fit to the data. The resulting fitting-landscape
is convex, with a single minimum corresponding the best νapp and A0 values.
Polymer scaling theory was developed in the context of polymers of infinite length. While
it has proven to be remarkably powerful for large macromolecules, the applicability of these
analyses to much shorter polypeptides raises some questions regarding the impact of finite
size effects. To determine A0 and ν
app, we found that if all |i− j| sequence separations were
24Of note - we find essential identical results when using
√
〈〈r2i,j〉〉 instead of 〈〈ri,j〉〉, and have extensively
explored the various options for fitting to internal scaling behaviour in many different systems. The
√
〈〈r2i,j〉〉
is formally correct, and will be used for scaling exponent estimation going forward
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used, the derived scaling exponents for well-defined ensembles (e.g. polymers in a good or
Θ-solvent) were slightly too large, a result consistent with previous work, and due to the
fact that a significant number of the |i− j| distances are too short to experience true scaling
behaviour [377]. In addition to this, we found a strong dependence on the ‘dangling ends’ of
the chain, due to the fact that there is only a single pair of residues that shows |i−j| = Nres,
such that if either of the end-residues engage in specific intramolecular interaction this can
provide an unreasonably highly weighted disruption to the apparent scaling behaviour.
To account for this, we identified two corrections to be performed when fitting the inter-
nal scaling data. Firstly, we identified a minimum threshold |i − j| where a good-solvent
simulation gave a scaling exponent of 0.59 (|i − j| threshold = 15), and verified that this
minimum threshold could reproduce scaling exponent of ∼0.5 for a Θ-solvent simulation.
We also discarded the five largest sequence separations (i.e. |i− j| > (Nres− 5) to avoid the
dangling-ends having a significant impact on scaling behaviour, although. We then analysed
all simulation data in a self-consistent manner. Consequently, while we have identified clear
trends in A0 and ν
app, the exact values should be treated as qualitative estimates, as opposed
to concrete and exact values.
The scaling exponent νapp identified in this approach is identical to ν in equation 7.10.
However, A0 is, qualitatively, a factor of ∼
√
6 different from R0. Consequently, for the 1 M
urea DSE R0 is approximately 2.6 (slightly larger than the values reported for fully unfolded
proteins in this study and in previous studies [297]). Setting A0 to 2.6 and ν to 0.48 and
using the relationship defined in equation 7.10 yields an expected RG of 18.0 A˚, in good
agreement with the value obtained from SAXS (RG = 19.1 A˚) and simulation (RG 18.9 A˚).
We hypothesize that this slightly larger A0 value reflects an increase in effective monomer
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size brought about by the formation of local structure, which also contributes to an effective
increase in persistence length.
7.3 Results
NTL9 is 56 residues in length and is one of the simplest examples of a common mixed α-β
fold, known as the split β−α−β motif [233]. The domain folds in a two-state fashion under
a broad range of conditions and has been shown to contain residual structure in the unfolded
state populated under native conditions [10,98,308]. The folding time constant of wild-type
NTL9 in 1m urea, pH 5.5 is 2.4 ms, allowing much of the folding process to be accessed using
continuous-flow methods. NMR experiments have been conducted using a variant with a
pair of destabilizing mutations in the hydrophobic core, resulting in an unfolded population
of 70% under native conditions that is in slow exchange with the folded state. Analysis
of the NMR data showed that the unfolded state under native conditions contains residual
α-helical secondary structure and both native and non-native long-range contacts between
hydrophobic residues [376].
7.3.1 FRET Constructs Show Wildtype-Like Stability & Folding
Rates
A set of seven variants of NTL9 containing FCN and Trp were prepared using 21st pair
technology. Sites were selected to probe a range of positions and to ensure that FRET pairs
span a range of sequence separations (fig. 7.5).
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Figure 7.5: (A) Ribbon diagram of NTL9 native state (PDB code: 2HBB) showing the
location of Trp-25. The N terminus is labelled. (B) Primary sequence of NTL9. (Top) The
location of Trp-25 is shown in red and the location of the 5 FCN substitutions which are
paired with Trp-25 are colored blue. (Bottom) Residues 2 and 33 as well as residues 2 and
51 were used to prepare additional FCN-Trp pairs and the position of these Trp residues is
colored green. The schematic diagram below the sequence illustrates the secondary structure.
(C) The FRET derived distances for the native state of NTL9 compared to the ring-to-ring
distances taken from the crystal structure.
The sequence separation between donor and acceptor varies from 8 to 49 residues, while the
distance between the sites (Cβ-Cβ) varies from 11 to 21 A˚ in the native state. All seven
were well folded, displayed sigmoidal unfolding profiles, and showed similar CD profiles to the
wildtype protein (fig. 7.1). The distances derived from equilibrium FRET measurements
of the folded protein under native conditions show perfect agreement with the expected
distances derived from the crystal structure (fig. 7.5), demonstrating that the dyes do not
perturb the folded tertiary structure, and that we are able to extract meaningful distances
from the FRET distributions. Taken together these data suggest that the dyes are non-
perturbing, yet offer precise local distance information.
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7.3.2 The Unfolded State in 10 M Urea is Expanded
We first characterized the folded state and the 10 M urea unfolded state at equilibrium to
establish baselines for comparison to the data collected in continuous-flow mode. Folded
state measurements were made in 1 M urea since this corresponds to the final conditions
in the continuous-flow mixing studies, and represents a ‘native’ condition where the protein
is ∼100% folded (fig. 7.1). The fluorescence lifetime data was fit to extract distance dis-
tributions between donor and acceptor in the folded state and in the high urea unfolded
state (fig. 7.6). The folded state was fit to a Gaussian distribution and gives, as expected,
narrow distributions (fig. 7.9 ) that show excellent agreement with the crystal structure
(fig. 7.5C). The high denaturant state was fit separately to both a Gaussian distribution
and wormlike chain (WLC) model with diffusion, with both fitting methods yielding nearly
identical results. The distributions for the unfolded protein are much broader and show a
monotonic increase in mean distance vs. sequence separation, as expected for an expanded
chain in high denaturant (fig. 7.8).
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Figure 7.6: Representative fluorescence lifetime measurements. Data is shown for the
FCN10-W25 pair. Donor only curves are in blue, donor plus acceptor in red. Residuals
are shown below. (A) Equilibrium data in 0 M urea. (B) Equilibrium data in 10 M urea.
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7.3.3 The Unfolded State Populated in Low Concentrations of
Urea is More Compact
Fluorescence lifetime measurements were conducted in combination with continuous-flow
mixing to allow fluorescence decays to be collected as a function of refolding time (fig. 7.7).
Rapid collapse is observed within the 50 - 100 µs dead time of the instrument. The wild-type
NTL9 folding time in 1 M urea is 2.4 ms, indicating that collapse occurs on a much faster
time-scale than folding. Singular value decomposition (SVD) analysis yields a maximum of
two components, the amplitudes of which fit well to a single exponential model, consistent
with two-state folding, allowing a global analysis using a two-state model.
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Figure 7.7: Continuous-flow fluorescence decays as a function of folding time for the FCN10,
W25 pair. The dead time was 85 µs. Decays were fit globally to a two population model.
A Gaussian distribution was used for the folded state and a wormlike chain model for the
unfolded state.
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The unfolded state contracts rapidly and fluorescence data collected at the earliest time
points is already sampling a more compact unfolded state than in 10 M urea. Data for
each variant was fit globally using a Gaussian distribution for the folded state and a WLC
model or a Gaussian distribution for the unfolded state. Both models suggest significant
compaction of the unfolded state upon dilution to 1 M urea. Most notably, the two pairs
at greatest sequence separation (FCN2-Trp25 and FCN2-Trp33) exhibit a 40% contraction
in the unfolded state in 1 M urea relative to the 10 M urea unfolded state. The changes
observed for the other FRET pairs range from 12 to 31%.
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Figure 7.8: The unfolded state is expanded in high denaturant but is more compact in low
denaturant. Mean distance versus the separation in primary sequence. NTL9 unfolded in
10 M urea (red circles), NTL9 unfolded state populated in 1 M urea (green squares), and
NTL9 folded in 1 M urea (black diamonds).
Figure 7.8 describes the relationship between sequence separation and spatial separation for
the protein in 1 M and 10 M urea. At 10 M urea the profile generated is largely consistent
with that of a polymer in a good solvent. At 1 M urea, the non-monotonic increase in distance
with sequence separation is a hallmark of well-defined anisotropic interactions indicative of
a more compact conformation, and is inconsistent with a homopolymer in a good solvent or
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Θ-solvent. In summary, the FRET results suggest that significant and rapid collapse occurs
upon dilution from 10 M to 1 M urea.
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Figure 7.9: FRET provides evidence for compaction. Ribbon diagrams illustrating the loca-
tion of the FRET pairs are shown together with the distance distributions. Red: Unfolded
state in 10 M urea, Green: Unfolded state in 1 M urea, Black: Folded state in 1 M urea. The
folded and unfolded distributions in 1 M urea were extracted from the global fit to the FRET
data. The unfolded state was modeled as a wormlike chain and a Gaussian distribution was
used to model the folded state distribution.
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Continuous-flow SAXS data was also collected on wild-type NTL9. A major technical chal-
lenge with these experiments originate from the combination of the small dimensions of
protein and the presence of urea, meaning the contribution of the protein to the total scat-
tering is low. Protein, initially in 8 M urea, was diluted 8-fold to a final concentration of 1
M urea. The RG of NTL9 in 10 M urea was determined from equilibrium experiments to be
23.5±0.7 A˚ which is in excellent agreement with prior equilibrium SAXS studies of the urea
unfolded state [376, 377]. The measured RG for the folded state in 1 M urea is 12.8 ± 0.2
A˚ and for the unfolded state in 1 M urea is 19.1 ± 0.9 A˚ (fig. 7.10). The SAXS data thus
indicates a more modest (∼19%) compaction upon dilution out of high denaturant than
the FRET data does. The Kratky plot for the folded state shows a peak, characteristic of a
globular conformation (fig. 7.2). Conversely, a monotonic increase with increasing scattering
angle is seen for the unfolded state in 10 M urea, indicating a highly-expanded chain (fig.
7.2). Similar behaviour has been observed for other globular proteins in high concentrations
of urea and for IDPs with a high proline content [63,202]. The Kratky plot for the unfolded
protein in 1 M urea is very different, and a plateau is observed at increasing q values indicat-
ing a less extended ensemble. The SAXS result suggest that the unfolded state under native
conditions is somewhat more compact than at 10 M urea, but is still relatively expanded.
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Figure 7.10: Guinier analysis of SAXS data. (A) Continuous-flow data for the native state
in 1 M urea. (B) Continuous-flow data for the unfolded state in 1 M urea. (C) Equilibrium
data for the unfolded state in 10 M urea.
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7.3.4 Simulations Demonstrate that SAXS & FRET are Consis-
tent
The time resolved FRET and SAXS results for NTL9 in 1 M urea suggest seemingly contra-
dictory results. The FRET data suggest a substantial collapse coupled with the formation
of well-defined interactions, causing a deviation in intra-chain distances from the expected
behaviour for a polymer in either a Θ-solvent or a good solvent. In contrast, SAXS results
demonstrate a modest contraction, but are inconsistent with a sharp collapse. To explore
this apparent discrepancy, we used all-atom Monte Carlo simulations with the ABSINTH
implicit solvent model to generate a series of denatured state ensembles (DSEs) and asses if
the results from FRET and SAXS are mutually compatible.
We generated denatured state ensembles of NTL9 at a range of temperatures. We had pre-
viously used this approach to show that the DSE generated at 390 K is as a good proxy
for the solution behaviour of NTL9 in 8 M urea [377]. Considering this, we sought to iden-
tify an ensemble where the derived C-C pair-distances distributions taken from the set of
donor/acceptor pairs used for FRET matched the experimentally obtained distance distri-
butions. While several ensembles yielded pair distance distributions that were qualitatively
similar to the FRET distance distributions, none were quantitatively identical. To alleviate
this issue we used a χ2 minimization and entropy maximization approach (COPER) to re-
weight each denatured state ensemble to match the FRET data [324]. We then selected the
re-weighted ensemble that showed the smallest decrease in entropy and best agreement with
the FRET data. The best fitting and least perturbed re-weighted ensemble was generated
by re-weighting the DSE generated at 375 K, which after re-weighting so good agreement
with the FRET derived distances (fig. 7.11 and fig. 7.4). The mean RG obtained from this
re-weighted ensemble (referred to hereafter as the 1 M urea DSE) is 18.9 A˚, in excellent
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agreement with the value derived from SAXS (19.1 A˚, see fig. 7.11B), demonstrating the
FRET and SAXS results, while apparently contradictory, and entirely mutually consistent.
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Figure 7.11: Comparison between the experimental results for the 1 M urea unfolded state
and the 375 K reweighted ensemble (1 M urea DSE). (A) Intrachain distances obtained from
FRET efficiency results (experiment) compared to the CB-CB distance extracted from the
unfolded ensemble. (B) Radius of gyration obtained from SAXS (experiment) compared
to the ensemble average radius of gyration obtained from simulation. In both cases the
simulation-derived values show good agreement with the experimental results, demonstrating
that FRET, SAXS, and simulation are mutually compatible.
7.3.5 The DSE in 1 M Urea Experiences Native & Non-Native
Interactions
The 1 M urea DSE correctly reproduces the FRET and SAXS results, suggesting it represents
a good model for the 1 M urea unfolded ensemble. Considering this, we examined several
other structural and polymeric properties of the 1 M urea DSE to gain additional insight
into the conformational behaviour of the unfolded state under folding conditions. The en-
semble displays native and non-native contacts, extensive but transient long and short-range
interactions, and residual native secondary structure (fig. 7.12 and 7.13). These structural
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elements are more persistent than is observed for proteins in 8 M urea, and this unfolded
state is more compact than is observed for most proteins in a high concentration of denat-
urant [20]. Taken together, these results suggest that, far from a random coil, the unfolded
state under native conditions shows sequence-specific native and non-native conformational
and structural preferences.
7.3.6 The DSE Shows Θ Solvent-Like Behaviour Under Folding
Conditions
The scaling exponent ν quantifies the relationship between the global dimensions of a polymer
and the degree of polymerization (number of monomers). This relationship is described by,
√
〈R2G〉 = A0N νapp (7.12)
where RG is the radius of gyration, A0 is a prefactor, N is the number of monomers in the
chain (amino acids in a protein). In a poor solvent, ν is approximately 1/3 with chain-
chain interactions being preferred over chain-solvent interactions, leading to a compact and
globular ensemble. In a theta (Θ) solvent, polymer-polymer and polymer-solvent interactions
are perfectly counterbalanced and ν is approximately 1/2, leading to large conformational
fluctuations and a maximally heterogeneous ensemble [348]. A chain in the Θ-limit behaves
as a Flory Random Coil (FRC), also known as an ideal chain or a random flight chain [360].
In a good solvent, ν is ∼ 3/5 and the chain is highly expanded due to favourable chain-
solvent interactions. A protein in a high concentration of denaturant behaves globally as
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a chain in a good solvent, while folded proteins can be described by a scaling relationship
consistent with a chain in a poor solvent [144,297,377].
We generated an NTL9 specific Θ-solvent ensemble as described previously (see chapter 5 for
further discussion). The 1 M urea DSE shows ensemble-averaged internal scaling behaviour
consistent with a polymer in a Θ-solvent (fig. 7.12D). To further explore this result, we
determined that ν ≈ 0.48 for the 1 M urea DSE. Local and non-local intramolecular inter-
actions cancel out across the ensemble-averaged chain to yield global properties consistent
with a chain in an approximate Θ-solvent. This would result in experimentally determined
global ensemble average properties such as the RG and the Kratky plot from SAXS to yield
results similar to those expected for an ideal chain of equivalent length. The FRET-derived
distances provide a probe of specific local conformational behaviour, and demonstrate confor-
mational behaviour inconsistent with those expected for a true ideal chain. Taken together,
these results suggest that for NTL9 the unfolded state shows global conformational behaviour
consistent with a polymer in a Θ-solvent while simultaneously experiencing long and short
range native and non-native interactions.
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Figure 7.12: Simulation summary figure. (A) Difference contact map (1 M urea - native
state contact map). Positive values correspond to non-native interactions. (B) Difference
contact map (1 M urea - 8 M urea contact map). Positive values correspond to interactions
observed at 1 M but not 8 M urea. (C) Scaling maps normalized by the Θ ensemble scaling
map. Cooler colors correspond to regions that are closer together than would be expected in
the Θ-state, while hotter colors correspond to regions that are further away. (D) comparison
of internal scaling profiles for NTL9 in a good solvent (yellow), Θ-solvent (pink) and from
the 1 M urea ensemble (blue). In a globally averaged analysis, the 1 M urea ensemble shows
conformational behaviour consistent with a polymer in a Θ-solvent, despite the presence of
well-defined secondary and tertiary structure. (E) Presence of native contacts and secondary
structure in the 1 M urea ensemble. The native state secondary structure map is shown above
in green for reference.
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7.3.7 Denatured State Ensembles Show Complex Behaviour
We quantified native contacts, the apparent scaling exponent (νapp), and global dimensions
(RG) for the DSEs generated at 500 K to 280 K (fig. 7.13). Even at 355 K to 375 K,
where the un-weighted ensembles show ν ≈ 0.59, we observe modest but significant global
contraction and the formation of native contacts. While we have no experimental results
with which to compare these this analysis to, it is important to highlight that there is
no fundamental incompatibility between ‘good solvent’ scaling behaviour, reduced global
dimensions, and the formation of native (and presumably non-native) contacts. Given the
extended formation of native structure at these lower temperature (compare 355 K to 375 K)
one might expect FRET and SAXS results to becoming increasingly divergent as well defined
local conformational preferences cause deviations from homopolymer based statistical models
while global, ensemble average behaviours are much less perturbed.
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Figure 7.13: For denatured state ensembles generated at 500 K to 280 K we quantify the
residue-specific density of native contacts (central heat map), radius of gyration (left hand
section) and apparent scaling exponent νapp (right hand section). The reweighted ensemble
is highlighted in the dashed box and with green bars. While the 1 M urea ensemble shows
native contacts global behaviour consistent with a polymer in a Θ-solvent, ensembles with
ν closer to 0.59 (good solvent) are also demonstrate significant native contacts, suggesting
that the apparent scaling exponent may not be sensitive to the formation of local contacts
and long-range interactions, or a contraction of the radius of gyration, a result consistent
with previous work [376].
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A0, an extracted parameter that is directly proportional to R0 (eq. 7.12) shows a non-
monotonic behaviour, with an inflection point at around 350 K (fig. 7.14). The physical
origin of A0 is a convolution of chain persistence length and the volume occupied by a
single monomer, suggesting that this may provide a useful order parameter with which to
identify the formation of more persistent structure. It also suggests that the often-stated
assumption that A0 (or as it is sometimes written R0) is solvent-quality independent may not
be valid. Finally, this inflection point coincides with the global maximum in conformational
heterogeneity of NTL9 (fig. 7.14 and figure 4B of Lyle et al. [348]), suggesting that for
ensembles of finite polymers, heterogeneity may be a useful measure for considering the
formation of local and long-range order in the unfolded states.
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Figure 7.14: We quantified A0 based on our internal scaling fits, and found anon-monotonic
relationship in which A0 decreases from the athermal limit towards∼350 K, at which point A0
rapid increases again (panel A). A0 can be considered a combination of the average volume
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point may reflect the onset of stable structure formation. A similar peak is observed when
examining the backbone-derived heterogeneity; the most heterogeneous ensembles also have
the lowest A0 value (panel B). Panel C provides a summary of the different scaling behaviours
for real data, simulations, and theoretical limit behaviour.
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7.4 Discussion
In this work, we offer a high-resolution description of the unfolded state under native con-
ditions obtained through a combination of multiple novel and non-invasive FRET probes
coupled with time resolved FRET measurements, time resolved SAXS, extensive all atom
simulations, and polymer theory. Taken together, our results suggest the unfolded state
more compact than the fully denatured state yet still relatively expanded, conformationally
heterogeneous, and engages in the formation of extensive secondary and tertiary structure
elements of both the native and non-native variety.
7.4.1 NTL9 Obtains Consistent Results Between SAXS and FRET
These results are in good agreement with recent computational studies of protein L, where a
modest compaction in the unfolded state is observed before folding, and of a 17% contraction
in the unfolded state of ubiquitin upon dilution from 6 M to 0 M GdmCl [354,477]. Native and
non-native interactions that preceding folding and are driven by hydrophobic residues have
been identified in the early stages of monellin folding, consistent with a model of structure
formation in which hydrophobic residues pre-organize the unfolded state to facilitate folding
[11,12,48,204,655]. The results are also fully in line with a series of recent papers examining
the unfolded behaviour of proteins, and in agreement with earlier work on protein folding
[20,59,468,673].
These studies highlight the utility of minimally perturbative unnatural amino acids as probes
of protein structure. We expect that the FCN-Trp pair will facilitate studies of single domain
protein dynamics or subdomains within larger proteins. Stability measurements demonstrate
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that FCN is a relatively non-perturbative substitution in NTL9, not only for Tyr and Phe,
but also for Lys and Gln. The attachment of larger fluorescent dyes to single domain proteins
has led to arguments that the fluorophores may be inducing the chain to collapse. These
studies demonstrate that contraction is observed even using the least perturbative probes.
7.4.2 Extensive Conformational Heterogeneity Emerges Under Na-
tive Conditions
The conformational heterogeneity associated with unfolded proteins, especially in the un-
folded state, is shown by the non-monotonic relationship between sequence and spatial sep-
aration in fig. 7.8. This behaviour highlights the importance of probing multiple regions
within the chain to obtain a full description of the ensemble. Moreover, the relatively short
spatial distance between probes reduces the ‘extrapolation’ provided by polymer models, as
demonstrated by the fact that both the WLC with diffusion and the Gaussian distribution
yield similar distances. When probe distances are large the gamut of conformational be-
haviour that could occur in the intervening space is extremely likely to be underestimated
by even sophisticated polymer models. By combining multiple FRET pairs over a rela-
tively short distance the uncertainty associated with the FRET-to-distance conversion is
minimized.
The unfolded state of NTL9 contains both native and nonnative elements of structure. The
1 M urea ensemble contains residual native helical structure in regions corresponding to the
first and second α-helix. Previous NMR experiments performed on the destabilized double
mutant, V3A-I4A, have also detected residual helical structure in the absence of denatu-
rant for both helices, however, the extent was greater for the second rather than the first,
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C-terminal α-helix [376]. Experiments performed on peptide fragments, two of which corre-
sponded to the first and second α-helix, have shown that the second helix partially forms in
isolation while the first does not [308]. Helical structure in the C-terminal helix thus requires
only local contacts to form, while the first helix may be stabilized by tertiary interactions.
In the NMR studies using V3A/I4A, the truncation of two hydrophobic residues, V3 and
I4, which form hydrophobic clusters with residues in regions of the first helix, may act to
destabilize the first α-helix in V3A-I4A. These residues may participate in long-range inter-
actions in the wildtype protein, and residual helical structure in the region of the first helix
may be more strongly stabilized.
Previous results indicated the presence of both native and non-native contacts in the unfolded
ensemble in 8 M urea, and both native and non-native contacts are observed in the 1 M
ensemble in the present study. Indirect experiments probing the unfolded state of NTL9
have shown that lysine-12 forms non-native electrostatic interactions in the unfolded state,
and that this residue is coupled to the formation of hydrophobic clusters that are distant
from K12 both in primary sequence and spatially in the folded structure [99]. NMR PRE
experiments combined with Monte Carlo simulations have provided evidence for hydrophobic
cluster formation in the 8 M urea unfolded ensemble [377]. Many of the residues involved
in these clusters are conserved among different NTL9 sequences. It has been proposed that
hydrophobic clusters of Leu, Ile, Val and Phe occur in the unfolded state because they are
formed early in folding [655].
Several roles for non-native contacts in the unfolded state have been proposed. Hydrophobic
clustering may reduce the likelihood of aggregation that may be initiated from exposed
hydrophobic residues. Studies have reported that certain non-native interactions can lower
the free energy barrier for folding and increase the folding rate, and that non-native contacts
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can act to constrain the formation of native contacts [42, 84, 108, 168, 458]. Other studies
have argued that non-native contacts do not usually play a role in the folding mechanism,
but may nonetheless influence folding rates and modulate free energy landscapes [45,201].
At first glance the FRET and SAXS results may seem at odds. The FRET data indicates
significant collapse of the unfolded state under folding conditions, with some segments expe-
riencing up to 40% compaction. The SAXS data indicates a more modest ∼20% contraction,
and examination of the Kratky profile indicates that the unfolded state does not assume an
overall globular conformation. Monte Carlo simulations, however, show that the FRET and
SAXS results are consistent. The unfolded state is heterogeneous; certain regions of the
protein experience significant collapse while others remain relatively expanded. The overall
ensemble-average dimensions resemble that of a polymer in a Θ-solvent. Such global prop-
erties have been reported for several other proteins that were studied using single-molecule
FRET and/or SAXS [20,59,628,673]. The previous FRET studies only examined a construct
with labels at the N and C-termini, and was thus unable to probe local conformational pref-
erences and distinguish heterogeneous collapse from uniform collapse. SAXS measurements
can only report on overall chain properties. The fact that the global dimensions of the 1 M
urea unfolded ensemble of NTL9 resemble a chain in a Θ-solvent does not mean that the
unfolded state behaves as an ideal chain, devoid of long range conformational preferences.
On the contrary, we provide direct evidence for heterogeneity within the ensemble and the
presence of significant elements of structure. The ensemble consists of molecules that rapidly
fluctuate between compact and coil-like conformations.
The interconversion between these two states may facilitate the search for the folded state
more effectively than an expanded coil-like or compact globular ensemble. In an expanded
random coil-like state, there may be little or no bias to initiate the folding process. In a
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compact globular state the rate of reconfiguration of the chain may be significantly reduced
because of internal friction and this could slow down the search for the folded state [108,
458]. Taken together, our results are consistent with an emerging picture of the unfolded
state under folding conditions behaving in an relatively expanded yet heterogeneous manner,
with nascent structure flickering into and out of existence, simultaneously facilitating the
nucleation of folding while efficiently exploring conformational space.
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Chapter 8
‘Resolving’ the Controversy Between
SAXS and FRET
The following chapter includes ideas taken from the paper SAXS vs. FRET: A Matter
of Heterogeneity by K.M. Ruff and A.S. Holehouse, to be published in the Biophysical
Journal in September 2017. It also includes ideas from the manuscript Collapse Transi-
tions of Proteins and the Interplay Amongst Backbone, Sidechain, and Solvent
Interactions by A.S. Holehouse and R.V. Pappu, which is currently under review for An-
nual Reviews in Biophysics, with an expected publication date of May 2018. All analysis and
text presented here was generated by A.S.H. The initial version of the dye-addition approach
(that has become COCOFRET) was developed by K.M.R. .
8.1 Background
The average properties of the denatured state under strongly denaturing conditions are
accurately described as a polymer in a good solvent, as demonstrated in seminal work by
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Wilkins et al. and by Kohn et al., and discussed previously in chapter 5 [297,641]. In contrast,
a molecular description of the unfolded state under low denaturant and/or folding conditions
has remained less well understood. Historically, it has been argued that the unfolded state
under low denaturant conditions exists as a fully expanded self-avoiding random walk, as a
compact but disordered globule, or as polymer in a Θ-solvent [20,59,234,255,538,673]. These
divergent descriptions originate in part from apparently contradictory results from Small
Angle X-ray Scattering (SAXS) and single molecule Fo¨rster Resonance Energy Transfer
(smFRET) experiments.
The discrepancy is summarized schematically in fig. 8.1. SAXS results have repeatedly
shown that as denaturant concentration is diluted the global dimensions of unfolded pro-
teins remain largely invariant (within some error of ∼ 1-3 A˚) before a precipitous drop in
global dimensions during folding at low denaturant concentration [128,255,457,550,628,661].
In contrast, smFRET studies have shown a continuous decrease in global dimensions as the
denaturant concentration is lowered [20, 59, 379,673]. The smFRET result suggests that in-
termediate states between the fully denatured and folded endpoints exist across a continuum
of global dimensions.
Recently, there have been several reports providing insight into the molecular origins of
this discrepancy. Elegant work from the Reddy group suggests FRET over-estimates of the
radius of gyration (RG) at high denaturant concentrations, artificially enhancing the apparent
extent of collapse [354]. Work from the Grishaev, Best, and Schuler groups provides a
rigorous molecular dissection of several proteins using four different experimental approaches,
and converge on the discrepancy originating from a combination of factors, including the
inherent sensitivity of FRET, the sensitivity of SAXS to the fitting range used for the
Guinier analysis, and challenges associated with determining the radius of gyration at low
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Figure 8.1: Stylized schematic showing the difference between SAXS and FRET. SAXS re-
sults have typically reported that chain dimensions are broadly insensitive to denaturant
concentration up to some threshold value, at which point the protein collapses and folds.
FRET results have reported that chain dimensions follow broadly follow a continuous re-
sponse to denaturant concentration.
denaturant concentrations [59,673]. A computational study by Reddy and Thirumalai offers
similar conclusions, suggesting the formation of secondary structure elements occur in the
Θ-state and precedes full folding [477].
In chapter 7 we described the conformational behaviour in the unfolded state under folding
conditions of the N-terminal domain of the ribosomal L9 (NTL9) protein. To briefly sum-
marize those results, we identified well defined sequence-encoded structural preferences in
the unfolded state under folding conditions. These structural preferences give rise to local
deviations in conformational behaviour from that expected of a polymer in a Θ-solvent, de-
spite the fact that the globally averaged values are indistinguishable from this theoretical
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limit. This result reconciles the apparently contradictory results that the unfolded state
under folding conditions can act as a crucible for folded structure (nucleation) while remain-
ing highly expanded; for a complex hetero-polymer such as a polypeptide, the simultaneous
acquisition of transient structure coupled to an expanded state appears to be an emergent
property of the amino acid sequence. In contrast, such behaviour is simply not realizable for
a homopolymer.
These results led us to wonder if the deviation between SAXS and smFRET at low concen-
trations of denaturants could, rather than cause for concern, be a hallmark of the formation
of local and/or long range structure in the unfolded state, as we had observed in NTL9.
The conversion of FRET efficiencies to distances relies on the use of polymer models. This
approach has been enormously powerful, but makes strong limiting assumptions which in
the most extreme cases require the use of entirely unrealistic parameters to fit experimental
data, indicative of failures in limiting assumptions made in the application of those models.
At high concentrations of denaturant unfolded proteins show behaviour is in good agree-
ment with standard polymer models. However, as denaturant concentration decreases and
transient long-range and local structure begins to form, the conformational behaviour of the
chain will increasingly deviate from conventional polymer models and sequence-specific local
and long range interactions begin to play an increasingly important role in determining the
conformational ensemble. We propose that as denaturant concentration is lowered, the re-
duction in solvent quality leads to a precipitous drop in the ability of homopolymer models to
accurately describe heteropolymeric ensembles. In effect, at high denaturant concentrations
the linear chemical heterogeneity encoded by a polypeptide becomes irrelevant and chain con-
formation properties are dominated by highly favourable chain-solvent interactions, yielding
a psuedo-homopolymer. As denaturant concentrations decrease, this chemical heterogeneity
has an increasing impact, and the polymer’s conformational behaviour transitions from a
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psuedo-homopolymer into a heteropolymer. Consequently, this leads to a precipitous drop
in the ability of homopolymer models to accurately capture the conformational behaviour
in a meaningful way, as sequence specific effects introduce anisotropic deviations from ideal
chain behaviour.
8.2 Methods
To test this hypothesis, we examined the unfolded state ensemble of protein L. Protein L
has been extensively studied by SAXS and smFRET under a variety of denaturing condi-
tions. We generated an unfolded-state ensemble at all-atom resolution using the CAMPARI
Monte Carlo simulation engine and ABSINTH implicit solvent model as described previously.
Specifically, starting from a random coil conformation we generated an extensive unfolded
ensemble at 375 K. We then used a post-processing approach to add ensembles of Alexa488
and Alex594 dyes to the terminal residue of each protein conformation and calculated the
converged mean inter dye distance (see chapter 9 for a full description of this process). Fig.
8.2 provides a structural rendering of what a single conformation with ’clouds’ of dyes at
each termini look like. The ensemble average FRET-derived distance is determined by com-
puting the FRET derived distance between each unique pair of dyes and computing the
average. This procedure is repeated for every protein conformation to construct an average
FRET-derived distance that is an ensemble average of ensemble averages.
We next defined a set of target distances for the dye-dye distances, and used a Maximum
Entropy and χ2 based re-weighting procedure to re-weight the ensemble to match specific
target dye-dye distances (see methods in 7 for further details). For each re-weighted ensem-
ble, we then calculated the radius of gyration (RG) using the relation R
EE
G =
√
R2EE
6
and
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Figure 8.2: Structural representation of the Alexa488 and Alexa594 dyes on a single protein
L conformation. Each dye ensemble contains several hundred unique pairs of dye conforma-
tions.
the definitive RGEOG using the full set of atomic coordinates. R
EE
G is equivalent to the radius
of gyration calculated from smFRET experiments, while RGEOG is equivalent to the radius of
gyration from SAXS.
To recast this more simply, the approach can be thought of as using the smFRET-derived
result of a continuous transition to bias the derived ensemble, and then ask how the radius
of gyration derived from these biased ensembles calculated in two different ways behave.
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8.3 Results and Discussion
The results from this analysis are shown in fig. 8.3
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Figure 8.3: Results from analysis of re-weighted ensembles. RGEOG as calculated using all
atomic positions, changes by only ∼ 2 A˚ , while REEG as back-calculated based on dye-dye
distances, changes by ∼ 12 A˚
The results obtained for this approach are quantitatively consistent with the results observed
in experiment. The RGEOG is largely insensitive to the conformational perturbation induced
by the re-weighting procedure, while the REEG changes by around 50%. This ignores any
additional influence of different analysis approaches, perturbation to the ensemble due to
dyes, inherent technique bias, or any other previously offered explanation, which we readily
agree may additional contribute to the observed differences between the methods. Instead,
our results invoke only simple polymer behaviour and conformational biases to reproduce
the observed discrepancy. Importantly, the discrepancy directly observed here is larger than
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the differences observed in real systems (which typically vary between 20-40%), hence while
this may be an extreme example, we suggest that this can account for a significant fraction
of the apparent discrepancy between SAXS and FRET.
To determine if this result is specific to protein L or a more general phenomenon, we repeated
this approach using smFRET and SAXS results examining the unfolded state of ubiquitin
at pH 2.5. Dye-dye RMSD (including linkers) for N and C terminal dyes were determined
from transfer efficiency histograms at 2 M, 4 M, 6 M and 8 M urea to be 7.7 nm, 7.0 nm,
6.3 nm, and 5.4 nm, respectively [20]. Using these values as dye-dye distance targets, we
re-weighted a denatured state ensemble of ubiquitin and calculated the derived RG values
using both methods. The results of this analysis are shown in fig. 8.4.
As with protein L, RGEOG changed by ∼ 2.5A˚, while the REEG changes by ∼ 7.5A˚. These
values are fully consistent with experimentally derived SAXS values, which at 8 M urea were
found to be 28±, 3.5A˚. In summary, the RGEOG is statistically unchanged in the re-weighted
ensembles, while the end-to-end distance-derived REEG shows a continuous transition.
Fundamentally, SAXS and smFRET report on different order parameters. The assumption
that they should match one another relies on the use of limiting case statistical polymer
models which may or may not be appropriate. These models work well in the fully denatured
state, where local and long-range conformational biases are minimal (though still present).
As denaturant concentration decreases and sequence encoded conformational preferences
become stronger one would expect these models to become less relevant. In short, given the
sequence dependence associated with intrinsically disordered proteins (IDPs), and a growing
body of evidence describing the formation of native and non-native structure in the unfolded
state, there should be no a priori expectation that SAXS and smFRET should agree at low
concentrations of denaturant.
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Figure 8.4: Results from analysis of re-weighted ensembles for ubiquitin. Dashed line shows
the SAXS derived radius of gyration obtained at pH 2.5 and 8 M urea. Note the agreement
between the SAXS derived result at 8 M urea and the RGEOG at 8 M urea is an emergent
property of the ensemble and not something prescribed in the reweighting, giving us con-
fidence this approach represents a reasonable method for the reconciliation of SAXS and
FRET results.
There are two important implications from this result. The first is that the generalization
of this idea will strongly depend on the sequence of interest and its conformational propen-
sities in the unfolded state. There may be proteins where SAXS and FRET show good
agreement, suggesting the absence of strongly anisotropic conformational preferences. At
lower denaturant concentrations there may also be sharp transitions in smFRET derived
distances as locally cooperative units fold. A critical takeaway is that no two sequences will
necessarily behave the same way, although we tentatively suggest that the prevalence of the
SAXS/smFRET discrepancy could be considered evidence for well-defined conformational
preferences in the unfolded state as a general feature of foldable proteins.
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The second implication is that the results from SAXS and smFRET experiments provide
critical and complementary information. Recent work appears to largely lay to rest the notion
that proteins in general undergo either rapid collapse to a globule before folding, or that
folding occurs as a two state phenomena from expanded self-avoiding random walk to folded
state. However, there does appears to be a modest global contraction of chain dimensions
upon dilution of denaturant, which occurs concomitantly with specific conformational biases.
In the absence of other techniques, SAXS would be blind to the extent of these conformational
biases, but an extrapolated RG based solely on end-labelled dye pairs would suggest global
dimensions drop systematically and precipitously as denaturant concentrations are diluted.
Instead, taken together, they paint a complex picture of the unfolded state, which aligns
well with a growing consensus that the unfolded state under folding conditions behaves like
a polymer in an effective Θ-solvent, albeit with anisotropic conformational preferences.
The most comprehensive approach for obtaining an accurate description of the polymeric
properties of an unfolded protein is the use of multiple FRET pairs within the same sequence,
as described in chapter 9. This can be expensive and labour intensive, but especially
when combined with other techniques such as SAXS, NMR, and simulations offers a near
unequivocal description of the solution behaviour of unfolded proteins. Finally, the ideas
presented here translate directly to IDPs, where despite their ‘unstructured’ nature, well
defined conformational preferences can be manifest through local and long range interactions
leading to deviation between limiting models and real chain behaviour as demonstrated
explicitly in recent work.
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Chapter 9
CTraj: An Analysis Framework for
All-Atom Simulations of Disordered
Proteins
The following section is taken from a manuscript in preparation with the working title
CTraj: an analysis framework for all-atom simulations of disordered proteins
by A.S. Holehouse, K.M. Ruff, J. Lalmansingh, N. Lyle, A. Vitalis, and R.V. Pappu. All
CTraj code, was written by A.S.H. The entire FRET fitting procedure was conceived of,
developed and originally deployed by K.M.R, with COCOFRET providing the convergence
filter, a higher throughput, and more general implementation. J. Lalmansingh was involved
in software testing. N.L. developed and implemented the original PRE analysis code. A.V.
developed many of the original analysis tools which have been ported to CTraj.
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9.1 Background
For many of the projects in this work, we may wish to analyse a variety of properties
associated with all-atom simulations of unfolded proteins. While various simulation analysis
packages exist, these are typically based around folded proteins and as such contain a set
of analytical tools appropriate for structural characterization but less useful for describing
ensembles of unfolded proteins [374, 384]. Conversely, the types of order parameters that
are critical for characterizing a disordered protein’s ensemble (internal scaling, end-to-end
distance, asphericity, radius of gyration etc.) are likely to be relatively uninformative when
applied to a simulation of a folded proteins. While various analysis routines are built directly
into CAMPARI, developing new bespoke analysis in FORTRAN is a challenging process due
to a general lack of modern libraries, an inability for interactive (e.g. command line) testing,
and the associated compile time.
To alleviate this issue, we have developed a simulation analysis framework specifically for
analysing CAMPARI simulations of disordered proteins. CTraj is written in the Python
programming language, and was developed with flexibility in mind. It takes advantage of
the underlying robustness of the MDTraj analysis toolkit to parse trajectory files of a wide
variety of types (pdb, xtc, dcd, netcd, HDF5) but provides a suite of novel analysis routines to
describe conformational ensembles of disordered proteins. CTraj has been used extensively
within the lab, is undergoing private beta testing by several colleagues, and is currently on
version 0.2.14 (with version 0.1.0 released in May 2015). The codebase is over 10,000 lines of
code, and has native implementations of a wide range of simulation analysis protocols. The
majority of analysis routines can also accept a vector of trajectory frame weights, allowing
re-weighted ensembles (based on COPER or T-WHAM) to be analysed directly [102, 324].
While developed specifically for CAMPARI trajectories, CTraj has been used without issue
314
for simulations performed with both GROMACS and NAMD, and is being tested by several
users outside of the lab.
The remainder of this short chapter is set up as follows. We provide an overview of the
functions provided by CTraj in the form of an infographic (fig. 9.1). We then outline the
analysis approaches that are either unique to CTraj (in as much as they are not implemented
in other analysis packages, as far as we know) or an entirely novel algorithm developed and
implemented in CTraj.
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CTTrajectory
CTProtein
get_all_SASA()
get_aminoAcidSequence()
get_asphericity()
get_CAindex()
get_clusters()
get_contact_map()
get_dihedral_mutual_information()
get_DVector()
get_end_to_end_vs_rg_correlation()
get_end_to_end_distance()
get_gyration_tensor()
get_internal_scaling()
get_interResidue_atomic_distance()
get_interResidueCOMDistance()
get_interResidueCOMVector
get_local_heterogeneity()
get_local_to_global_correlation()
get_multipleCAindex()
get_numberOfFrames()
get_numberOfResidues()
get_Q()
get_radius_of_gyration()
get_regional_SASA()
get_residue_COM()
get_residue_index_list()
get_residue_mass()
get_RMSD()
get_scaling_exponent()
get_sidechain_alignment_angle()
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get_t()
print_residues()
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An analysis framework for all-atom simulations of disordered proteins
Figure 9.1: Schematic overview of the software architecture associated with CTraj. Upon
reading a trajectory in one or more CTProtein objects are generated (one per polypeptide
chain) and various protein-specific analysis can be performed though these CTProtein ob-
jects. CTProtein objects can also be passed to CTPRE and CTsmFRET objects for PRE
and FRET based analysis.
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9.2 Methods
CTraj is written in Python programming language. The underlying input and model rep-
resentation used in CTraj is built on on MDTraj (version 1.8.0 or higher) [374]. MDTraj is
a Python-based molecular dynamics analysis framework that combines the convenience of
Python with the robustness of a well developed trajectory I/O library. The trajectory I/O
components of MDTraj are built on the OpenMM trajectory readers, affording extremely
robust and efficient and reliable input and output. Analysis tools are built using the Numpy
(version 1.12.0) or higher and SciPy libraries. Version control is provided by GitHub.
9.2.1 CTraj Unique Analysis Functions
The following represents analysis approaches used for disordered proteins but are not avail-
able out-of-the-box in other analysis packages (to the best of our knowledge).
get site accessibility(): This method allows the user to determine the solvent acces-
sibility of a given residue (or all residues of a particular type) for a probe of a given size.
This is convenient for quantifying the accessibility of (for example) hydrophobic residues
across a sequence without needing specifying which hydrophobic residues are of particular
interest. get sidechain alignment angle(): This method allows the user to quantify the
degree of alignment between a pair of sidechains. The sidechain vector is by default defined
as the Cα atom to a sidechain specific ‘master’ atom, where the master atom is sidechain
specific. The identity of this master atom can also be changed via an input argument, as
a string corresponding to the atom name. This method is useful for identifying correla-
tions in sidechain directions in an ensemble. get internal scaling(): creates an internal
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scaling vector for the sequence. See chapter 5 for a detailed discussion on internal scaling
profiles. Either center-of-mass internal scaling or Cα internal scaling can be performed.
get end to end vs rg correlation(): function that provides a formal assessment of how
well the end-to-end distances correlates with the true radius of gyration. In a true Gaus-
sian chain these two properties are directly related to one another by a functional form,
such that while the absolute values may vary depending on the the apparent solvent qual-
ity the correlation in terms of this form can be computed. Useful for assessing how well a
Gaussian chain approximation captures the conformation behaviour observed by the chain.
get dihedral mutual information(): automatically compute the mutual information be-
tween a pair of dihedral angles (backbone or sidechain). get DVector(): computes the full
D vector, as defined by Lyle et al. [348]. The D vector provides a description of how simi-
lar the combined set of conformations that make up the ensemble are to one another, and
the mean value is a reasonable (albeit un-normalized) proxy for the global heterogeneity
associated with the ensemble.
9.2.2 New Analysis Algorithms
The following represents entirely new analysis algorithms developed within CTraj.
get scaling exponent()
This is a novel algorithm that attempts to fit a subsection of the internal scaling data
to extract the apparent scaling exponent νapp. For a discussion on the meaning of νapp see
chapters 2 or 5. Various iterations of this function have been used, with the default behaviour
now fitting the expression:
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√
〈〈r2i,j〉〉 = A0|i− j|νapp (9.1)
The following two corrections for finite-chain behaviour are also made by default, although
both corrections can be modified to explore how finite-chain corrections influence the derived
νapp.
1. We use a threshold of |i − j| > 15, such that only pairwise distances used are those
where i and j are 16 residues or more apart. This threshold of 16 was predicted based
on the fact that sequence-specific fractal scaling behaviour is not expected to occur
on length-scales below the blob-size (5-7 residues), and as such a minimum of two
blob-lengths should be necessary to determine scaling behaviour. Empirically, we have
found that this threshold allows the robust reproduction of various theoretical limits.
2. We discard the five largest sequence separations to avoid a biasing influence of the
largest separations, which experience the least double averaging and are the most
sensitive to heteropolymeric deviations (i.e. |i−j| < (Nres−5)). While these deviations
are real, our goal in analyzing the scaling exponent is to identify a mean-field parameter
that captures the apparent scaling exponent, and heteropolymeric deviations should
be examined and explored using other approaches
Fitting is done in the true domain (as opposed to the log domain) to ensure all sequence
separations are equally weighted. We have previously analysed the 2D surface of νapp vs.
A0, as shown in fig. 9.2; in all cases tested this surface has been convex, with a well defined
minimum, suggesting there is always a best-fitting νapp. As ν approaches 1/3 the fractal
assumption becomes less valid. A best possible scaling exponent can still be fit, but whether
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or not the internal scaling data shows a good linear fit is a separate question. As a result,
the apparent scaling exponent is a convenient classification tool, but should be treated as a
qualitative factor who’s meaning will vary depending on the specific amino acid sequence in
question. In chapter 7 we used this method to evaluate how the scaling exponent and A0
prefactor change for unfolded ensembles as a function of temperature.
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Figure 9.2: The darker the colour the better the fit. Red dished lines show the intersection
the global minimum. Note that a range of values fit the data approximately equally well.
get local to global correlation()
To what extent do global and local distances correlate with one another? This algorithm
asks “If n pairs of residues are selected at random and used to determine the expected global
dimensions for the ensemble, how good is that prediction?”. This question is asked for
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an asymptotically large set of randomly selected pairs (where n pairs without replacement
are randomly selected in each iteration) until the average predictive power that n pairwise
distances will provide has been determined. This ensemble-average pairwise predictive power
is referred to as 〈ξn〉, where n is the number of pairs. This approach can be performed for
several different n. As an example, this analysis was performed as a function of temperature
on different ensembles of the unfolded state of NTL9 (see chapter 7 for further discussion).
For lower temperature/folded ensembles even five pairs of residues is entirely insufficient
to accurately predict global dimensions, but for increasingly heterogeneous ensembles (i.e.
at higher temperature) three or more pairs is (on average) sufficient to - with reasonable
accuracy - predict the global dimensions. For reference even for a ‘perfect’ ensemble in
the Θ-state (e.g. the Gaussian chain) the 〈ξn〉 value obtained with five pairs is ∼ 0.8.
The inability to reach 1.0 reflects the fact that this approach is determining the average
correlation for n pairs picked randomly, such that in the process of selecting n pairs there is
a chance of randomly picking 2 residues next to one another, and indeed of doing so multiple
times. An alternative approach would be to describe the distribution of correlations, rather
than the ensemble average correlation. This approach could ultimately be modified and used
to aid in selecting the most informative positions to placed FRET labels based on results
from all-atom simulations.
get local heterogeneity()
As discussed in chapter 2 assessing the quality of sampling (conformational heterogeneity) is
critical to assess if a simulation of an IDP is truly describing an conformationally heteroge-
neous ensemble, or if we are simply describing a rigid body with sidechain re-arrangements.
To compute local heterogeneity, the sequence is subdivided into overlapping ten-residue
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Figure 9.3: Comparison of how 〈ξn〉 changes as a function of number of pairs and tempera-
ture.
fragments and the all-vs.-all RMSD for each of those fragments is computed, generating a
distribution of RMSD values for each overlapping fragment. This set of distributions can
be plotted as a function of fragment center to generate 2D heatmap that quantifies local
conformational heterogeneity in an intuitive and non-parametric way. As an example, see
the fig. 9.4. In this analysis we quantified the local heterogeneity associated with the pro-
tein α-synuclein. The N-terminal and C-terminal regions are highly heterogeneous, while
the central hydrophobic region (and repeats 2 and 3) are much less well sampled, suggesting
they typically fall into local meta-stable minima. This approach provides a useful tool for as-
sessing how well sampled a simulation of disordered protein is, and can identify local regions
that may not experience conformational sampling without relying on visual inspection.
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Figure 9.4: Visual representation of local conformational heterogeneity described in terms of
sampling quality. A low value of sampling quality suggests a small number of structurally dis-
tinct conformations are explored during the simulation, indicative of locally trapped states.
For a folded protein this sampling quality would apparently be different, but the local struc-
ture would be consistent across many independent replicas. For a rugged energy landscape
with many deep local minima, independent simulations would yield entirely different locally
trapped states. The perfect sampling line describes the local sampling experienced by a
Flory Random Coil, which represents the ensemble of maximum heterogeneity [348]. In
our example the N-terminal third of the ensemble shows a bimodal distribution, suggesting
this region experiences both disordered and heterogeneous conformational behaviour and
transient local interactions leading to meta-stable states.
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get distance map()
We have used scaling maps extensively in throughout the chapters in work (see chapters 7, 6,
11). Scaling maps are generating by normalizing a distance map taken from a full simulation
by a distance map generated from a sequence-matched EV simulation (see 2 for a discussion
on the EV ensemble). Scaling maps provide an intuitive and two-dimensional representation
of the average conformational preferences associated with the polypeptide, allowing us to
discern local and global conformational properties. For more information on scaling maps
see section 6.3.8.
9.2.3 CTPRE
CTPRE is a separate class which can be passed a CTProtein object. From this an ensem-
ble specific paramagnetic resonance enhancement (PRE) profile can be generated. Briefly,
PRE is an experimental technique whereby a paramagnetic spin label (typically nitroxide) is
chemically attached to a specific residue (typically a cystein). The proximity of each residue
to this spin label influences the rate of spin relaxation which in turn can be monitored
directly by NMR, such that residue-by-residue profiles can be generated whereby the rate
of relaxation is related to the distance from the spin label. This provides an experimen-
tal approach to determine the relative distance between certain residues. The relationship
between distance and the spin label is complex and depends on many factors. In work by
Meng & Lyle et al., the authors use this approach to generate PRE profiles from NMR,
and equivalent profiles from simulations [377]. The method implemented here reproduces
that approach. However, it does not take local shielding, spin-label behaviour, or solution
effects into consideration, all of which represent future enhancements that we would like to
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implement going forward. Recent analysis suggests that for more complex IDPs these factors
must be taken into consideration, and improvements to this function to do this are under
way.
9.2.4 CTsmFRET
CTsmFRET provides an out-of-the-box implementation of the COCOFRET algorithm (COn-
formational COnvergence). In brief, COCOFRET is a method of building a cloud of dye
positions onto each protein conformation of an ensemble (with dyes placed at specific po-
sitions in the amino acid sequence), and computing the mean converged FRET efficiency
associated with that cloud, taking into account the dye-dye distance and the relative orien-
tation. The approach involves building an ensemble of dye conformations at each position
independently via a Monte Carlo trial and reject approach. Dye conformations are selected
from the Handy-FRET library (http://karri.anu.edu.au/handy/), ideal bond angles between
the peptide and dye are fit, and steric overlap is provided in conjunction with a mean-field
hydration shell. Having placed as many dye rotomers at each position after making n at-
tempts, the complete set of cross-dye FRET efficiencies are computed by determining the
dye-dye distance, calculating an orientational dependent κ25 value, and using that to define
the R0 (see subsection 2.3.3 for additional discussion on FRET. We define κ in the usual
way:
κ = µˆD · µˆA − 3(rˆ · µˆA)(rˆ · µˆD) (9.2)
25NOTE that κ here is not related to charge patterning!
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Where µˆD and µˆA are the unit vectors along the transition dipoles of the donor and acceptor
fluorophore and rˆ represents the unit vector associated with the dye-to-dye distance. Note
that κ is a purely orientational term (all vectors are unit vectors) such that the direction of the
vectors is irrelevant. The transition dipole is along the length of the aromatic rings associated
with the main dyes (see [665] for more info). This procedure has repeated until we have
reached a converged FRET efficiency value for this particular protein conformation, i.e. one
where the addition of more dyes no longer changes the mean FRET efficiency by more than
some tolerance factor. Once convergence has been reached, the mean value is retained and
the process is repeated with the next protein conformation. The conformational convergence
(the COCO in COCOFRET) is necessary due to the highly stochastic and conformation-
dependent efficiency associated with placing dyes. The result is highly reproducible dye
placements in terms of FRET efficiency. If we compare a fixed number of trial placements
vs. COCOFRET (see fig. 9.5). To reach convergence can take up to 8000 - 10000 unique
dye-dye combinations, although the degree of tolerance is controllable.
There are many adjustable parameters as part of the COCOFRET algorithm, and the entire
approach represents a substantial codebase. In the interest of brevity we will not delve more
deeply into the underlying implementation details, but from the user perspective the only
thing that must be done is to define the two residues where dyes will be placed, which dyes
are going where, and from there the remainder of the procedure is entirely automated.
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Figure 9.5: COCOFRET reliably and reproducible out-performs a naive dye-placement ap-
proach. Note that for intermediate FRET efficiencies especially there is a large stochastic
component associated with dye placement, which the conformational convergence helps to
remove.
9.3 Discussion
CTraj has been in interactive and continuous development for over two years. As well as
the pre-defined analysis routines, CTraj provides the user with direct access to the complete
set of atomic coordinates for each frame. These coordinates are accessible via a standard-
ized representation language, as well as via conventional matrix indices. This is a major
advantage, as it facilitates rapid development and deployment of novel analysis algorithms
in an interactive and well-supported programming environment. The vast majority of the
simulation analysis in this thesis has been done using CTraj. We have also used CTraj as the
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back-end for a new command-line analysis tool (Robin) which is in development. Taken to-
gether, CTraj provides a programmatic, intuitive, and high-performance framework through
which all atom simulations of disordered proteins can be readily analysed.
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Chapter 10
Future directions I: IDPs
To conclude this section, we will muse on some possible future directions.
10.1 Evolution of IDPs
A challenge associated with IDPs comes from a need to develop entirely new methods for
thinking about sequence conservation [70, 182]. Various approaches have been developed to
explore evolution in IDPs, but these typically rely on either conventional ideas surrounding
conservation or deep, detailed analyses into a single system [249,589]. It is typically challeng-
ing to align disordered domains using conventional protein-sequence alignment approaches.
This should not be surprising - there is a fundamentally different sequence-function relation-
ship in IDPs than there is in folded proteins. Using alignment approaches (and by extension,
evolutionary analyses) that were developed for folded proteins is fundamentally inappropri-
ate. This is equivalent to determining that a monolingual Frankophone is stupid because
they can’t understand English; we are simply using the wrong language to make the assess-
ment! A new framework must consider the mapping between sequence and ensemble, and
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use that ensemble as the feature of conservation, not the underlying amino acid sequence.
This is a challenge; it requires accurate ensemble prediction from sequence alone, and while
the work in the preceding chapters suggests we are on the right track, more work is required,
both in terms of ensemble accuracy and simulation throughput. Where clear features can be
identified a simpler solution is to identify conservation of general sequence features, as has
been done elegantly by Zarin et al. [664]. The challenges with such an approach is it fails to
allow for large changes in sequence that have a minimal impact on function. For example,
local compaction could be driven by an enrichment in hydrophobic residues, polar residues,
or charge interactions - seemingly divergent sequence features with similar conformational
outcomes.
Folded and disordered domains have co-evolved, and are typically found within the same
protein. Is there a way for us to take advantage of this? Evolution doesn’t ‘care’ about
mechanism, it cares about fitness, and if the sequence solution arrived at is not deleterious
then it is just as likely as any other possible sequence solution. We propose that an attractive
avenue for assessing conservation in IDPs emerges from considering the coupling between
folded domains and disordered regions. A protein’s impact on fitness cannot be carved up
into distinct and discrete modules, but is imparted as an emergent property of the entire
protein in the cellular context.
As an example, say we have a protein with a highly conserved folded domain and a disordered
C-terminal tail. If the folded domain is genetically deleted cells are non-viable. If the
disordered tail is deleted, true fitness is not impacted, and we know this unambiguously
(an impossibility, but for the sake of the discussion let’s say this is true). A reasonable
conclusion one might draw is that this disordered domain is not under selective pressure - it
is not necessary for function, has no impact when deleted, and so should be free of selective
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pressure. Now imagine we mutate all the residues in this C-terminal tail to aspartic acid - this
leads to cell death. We now have a paradox. Mutations in a region that is apparently under
no selective pressure will directly impact cellular fitness. How can this be? The answer is
simple; the C-terminal tail is under selective pressure to be inert within the cellular context.
The sequence space associated with inert-ness may be huge. We may be able to entirely
scramble the sequence a million different ways, make drastic deletions or insertions, replace
the C-terminal tail with a folded domain, and all of these changes are happily accepted by
the cell, but this does not mean the tail is not under selective pressure, it just means that
the changes we are making are within the manifold of that selective pressure. What does
this mean for protein evolution? We must consider a disordered region connected to a highly
conserved folded domain to be equally well conserved in terms of function and phenotype,
regardless of the apparent degree of conservation.
As a result, we could look for high degrees of conservation in folded domains as a marker
for highly conserved disordered regions, regardless of their actual amino-acid conservation.
Effectively, we treat the protein as being uniformly conserved according to a value that can
be determined based on the folded domain, and extrapolated to the disordered region. This
provides us with a method to build collections of sequences upon which we have placed
no constraint on amino acid composition, number of residues, or any other property, yet we
believe they have equivalent function. This, in turn, provides us with an enormously powerful
collection of data to explore sequence-to-function relationships on a proteomic scale.
We have presented a simplified version of the likely reality. Proteins evolution is under
epistatic control [450]. Disordered regions are frequently involved in regulation, and linear
motifs have been shown to be gained and lost rapidly across evolution [130, 654]. Conse-
quently, there is the convolving factor that disorder may be a critical route for proteins to
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evolve and develop novel functions though changes in regulatory domains, while folded do-
mains remain fixed. This can be thought of as akin to adding new sensors to a robot - the
underlying robot’s function remains the same, but as sensors (disordered regions) are added,
changed, and removed, entirely new functions may emerge.
The reality is likely somewhere between these two extremes. A good starting point would be
to identify flexible linkers devoid of interaction motifs. In preliminary work our hypothesis
appears to hold water, but significantly further investigation will be needed to assess if this
is a reality.
10.2 General Analytical Models for Heteropolymers
As discussed at length at the end of 2 (and will be discussed further in chapter 13), IDPs are
not homopolymers. Despite this, the field has achieved enormous leverage from theoretical
models developed by Flory, de Gennes, Zimm, Rouse - and many others - that were developed
to describe homopolymers [133, 180, 181, 503, 675]. If possible, we should try to collectively
evolve beyond these homopolymeric models. Elegant work from Lin & Chan and Swale &
Ghosh demonstrates that relevant heteropolymeric behaviour can be captured in theoretical
models, albeit for simplified sequences [335, 517]. We have no great insights or advances to
share; the inclusion of a Langevin-style stochastic correction term may allow homopolymeric
models to be modified to capture a random distribution of residues, but it is entirely possible
that the inherent complexity associated with what is effectively a (potentially) 20-parameter
analytical model are simply not usable. Nevertheless, a general description of attractive and
repulsive regions along a chain seems like a necessary next step for analytical theory.
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10.3 Coarse-Grained Models for Heteropolymers
A more tractable approach than the development of novel theory is to design new, coarse
grained models that allow for the capture of sequence-specific behaviour while provide
throughput that allows thousands of sequences to be analysed a day. While more work
is required, in chapter 14 we will discuss our developments on this front.
10.4 Improved Classification of IDPs
Taken together, a general theme that emerges from the preceding three sections is that we
may need to revisit our sequence-based classification of IDPs [126, 359, 603]. Amino acid
composition is a useful coarse-grained classifier, but a growing body of work suggests the
distribution of residues (charged, hydrophobic, glycine, aromatic) has enormous implication
for the individual and collective behaviour of IDPs [126, 335–337]. Beyond simply the pat-
terning of individual residues across a sequence, the relative distribution of different sequence
motifs is likely critical for function, as described in recent work by Das et al. [125]. Taken to-
gether, there appears to be a need for a hierarchical framework that considers the patterning
and composition of different sequence features across a range of length-scales.
While such an approach would be incredibly powerful, it perhaps glosses over some additional
challenges. We have presented a picture of IDPs wherein their amino acid composition and
patterning determines conformational behaviour. This is accurate, but ignores three inti-
mately linked but independently confounding axes in the mapping of sequence to ensemble.
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The first is solution conditions. IDPs are frequently enriched in charged residues, and
while we typically imagine the pKa of Asp/Glu to be around 4 and Lysine to be around 11,
local charge interactions can (and do) dramatically shift pKa values such that local regions
can become significantly less charged than they might be naively be expected [225]. More-
over, the cellular milieu is awash with various osmolytes; salts, various phosphate-containing
molecules (e.g. NTP and NDP), metabolic intermediates, carbohydrates and a plethora of
other compounds [476]. How does the presence of these compounds alter the behaviour
of IDPs? Lohman has elegantly shown that simply changing the anion can dramatically
influence protein-nucleic acid interactions [344]. How might more significant changes in
conditions influence the conformational behaviour of IDPs? More broadly, the impact of
crowding on IDPs has been a source of interest for many groups over the last five years -
the emerging consensus appears to be that it depends on the IDP and the crowder, which
is likely an accurate albeit unhelpful conclusion [385, 556, 579]. In summary, the solution
conditions matter immensely. The role of crowding and depletion effects, osmolytes, pH,
and temperature remains poorly understand in a general sense, in part because it seems
unlikely that there will be a single collection of ‘rules’ that can describe the relationship
between an IDP and it’s solution environment.
The second is binding partners. Many (indeed, perhaps most) IDPs operate by binding
to partners [564,588]. These partners may folded proteins, nucleic acids, small-molecules, or
may themselves be IDPs. A crucial set of questions for IDP functional conservation pertains
to the coupled evolution of IDPs with their binding partners. In many cases the binding
of an IDP to a folded protein facilitates a coupled folding and binding event, whereby the
IDP folds into a well defined structure in the bound state [114,221,494,534]. For IDPs that
undergo coupled folding and binding, their evolution is constrained by their behaviour in both
the bound and the free state. This may explain why many proteins that undergo coupled
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folding and binding fold into a single 20-40 residue α-helix. The structural constraints on
the helix are limited, such that there is large set of possible mutations that would still allow
for helix formation 26. Regardless, the interplay of how binding partners may influence
sequence constraints in IDPs is of general interest, and we suspect encodes a rich set of
information [589].
The third and final challenge is one of local structure. We present IDPs as disordered
ensembles where, despite well-defined sequence encoded preferences, these unstructured re-
gions behave in a manner akin to flexible polymers. This ignores a basic tenet of protein
physics; proteins can fold. Based on our discussion in chapters 1 and 7, folding can be
thought of as a cooperative coalescence of unstructured regions driven by a combination
of well defined chemistry and local geometry. It is entirely possible that within disordered
ensembles local folding events may transiently occur, with local structure (in the conven-
tional sense) flickering into and out of existence on a time-scale faster than is observable
by any solution technique. If we accept this postulate, then there may also be single point
mutations which, in terms of general sequence properties appear insignificant, but represent
a tipping point on the edge of structure formation. This structure could exist in terms of
intramolecular interactions, or in terms of intermolecular interactions, the latter providing
a potential explanation for why certain disease-associated point mutations can dramatically
change a disordered protein’s propensity to form amyloid-like fibrils (although we empha-
sise this does not preclude other mechanisms between mutations and amyloid formation, of
which there are likely many) [83,399,443,459]. We and others speculate that the formation
of cross-β spine fibrils represents an intrinsic energetic ground state for proteins at high
26As an aside, such a model is supportive of a general framework whereby a stably folded protein facilitates
evolution by allowing mutational tolerance. Many single point mutations in folded proteins are permissible
because their associated hit in folding stability is insufficient to unfold the protein. This provides an answer
to the seemingly unimportant but perhaps quite relevant question of why many folded proteins remain stable
at 1.5 x the normal growth temperature of the organism.
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concentration driven by backbone interactions, and is not necessarily a state that is related
to function [26, 55, 296]. The challenge with these tipping-point mutations is that they in-
troduce deep discontinuities into the state space of IDPs - small perturbations to sequence
lead to enormous perturbations in conformation. Identifying those discontinuities will likely
be challenging, but represent an important caveat when attempting to classify disordered
proteins based on sequence alone.
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Part III
Collective Chain Behaviour
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Chapter 11
Sequence determinants of intracellular
phase separation by complex
coacervation of a disordered protein
The following section is taken from the paper Sequence determinants of intracellular
phase separation by complex coacervation of a disordered protein by C.W. Pak, M.
Kosno, A.S. Holehouse, S.B. Padrick, A. Mittal, R. Ali, A.A. Yunus, D.R. Liu, R.V. Pappu,
M.K. Rosen. This was published in Molecular Cell, Vol. 63, pages 72 - 85, in July 2016. The
text has been expanded to include additional detail. Author contributions were as follows
Conceptualization, C.W.P., R.V.P., and M.K.R.; Methodology, C.W.P., S.B.P., A.S.H.,
R.V.P., and M.K.R.; Software, C.W.P., S.B.P., A.M., and A.S.H.; Formal Analysis, C.W.P.
and A.S.H.; Investigation, C.W.P., M.K., S.B.P., A.S.H., A.M., and R.A.; Resources,
A.A.Y. and D.R.L.; Writing C.W.P., S.B.P., A.S.H., R.V.P., and M.K.R.; Visualization,
C.W.P., S.B.P., A.S.H., R.V.P., and M.K.R. .
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11.1 Introduction
Membraneless organelles such as nucleoli, Cajal bodies, and stress granules are involved in
diverse biological processes, from ribosome assembly, to gene regulation to signal trans-
duction [89, 106, 612, 631, 671]. These micron-sized organelles are found throughout the
cell, and like their lipid-membrane-bound counterparts, provide distinct cellular compart-
ments, concentrate select proteins and nucleic acids, and may localize specific biological
reactions [27,251,558]. We define membraneless organelles as intracellular condensates that
encapsulate a set of proteins and RNA and allow the passive diffusion of smaller species into
and out of the organelles.
Many membraneless organelles have liquid-like physical properties. They are spherical, un-
dergo fusion/fission, drip under shear stress, and exchange contents rapidly with the sur-
rounding medium [251]. Such structures include P granules in C. elegans embryos, nucleoli
in Xenopus oocytes and C. elegans embryos, germ granules, stress granules in mammalian
cells, and ribonucleoprotein granules in fungi [41, 65,66,162,172,307,421,625,633,668].
Analogous liquid-like structures have also been generated by expressing various multiva-
lent or disordered proteins [330, 399, 420, 421, 443]. Their physical properties and conden-
sation/dissolution behavior suggest that at least some of these structures assemble via a
liquid-liquid phase transition [65,66,330,421,633]
Many membrane-less organelles are enriched in proteins containing large intrinsically disor-
dered regions (IDRs) [158]. These regions lack persistent three-dimensional structure, but
often contain multiple weakly adhesive sequences that include hydrophobic/aromatic, un-
charged polar, and/or charged residues [608]. IDRs that lack charged residues phase separate
due to a preference for homotypic self-associations over interactions with the solvent [67].
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In polymer science, phase separation driven by homotypic interactions is known as simple
coacervation. This process involves formation of a dense phase enriched in a single polymer
that is in equilibrium with a polymer-depleted phase [610]. Most IDRs known to phase sep-
arate in vitro do so via simple coacervation. Tropoelastin, an extracellular matrix protein
composed of imperfect repeats of VGVAPG, undergoes simple coacervation in vitro through
interactions among its hydrophobic residues [171, 383, 602]. IDRs that phase separate are
also enriched in RNA binding proteins, where they often possess a limited set of amino
acids - F, Y, S, G, Q, N [113, 217, 282]. Ddx4, an RNA binding protein localized to germ
granules, contains IDRs that phase separate in vitro and in cells. In Ddx4, electrostatic
interactions between clusters of opposing charge and cation-pi interactions between FG and
RG motifs have been invoked as important driving forces for phase separation [421]. Two
RNA binding proteins, FUS and hnRNPA1, also phase separate in vitro and in cells, and
Tyr residues promote recruitment of FUS into RNA granules [79, 217, 282, 399, 443]. Muta-
tion of multiple Tyr to Ser in the mitotic spindle protein BugZ reduces its ability to phase
separate [266]. At high concentrations, many proteins containing low complexity IDRs, in-
cluding FUS and hnRNPA1/2, form amyloid-like filaments consisting of repeated cross-beta
strand elements [217, 282, 338, 399]. An intriguing postulate is that cross-beta elements,
when occurring in small numbers between otherwise disordered chains, constitute the ad-
hesive structures that promote liquid phase separation (i.e. are the structural correlates
of the thermodynamic driving forces mentioned above) [659]. Such a hypothesis is unable
to explain how PR20 is able to phase separate, given the proline-rich polymers inability to
form β-sheets, although the anion dependence hints at a cation-chelation effect [51]. In
proteins containing both modular binding domains and IDRs, module-ligand and IDR-IDR
interactions act cooperatively to promote phase separation [338].
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When polymers are enriched in one type of charge, they repel one another, and this inhibits
simple coacervation. However, when mixed with multivalent counterions, highly charged
polymers phase separate via a process known as complex coacervation. The oppositely
charged molecules phase separate together, forming an electroneutral polymer-rich droplet
phase where both species are highly concentrated, and this dense phase is in equilibrium
with a polymer-depleted bulk phase [610].
In this work we have examined the intracellular phase separation of a negatively charged
IDR, and find that it forms nuclear bodies via complex coacervation. Our investigations
are based on the serendipitous observation that the disordered intracellular domain of the
adhesion receptor Nephrin forms nuclear bodies when expressed as an autonomous entity
in mammalian cells. Using quantitative microscopy, we show that nuclear bodies formed
by the Nephrin intracellular domain (NICD) behave as phase separated liquid droplets,
and are likely novel nuclear structures. Cellular and biochemical data indicate that bod-
ies/droplets form through non-specific associations of the negatively charged NICD with
positively charged partners. Using deletion mutants and de novo sequence designs, we show
that NICD phase separation is promoted by one or more blocks of high negative charge
density and by aromatic/hydrophobic residues distributed along the sequence. The data
demonstrate that the amino acid composition of NICD is more important than the precise
sequence for phase separation. Using bioinformatics analysis, we identified 443 unique IDRs
within the human proteome with sequence features that are similar to that of NICD. This
suggests that complex coacervation of negatively charged IDRs may contribute generally to
the formation of membrane-less organelles and clusters of membrane receptors.
341
11.2 Methods
11.2.1 Analysis of NICD Nuclear Bodies in Cells
Human NICD was PCR amplified from a plasmid encoding CD16/7-Nephrin-GFP (a kind
gift from Drs. Jones and Pawson) and inserted into a CMV promoter driven EGFP fusion
vector. NICD mutants were produced using PCR with appropriate primers, and confirmed
by sequencing. HeLa cells were cultured in DMEM supplemented with 10% FBS, Gluta-
MAX and Pen/Strep mix. NEAT1-/- and NEAT1 +/+ MEFs were cultured in a 1:1 mixture
of DMEM and Ham’s F-12, with the same additives. For imaging experiments, cells were cul-
tured in glass bottom dishes prior to transfection using Lipofectamine 2000 (Thermo Fisher).
Live HeLa cells were imaged using a Zeiss LSM510 confocal microscope or Deltavision RT
widefield microscope on a heated stage. For FRAP analysis, nuclear bodies were photo-
bleached using a 488 nm laser, and custom ImageJ and FIJI scripts were used to determine
the area of and normalized intensity within the photobleached region at each time point.
NICD nuclear bodies in fixed HeLa cells were imaged in 3D at high-resolution using spin-
ning disc confocal microscopy, and analysed in a semi-automated fashion. All images were
background-subtracted and flatfield-corrected, and cellular autofluorescence was determined
to be negligible. The volumes of nuclear bodies (VNBs) larger than the transverse resolution
limit were determined from their diameter and an assumption of spherical shape. Volumes
of smaller nuclear bodies and intensities of all nuclear bodies (INBs) were calculated using a
calibration that relates the effects of the point spread function on intensity. Molar fraction
was calculated as ([Vtotal,NBs] × [Imean,NBs]) / ([Vtotal,nucleus] × [Imean,nucleoplasm]), and partition
coefficients for each nuclear body were calculated as (Imean,NBs) / (Imean,nucleoplasm).
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Cell populations were scored for the presence of NICD nuclear bodies in transfected HeLa
cells (which are fluorescent), when imaged with a Deltavision RT widefield microscope.
Quantification of nuclear body formation was performed at unmatched and matched ex-
pression levels; data are shown as mean ± SEM. We limited this analysis to nuclear bodies
larger than the transverse point spread function of our microscope and took care to correct
for the size-dependent decrease in apparent intensity due to the point spread function (fig.
11.1).
Figure 11.1: Quantification of nuclear body intensity (n = 239 nuclear bodies from 30 cells)
before (gray) and after (black) correcting for the effect of the point spread function. Before
correcting for the point spread function, nuclear body intensity scales with volume. After
correcting for the point spread function, nuclear body intensity is independent of volume.
11.2.2 Atomistic Simulations of NICD
All simulations were performed using the CAMPARI Monte Carlo (MC) modeling suite
(http://campari.sourceforge.net), which uses the ABSINTH implicit solvent model and force
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field paradigm [613]. Each simulation was initiated from a random, non-overlapping starting
conformation. Single protein simulations used temperature replica exchange Monte Carlo
(T-REMC), and all analysis was performed on conformations from the 310 K ensemble.
Dimer simulations were run at 310 K. For further discussion on the ABSINTH forcefield
please see chapter 2.
11.2.3 Sequence Analysis
Sequence analysis for identifying CIEs was performed using localCIDER (see chapter 4). The
parameters used to define CIEs were based on previous work in polymer and polyampholyte
physics [126]. Contributions of specific residue types to nuclear body formation were deter-
mined by calculating Pearson’s correlation coefficients, which assessed how well the loss of
unique combinations of residues correlated with changes in the formation of nuclear bodies.
All unique combinations of residues were considered. Variance in the experimental data was
accounted for by calculating a distribution of correlation values using sub-sampled datasets.
Significant differences were evaluated using unpaired Student’s t-tests, and residues which
were consistently enriched relative to a normalized background were identified.
11.2.4 Protein Production
Recombinant NICD protein was produced from a codon-optimized human wild type NICD
sequence with a C-terminal Tev-cleavable His8 tag, expressed from a modified pMAL-C2
vector with two N-terminal tandem Tev-cleavable MBP domains. Mutant NICD sequences
(charge: CC, CS, CBC) were subcloned from mammalian expression vectors into the same
expression system, and confirmed by sequencing. NICD and scGFPs proteins were expressed
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in E. coli BL21(DE3)T1R and purified using a combination of affinity, ion exchange and gel
filtration chromatography. NICD was labelled with Alexa Fluor 568 on the single endoge-
nous cysteine using maleimide chemistry. Two synthetic peptides, CR7 (sequence = CR-
RRRRRR), and CR20 (sequence = CRRRRRRRRRRRRRRRRRRRR), were synthesized
and purified by GenScript (NJ, USA).
11.2.5 In vitro NICD Phase Behaviour
In vitro phase separation assays were performed by mixing NICD and/or scGFP directly
in a 384-well plate to give the indicated concentrations, incubating for 24 hours at room
temperature in the dark, and imaging using fluorescence confocal microscopy. Saturation
concentrations were determined in one of two approaches. In an imaging based approach, a
grid of NICD and scGFP concentrations was prepared, imaged, and automatically scored for
the presence of phase separated droplets using custom ImageJ, FIJI and Python scripts. Im-
ages with obvious inclusions were manually rejected. In an alternative approach, solutions of
Alexa-568 NICD/scGFPs were clarified by centrifugation and the residual concentration of
NICD/scGFP in the supernatant was determined by fluorescence using standards of known
protein concentrations. Phase separated droplet sizes and normalized intensities were mea-
sured using custom ImageJ scripts, where droplet intensity values were normalized to those of
WT NICD + scGFP(+15). Data are represented as mean ± SEM. FRAP analysis of phase
separated droplets of NICD/scGFP used a 405 nm laser for photobleaching and custom
ImageJ scripts to determine the area of and normalized intensity within the photobleached
region at each time point.
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11.3 Results
11.3.1 NICD Forms Nuclear Bodies that are Phase-Separated Liq-
uids
The adaptor protein, Nck, and the actin nucleation-promoting factor, N-WASP, can phase
separate when mixed together, due to multivalent interactions between SH3 domains on
Nck and proline rich motifs on N-WASP [330]. The Nck SH2 domain can also bind to
phosphotyrosine sites on phosphorylated NICD. In vitro this interaction facilitates phase
separation by scaffolding multiple Nck proteins, thereby increasing the effective valency of
Nck SH3 domains [29]. We initially sought to recapitulate these phenomena in HeLa cells by
overexpressing the NICD (residues 1077-1241) tagged at its C-terminus with a fluorescent
protein (YPet) (fig. 11.2A, red box). We expressed either wild type NICD or, as an intended
control, a non-phosphorylatable mutant (Y3F). Surprisingly, both proteins formed micron-
scale nuclear bodies (figs. 11.2B and C; note that percent cells showing puncta is normalized
to that of WT NICD throughout this report). Thus, these structures do not require the
binding of Nck to phosphotyrosine motifs on Nephrin, and are unrelated to the previously
described phase separation of the ternary system.
NICD nuclear bodies varied in number across cells, varied in size within a given cell, and
had liquid-like physical properties. They were spherical at the resolution of light microscopy
(fig 11.2B). NICD-YPet fluorescence in bodies recovered rapidly after photobleaching, with
τ < 1s for structures ∼1 µm in diameter, consistent with a molecular diffusion constant of
0.5 µm2 s−1 (fig. 11.2D) and rapid exchange with the surrounding nucleoplasm. NICD-YPet
fluorescence returned to only 90% of its initial value due to photobleaching of the cells during
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Figure 11.2: NICD nuclear bodies are phase separated liquids. (A) Schematic representation
of nephrin, including extracellular region (EC) and intracellular cytoplasmic domain (ICD).
NICD (red box), expressed as a soluble protein, is C-terminally tagged with YPet. (B)
Spherical micron-sized nuclear bodies (inset) form in the nuclei of HeLa cells expressing
NICD (green). Nuclei were stained with DAPI (blue). Scale bars in main and inset panels
are 5 and 1 µm, respectively. (C) Normalized (to WT) percent of HeLa cells containing
nuclear bodies when expressing NICD mutants Y3F (Y100F, Y117F, and Y141F) or ∆NTD
(residues 63-166). Data are represented as mean ± SEM (p values for comparison to WT
NICD: ‘-’ indicates p > 0.05). (D) Confocal imaging and quantification of NICD fluorescence
recovery after photobleaching (n = 34 bodies). Red arrowhead marks photobleaching event.
Data are represented as mean ± SEM. Scale bar = 1 µm. (E) Upper: recovery of fluorescence
intensity in a larger nuclear body. Red arrowhead marks photobleaching event. Scale bar =
1 µm. Lower: kymographs of fluorescence recovery across the diameter of the nuclear body
(cyan dashed line).
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the recovery period (equivalent time lapse imaging decreased the intensity of unperturbed
nuclear bodies by ∼14 %, not shown). In larger bodies monitored by confocal microscopy,
fluorescence recovery was observed initially at the periphery, followed by radial spreading to
the center (fig. 11.2E). Thus, these bodies are filled objects, and constituent NICD molecules
exchange with the nucleoplasm faster than they diffuse within the bodies. Finally, NICD
nuclear bodies also fuse rapidly (< 10 s, fig. 11.3F, left panel), and with conservation of
volume (fig. 11.3F, right panel). Thus, NICD nuclear bodies behave as liquid droplets.
To examine the concentration dependence of body formation, we initially imaged transiently
transfected cells over time as they began to express NICD. In most cells, numerous, small
nuclear bodies formed suddenly ∼6-8 h after transfection, when expression levels were rela-
tively low (fig. 11.3G; the time point preceding the first instance of a nuclear body was set
to t = 0). Nuclear bodies increased in size and decreased in number over time (fig. 11.3G),
likely due in part to merging (cf. fig. 11.3F). We also examined how the total summed vol-
ume of NICD nuclear bodies in a given cell varied with nuclear expression level. HeLa cells
expressing different levels of NICD were imaged in 3D by confocal microscopy (fig. 11.3H,
left panels (a-d)). For each cell, we determined the total fraction of the nucleus occupied
by NICD bodies. Below an average nuclear fluorescence intensity of ∼600-750 A.U., cells
never contained observable nuclear bodies (fig. 11.3H, marker a). However, bodies appeared
sharply above this value (fig. 11.3 panels H and I, marker b), and total nuclear volume
fraction increased steadily with increasing nuclear fluorescence (NICD concentration; (fig.
11.3 panels H and I, markers c and d)). Nuclear bodies comprised 1-3.5% of the nuclear
volume (fig 11.3I), and retained up to ∼25-40% of total nuclear NICD molecules (fig 11.3J).
We never observed bodies comprising > 3.5% of the nuclear volume likely due to toxicity of
NICD at extremely high concentrations. These data demonstrate that NICD phase separates
to generate liquid-like nuclear bodies.
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Figure 11.3: (F) Left: time lapse imaging showing fusion of two nuclear bodies. Scale bar
= 2 µm. Right: volume is conserved during coalescence (n = 8 bodies) (slope of red dashed
line = 1). (G) Time lapse imaging of nuclear body assembly in transiently transfected HeLa
cells expressing NICD. Scale bar = 5 µm. (H) Maximum projection images of HeLa cells
expressing different levels of NICD (expression level increases from (a) to (d)). Scale bar =
5 µm. (I, J) Quantification of volume fraction (I) and molar fraction (J) of nuclear bodies
in cells (n = 36) expressing different levels of NICD. Each symbol represents a single cell.
Volume and molar fraction of cells shown in (a) through (d) are indicated by red symbols.
Saturation concentration at∼600-750 arbitrary units is indicated by the black vertical dashed
line in I.
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Figure 11.4: (A) HeLa cells expressing NICD-YPet (green) were stained with antibodies (ma-
genta) to visualize marker proteins (in parenthesis) characteristic of the indicated endogenous
nuclear bodies: clastosome (19S), nuclear speckles (CCDC55), Cajal bodies (coilin/gemin2),
DNA damage foci (γH2AX), histone locus bodies (MPM2), Sam68 bodies (Sam68), PML
bodies (PML), and paraspeckles (NONO/SFPQ; shown in 11.5B))
We next asked if NICD nuclear bodies are formed de novo or if NICD is absorbed into an
existing nuclear body. In HeLa cells, NICD bodies do not co-localize with markers of Ca-
jal bodies, nucleoli, PML bodies or several other nuclear puncta (fig. 11.4 and fig. 11.5).
However, they co-localize with nuclear paraspeckle markers NONO/p54nrb and SFPQ/PSF
(fig. 11.5B). Nevertheless, NICD bodies form equally well in cells where NEAT1 has been
deleted (fig. 11.5C), which lack paraspeckles (fig. 11.5D and Clemson et al. [109]), and
in parental cells containing NEAT1. Thus, they are probably de novo structures that ab-
sorb NONO/p54nrb and SFPQ/PSF (and perhaps paraspeckles). We note that the sharp
appearance of NICD nuclear bodies with expression level is also inconsistent with simple
partitioning into pre-existing paraspeckles. Although NICD nuclear bodies co-localize with
paraspeckle proteins, they are distinct from classical NEAT1-dependent paraspeckles.
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 Figure 11.5: (B) NICD (green) nuclear bodies co-localized with known paraspeckle proteins,
NONO and SFPQ (magenta), in HeLa cells. (C) NICD (green) nuclear bodies form in
NEAT1 -/- mouse embryonic fibroblasts (MEFs), which lack paraspeckles, and in parental
NEAT1 +/+ MEFs. NICD co-localizes with NONO and SFPQ (magenta) in NEAT1 -/-
and +/+ cells. (D) NONO and SFPQ (magenta) are diffuse in nuclei of NEAT1 -/- MEFs
that have not formed NICD nuclear bodies.
11.3.2 NICD Nuclear Bodies Form According to Complex Coac-
ervation
In simple coacervation, when the concentration of a solute is increased to its solubility limit,
the solution separates into two phases: a solute-rich phase (droplet phase) of smaller volume,
and a solute-poor phase (bulk phase) of larger volume. As the total solute is increased beyond
the solubility limit, the volume of the droplet phase increases at the expense of the bulk
phase. Importantly, the concentrations of both phases remain constant, so that the partition
coefficient of the solute ([solute]droplet/[solute]bulk) is invariant to the total amount of solute
in the system [140]. We examined the NICD-YPet fluorescence intensity within nuclear
bodies and the surrounding nucleoplasm in a population of cells expressing different levels
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of NICD. NICD body fluorescence intensity is relatively independent of size (fig. 11.1),
and essentially invariant with total nuclear fluorescence (fig 11.1A). In contrast, fluorescence
intensity in the surrounding nucleoplasm is proportional to nuclear NICD expression level
(fig. 11.6B). Thus, the partition coefficient of NICD varies with expression level (fig. 11.6C),
a behaviour that is inconsistent with simple coacervation.
NICD is negatively charged, with an estimated isoelectric point (pI) of 4.3, net charge of -21
and net charge per residue of -0.13 at neutral pH, and fraction of charged residues (FCR)
of 0.30. Initial atomistic simulations of NICD in the absence of multivalent counterions re-
vealed the presence of intermolecular repulsions that were quantifiable in terms of the large
distances between pairs of NICD molecules. We hypothesized that NICD phase separation
might require binding to cellular targets, akin to complex coacervation. We tested this pos-
tulate by performing a series of simulations of NICD with oligo-lysine and oligo-arginine pep-
tides of different valencies and observed multivalent counterion-mediated self-association of
NICD, demonstrating that NICD molecules can only self-associate if electrostatic repulsions
are diminished via counterion-mediated charge neutralization (fig. 11.6 and 11.22). This
neutralization can occur through the accumulation of positively charged protein/peptide
counterions along NICD. Such a mechanism is consistent with complex coacervation [292].
352
00.1
0.2
0.3
0.4
0.5
50
0
1
2
3
0 1 2 3
A
N
uc
le
ar
 b
od
y 
In
te
ns
ity
 (A
.U
.) B
N
uc
le
ar
 b
od
y 
In
te
ns
ity
 / 
N
on
-N
uc
le
ar
 b
od
y 
In
te
ns
ity
C
Avg Nuclear Intensity (A.U.)
0
10
20
30
40
0 1 2 3
0
10
20
30
40
0 1 2 3
Avg Nuclear Intensity (A.U.) Avg Nuclear Intensity (A.U.)
N
on
-N
uc
le
ar
 b
od
y 
In
te
ns
ity
(A
.U
.)
KD sat
Binding Phase
separation
0 100 150
P 
(D
is
ta
nc
e)
NICD
6
D E
A
B
AB
Figure 11.6: NICD nuclear bodies form according to complex coacervation. (A) Left: nuclear
body intensity in HeLa cells expressing different levels of NICD. Each symbol represents an
individual nuclear body. Dashed red line indicates average for 239 nuclear bodies from 30
cells. Right: histogram of nuclear body intensities.(B) NICD intensity in the surrounding
nucleoplasm (non-nuclear body intensity) for 30 cells, each indicated by a single symbol. (C)
NICD partition coefficient (nuclear body intensity / non-nuclear body intensity) from cells
expressing different levels of NICD (239 nuclear bodies from 30 cells). (D) Histograms of
the distances of closest approach between NICD molecules with and without the inclusion of
Arg6 peptides in atomistic Monte Carlo simulations. Purple bars indicate overlap between
the two histograms. Inset: representative snapshot of the association of pairs of NICD
molecules mediated by Arg6 peptide (see also fig. 11.22). (E) Complex coacervation model
of NICD nuclear body formation. Species A (red) binds to a partner B (blue) with an affinity
(KD). The AB complex phase separates at concentrations greater than or equal to Csat, to
form droplets enriched in A and B.
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Figure 11.7: NICD nuclear bodies form according to complex coacervation. (F) Modeling
complex coacervation of AB. When KD = Csat =
[B]
2
, phase separated AB appears sharply
above a threshold concentration of A. At higher concentrations of A, the amount of phase
separated AB plateaus. (G) Except at low concentrations of total A, the concentration of
unbound A, which remains in the bulk phase, rises nearly linearly with total amount of A
added. (H) When the droplet phase is of constant concentration (cf. fig 11.6A), the partition
coefficient of A (as AB complex) decreases with total A.
We modelled complex coacervation by considering two species, A and B, that are soluble
individually, but dimerize according to an equilibrium dissociation constant, KD, to generate
a complex, AB, that phase separate beyond a saturation concentration, Csat (fig. 11.6E).
As shown in fig. 11.7F, when KD is similar to Csat and B is limiting, the addition of A
does not produce phase separated AB initially. However, when a threshold concentration of
A is reached, AB phase separates to an extent that rises with additional A. At very high
concentrations of A, the amount of phase separated AB plateaus as the concentration of
B becomes limiting. Throughout this process, the concentration of unbound A rises nearly
linearly with the total concentration of A (fig. 11.7G). Assuming the concentration of AB
in the droplet phase is constant, this increase in the concentration of unbound A results in a
steady decrease in the relative partitioning of A (as species AB) into the droplet phase (fig.
11.7H). These behaviours - a sharp appearance of the droplet phase with increasing amounts
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of A, followed by the increasing droplet volume with additional A; a steady increase in the
level of A in the bulk phase as the total concentration of A increases; and the consequent
decrease in partition coefficient of A as the total concentration of A rises - are identical to
our experimental observations in fig. 11.3I, 11.6B and 11.6C, respectively, and are observed
qualitatively over a range of parameter values. Taken together, these results suggest that
NICD may form nuclear bodies via complex coacervation.
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Figure 11.8: Alexa 568-NICD and scGFP(+25) form homogeneous solutions individually,
but phase separate together into micron-sized spherical droplets when mixed.
To test this hypothesis in vitro, we recombinantly expressed and purified human NICD.
Ultraviolet circular dichroism, nuclear magnetic resonance spectroscopy, and gel filtration
data indicate that the protein is disordered and likely monomeric in solution. Additionally,
atomistic simulations show that NICD adopts conformational ensembles that are expanded
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relative to globular, folded domains (fig. 11.10D). Isolated Alexa-568 labelled NICD re-
mained uniformly dispersed in solution with no evidence of phase separation by fluorescence
or light microscopy under a range of pH, salt and buffer conditions, both at room temper-
ature and at 4◦C (fig 11.8, left panels; see also fig. 11.10E). However, solutions containing
NICD plus a supercharged GFP mutant having net surface charge of +25 [scGFP(+25)],
as a generic positively-charged macro-ion, were opalescent, and contained spherical droplets
enriched in both proteins (fig. 11.8, right panels; see also fig. 11.10E, rightmost panels) [375].
The inverse capillary velocity, which describes the ratio of effective viscosity to surface ten-
sion, was estimated to be 0.25 s µm−1 for phase separated droplets of wild type NICD and
scGFP(+20), a value similar to that of phase separated droplets of the disordered protein,
LAF-1 [162]. NICD also phase separated with positively charged oligoArg peptides. Thus,
in vitro, NICD phase separates via complex coacervation.
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Figure 11.9: (F) Left: representative example of the time course of fusion of phase separated
droplets in vitro (WT NICD with scGFP(+20)). Right: time constants of relaxation are
plotted versus length scale of droplets. The inverse capillary velocity is 0.25 s µm−1. (G)
Solutions containing equimolar concentrations of NICD (1, 5, and 50 µm) and Arg7 peptide
(1, 5, and 50µm) or Arg20 peptide (1 and 5 µm) were imaged for evidence of phase separation
by light microscopy. Both peptides were homogeneously distributed in isolation (50 and
20 µm for Arg7 and Arg20, respectively), but phase separated with NICD. In both cases,
higher concentrations of the two species resulted in more robust phase separation (rightmost
panel).
11.3.3 Phase Separation of NICD is Promoted by Positive Charge
in Partners
Theories and experimental studies with non-biological polymers indicate that in complex
coacervation the driving force for phase separation and properties of the resulting concen-
trated phase depend on the charge density and charge valence of the complexing counteri-
ons [610]. We examined these issues using a larger panel of supercharged GFPs: -7 (WT),
+7, +9, +15, +20, +25, +36.
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Figure 11.10: (A) CD spectra of NICD at 25◦C (cyan) and 95◦C (red) shows minor differences
indicating low secondary structure content. (B) 1H/15N HSQC spectrum of 87 µm 15N-
labelled NICD recorded at 25◦C on an 800 MHz NMR spectrometer. The poor chemical
shift dispersion suggests a lack of persistent secondary structure. (C) NICD migrates as a
single monodisperse peak on a Superdex gel filtration column (D) Scaling maps are consistent
with a disordered structure. (E) Isolated recombinant NICD remains soluble under a wide
range of conditions, as imaged by light microscopy. In 150 mM NaCl and at pH 6.0 - 8.5,
phase separated droplets were observed when supercharged GFP (+25) was added to NICD
(rightmost column).
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Figure 11.11: Phase separation of NICD is promoted by positive charge in partners. (A)
Solutions containing 5 µm wild-type GFP (-7) or supercharged GFPs (scGFPs: +7, +9,
+15, +20, +25, +36) and 5µm NICD were imaged by fluorescence microscopy. (B) Different
concentrations of NICD and scGFPs were mixed and scored for phase separation (black
circle: phase separated; white circle: not phase separated).
We first examined the charge dependence of the saturation concentration for phase separation
using two different measures - the appearance of phase separated droplets in fluorescence
images across a grid of scGFP and NICD concentrations (fig 11.11A and 11.11B), and the
residual concentration of scGFP in bulk solution after phase separation of 5 µm each of NICD
and scGFP (fig 11.12C). The two measures showed good agreement. Both revealed that the
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saturation concentration decreases with increasing positive charge on scGFP, from ∼5µm for
scGFP(+7) to 0.01-0.1 µm for scGFP(+36). WT GFP did not promote phase separation up
to 10 µm concentrations. The concentration of NICD and (+)-scGFPs in droplets remained
constant across the series (fig. 11.12D). Therefore, the partition coefficient also increased
with scGFP charge (fig. 11.12E). In vitro Cin/Cout ratios (550 - 10,000) are significantly
higher than the maximum in vivo Cin/Cout ratio (30), perhaps due to differences in solubility
of the proteins in the cellular environment versus aqueous buffer or to a lower average
positive charge on cellular ligands. Finally, FRAP analysis revealed that the movement
of scGFP within droplets and its exchange between the droplet and bulk phase decreased
with increasing positive charge (fig. 11.12F), suggesting increased strength of intermolecular
interactions with higher charge. Thus, the charge of the added species affects the saturation
concentration, degree of partitioning, and dynamics of complex coacervates formed by NICD.
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Figure 11.12: (C) Solutions containing 5µm wild-type GFP (-7) or scGFPs (+7, +9, +15,
+20, +25, +36) plus 5 µm NICD were clarified by centrifugation, and the concentration of
supercharged GFP in the supernatant (residual bulk) was quantified. (D) Fluorescence in-
tensities of phase separated droplets formed with different scGFPs. (E) Partition coefficients
of scGFPs (droplet intensity / residual bulk concentration), 5 µm, in the presence of 5µm
NICD. (F) Fluorescence recovery after photobleaching analysis of scGFPs in phase separated
droplets formed with NICD. In panels C, D, and F, data are represented as mean ± SEM.
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11.3.4 Charge Patterning of NICD Affects Nuclear Body Forma-
tion
We next examined how phase separation is affected by the linear patterning of charged
residues in NICD. In the wild type protein, many negatively charged residues are grouped
into a series of clusters across the sequence (fig. 11.13). We highlight these clusters (fig.
11.13B), which we refer to as charge interacting elements (CIE), by identifying regions of
at least four consecutive residues with a net charge per residue < −0.35, averaging over a
sliding window of five residues.
The parameters used to define charge interaction elements were based on previous work in
polymer and polyampholyte physics [126]. A five residue window corresponds to the number
of residues beyond which the combined balance of chain-chain and chain-solvent interaction
energy is on the order of thermal fluctuations (kT ) [146, 440]. This length-scale is also
referred to as a blob. A charge threshold of -0.35 corresponds to the net-charge per residue
limit at which a polymer enters the strong (negative) polyelectrolyte regime on the diagram
of states [126]. Finally, given a sliding window of 5 and a sliding step-size of 1, a length
cutoff of four residues or longer corresponds to the length-scale at which a region will have a
net charge between -0.2 and -0.4 and remain equal to or greater than the blob length scale,
given the appearance of flanking residues around the element, which by definition must have
a net charge of -0.2. A length cutoff of three would be too lenient, while a length cutoff of
five would allow for negatively charged blob-sized regions to remain unidentified as CIEs. A
cutoff of 4 residues offers an ideal compromise.
Although defining these elements represents a simplified approach for capturing the un-
derlying electrostatic interactions, it allows us to quantify negatively charged clusters in a
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consistent manner, compare among NICD charge mutants, and identify NICD-like sequences
based on charge features. There are four CIEs, with a combined length of 24 residues, in
wild type NICD (fig. 11.14C and D). Initial cellular studies found that NICD deletion of
the amino-terminal 62 residues of NICD did not affect phase separation (fig. 11.2C). Thus
we focused on charge patterning in the remainder of the protein. By shuffling charged and
polar uncharged residues with respect to one another, we designed NICD charge patterning
mutants that increased (charge clustered mutant or CC) or decreased (charge scattered mu-
tant or CS) the local charge density, which increase the CIE count and the total number of
residues contained within CIEs (fig. 11.13 and 11.14), while maintaining overall amino acid
composition and hydrophobic/hydrophilic patterning.
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Figure 11.13: (A) The positions of negatively (D, E; red) and positively (K, R; blue) charged
residues (charge plots) and linear charge density scores are shown for wild-type (WT) NICD
and charge mutants (CC, CS, CBC).
Mutant NICD proteins all expressed at similar levels in HeLa cells, and our qualitative
conclusions are not dependent on expression level. Wild type NICD formed nuclear bodies
in ∼70% of transfected cells (a value we normalized to 100% for comparison of different
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sequences). The CC mutant formed nuclear bodies in more cells than WT NICD (fig.
11.14E), whereas the CS mutant formed nuclear bodies in significantly fewer (Figure 11.14E).
Similarly, in vitro measurements of the saturation concentration, with scGFPs between +15
and +36, found the CC and CS mutants phase separated at lower and higher concentrations
than WT, respectively (fig. 11.14F). Thus, in cells and in vitro, the phase separation of
NICD correlates with sequence regions possessing high local charge density.
We also generated shuffled sequence mutants that clustered negatively charged residues into
one region of NICD. These mutants are distinguished by the positions of the single, large
charge block (CBN, CBI1, CBI2, CBC). Three of the four CB mutants (CBI1, CBI2, CBC)
efficiently formed nuclear bodies (figs. 11.14, 11.15 and 11.16)). We examined CBC in vitro,
and found it to phase separate with equivalent or greater efficiency than WT NICD for a
range of scGFPs (fig. 11.14F, G; and fig 11.16C). Thus, multiple clusters of negative charges
distributed across the NICD sequence are not strictly necessary for complex coacervation
in vitro or in cells. However, it appears that the total negative charge accumulated within
CIEs reflects the determinants of complex coacervation and formation of nuclear bodies by
NICD mutants. Specifically, more or denser clusters of negative charges appear to lead to
stronger interactions with macro-cations, enabling the charge neutralization and non-covalent
crosslinking needed for complex coacervation.
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Figure 11.14: (B) The positions and length of charge interaction elements (CIEs; red) are
shown for WT NICD and charge mutants (CC, CS, CBC). (C) The number of CIEs in each
sequence. (D) The number of residues in CIE regions for each sequence. (E) Normalized (to
WT) percent of HeLa cells containing nuclear puncta when expressing wild type or mutant
NICD. (F) The concentration of scGFP remaining in the supernatant (residual bulk) after
clarification of solutions containing 5 µm NICD proteins plus 5 µm scGFP(+15). In E and F,
data are represented as mean ± SEM and p-values for comparison to WT NICD represent:
∗ < 0.05, ∗∗ < 0.01, ∗ ∗ ∗ < 0.001. (G) A range of equimolar concentrations of NICD and
scGFP(+15) were mixed and scored for phase separation (black circle: phase separated;
white circle: not phase separated)
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Figure 11.15: (A) The positions of negatively (D, E; red) and positively (K, R; blue) charged
residues (charge plots) and linear charge density scores are shown for wild type (WT) NICD
(gray dashed) and charge mutants (CBN, CBI1, CBI2, CBC; black solid). All proteins have
the same overall amino acid composition, and thus the same net charge. In these designs the
negatively charged amino acids in residues 61-165 were combined into a single block located
at different positions in the protein. The phase behaviour of these designs is shown in figure
11.16.
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Figure 11.16: (B) Quantification of nuclear body formation for NICD charge mutants. Three
of the four CB mutants produced an equal or greater percentage of HeLa cells with nuclear
bodies than did WT NICD, indicating a single charge block is sufficient. Data are represented
as mean ± SEM and p-values for comparison to WT NICD are: ∗ < 0.05, ∗∗ < 0.01,
∗∗∗ < 0.001. (C) NICD charge mutants (CC, CS, CBC; 5 µm), with the same net charge but
with different charge patterning, were mixed with supercharged GFPs of increasing positive
charge (5µm) and the residual bulk concentrations of scGFP were quantified. Increasing net
positive charge of scGFP promotes phase separation. Residual bulk concentration for WT
NICD decreases ∼20-fold over the range of positive charges tested (+15 to +36). With the
same supercharged GFP species, residual bulk concentrations for NICD mutants with higher
local charge density (CC and CB) were always lower than or equal to those for WT NICD.
The NICD mutant with lower local charge density (CS) behaved oppositely, with higher bulk
concentration than WT NICD. Data are represented as mean ± SEM.
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11.3.5 Specific Residue Types Promote Formation of Nuclear Bod-
ies in a Sequence-Independent Fashion
To identify other determinants of phase separation in NICD, we deleted a series of 6-12 amino
acid segments (fig. 11.18A). Nearly all of these deletions reduced the formation of nuclear
bodies (fig. 11.18B). We also generated mutants wherein different pairs of single deletions
were combined (fig. 11.17). With only a single exception (∆1/∆2), double deletions led
to a greater reduction in nuclear body formation than the single deletions. These data
suggest that multiple elements distributed throughout the NICD sequence contribute to
phase separation.
Figure 11.17: Normalized (to WT) percent of HeLa cells containing nuclear puncta (left)
when expressing constructs deleted for multiple sequence elements (schematically illustrated
at right).
We next examined whether these elements contribute through specific sequences of amino
acids, as is typical of most protein-protein interactions, or through more general physi-
cal properties that arise from amino acid content, as is more typical of polymer-polymer
interactions. We shuffled the residues in individual functionally important regions, while
maintaining overall amino acid composition. For each region, we generated multiple shuf-
fled variants (fig. 11.19), and compared their ability to form nuclear bodies to that of the
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native protein and the corresponding deletion mutant. We found that every shuffled variant
formed nuclear bodies nearly as well as (and occasionally better than) the native NICD
(fig 11.18C). Thus, regions of NICD that promote intracellular phase separation act in a
sequence-independent fashion.
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Figure 11.18: Identification of residue types that promote nuclear body formation. (A)
Amino acid sequence of NICD. Aromatic and hydrophobic residues are colored red and green,
respectively. Regions deleted in panels B, C, and E are underlined in matching colors. (B)
Normalized (to WT) percent of HeLa cells containing nuclear puncta (left) when expressing
constructs deleted for individual sequence elements (schematically illustrated at right). (C)
Quantification of nuclear body formation for locally shuffled sequences. The positions of
shuffled sequences are checkered.
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Figure 11.19: Quantification of nuclear body formation for additional locally shuffled se-
quences. The positions of shuffled sequences are indicated (checkered region), and the native
sequence (top of each group) and shuffled sequence are shown. Local shuffle had a minimal
effect on the ability of variants to phase separate
Previous studies showed that mutation of Tyr and Phe residues in IDRs from Ddx4 and
BugZ inhibit their phase separation [266, 421]. Relatedly, mutation of Tyr residues in Fus
and an IDR from hnRNPA2 prevented partitioning into RNA granules and phase separated
droplets, respectively [282, 659]. These studies focused specifically on aromatic residues
because of their striking enrichment along with Ser, Gly and Gln residues in the IDRs of
various RNA binding proteins [217, 282, 421]. NICD is not enriched in any one amino acid
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type, and has an amino acid distribution more typical of “generic” IDRs (fig. 11.23). We
thus asked whether any amino acid type contributed more significantly to phase separation,
making no a priori assumptions regarding which residue may be of interest. We addressed
this issue through an unbiased statistical analysis of the residue types that are lost in each of
the deletions and the effects of these losses on nuclear body formation. We first assessed all
possible combination sets of residue types (NICD contains 16 unique residue types) for the
correlation between the number of residues from a set lost upon each deletion and the fraction
of cells with puncta associated with that deletion. For the sets of residues that correlated
most strongly (critical residue sets), we then determined the enrichment of each residue
type within each set relative to a random prior in a set-size matched manner (fig. 11.20).
Heatmap values greater than one indicate relative enrichment. Deletion of Tyr correlated
most strongly with the loss of NICD bodies, followed by Arg, Leu, Met and Trp, and Asp
(figfig. 11.20). Similarly, Phe and Arg residues have been implicated as central players in the
phase separation via simple coacervation of Ddx4, with Phe residues suggested to mediate
intermolecular cation-pi interactions [421]. Leu and Met residues may facilitate short-range
homo- and heterotypic hydrophobic interactions, while Asp is expected to drive complex
coacervation through complementary electrostatic interactions with cationic partners.
To test these correlations, we mutated aromatic or hydrophobic residues at several positions
in the NICD sequence. In each case, the mutations reduced nuclear body formation (11.21E).
Some point mutants had a greater effect than deletion of the corresponding residues and
their neighbours (compare to deletions shown in fig. 11.20 and 11.21), likely because of the
introduction of positively charged Lys residues, which also decrease negative charge density.
These data support our model that aromatic and hydrophobic residues play important roles
in increasing the driving force for phase separation.
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Figure 11.20: (D) Heatmap of relative enrichment of specific residue types in deletions
that correlated strongly with decreased cellular puncta. Warmer and cooler colors indicate
enrichment and depletion, respectively, in critical residue sets.
11.4 Discussion
NICD forms nuclear bodies when expressed in mammalian cells. Our cellular and biochemical
data indicate that NICD phase separates via complex coacervation, requiring interactions
with positively charged partners to neutralize its appreciable negative charge. A combination
of charge neutralization, which is governed by the local linear charge density, and interactions
involving aromatic and hydrophobic residues appear to be the main drivers of NICD phase
separation. The local charge density of NICD and the surface charge density of its counterion
partners govern the saturation concentration for phase separation and the physical properties
of droplets. Statistical analysis of deletions and mutagenesis also indicate that aromatic
(Tyr, Trp) and hydrophobic (Leu, Met) residues, which are distributed across the NICD
sequence, contribute to phase separation. The overall amino acid composition coupled to
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Figure 11.21: (E) Nuclear body formation by NICD point mutations. Positions of mutations
are indicated by white asterisks. In panels B, C and E, data are represented as mean ±
SEM and p-values for comparison to WT NICD, respective single deletion mutants and WT
NICD, respectively are: ∗ < 0.05, ∗∗ < 0.01, ∗ ∗ ∗ < 0.001).
charge patterning seems to suffice for driving phase separation, i.e., the precise sequence of
NICD does not appear to matter.
Our observations lead to a mechanistic model for NICD phase separation that is based on a
hierarchy of interaction ranges and strengths (fig. 11.24). Long-range electrostatic repulsions
among negatively charged interaction elements must be weakened in order to draw NICD into
dense droplets. The dense phase is further stabilized by short-range interactions involving
aromatic and hydrophobic residues. Electrostatic interactions with positively charged part-
ners appear to neutralize the negative charge of NICD molecules and serve as non-covalent
crosslinks (fig. 11.6D and 11.22). In vitro we have observed NICD phase separation pro-
moted by scGFP proteins and oligoArg peptides. In cells, it is likely that NICD has many
partners, with varying degrees of charge and stoichiometry of interaction, that collectively
promote phase separation in the nucleus. Notably, many RNA- and DNA-binding proteins
are localized to the nucleus and are highly basic - we speculate that these could play a
role in mediating complex coacervation. The strength of complementary electrostatic in-
teractions and their contribution to phase separation increase with total positive charge on
scGFP/oligoArg, and are modulated by the charge distribution along the NICD. Clustering
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Figure 11.22: Representative snapshots of pairs of NICD molecules from atomistic Monte
Carlo simulations in the presence of Arg6 peptides. Atomistic Monte Carlo simulations were
performed using the ABSINTH implicit solvation model and forcefield paradigm. Backbone-
only representations are shown, with the two NICDs shown in magenta and orange and Arg6
peptides shown in blue.
Asp/Glu residues to produce one or more blocks with high local charge density promotes
phase separation, whereas distributing these residues more evenly attenuates phase separa-
tion (see fig. 11.13 and 11.15). The exception here is the CBN variant, which attenuates the
driving force for phase separation. Although this warrants further investigation, atomistic
simulations suggest that CBN is more collapsed than the other CB mutants. This collapse
originates from intramolecular electrostatic contacts between the negative charge block and
a region in the N-terminus. This might limit the accessibility of CIEs to multivalent coun-
terions thus weakening the driving force for phase separation via complex coacervation. In
effect, the intramolecular interactions are able to effectively compete with inter-molecular
interactions.
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In addition to charge, Tyr, and to a lesser degree Leu, Met, and Trp residues also con-
tribute to NICD phase separation. Interactions of hydrophobic residues are inherently short
range, and mediate multivalent adhesions among NICD molecules. These contacts are weaker
analogs of domain-ligand interactions that promote phase separation of modular signaling
proteins [29,30,188,330]. The importance of these residue types in promoting phase separa-
tion and/or partitioning into the droplet phase is also suggested by mutagenesis of aromatic
residues in the IDRs of Ddx4, FUS and BugZ [217, 267, 282, 420, 421, 659]. Rather than
mutating specific residues, we approached the issue agnostically, making deletions across the
sequence and then using statistical analyses to identify functionally important residue types.
Moreover, unlike Ddx4 and FUS, which form cellular bodies as part of their normal functions,
NICD has (as far as we know) not evolved to form nuclear bodies. Nevertheless, we arrive at
a similar conclusion, i.e., that Tyr is especially enriched in segments whose deletion is most
deleterious to intracellular phase separation. This suggests that aromatic residues may play
an important role in promoting the phase separation of disordered proteins in general, and
their enrichment in the IDRs of RNA binding proteins may have a physical basis.
No single linear motif or specific amino acid sequence in NICD is crucial for driving phase
separation. Instead the overall amino acid composition combined with the patterning of neg-
atively charged residues and the distribution of aromatic residues along the linear sequence
appears to be important. This indicates that adhesive structures form through non-specific
interactions, perhaps through sidechain contacts alone, or through additional backbone con-
tacts such as cross-beta strands. Thus, once drawn together by charge neutralization, NICDs
appear to form labile complexes in which weak aromatic/hydrophobic and electrostatic inter-
actions are made and broken rapidly, imparting liquid-like behaviour to the phase separated
state.
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Figure 11.23: The distribution of amino acids (AAs) for various groups of sequences were
analyzed, including for the entire human proteome (UniProt: UP000005640 9606), IDRs
in the human proteome predicted by the MobiDB consensus prediction, and several IDRs
(NICD, FUS (1-237), Ddx4 (1-236), hnRNPA1 (195-372), eIFGII (13-97), Laf-1 (1-168))
shown previously to undergo phase separation. The sequence of NICD is not low complexity
and its amino acid distribution is more typical of the average human IDR
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Figure 11.24: Model depicting the hierarchies of interactions that drive NICD phase separa-
tion via complex coacervation.Structures of phase separated droplets on three length scales,
micrometer (bottom left), nanometer (top center), and atomic (bottom right). On the mi-
crometer scale NICD forms liquid-like spherical droplets. Phase separation of NICD requires
a multivalent counterion such as the positively charged supercharged GFP (scGFP). On the
nanometer scale NICD is depicted as chains with a single bead per residue, which contact
one another indirectly through scGFP counterions that likely bind the negatively charged
clusters along the contour of NICD and directly through aromatic / hydrophobic interac-
tions. In this representation, Asp / Glu residues are shown in red, Lys / Arg in blue, polar
residues in green, and aromatic / hydrophobic residues in black. The scGFP(+36) molecules
are shown in electrostatic surface representations. Dark blue patches indicate high posi-
tive surface charge. At the atomic scale, complementary electrostatic interactions as well
as interactions involving aromatic (Tyr) and hydrophobic (Leu) residues physically crosslink
NICD molecules. Note that the structural nature of these interactions remains unknown and
should not be inferred from schematic image.
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Recent studies of IDRs that phase separate have focused on two distinct archetypes. The
first is enriched in polar residues such as Gly, Ser, Gln, and Asn, as in the IDRs of FUS
and hnRNPA1. The second is enriched in charged residues, but the overall net charge per
residue is low, and oppositely charged residues are segregated into blocks along the linear
sequence, as in the IDRs of Ddx4 and LAF-1. Both archetypes phase separate via simple
coacervation, and do not appear to require heterotypic interactions with a partner. NICD
represents a third archetype. It is similar to Ddx4 and LAF-1 in that roughly a quarter of
its residues are charged and the charges are clustered into blocks. However, NICD has a
substantial net negative charge with more than twice as many negatively charged residues
as positively charged ones. These properties lead to the requirement for positively charged
multivalent ligands / counterions that drive phase separation via complex coacervation. The
data to date indicate that three different strategies, based on the three archetypes of IDRs,
can promote intracellular phase separation.
We analyzed the human proteome (UniProt: UP000005640 9606) using the consensus dis-
order prediction database MobiDB 2.0 to identify long (> 100 residue) IDRs with sequence
properties similar to NICD. We sought IDRs with a fraction of charged residues > 0.25 and
a two-fold excess of negatively charged residues over positively charged residues. We also
required that at least twenty residues be encompassed by CIEs. Based on this analysis we
identified 464 unique NICD-like IDRs from 443 unique proteins. Further filtering of this
list for sequences that had tyrosine and/or leucine content ≥ 6 % of total residues in dis-
ordered regions identified 260 unique proteins. Performing Gene Ontology (GO) molecular
function over-representation (experimental only) using PANTHER (Release 2015-08-06) on
these two sets identified significant enrichment in GO terms associated with nucleic acid
binding and regulation of nucleic acid biosynthesis [382]. Furthermore, a number of these
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proteins are annotated as being localized in nuclear body structures, particularly the nu-
cleolus. It is possible that some of these proteins contribute to the formation of nuclear
bodies through complex coacervation. In addition, since many positively charged proteins
bind to RNA/DNA, it is possible that complex coacervation driven by NICD-like IDRs could
compete with complex coacervation of RNA/DNA binding proteins and nucleic acids. This
suggests the possibility that NICD-like IDRs might be effective at dissolving ribonucleopro-
tein bodies and/or sequestering molecules that otherwise partition into ribonucleoprotein
bodies, as NICD appears to do with nuclear paraspeckles (fig. 11.4B).
We used NICD as a model system to understand the phase separation of an archetypal dis-
ordered protein. However, these findings also have potential implications for the biology of
Nephrin. In mammals, Nephrin is a transmembrane adhesion receptor expressed primarily
in podocyte cells of the kidney. Tyrosine phosphorylation of the intracellular domain of
Nephrin, and consequent binding of Nck and assembly of cortical actin, are necessary for
proper formation of the filtration barrier of the kidney [49, 269, 270]. Interactions between
phospho-Nephrin, Nck and N-WASP result in Nephrin phase separation into membrane at-
tached puncta in vitro and in cells (S. Kim and M.K. Rosen, unpublished) [29]. Assembly
of these puncta has been attributed to multivalent SH2-phosphotyrosine and SH3-polyPro
interactions. However, the SH2 domain, the first SH3 domain, and an adjacent linker region
of Nck are basic (predicted pI ∼9). N-WASP also has a poly-basic region. It is possible that
these basic elements act analogously to scGFP or oligoArg peptides to promote Nephrin
phase separation. Thus, non-specific charge-mediated interactions, along with specific mod-
ular domain interactions, could contribute to the formation of membrane puncta by the
ternary Nephrin/Nck/N-WASP system. The disordered cytoplasmic regions of a number
of transmembrane signaling proteins, including LAT, FAT1, and PDGFR, are also highly
acidic, and interact with adaptor proteins that also have basic elements [563]. Thus, it is
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possible that complex coacervation could also contribute more broadly to the cytoplasmic
clustering and intracellular phase separation of membrane-anchored proteins.
Of particular interest is the Interferon alpha/beta receptor 2 which contains a ∼100 residue
region (316 - 419) that has almost identical sequence features to NICD. This region is a
sub-region within a larger intracellular domain on the cytoplasmic side of a transmembrane
domain (also analogous to Nephrin). This Interferon alpha-beta receptor 2 intracellular
domain (IR2-ICD) contains all of the features associated with nephrin to a higher degree,
many more tyrosines (which undergo phosphorylation, many large acidic patches, and is
directly involved in signal transduction (STAT1/STAT2/STAT3 activation) through JAK1
activation [152, 422]. We speculate that complex coacervation could provide a mechanism
for signal amplification, whereby phosphorylation of the IR-ICD provides a mechanism for
signal attenuation.
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Chapter 12
Phase Behaviour of Disordered
Proteins Underlying Low Density and
High Permeability of Liquid
Organelles
The following section is taken from the paper Phase behavior of disordered proteins
underlying low density and high permeability of liquid organelles by M-T. Wei*,
S. Elbaum-Garfinkle*, A.S. Holehouse*, CC-H. Chen, M. Feric, C.B. Arnold, R.D. Priestley,
R.V. Pappu, C.P. Brangwynne (* denotes co-first authors). This was published online in
Nature Chemistry, in May 2017. All experimental work detailed in this chapter was per-
formed by Steven Wei and Shani Elbaum-Garfinkle, while much of the theoretical analysis
associated with those data and all simulation work was performed by A.S.H. Details asso-
ciated with the experimental work are included for clarity and completeness. The text has
been expanded to include additional detail absent from the paper.
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12.1 Background
Living cells consist of thousands of different proteins, nucleic acids, lipids, and small molecules,
held together by a phospholipid membrane. They integrate extrinsic and intrinsic stimuli
over a wide range of length-scales and time-scales to produce behaviour than can adapt and
respond to their environment in a spatiotemporal manner. For unicellular organisms, the
goal of this adaptation is realized in terms of the survival of an individual, which may be
mediated through apparently ‘selfish’ behaviour, or though collective, population level be-
haviour that while apparently ‘altruistic’ has the emergent effect of statistically improving an
individual’s fitness. For multicellular organisms, individual cells function as part of a tightly
coupled and highly dependent network. Collectively, that network abstracts certain tasks
to specific cell types, allowing substantially enhanced environmental specificity, improved
collective efficiency, and greater individual robustness, all at the expense of environmental
plasticity.
Given the incredible complexity faced by both multicellular and unicellular organisms, a
collection of fundamental questions in biology revolve around cellular organization. How do
cells organize themselves to facilitate their evolutionary goals? In a more abstract sense, this
question could be cast in terms of information how do cells most efficiently convert energy
into information, and how do they ensure that information remains plastic, accessible, yet
durable?
To organize their contents, cells construct a range of different intracellular organelles that
localize distinct sets of molecules, allowing spatiotemporal control of molecular interactions.
In addition to canonical vesicle-like organelles (which we define here as organelles that are
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surrounding by distinct barriers, typically a phospholipid membrane) there are dozens of non-
membrane bound, RNA and protein rich organelles within the cell nucleus and the cytoplasm
[66,217,282,443,551]. Despite their lack of an enclosing membrane, these organelles are able
to concentrate molecular components and play important roles in key intracellular functions
such as RNA transcription and processing, and in the regulation of protein translation.
It is now recognized that membraneless organelles, including P granules, nucleoli, and
stress granules, are condensed liquid-like droplets of RNA and protein that form via phase
separation. Indeed, many such organelles exhibit classic signatures of liquids, including
rapid exchange dynamics of their contents with their surroundings, spherical shapes, co-
alescence upon contact, and flowing and dripping in response to shear stresses [65, 66].
These properties allow membraneless organelles to concentrate molecular reactants while
maintaining fluidity to facilitate interactions among the constituent molecules. A grow-
ing number of studies have demonstrated the liquid-like nature of membraneless organelles
and the relevance of liquid-liquid demixing as a fundamental physical mechanism explain-
ing their formation [41, 67, 320, 330]. There is also increasing support for a link between
the material properties of membraneless organelles and cell physiology as well as disease
states [162,338,399,406,443,668].
A number of key questions remain unanswered regarding the physicochemical driving forces
for phase separation and the macromolecular organization within membraneless organelles.
Intrinsically disordered proteins or regions (IDPs/IDRs) are, in many cases, the drivers of
phase-separation that give rise to membraneless organelles, although how protein disorder
contributes to phase separation remains unclear [7,162,399,420,421]. In C. elegans, germ line
P granules are RNA and protein rich droplets that are implicated in specification of germ
cells. P granule assembly is driven by several proteins with IDRs [618, 625]. These proteins
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including LAF-1, an abundant DDX3 family protein which contains an arginine/glycine-
rich (R/G or RGG) domain that is necessary and sufficient for phase separation [162]. In
addition to LAF-1 PGL-3 is another P granule protein which contains RGG domains that
are important for phase separation [510]. R/G-rich IDRs are also found in the nucleolar
protein FIB-1, which drives assembly of a core droplet within the nucleolus [41,172]. Other
examples include WHI3, which contains a Q-rich IDR and drives the formation of liquid-like
puncta in the cytoplasm of fungi [668]. Similarly, the stress granule proteins hnRNPA1 and
FUS contain IDRs and are also involved in neurodegenerative diseases [338, 399, 443]. The
molecular concentration within such droplets is expected to influence behaviors including
molecular sequestration, promotion of various reactions, and the nucleation of amyloid-like
fibers that are associated with disease [16,338,399,436,443].
Despite the importance of intra-droplet concentration, there are difficulties associated with
measuring the full coexistence curves (i.e., binodals) that define the protein concentrations
inside and outside of the droplet. As a result, little is known about how droplet proper-
ties emerge from the underlying RNA/protein interactions Aumiller2016-fw. The prevailing
wisdom surrounding the intra-droplet protein concentration is that these organelles are a
similar density to that consistent of a polymer melt, with protein concentrations in the
100-500 mg/ml range. These numbers are in part motivated by qualitative estimates of the
density, and in part through simple polymer theories fit to the low concentration arms of the
binodal curves using Flory-Huggins based theoretical models.
In this work, we utilize a novel method based on fluorescence correlation spectroscopy (FCS)
measurements to infer second virial coefficients, molecular diffusion coefficients, and binodals
for LAF-1 and its intrinsically disordered RGG domain in the presence and absence of RNA
molecules. By combining these measurements with a theoretical framework and insights from
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atomistic simulations, we uncover a rich physical picture of the interactions that underlie
the phase behavior and properties of LAF-1 droplets. These results show that intra-droplet
concentrations are surprisingly low, and suggest that condensed phases are akin to semidilute
polymer solutions. Large-scale conformational fluctuations originating from the intrinsically
disordered RGG domain in LAF-1 are critical for the formation of such low-density droplets.
We also determine a structural length scale, the mesh size, which characterizes the molecular
organization within droplets both in vitro and in vivo. The inferred mesh sizes of P granules
in living C. elegans embryos, as well as other membraneless organelles, suggest the broader
relevance of our findings for droplets within living cells.
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12.2 Methods and Results
12.2.1 Phase Separation in LAF-1 is Driven by the RGG Domain
It had previously been demonstrated that the RGG domain is necessary and sufficient to drive
phase separation [162]. We analyzed the amino acid sequence of LAF-1 to build a molecular
picture of the various local regions within the protein. This analysis was performed using
the localCIDER software package (see chapter 4 )and is shown in fig. 12.1.
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Figure 12.1: Linear sequence analysis of LAF-1. Each track describes a difference type of
sequence feature to provide a general summary of the linear amino acid sequence
The analysis reveals two well defined and a two-domain helicase. WFC represents Wootton-
Federhen sequence complexity; the RGG and CTD domains show a significantly reduced
complexity when compared to the remainder of the sequence. IUPred represents the pre-
dicted disorder score based on the IUPred algorithm; N-terminal and C-terminal intrinsically
disordered regions (IDRs) are identified. NCPR represents the linear net charge per residue;
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the N-terminal domain shows both net positively charged local regions and net negatively
charged regions, suggesting electrostatic interactions may play a role in driving RGG-RGG
interaction. FCR represents the fraction of charged residues; several regions in the RGG
contain a high FCR despite minimal net charge, indicating these regions have the character-
istics of a strong polyampholyte. KD represents the Kyte-Doolite hydrophobicity scale; the
folded domains are significantly more hydrophobic than the IDRs.
The RGG domain has a strongly biased sequence composition, with a high fraction of glycine,
arginine, tyrosine. These amino acid properties are similar to are sequence that are known
to phases separate, but appear to show a more extreme variant, with a higher fraction of
glycine than many other IDRs that drive phase separation. We sought to characterize the
phase behaviour of full-length LAF-1 and the RGG in isolation
Figure 12.2: LAF-1 amino acid sequence. The RGG domain is bolded and underlined (and
represents residues 1-168)
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12.2.2 Ultrafast-Scanning FCS Measurements of Coexistence Curves
FCS is a powerful technique that relies on measuring the fluorescence intensity fluctuations
of labelled molecules within small, femtoliter excitation volumes [351]. FCS allows for precise
measurements of molecular concentrations and diffusion coefficients, and has been employed
for studying protein aggregation and assembly [236, 456]. However, standard FCS methods
have well-known limitations, including the need to calibrate the fluorescence excitation vol-
ume [487]. This calibration is achievable in a uniform aqueous medium, but can become
problematic in a droplet-forming system due to refractive index variations. To overcome
these limitations, we developed a novel approach, called ultrafast-scanning FCS (usFCS).
This approach uses a tunable acoustic gradient index of refraction (TAG) lens placed in the
back focal plane of an oil immersion objective, as shown in fig. 12.3a [155–157,380].
The TAG lens allows axial scanning of the sample at very high frequency (70 kHz). The axial
scan range (Z) is adjustable by changing the applied voltage. Importantly, because scanning
is performed through the standing acoustic wave there are no mechanical parts, greatly
improving the fidelity and robustness of the approach. The tunable scanning distance serves
as an external ruler for measuring the unknown detection volume within droplets. This allows
us to estimate the size of the measurement volume and thus determine molecular diffusion
coefficients, D, from the characteristic decay times, τD, of measured autocorrelation functions
as shown in fig. 12.4.
The samples are excited using a diode-pumped solid-state laser with emission wavelengths
of 491 nm. After passing through the TAG lens, the light is focused into the sample using an
oil immersion objective. The fluorescence emission is collected through the same objective,
separated from the excitation light by a dichroic mirror and focused into a confocal pinhole
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Figure 12.3: Measured binodals for the RGG domain and LAF-1. The latter is measured
in the absence or presence of RNA using ultrafast-scanning FCS approach. (a) A schematic
illustration of the microscope with an acoustically modulated beam that is controlled by a
tunable acoustic gradient index of refraction (TAG) lens. The system focus can be axially
scanned along the optical-axis at a frequency of 70 kHz. (b) Schematic showing a typical
binodal with increasing protein concentration along the abscissa and increasing NaCl con-
centration along the ordinate. Our measurements show that the salt concentration decreases
the strengths of two-body interactions for RGG domain/LAF-1 systems. (c) The measured
binodals of the RGG domain as well as LAF-1 in the presence and absence of RNA.
unit. The fluorescence light is filtered by a long pass filter, photons are detected by a
photomultiplier tube, and their arrival times are registered by a data acquisition card. For
this study, the scanning distance was kept at ∼ 2 µm, an order of magnitude smaller than
the size of the liquid droplets.
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When the measurement volume is axially scanned, Z (axial scan distance), at a constant
frequency f , the autocorrelation function for simple diffusion is:
G(τ) = G(0)
(
1 +
(
τ
τD
))−1(
1 +
(
τ
κ2τD
))−0.5
exp
−(Z sin(pifτ))2(2ω)2 1
1 +
(
τ
κ2τD
)
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(12.1)
Here, G(0) is magnitude at short time scales, τ is the lag time, τD is the half decay time,
κ is the ratio of the axial to radial measurement volume, and ωz is the depth of focus.
The parameters τD, G(0), and ωz were allowed to vary and were optimized to fit the mea-
sured auto-correlation trace, while the parameters Z and f were kept fixed. ωz provides a
measurement of the confocal volume, which in turn can be used to determine the diffusion.
We used usFCS to measure concentrations within the dilute and dense phases. These con-
centrations correspond to the low and high concentrations arms of the binodal curves, as
illustrated in figure 12.3 and described in detail in chapter 13. For a given NaCl concen-
tration, the equilibrium protein concentration outside the droplet, cs, defines a point on the
left arm of the binodal (solid curve in fig. 12.3) whereas the protein concentration inside
the droplet, cD, defines the corresponding point on the right arm of the binodal. At 125
mM NaCl, the value of cS for LAF-1 is 0.124 ± 0.009 mg/mL (1.5 ± 0.11 µm); the droplets
that condense from solution are at a concentration of cD = 6.88 ± 1.52 mg/mL (86.5 ±
19.2 µm), see fig. 12.3c). These values are surprisingly low, given that the folded proteins
lysozyme and γ-crystallin, although fundamentally different from IDPs, are also known to
phase separate, but at concentrations that are approximately two orders of magnitude higher
(∼100-500 mg/mL) than what we measure here [69,575].
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Figure 12.4: The usFCS provides a calibration free method for determining the intradroplet
concentration (a) Fluorescence autocorrelation of 14 nm hydrodynamics radius polystyrene
particles while scanning at frequency 70 kHz. The fit to Equation 12.1 (red line) is shown.
The magnitude of autocorrelation function oscillations with 14 µs period at short time scale,
GOSC , depends on the ratio between axially scanned distance (Z) and depth of focus (ωz).
The inset shows fluorescence autocorrelation as a function of delay time (τ) between 2 ms
and 2.2 ms. The period (T ) of autocorrelation curve is 14 µs, which indicates the TAG lens
scanning frequency (T−1 ∼70 kHz). When compared with standard FCS, ultra-fast-scanning
FCS (usFCS) has several strengths. It increases the statistical accuracy for slowly moving
molecules by effectively sampling a larger volume. Improving this statistical accuracy allows
for shorter measurement times than standard FCS, which helps to ensure accurate correlation
curves. This approach also facilitates low excitation intensity, reducing the effect of photo-
bleaching and optical saturation. Here, we show both (b) molecular concentration and (c)
diffusivity from usFCS measurements as a function of Dylight 488 concentration.
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To ensure this was not an error associated with the usFCS setup we confirmed these low
concentration usFCS measurements using different fluorescent labels (fig. 12.5a). In addi-
tion, we used an orthogonal three-dimensional confocal microscopy approach (fig. 12.5b).
To calculate the droplet concentration using this orthogonal method we first used 3D con-
focal microscopy to measure the volume fraction of droplet in a 2-phase mixture (φD). We
then took advantage of the fact that for a two-phase system the bulk (total) concentration
of protein must equal the volume-fraction weighted concentrations in the dense and dilute
phases, i.e.
CB = CDφD + CS(1− φD) (12.2)
In equation 12.2, CB is the bulk concentration, CD is the concentration inside the droplet
and CS is the saturation concentration (i.e. the protein concentration outside the droplet).
This equation can be rearranged to obtain equation 12.3
CD = CS +
CB − CS
φD
(12.3)
Here, CS is the critical concentration and CB is the total protein concentration determined
using 280 UV absorption. The total protein concentration can be solved under conditions
where phase separation is inhibited (such as at high NaCl) to ensure we obtain an accurate
measurement. By combing the values obtained through concentration measurements and 3D
confocal microscopy we can solve equation 12.3 for CD. Using this approach, we calculated
the protein droplet concentration for a variety of NaCl concentrations and compared them to
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Figure 12.5: To assess the quantitative accuracy of our usFCS results, we used (a) three
different fluorescent dyes to label LAF-1 and (b) determined the protein concentration using
three-dimensional confocal microscopy.
values obtained via the usFCS. The results are reported in fig. 12.5, which show quantitative
agreement between both methods.
Taken together, these findings demonstrate that while LAF-1 droplets are roughly 50 times
more concentrated than the dilute phase, they are still at a very low concentration, which
corresponds to a number density of 5× 10−5 molecules/nm3.
The width of the two-phase regime, quantified in terms of the ratio of cD to cS, decreases with
increasing NaCl concentrations. This yields a concave down paraboloid binodal for LAF-1
(fig. 12.3c), which is characteristic of many polymeric systems [504]. The RGG domain of
LAF-1 is necessary and sufficient to drive phase separation. Interestingly, the right and left
binodal arms of the RGG domain alone are at mass concentrations that are comparable to
that of full length LAF-1, although the critical NaCl concentration is lower than for full-
length LAF-1. We also measured binodals in the presence of different types of generic RNA
molecules, which may be expected to impact the phase diagram, since they are known to
394
modulate the fluidity of LAF-1 droplets. In the presence of polyadenylate RNA (poly-rA)
of various lengths, the low concentration arm of the LAF-1 binodal and the concentrations
corresponding to the critical region remain essentially invariant. However, upon addition of
RNA we observe a marked shift of the high concentration arm of the LAF-1 binodal, toward
lower values of cD (fig. 12.3c).
12.2.3 Quantifying B2 by usFCS
The remarkably low concentration of LAF-1 droplets must arise from the underlying protein-
protein interactions, which can be modulated by RNA. Indeed, in mean field models, such
as the Flory-Huggins theory, the sign and magnitude of the effective two-body interactions
determine the phase behavior of polymer solutions [179, 246]. These interactions are quan-
tified using the dimensionless Flory interaction parameter χ, and are measured in terms
of molecular dissociation constants KD or second virial coefficients B2. We used usFCS to
estimate the apparent values of B2 as a function of NaCl concentration.
For concentrations that are below cS, the diffusivity of a protein molecule can be influenced
by interactions with other proteins [220, 581]. Interactions that are, on average, attractive
will diminish the protein diffusivities, whereas two-body interactions that are, on average,
repulsive will lead to larger effective diffusion coefficients (fig. 12.6). We measured the LAF-1
diffusivity as a function of LAF-1 concentration at a range of different NaCl concentrations.
For all NaCl concentrations, the diffusivity measurements are made under conditions where
the protein concentrations are always below the low concentration arm of the measured
binodals (by up to an order of magnitude) to ensure we are in the one-phase regime. To
determine B2 from these data we use a formalism proposed by Harding and Johnson. Plotting
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protein concentration (c) vs. diffusion constant (D) according to the following equation gives
a straight line in the dilute regime:
D = D0[1 + (2MB2 − v¯ − ks)c] (12.4)
In addition to the parameters introduced above, M is the molar mass of the diffusing species,
v¯ is the partial molar volume of the solvent and ks is an empirical constant that accounts
for the adjustments to the volume fraction that derive from the entrainment of the solvent
along the polymer. When plotting D versus c, the slope of the line is equal to (2B2− v¯−ks).
For simplicity, we can define this term as;
kD = 2MB2 − v¯ − ks (12.5)
We make two key assumptions in using the equation of Harding and Johnson. First, we
assume that the NaCl dependence of the observed diffusion coefficients derives mainly from
the NaCl dependence of the solvent-mediated interactions between LAF-1 molecules. Ac-
cordingly, our definition of kD is altered to;
k
[NaCl]
D = 2MB
[NaCl]
2 − v¯ − ks (12.6)
As noted above, the partial molar volume of the solvent and the empirical constant ks
(in units of mL /mg) quantify the degree of solvent entrainment. By assuming the form
for kD that is shown in equation 12.6 we are stipulating that v¯ and ks are independent
of NaCl concentration. We believe this assumption is justified by the recognition that all
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our FCS measurements are quite unlike the sedimentation velocity measurements (through
which equation 12.4 was originally defined) in that they are made under dilute protein
concentrations and away from the sedimentation regime, where the backflow of solvent upon
sedimentation creates a problem with interpreting the impact on measured velocities in
sedimentation velocity analytical ultracentrifugation experiments. Additionally, experiments
show that the self-diffusion coefficient of water decreases only by roughly 4% in the absence
of NaCl when compared to the corresponding value in 1 M NaCl. This provides a proxy for
estimating the extent of change to the solvent entrainment and suggests that the magnitude
of the change we expect to the term will be at least two orders of magnitude smaller than
the measured changes to the diffusion coefficient D as a function of protein concentration c
(see fig. 12.6).
Our data show that the slope of the plot of D vs. c decreases as the NaCl concentration
increases. We interpret this to imply a weakening of the homotypic associations between
LAF-1/ RGG molecules as a function of NaCl. In the presence of high NaCl (1 M NaCl),
we note that the diffusion coefficient D varies negligibly with protein concentration c. An
example of the insensitivity of D to changes in protein concentration at high salt is shown
in fig. 12.6b. Based on these data we make the following second assumption;
v¯ − ks = 0 (12.7)
This assumption allows us to re-write equation 12.4 as
D = D0[1 + (2MB
[NaCl]
2,app c] (12.8)
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Figure 12.6: RNA and NaCl influence intermolecular interactions of LAF-1 and RGG. (a)
Schematic illustration of mutual-diffusion. (b) Mutual diffusion coefficient of LAF-1 strongly
depends on the protein concentration. The dashed lines show the linear fits obtained using
the equation shown for D in the text. The slope, which is proportional to B2, decreases with
increasing NaCl concentration. (c) The second virial coefficients, B2, approach the ideal
solution limit of zero with increasing NaCl concentration. The B2 values are most nega-
tive across the entire NaCl range for the RGG domain implying stronger effective pairwise
interactions for the RGG domain when compared to LAF-1 in the absence or presence of
RNA.
We believe that our assumptions are justified by our data and the magnitudes of the changes
we observe to the measured diffusion coefficients as a function of protein concentration in
different amounts of NaCl. In the equation above, our assumption involves the replacement of
the actual second virial coefficient with a NaCl dependent apparent second virial coefficient,
B
[NaCl]
2,app .
In the presence of 1 M NaCl, LAF-1 diffusivity is only moderately dependent on protein
concentration, with a slope that is near zero, indicating that LAF-1 is only weakly self-
associative at high NaCl concentrations (fig. 12.6b and c). However, as NaCl concentration
decreases, LAF-1 diffusivity becomes more strongly dependent on protein concentration, thus
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yielding negative B2 values of increasing magnitude. The addition of short unlabelled RNA
molecules gives rise to less negative B2 values, implying that the RNA molecules weaken the
strengths of two-body interactions between LAF-1 molecules. In contrast, in the presence
of long RNA molecules we obtain more negative B2 values, implying a strengthening of the
effective two-body interactions between LAF-1 molecules. These results are qualitatively
consistent with the changes in diffusivities within the droplets (fig. 12.7). Additionally,
measurements of B2 values for the RGG domain show that these values are the most negative
of all the constructs we tested, consistent with this being a highly ‘sticky’ domain that drives
phase separation.
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Figure 12.7: Increasing NaCl concentration increases the diffusion coefficients of LAF-1 in
droplets. Adding short RNA (poly-rA30 and poly-rA15) also increases diffusion coefficient of
LAF-1 in droplets whereas adding long RNA (poly-rA3k) decreases the diffusion coefficients
of LAF-1 in droplets.
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12.2.4 Quantifying B2 by 90
◦Laser Light Scattering
Although we believe the assumptions used to determine the B2 values are justified, they
rely on a number of compounding simplifications, where the impact of error propagation is
unclear. To provide an orthogonal test of the assumptions made to extract B2 values from
usFCS measurements, we compared the B2 values derived from the usFCS measurements
with values obtained from right-angle laser light scattering. In this approach, one measures
the concentration dependence of the scattered light of the solution with the protein as a
function of protein concentration and subtracts the contribution from the buffer alone to
uncover the second virial coefficient using a so-called Zimm plot (see fig. 12.8).
Here, the light source was a laser with wavelength (λ) of 488 nm with vertical polarization.
Since the molecular size of each of the samples used was smaller than λ/20, no angular
dependence for the excess scattered intensity was expected and all light scattering data
were recorded at an angle of 90◦. The Rayleigh expression describing the intensity of light
scattered from a particle in solution is given in equation
Kc
R
=
1
M
+ 2B2c (12.9)
where K is an optical constant, c is the particle concentration, R is the Rayleigh ratio of
scattered to incident light intensity, M is the molecular weight, and B2 is the second virial
coefficient. The optical constant is defined by equation 12.10;
K =
4pin2
(
dn
dc
)2
Naλ4
(12.10)
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Figure 12.8: (a) Right-angle laser light scattering data for LAF-1 in 400 mM NaCl buffer
solution. (b) Comparison of light scattering determined data with the values obtained from
usFCS. The estimates of B2 obtained using both methods are similar within error for three
different NaCl concentrations, thus establishing the accuracy of our usFCS measurements
and the validity of the assumptions used in our analysis of usFCS data.
where NA is Avogadro’s number, n is the solvent refractive index, and
dn
dc
is refractive
index increment for the protein/solvent (∼0.185 g/mL). The expression used to calculate
the sample Rayleigh ratio, R, from a toluene standard is given by equation 12.11
R =
IAn
2
ART
ITn2T
(12.11)
where IA is the residual scattering intensity of the analyte (sample intensity solvent inten-
sity), IT is the toluene scattering intensity, n is the solvent refractive index, nT is the toluene
refractive index (1.503 at 488 nm), and RT is the Rayleigh ratio of toluene (39.6×10−6 cm−1
at 488 nm).
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We compared the measured B2 values using right angle laser light scattering for LAF-1 at
different NaCl concentrations to the values of B2 that were obtained using usFCS measure-
ments. The values were found to be equivalent across all NaCl concentrations. Therefore,
for our analysis in the main text, we used data from usFCS measurements because these
afford higher reliability at the low protein concentrations at which these measurements have
to be made. Additionally, in contrast to light scattering, the impact of RNA molecules on
B2 can be readily quantified using usFCS measurements because the only signals in these
measurements come from labelled molecules.
12.2.5 A Theoretical Framework for the Measured Binodals
The low protein concentration inside LAF-1 droplets comes as a surprise given previous
suggestions, including recent measurements of elastin-like-polypeptides (ELPs), which point
to concentrations at least two orders of magnitude higher [547]. Moreover, our findings reveal
an unusual invariance of critical points and left binodal arms to the addition of RNA, features
that we were unable to explained using simple mean-field theories. For example, Flory-
Huggins theory suggests that as B2 becomes more negative (self-interactions are effectively
more attractive), cs should decrease and cD should increase, but this is not borne out in
comparative measurements of the binodals for LAF-1 vs. the RGG domain.
A clue to explaining the curious behaviour comes from all-atom simulations. All-atom Monte
Carlo simulations were run using the CAMPARI software package and the ABSINTH implicit
solvent model. For further discussion on the ABSINTH forcefield please see chapter 2. We
ran 200 short independent simulations to construct an extensive ensemble of ∼100,000 con-
formations. We also a series of simulations that were ∼10x longer and compared our results
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from the 200 short simulations with these longer simulations to assess relative convergence.
Both sets of simulations showed statistically identical properties, giving us confidence in the
sampling achieved for the ensemble. We quantified the conformational fluctuations of LAF-1
by examining the two-dimensional probability density map of RG and asphericities. RGG
samples a broad range of conformations whereby compact, globular conformations, and ex-
panded coil-like states are sampled with roughly equivalent probabilities (fig. 12.10). The
naive expectation is that these conformational features reflect a lack of preference for interac-
tion of chains with themselves vs. solvent, which would be associated with B2 values of ≈ 0,
this is contradicted by our measurements of negative values of B2 [504]. Therefore, the phase
behaviour of RGG domains appears to derive from a combination of large conformational
fluctuations, and negative B2 values; the latter likely arise from polyvalency of ‘sticky motifs’
comprising charged and aromatic residues. Importantly, the large conformational fluctua-
tions should generate large pervaded volumes, thus dramatically increasing the likelihood
that RGG domains will overlap with one another, even at ultra-low concentrations.
The concept of the overlap volume fraction (φ∗) is central to describing the phase behavior of
polymer solutions. This is the concentration threshold beyond which inter-chain interactions
become more likely than intra-chain interactions i.e., the concentration at which different
chains begin to overlap significantly with one another. Figure 12.9 provides a graphical
representation of the dilute, semidilute, and concentrated regimes.
The overlap concentration threshold defines the boundary between the dilute (< φ∗) and
the semidilute (> φ∗) regimes. In a semidilute solution, polymer density fluctuations play a
crucial role in determining the interactions between chains [504]. The large conformational
fluctuations associated with the RGG domain combined with the low protein density within
droplets points to the direct relevance of the physics and chemistry of polymers in semidilute
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Figure 12.9: Graphical representation of the dilute, semidilute and concentrated regimes.
Here, φ represents the polymer concentration in the solution and φ∗ represents the overlap
volume fraction. LAF-1 droplets are consistent with a semidilute solution.
solutions. Numerical reproduction of the measured binodals, for both LAF-1 and the RGG
domain alone, requires the adaptation of an advanced theory that explicitly accounts for
the combined effects of chain density fluctuations, as well as two- and three-body interac-
tions (derived respectively from second and third virial coefficients), as demonstrated in (fig.
12.3b) [409].
Above the overlap concentration, chain density fluctuations will contribute to screening the
interactions between pairs of residues on a single chain, provided the spatial distance between
residues is larger than the correlation length, ξ. For the semidilute regime this characteristic
length scale is also equivalent to the mesh size, as it pertains to the average size of voids
between polymer chains. The inferred strengths of three-body interactions are described by
w, which for positive values imply a weakening of attractive inter-molecular interactions.
By fitting Muthukumar’s theory to the measured binodals, we generate estimates of construct-
specific values for ξ and w [409]. Can the derived values obtained from these fits be inter-
preted as physically useful parameters? ξ provides a measure of the average distance between
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Figure 12.10: Summary of computational and theoretical analysis. (a) Results from atom-
istic simulations of the RGG domain. (b) Comparison of the binodals derived from numerical
implementation of Muthukumar’s theory (open symbols) with experimental data (solid sym-
bols). While the data help to identify the critical-region, the precise critical point cannot
be reliably located because it is characterized by fluctuations that occur on all length scales.
Therefore, the analysis was restricted to reproducing the low and high concentration arms
of the binodals away from the critical point. The dashed lines are drawn to guide the eye.
(c) χ-dependent values of ξ are shown for each of the constructs and are calculated as de-
scribed in chapter 13. The horizontal gray stripe corresponds to values of ξ obtained at
125 mM NaCl. The inset shows inferred values of construct-specific three-body interaction
coefficients, w and the color-coding of the bars follows the format used in panels (b) and (c).
polymer chains, or of the lengthscale over which fluctuations occur. As χ decreases (becomes
less attractive) ξ grows (fig. 12.10c), initially slowly, but as the critical point is approached
ξ grows asymptotically towards∞. In the statistical mechanics of phase transitions the crit-
ical point represents the a state at which fluctuations occur over all lengthscales, typically
a description cited as a theoretical limit. In this case we see a real, physical manifestation
of this approach to infinity through the analytically solved ξ values. At lower NaCl values
the correlation length plateaus to a value that appears to depend on the presence or absence
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of RNA. In the absence of RNA ξ approaches around 4 nm, while in the presence of RNA
(both long and short RNA) this value is larger (∼7 nm). We interpret this to mean that
RNA increases the average spacing between LAF-1 molecules, possibly through the intrinsic
RNA-RNA repulsion and/or it’s increased steric bulk. The three-body interaction parameter
w can be interpreted as the excluded volume occupied by the chain. The addition of RNA
increases the apparent excluded volume of LAF-1, effectively diluting the concentration of
LAF-1 (a result that makes sense given the increase in the correlation length). Surprisingly
the excluded volume of LAF-1 alone is lower than that of the RGG domain. One possible
interpretation of this is that the RGG domain interacts with the remainder of the protein, ef-
fectively prepaying the entropy cost associated with increased compaction via a high effective
concentration of helicase domain and the second IDR.
The overlap concentration (φ∗) can be directly calculated if the polymer dimensions are
known. We calculated the overlap concentration for the RGG domain using the dimensions
obtained from simulation, obtaining a value of 8.8 × 10−3. The predicted φ∗ is of the same
magnitude as the measured cD. This implies that ξ should be quantitatively similar to the
dimensions of an individual molecule. Our numerical reproduction of the measured binodals
yields estimates for ξ as a function of χ (fig. 12.10c). At 125 mM NaCl, the predicted value
of ξ is between 3 and 8 nm. This range quantitatively matches the average dimensions of the
RGG domain inferred from simulations (between 3 and 5 nm, see fig. 12.10); the agreement
of these two sets of estimates is remarkable given that they were determined through entirely
independent approaches. Our analysis reveals that the protein concentrations in the dense
phase is of the same magnitude as the very low overlap concentrations (φ∗), which arise from
large-scale conformational fluctuations of individual molecules. Therefore, chemical infor-
mation in the form of sequence-encoded conformational fluctuations controls the dimensions
of the disordered RGG domain, and the resulting droplet phase behavior.
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12.2.6 Droplet Nanorheology
To quantify the impact of low intra-droplet concentration/volume fraction on molecular
motions and rheological properties of droplets, we used usFCS to determine the diffusion
coefficients of embedded 14 nm fluorescent spherical nanoparticles. We then use the Stokes-
Einstein relation to calculate the viscosity.
η =
kBT
6piRD
(12.12)
Here, kBT is the thermal energy scale, R is the nanoparticle radius, and D is the measured
diffusion coefficient. For LAF-1 in 125 mM NaCl, this analysis reveals droplet viscosity of 27.2
± 5.9 Pa·s, a value consistent with measurements based on particle tracking microrheology.
Using a similar approach, we found that RGG droplets are roughly twice as viscous as full-
length LAF-1 droplets (fig. 12.11a), in agreement with the finding that B2 values for RGG
are significantly more negative than full-length LAF-1. Moreover, measurements within RGG
droplets show that the RGG domains diffuse more slowly in these droplets when compared
to full-length LAF-1 molecules in droplets formed by full-length LAF-1 (fig. 12.7). Both
full-length LAF-1 and RGG droplets exhibit a decreased viscosity and increased molecular
diffusivity upon increasing NaCl concentration (fig. 12.7 and fig. 12.11a). This is consistent
with the decreasing magnitudes of B2 values as NaCl concentrations increase (fig. 12.6c).
When we added RNA of either 15 or 30 nucleotides into LAF-1 droplets in vitro, the droplet
viscosity decreased to 16.1 ± 2.8 Pa·s at 125 mM NaCl. A similar mass concentration of
longer (3,000 nucleotide) poly-rA caused the opposite effect, whereby the droplet viscosity
increases to 60.9 ± 10.3 Pa·s. Nonetheless, in all cases, the droplet viscosity still decreases as
the concentration of NaCl was increased. These changes are also mirrored in the diffusivities
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Figure 12.11: Nano-scale rheology of RGG and LAF-1 condensed droplets. (a) Increasing the
concentration of NaCl decreases the viscosity within LAF-1 droplets. Adding short RNA
(poly-rA30 and poly-rA15) also decreases the viscosity within LAF-1 droplets. However,
adding long RNA (poly-rA3k) increases viscosity of LAF-1 droplets. (b) Viscosity within
droplets is proportional to the product of B2 cD. Upon addition of the short RNA (poly-rA)
the droplet viscosity decreases and follows the same universal curve with LAF-1 and RGG.
of molecules within the droplets (fig. 12.7). However, changes in droplet viscosity are
not fully captured by considering B2 alone. Consistent with simple theories of viscosity in
polymeric systems, changes in droplet viscosity also depend on the protein concentration
within the droplet, cD ; these combined effects can be captured by plotting viscosity as a
product of, B2cD, as shown in fig. 12.11b. Interestingly, however, the ability to collapse
viscosity data as a function of data B2cD breaks down for the long poly-rA (3,000). We
speculate that this may reflect the fact that there is a many:1 stochiometry between LAF-1
and the longer RNA, suggesting the longer RNA may allow the droplet interior to percolate,
fundamentally altering the internal dynamics when compared to droplets where the RNA
does not provide this connectivity.
408
Figure 12.12: Low-density semidilute liquid droplets. (a) Apparent viscosities extracted from
measurements of diffusion coefficients of probes within LAF-1 droplets at 125 mM NaCl.
The gray bar corresponds to ξ in fig. 12.10c (b) Permeability of different in vitro droplets to
fluorescent dextran (red). The inset figure shows the bright-field image of NPM1 droplets.
(c) Permeability of in vivo LAF-1::GFP labelled P granules in C. elegans to fluorescent
dextran. Perinuclear P granules in ∼16-cell embryos are indicated with arrows. (Scale bar,
10 µm). (d) Partition coefficients were calculated from fluorescent intensities inside/outside
droplets. The gray bar corresponds to ξ in fig. 12.12a and 12.10c. (e) Schematic model.
The RGG domain is depicted in blue and the envelope is defined by the RG of LAF-1 are
shown in black-dash circles.
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The agreement between the viscosity determined from the diffusive motion of 14 nm particles
and micron-sized particles (fig. 12.12) suggests that the effective mesh size (ξ) of the intra-
droplet protein network is less than 14 nm. To infer the value of for LAF-1 droplets, we
measured the diffusion coefficient for a variety of molecular probes of smaller sizes, and use
their hydrodynamic radius RH to calculate an apparent viscosity as above; we note that
using the Stokes-Einstein equation to estimate viscosity is only strictly valid for spherical
probe particles, a point that is discussed in depth in the following section. Small solutes
(RH ∼0.5 nm) and the globular protein mCherry (RH ∼1.4 nm) exhibit values in the range
of 0.07 - 0.2 Pa·s. These values are roughly two orders of magnitude lower than the bulk
viscosity, consistent with their motion primarily reflecting diffusion through the aqueous
solvent that permeates the droplet mesh. To interrogate larger length scales, we used dextran
molecules of differing molecular weights. In dilute aqueous buffers, the 10 kDa dextran has
a RH of ∼2.3 nm. By plugging this value of RH and the measured diffusion coefficient
into the Stokes-Einstein equation, we obtain an apparent viscosity value that is comparable
to those of the other small probes. However, a similar analysis applied to the measured
diffusion coefficients of 40 kDa (RH ∼4.5 nm) and larger molecular weight dextran molecules
suggests significantly hindered motion, implying that the bulk properties of the droplet
become increasingly dominant. Our dextran diffusivity data are also consistent with the
partitioning of different molecular weight dextran into droplets. We find that 10 kDa dextran
molecules strongly partition into LAF-1 droplets (fig. 12.12c, 12.12e), while 70 kDa and 155
kDa dextran molecules (¿ 6 nm) are mostly excluded. These findings suggest that the
characteristic mesh size within droplets is between 3 and 6 nm, in agreement with results
from our theoretical analysis and simulations (Fig 12.10c).
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12.2.7 Nanorheology of Polymer Solutions
Since dextran molecules, especially of higher molecular weights, are not well approximated
as spheres, we also analyzed the diffusivity data using the framework of Cai et al. [82].
Unlike spherical probes, dextran molecules are flexible polymers. As a result, the dynamics
of a polymeric probe (dextran) in a polymeric solution (LAF-1/RGG) may not be well
described by a Stokes-Einstein based relationship. For probe molecular weights below a
threshold value, probe molecules will behave like small solutes. Conversely, above some
threshold molecular weight, the diffusivities of dextran molecules should decrease as the
reciprocal of increasing molecular weight. This thresholding behaviour is well described by
theoretical analysis by Cai et al., who describe several distinct regimes.
Dextran is frequently described as behaving like an ideal chain in aqueous buffers. To verify
this, we analyzed published data for hydrodynamic radii as a function of molecular weight.
The measurements shown in based on viscosity analysis and light scattering. Here, we plot
data from the literature as a log-log plot, with the log of the RH along the x-axis and the
log of the degree of polymerization (N) along the y-axis. This analysis yields a straight line
with a slope that corresponds to the scaling exponent ν and an intercept that corresponds
to log(b), where b is the Kuhn length. We find ν = 0.49, which is in good agreement with
the theoretical exponent of 0.5 expected for an ideal chain. The intercept yields a value
of b = 0.303 nm. For molecular weights below a threshold value, dextran molecules should
behave like small solutes. Conversely, above a threshold molecular weight, denoted as ξL,, the
diffusivities of Dextran molecules should decrease as the reciprocal of increasing molecular
weight.
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Figure 12.13: (a) Comparison of diffusivity behaviour in two of the regimes, where ξL defines
the the threshold lengthscale at which the probe size is approximately equal to the mesh-
size. (b) Experimentally derived scaling behaviour for dextran demonstrates that dextran
behaves as an ideal chain in solvent (in agreement with previously published results). (c)
Comparison of RH values obtained from FCS with those extracted from theory given the
derived scaling behaviour (ν = 0.5) and Kuhn length (b = 0.303 nm) of dextran
We measured the diffusivities of dextran molecules of four different molecular weights in
droplets (DD) and in bulk solution (DS). Following the theoretical analysis of Cai et al.,
we plotted the ratios of DD to DS as a function of molecular weight. This analysis shows
that the ratio of diffusion coefficients for the 10 kDa dextran molecule is within an order
of magnitude of the values for small fluorescent dyes, despite the fact that the molecular
weights are different by two orders of magnitude. In contrast, beyond a threshold molecular
weight of ∼40 kDa, the ratio of diffusivities for dextran molecules decrease by at least two
orders of magnitude and show a decrease with increased molecular weight dependence that
is expected of polymeric probes. Based on these results, the dextran molecular weight that
corresponds to the lower bound of the mesh size lies between 10 kDa and 40 kDa. The results
are in line with theoretical predictions, and point to the existence of a threshold lower bound
of the mesh-size, delineated by ξL.
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A threshold Mw of 40 kDa yields a dextran degree of polymerization of ≈ 245. Using N and
the the well defined relationship defined in 12.13b we estimate ξL to be bN
0.5 ≈ 4.7 nm. We
use b = 0.303 nm, which is the Kuhn length of dextran molecules obtained through the linear
fit in 12.13b. Finally, to assess the robustness of our these data we compared the inferred RH
of dextran in solution obtained by the linear fit with the value obtained via usFCS. These
two methods yielded results that show good agreement with one another.
12.2.8 Low Density Droplets Persist in vivo and Across Different
Systems
LAF-1 is a critical component for the formation and stability of P-granules in C. elegans.
However, despite LAF-1 being necessary for P-granule formation, it is not sufficient. P-
granules are complex organelles containing a range of proteins and RNA. Our in vitro exper-
iments consistent of a two (or three) component mixture, a far cry from the complex melange
associated with P-granules. We wondered if the droplet permeability and mesh-size thresh-
old observed in vitro is simply an artifact of our experiments. To challenge this concern
directly we measured the partitioning of dextran into LAF-1::GFP labelled P granules in C.
elegans embryos (fig. 12.12c, 12.12d). Dextrans were diluted to 4 mg/mL in injection buffer
(20 mM KPo4 pH 7.5, 3 mM K citrate, 2% peg-1000) were injected into the syncytial gonad
of LAF-1-crispr worms. After incubation for 4-5 hours at 25◦, worm gonads were dissected
and embryos were imaged by confocal microscopy.
Consistent with our in vitro data, we find that the smaller 10 kDa dextran partitions favor-
ably into P granules, while the larger 155 kDa dextran is significantly exclude.
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For the in vitro results, the the 70 kDa dextran (RH ≈ 6 nm) was excluded from the droplets
(fig. 12.12b), while in vivo this same dextran was able to enter (fig. 12.12c). P-granules
contain both protein and RNA and our analysis of the in vitro phase diagrams suggests that
RNA leads to an increase in the meshsize (12.10. Taken together, the difference between
the in vitro and in vivo results are an entirely expected difference that further suggests
our theoretical analysis provides genuine insight into the material properties of the phase
separated state.
Finally, we sought to assess if these results were specific to LAF-1, or provided more general
insight into membraneless organelles. We see similar size-dependent exclusion in vitro for
two other well-known intrinsically disordered droplet forming proteins, WHI3 and NPM1
(fig. 12.12b and d). These results suggest that the semidilute, void-rich nature of droplets
is may be a feature of many liquid phase organelles that are driven by the sequence-encoded
conformational fluctuations of IDPs/IDRs. We emphasize that this does not preclude the
formation of dense IDR mediated droplets, but tentatively suggest that void-filled droplets
may be a necessary feature of membraneless organelles, distinct phases droplets that have
evolved to accommodate and internalize client species.
12.3 Discussion
Phase separation has been recognized as a ubiquitous mechanism for organizing the contents
of living cells. IDRs of proteins appear to play an important role in driving phase separation.
However, there is a lack of clarity regarding the connection between the sequence-encoded
conformational fluctuations of heterogeneous molecules and the microscale organization and
dynamics of droplets that results from phase separation. Here, we begin to uncover these
414
connections using a new usFCS approach to measure the phase behavior and intra-droplet
properties of droplets formed by LAF-1, which contains a disordered R/G-rich domain that
is necessary and sufficient to drive phase separation. By quantifying the strengths of pair-
wise interactions and resulting coexistence curves, together with measurements of nanoscale
viscosity, molecular partitioning, and theoretical analysis, our results provide a holistic pic-
ture of how emergent properties of membraneless organelles derive from the amplitudes of
conformational fluctuations and interactions of component molecules.
As in many membraneless organelles, LAF-1 and other P granule proteins function by in-
teracting with RNA [601]. Previous work had shown that short (50 nt) RNA molecules
decrease the viscosity of LAF-1 droplets, consistent with RNA impacting protein-protein
interactions. However, in that work, RNA had no effect on the saturation concentration
required for phase separation, an unusual result given the coexistence curve should arise
from the same molecular interactions that govern droplet dynamics. Our results here help
resolve this apparent paradox. We find that RNA does indeed impact the coexistence curve,
albeit by shifting only the high concentration arm to lower values, while leaving the low con-
centration arm and critical point invariant. Interestingly, while our results reveal a robust
shift in the presence of RNA for all lengths tested (15 - 3000 nt), we find that only short
RNA decreases droplet viscosity, while long RNA has the opposite effect. This suggests that
additional physical processes such as protein-RNA entanglements might be important in
describing molecular transport in the presence of longer RNA molecules. Systematic inves-
tigations of ternary phase diagrams are needed to obtain a complete understanding of how
polydispersity of RNA lengths, sequences, and structural motifs regulate the overall phase
behavior of proteins such as LAF-1. This is biologically relevant because RNA molecules of
varying lengths are found in P granules. We speculate that their relative abundance could
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tune P granule viscosity and phase behavior by modulating the effective interactions between
LAF-1 molecules or entangling with them.
Our results have implications for the interpretation of phase diagrams derived from compo-
nents that undergo biological phase separation. The changes to our LAF-1 phase diagrams
are asymmetric, with the low and high concentration binodals changing to different extents.
While RNA has no impact on the low concentration arm, it reduces the width of the two
phase regime by shifting the high concentration arm of the binodal, a result that can be
interpreted in terms of an increase in the mesh-size, an emergent impact that alters that
condensed phase without changing the dilute phase properties. There are many other ex-
amples of RNA, osmolytes, and other proteins altering the phase behaviour of proteins that
drive biological phase separation. These systems have so far only been studied in terms of
the impact of clients on the low concentration of the binodal. Our results illustrate that an
invariant low concentration binodal cannot necessarily be interpreted as insensitivity to a
client protein. Similarly, clients that do alter the low concentration arms may alter the high
concentration arms to a greater or lesser extent. As an example, in original work on LAF-1
the deletion of the C-terminal IDR was found to have no impact on the low concentration
arm of the binodal. However, the high concentration of the binodal was not measured at
this time, raising the possibility that the C-terminal IDR influences the high concentration
arm but not the low concentration arm.
A surprising finding is that LAF-1 and two other proteins with IDRs phase separate into
liquid droplets of ultra-low protein concentrations that correspond to the semidilute regime.
We identify the characteristic mesh size within these permeable droplets to be ∼3 - 8 nm.
To account for this behavior, we adapted an analytical model that explicitly accounts for
the effects of conformational and chain density fluctuations. For LAF-1, the key region
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for understanding the multiscale structural features of droplets is the RGG domain, which
is necessary and sufficient for phase separation, and underlies the intriguing properties of
P-granule-like LAF-1 droplets. In particular, the sequence of the RGG domain imparts a
unique and unexpected combination of attractive interactions (strongly negative B2), with
large-scale conformational fluctuations and average preference for expanded conformations.
These combined effects readily engender overlap among chain molecules, even at very low
protein concentrations. This allows the RGG domain to drive the LAF-1:LAF-1 interactions
underlying phase separation, while still resulting in remarkably low-density droplets.
Another archetypal IDP whose phase behavior adheres to the predictions of mean field
theories has been described in a recent study that characterized the full phase behavior
of elastin-like polypeptides (ELPs) [547]. These IDPs are bereft of charged residues, and
in dilute solutions above an upper critical solution temperature (UCST) are predicted to
form compact globules. Above a temperature-dependent saturation concentration ELPs
coalesce and entangle to drive phase separation. The measured binodals reveal concentrations
for cS and cD that are at least two orders of magnitude larger than those measured here
for LAF-1 and the RGG domain. These differences can be rationalized in terms of the
sequence-encoded globule versus coil-like behavior of ELPs versus RGG domains and the
differences in the amplitudes of conformational fluctuations. Taken together, the recent
study of Simon et al. and our results highlight the direct connections between sequence-
encoded and context dependent conformational fluctuations of IDPs and the driving forces
for phase separation that govern the final, salt / temperature dependent values of cS and cD.
A key challenge for future work is to uncover the specific molecular-level driving forces of
liquid-liquid phase separation for complex IDPs that are known encode a range of different
sequence-to-conformation relationships in different environments.
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Our results reveal that LAF-1 droplets, as well as intracellular RNA/protein droplets, are
dense when compared to the surrounding solution, but are nevertheless solvent-rich and full
of permeable voids that accommodate the free diffusion of small solutes, folded proteins, and
flexible polymers up to a specific threshold in size/ molecular weight. We find that molecular
scale motions within droplets can be decoupled from the mesoscale droplet properties. For
example, the bulk viscosity of the droplet has little affect on the diffusion of molecules that are
smaller than the mesh size, because they are free to move through the free volume within the
droplet. In contrast, larger macromolecules and complexes recruited within droplets will be
subject to the viscous drag arising from the dynamic network of IDR-self associations. Since
protein sizes span the droplet mesh size, from around 2 nm for an average monomeric protein,
to > 10 nm for multimeric complexes, these effects are likely to have significant consequences
for intracellular droplet functions. We further speculate that low density droplets with large
mesh-sizes could allow for size-selective filtering, which could potentially be regulated, in
a manner analogous to that of FG Nups in the nuclear pore, which exhibit a comparable
passive mesh size (∼4 nm).
Our findings are likely to shed light not only on P granules, but also many other membraneless
organelles. Indeed, IDRs harboring R/G-rich sequences similar to that of LAF-1 are found in
many RNA binding proteins, including those that are known to drive phase separation7, 11,
20, 44. Our findings may thus provide a new framework for understanding the length scale
dependent properties of low-density liquid phase organelles throughout the cell. Changes
in these properties will be relevant not only for physiological function, but also in disease-
associated pathological aggregation.
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Chapter 13
Numerical and Analytical Approaches
for Fitting Phase Diagrams
The work in this chapter is in preparation for a forthcoming manuscript. Any experimental
work discussed in this chapter was performed by Steven Wei and Shani Elbaum-Garfinkle.
All the described theoretical and simulation work was done by A.S.H and R.V.P.
13.1 Background and Motivation
Over the last ten years biological phase separation has emerged as a critical mechanism
for cellular organization [27,251,391]. The weakly-attractive multivalent interactions that in
many cases appear to drive the formation of liquid-like biomolecular condensates (also known
as liquid droplets, membraneless organelles, liquid-like assemblies, quinary assemblies, and
various other names) allow chemically specific compartments to dynamically assemble and
disassemble in a highly regulatable yet efficient manner. Other condensates show more solid-
like characteristics, and suggest a coupling between phase separation and gelation [483,639].
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In chapter 3 we introduce distinctions (semantic or otherwise) between various types of
assemblies, but for the purposes of this chapter we are only referring to large, micron-scale,
liquid-like intracellular assemblies. As a result, we will use the terms condensate, droplet,
and liquid-like assemblies interchangeably.
Why might intracellular droplets form? They provide a means for the cells to specifically
and robustly assemble specific components into well defined compartments. The selectivity
associated with these liquid-like droplets is poorly understood, but it likely represents an
emergent property of the droplet’s material properties and chemical composition. In the
case of proteins, this selectivity likely originate from a combination of the protein’s size,
and the the composition and distribution of amino acids [67, 420]. In the case of RNA,
these preferences are likely a combination of secondary and tertiary structure and nucleotide
sequence [668]. In many (though not all) cases, the proteins that drive the formation of these
condensates contain intrinsically disordered regions. Unlike folded proteins, these regions are
unable to autonomously fold into well-defined three dimensional structures, and instead exist
in an ensemble of states [603,608]. Given that folded proteins can undergo liquid-liquid phase
separation via interaction domains connected by flexible linkers, it had been unclear as to
why intrinsically disordered proteins should so frequently found associated with the key
drives of biological phase separation [330].
The first organelles shown to behave as a phase separated liquid were P-granules [65]. LAF-
1 represents one of the best studied proteins necessary for P-granule formation - in vitro
LAF-1 forms liquid-like droplets, making it a convenient test system [162]. The disordered
RGG domain of LAF-1 is necessary and sufficient to drive LAF-1 droplet formation [162].
In chapter 12, we demonstrated that the RGG domain simultaneously engages in large-scale
conformational fluctuations, yet has a strongly negative B2. The combination of these two
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features gives rise to a hetero-polymer that readily forms low-density protein droplets. This
provides a directly link between the conformational behaviour associated with disordered
proteins and the material properties of a liquid droplet.
Phase diagrams provide a convenient analytical framework to quantitatively describe the
phase behaviour of a solution. Figure 13.1 shows phase diagram schematic, where the abscissa
describes protein concentration and the ordinate reflects some physical parameter which
typically determines the strength of interaction between monomeric units. In principle a
phase diagram is a plot that describes the state of two conditions plotted against one another,
and defines the at equilibrium thermodynamic phase experienced by the system at a given
intersection of those two states [140]. In the world of biological phase separation these phase
diagrams have traditionally be drawn as concentration-salt or concentration-temperature
phase diagrams [79, 162, 399, 421]. Concentration should ideally be described in terms of
mass concentration or volume fraction molar concentration has the unfortunate side-effect
of removing any information relating to the molecular nature of the constituent monomer
and can be highly misleading when comparing the phase behaviour of proteins with different
molecular mass.
The coexistence curve that delinates the two-phase region from the one-phase region is
referred to as the binodal. The binodal envelopes a second, similarly shaped curve referred
to as the spinodal. The space between the spinodal and the binodal is metastable the
two phase (de-mixed) state is the true thermodynamic minimum, but for a solution in this
metastable region, phase separation will proceed via a nucleation dependent mechanism.
This metastability is because the solution is stable with respect to the natural compositional
fluctuations that occur at the finite temperature. In contrast, for a solution where conditions
lie inside the spinodal, any kind of fluctuation will lead to spinodal decomposition and
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Figure 13.1: A schematic of a phase diagram. Both panels describe the same phase diagram
but highlight different features discussed in the text.
the formation of a two-phase equilibria [504]. The binodal and spinodals intersect at the
critical point.
For the work in this chapter we will describe phase diagrams drawn either as salt vs. volume
fraction, or interaction strength vs. volume fraction. For LAF-1 and the RGG domain, NaCl
weakens the intermolecular interactions such that with an appropriate conversion mechanism
these two descriptions are equivalent. Although salt has been shown to weaken the inter-
molecular interactions in several disordered proteins that undergo phase separation, this
does not necessarily have to be the case [399,421]. For example, the disordered protein FUS
undergoes phase separation more readily at increasing salt concentration [79]. Considering
this, we caution that although varying the salt concentration provides a route to tune the
interaction strength in the LAF-1 system, this may not necessarily be the case for other
systems that undergo biological phase separation.
For a system in the two-phase regime (i.e. at a solute concentration and interaction strength
such that the system exists inside the binodal curves), the concentrations associated with the
dilute and dense phases are fixed, irrespective of total protein concentration. As additional
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proteins is added to the system, the volume of the dense-phase increases and, correspondingly,
the volume of the dilute phase decreases. In this way, phase separation can be thought of as
as having a buffering effect on the bulk concentration of the solute of interest.
In our work on LAF-1 we used a novel ultra-fast scanning fluorescence correlation spec-
troscopy (usFCS) method to directly measure the concentration in the dilute and dense
phases (see chapter 12 for experimental details). These results provided the first examples
of full binodals curves of a disordered protein, and to our surprise demonstrated that the
concentration within LAF-1 droplets is only ∼ 50× higher than the dilute phase, in the
4-7 mg/ml region. For context, the expected/hypothesized concentration for a disordered
protein is in the ∼ 100-300 mg/ml [79, 337]. Moreover, the intra-droplet concentration of
liquid-liquid phase separated lysozyme has been measured at ∼600 mg/ml, and droplets
of disordered elastin-like polypeptides were found to be around 300 mg/ml [69, 547]. In
these previously studied systems, the phase behaviour is well described by standard Flory-
Huggins style theories (we note that the work by Lin et al. introduces a novel random
phase approximation approach to directly capture the sequence patterning, but in spirit
remains a mean-field description). In contrast, the data collected for LAF-1 cannot be fit
by Flory-Huggins theory. Instead, we were only able to fit the measured binodals using an
advanced mixing theory that directly takes the conformational fluctuations of the underlying
polymer into account [409, 410]. Taken together, these results suggest that the underlying
phase behaviour of LAF-1 is fundamentally different from many proteins that undergo phase
separation.
The remainder of this chapter is laid out as follows. Firstly, we will provide a relatively
complete overview of the thermodynamics of mixing in polymer systems. This includes a
full derivation of the Flory-Huggins free energy of mixing from first principles, primarily
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because this introduces many of the ideas critical to understanding how the free energy
mixing relates to the binodal curves. Secondly, we will review the details associated with
Muthukumar’s theory of polymer solutions. Thirdly, we will discuss the practical challenges
associated with calculating extracting the binodals and spiodals from a free energy of mixing
expression. Finally (and of perhaps most interest to the majority of readers) we will provide
a general, high-level description of the underlying physics associated with the formation
of these dilute droplets. We will then outline a general hypothesis that there are (at an
absolute minimum) two distinct types of biological phase separation. One is characterized
by the larger dilute droplets that one typically associates with membraneless organelles. The
second is characterized by much smaller and much denser droplets responsible for localization
and sequestration. The reality is these are likely two ends of a continuous distribution of
droplet densities found throughout Nature.
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13.2 Thermodynamics of Polymer Mixing
The following section introduces the key concepts associated with polymer mixing theories,
deriving the energy and entropy of mixing from first principles with an intuitive description
of what these terms are describing in the Flory-Huggins theory framework [179–181,247,504].
We will not derive Muthukumar’s theory with anywhere near the same detail as we do for
the Flory-Huggins free energy of mixing, but introducing the key concepts will be important
for understanding how we are able to construct phase diagrams from free energy of mixing
curves, as described in a later section.
13.2.1 Polymer Volume Fraction
In the interest of clarity, before we begin we will define several terms used frequently in
polymer chemistry which may have subtly different meanings depending on the context. A
monomer is a single subunit. A polymer is the molecule made up of many monomers
connected head-to-toe, and is also frequently described as a single chain. The degree of
polymerization (noted as r) refers to the number of monomers in a polymer. Finally,
the correlation length that we describe in this work refers to fluctuations in chain den-
sity/protein concentration, and can equivalently be thought of as the screening length, as-
suming we are in the semidilute regime (as discussed later). We note that the definition of
the correlation length is context dependent, but in general within the polymer literature ξ
is used to denote this the concentration-fluctuation defined correlation length.
Let us consider a lattice - a three dimensional grid of positions evenly spaced apart. Each
position on the lattice is referred to as a site, and each site may be occupied by a black
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sphere (the solute), or it may be empty (and be occupied by solvent). The total volume of
the lattice is given by
Vtotal = VA + V0 (13.1)
Here, VA is the total volume of the lattice occupied by black spheres, while V0 is the total
volume of the lattice occupied by empty space. For a simple (non-polymeric) solute, each
‘molecule’ of solution occupies a single site on the lattice; consequently VA = NA, where NA
reflects the number of molecules of type A in the system. For a polymer (where each molecule
of A consists of two or more spheres), VA = NAr, where r is the degree of polymerization
- the number of monomers in an individual polymer. For polypeptides, r is typically fixed;
all our molecules of the RGG domain have exactly 168 amino acids. In synthetic chemistry,
polymer solutions are often poly-disperse, meaning there is a distribution of r around some
mean value. This introduces various complications which we will not expand upon here.
A convenient metric for thinking about polymer solutions is that of volume fraction (φ). φ
refers to the fraction of the lattice occupied by a polymer. In our example above, the volume
fraction of occupied sites is given by
φA =
VA
VA + V0
(13.2)
and the volume fraction of empty sites is given by
φ0 =
V0
VA + V0
= 1− φA (13.3)
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Finally, the total number of sites in the lattice is n. If each monomer occupies a single site
on the lattice then nφA = VA. This need not necessarily be the case, but for the purposes of
our discussion here will will assume this to be true. For a graphical representation of how
these parameters relate to a real lattice see fig. 13.2.1.
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Figure 13.2: A schematic showing how the various parameters defined in this section relate
to a simple solute (black spheres) in a two dimensional lattice. The red-dashed lines in the
polymeric solute panel illustrates bonds between beads.
It is crucial to choose the correct set of units for quantifying concentrations in polymer
solutions. Quantities such as molar concentrations or mole fractions are problematic; they
place the high molecular weight polymers and low molecular weight solvent molecules on an
equal footing, representing concentration as ‘numbers of copies of X’. This yields misleading
inferences regarding the phase behaviour of polymer solutions. Consequently, the use of
volume fraction is critical. Polymers solutions are classified as being dilute, semidilute, or
concentrated. This classification depends on the polymer mass concentration (cA) typically
measured in units of mg / mL or the volume fraction. These two measures of concentration
are related through the intrinsic polymer density ρ0
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cA = φAρ0 (13.4)
Here, ρ0 is a conversion factor that describes the solution density if the entire solution were
solute. For protein systems, we estimate this conversion factor to be ∼1310.16 mg/mL,
although the degree of precision here is perhaps misleading. This number originates from
the approximate volume of a single amino acid being 140 A˚
3
and an average mass of 110
mg/ml The exact value associated with ρ0 has a relatively low impact on the derived volume
fraction value. For example, in a solution where cA = 10 mg/ml, φA is expected to be 0.0076,
(0.76%), although for ρ0 ± 100 we obtain φA = 0.0071 or φA = 0.0083.
13.2.2 The Entropy of Mixing
What are the rules that govern the mixing of a two-component system? There are two fac-
tors that influence the mixing/demixing of multi-component solutions: the strength of the
interactions between the constituent components, and the entropy associated with mixing.
The entropy of a system (S) is simply the natural logarithm of the number of different config-
urations of that system (Ω) multiplied by Boltzmann’s constant (kB) (see 13.5). Abstractly,
we can think of Boltzmann’s constant as a conversion factor.
S = kB ln(Ω) (13.5)
In a one-component system (e.g. φA = 1) the number of possible states for a single molecule
is ΩA = n. Every site is accessible to the molecule, giving n possible locations across the
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lattice that any molecule can occupy. For a fully mixed two-component system consistent of
A and 0, the same result holds - ΩAmixed = n). Again, this is because from the perspective of
a given molecule, any site on the lattice is equally accessible. However, for a demixed (phase
separated) system the number of possible states for molecule A is given by equation 13.6
ΩA,demixed = nφA (13.6)
Why should this be? In the demixed system, all of the black spheres (A molecules) have
assembled together into their own phase. Consequently the accessible volume for any given
molecule is no longer any site on the lattice, but only those sites included in this A-rich
phase, which corresponds to nφA possible sites. We can synthesize these ideas into a single
expression to describe the entropy of mixing;
∆SA,demix → mix = k ln(ΩA, mixed)− k ln(ΩA, demixed)
= k ln(n)− k ln(nφA)
= k ln
(
n
nφA
)
= k ln
(
1
φA
)
= −k ln(φA) (13.7)
To determine the total entropy of mixing (SM) we must sum the contributions of all molecules
in the system, and normalize by the number of lattice sites, giving the following definition
of the entropy of mixing per lattice site (∆S¯M);
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∆S¯M = −k
((
φA
NA
)
ln(φA) +
(
φ0
N0
)
ln(φ0)
)
(13.8)
The expression above is a general expression for an binary system, but for a binary system
with polymer of volume fraction φA of degree r in solution of volume fraction φ0 (and a
degree of polymerization of 1) we can further simplify equation 13.8 to;
∆S¯M = −k
[(
φA
r
)
ln(φA) + φ0 ln(φ0)
]
(13.9)
Note that φA and φ0 will always lie between 0 and 1, meaning ∆S¯M will always be positive.
In other words, for simple polymeric models such as our lattice model, the entropy change
upon mixing is always favourable. As a result, a demixing process must ‘fight’ the entropic
driving force for mixing by providing a sufficient energy of demixing (∆U¯M) such that the
Helmholtz free energy of mixing (∆F¯M) is negative. ∆F¯M can be written as
∆F¯M = ∆U¯M − T∆S¯M (13.10)
For demixing to occur ∆U¯M −T∆S¯M ≤ 0, meaning for ideal mixtures (where ∆U¯M = 0) the
thermodynamic minimum is one of a fully mixed solution. This is a somewhat protracted
explanation for what is a relatively intuitive result. If we have a room full of people wondering
around without a care in the world, they won’t all bunch up into one corner (unless that
corner has cake), but will aimlessly shuffle around without any strong preferences, leading
to a uniform distribution of people across the room. This isn’t magic, it’s entropy! Now, let
us imagine a high-school dance; behold, a demixing phenomena has emerged! Rather than
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mixing, the girls and boys awkwardly stand across the room from one another. Here, teenage
awkwardness acts as the energy of demixing, which in biomolecular systems is typically not
the relevant driving force. Considering this, what does facilitates demixing in biomolecular
systems, and can we describe it in a correct and intuitive way?
13.2.3 The Energy of Mixing
For Flory-Huggins theory, the energy of mixing is defined by the Flory χ parameter [179,247].
As we will see, while χ is a useful parameter, additional contributions to the energy of mixing
can provide a more advanced description of a polymeric system. Never-the-less, we will begin
with a brief dissection on the origins of χ.
Let us return to our lattice. The interaction between beads on the lattice may be repulsive,
neutral, or attractive. If we assume that two species cannot occupy the same position on the
lattice, we are implicitly stipulating a repulsive interaction between sites at the extremely
close approach (an excluded volume effect-). Thus for an ideal gas even this excluded volume
cannot be taken for granted. Regardless, if the interaction between two beads on adjacent
sites is neither repulsive or attractive this will favour mixing, while if the interaction is
attractive, this will favour demixing.
Flory-Huggins theory defines three types of interactions. Solute-solute interactions (A,A),
solute-solvent interactions (A,0), and solvent-solvent interactions (0,0). Flory-Huggins is a
mean-field model, which is to say interactions are determined as the average strength, given
composition. Given Flory-Huggins theory is, fundamentally an analytical description of a
lattice model, we must also define a coordination number for our lattice (z), which defines to
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the number of neighbors associated with each position. In a cubic 3D lattice, a coordination
number of 8 or 14 is common.
Much like we first determined the entropy of mixing for a single monomer, the energy of
mixing for a single monomer of type A is given by
UA = φA(A,A) + φ0(A,0) (13.11)
This ignores the impact of chain connectivity, and simply determines bead-bead interac-
tions based on the volume-fraction weighted interaction strength of the possible interaction
partners (in this case, solute-solute and solute-solvent).
The site specific average energy is then defined as
zUA
2
, where z is the coordination number
(i.e. there are z possible partners for each site) and the 2 is a normalization factor to avoid
counting all interactions twice. Recall that nφA describes the number of lattice sites occupied
by our polymer, such that the total energy associated with the polymer A is given by
U totalA =
zUA
2
× nφA (13.12)
This is simply saying that the total energy of polymer A in this system is given by the
energy associated with a single lattice-unit of that polymer, multiplied by the number of
lattice-units of that polymer in the system (i.e. U totalA is an extrinsic property).
We treat the solvent in the same manner, and arrive at the following expression for the total
energy of the system
U =
zn
2
(
UAφA + U0φ0
)
(13.13)
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Because we are describing a binary system we can write φA as φ and φ0 as (1 − φ). This
allows us to re-write equation 13.13 as
U =
zn
2
{[
(A,A)φ+ (A,0)(1− φ)
]
φ+
[
(A,0)φ+ (0,0)(1− φ)
]
(1− φ)
}
=
zn
2
[
(A,A)φ
2 + 2(A,0)φ(1− φ) + (0,0)(1− φ)2
]
(13.14)
The expression above gives the energy associated with a fully mixed solution. In the fully
demixed state, this becomes
Udemixed =
zn
2
[
(0,0)(1− φ)2 + (A,A)φ2
]
(13.15)
The change in energy upon mixing is given by
∆U =
zn
2
[
(A,A)φ
2 + 2(A,0)φ(1− φ) + (0,0)(1− φ)2
]
− zn
2
[
(0,0)(1− φ)2 + (A,A)φ2
]
=
zn
2
φ(1− φ)(2(A,0) − (A,A) − (0,0)) (13.16)
Finally, to express this as an intrinsic property we must normalize by the number of sites on
the lattice (n).
∆U¯ =
z
2
φ(1− φ)(2(A,0) − (A,A) − (0,0)) (13.17)
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From this definition we define the Flory χ parameter as
χ =
z
2
2(A,0) − (A,A) − (0,0)
kT
(13.18)
Which means we can re-write the energy of mixing per lattice site as
∆U¯ = kTφ(1− φ)χ (13.19)
We previously defined the Helmholtz free energy of mixing as ∆F¯M = ∆U¯M − T∆S¯M . We
have now defined ∆U¯M and ∆S¯M , meaning we can write our full free energy of mixing
expression as
∆F¯M = kT
[
φ
NA
ln(φ) +
(1− φ)
NB
ln(1− φ) + χφ(1− φ)
]
(13.20)
Or often more conveniently
∆F¯M
kT
=
φ
NA
ln(φ) +
(1− φ)
NB
ln(1− φ) + χφ(1− φ) (13.21)
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As a quick aside, in the context of solution thermodynamics (based on lattice frameworks)
the Gibbs free energy of mixing (∆GM) and the Helmholtz free energy of mixing (∆FM) are
frequently used interchangeably. There is good reason for this. The Helmholtz free energy
of mixing provides a thermodynamic description of a system where temperature, number of
particles, and volume are fixed. Similarly, the Gibbs free energy of mixing originates from a
system where temperature, number of particles, and pressure are held fixed. More generally,
we can write the change in enthalpy (∆H) associated with some process as
∆H = ∆U + ∆pV (13.22)
Where ∆U is the internal energy of the process, ∆pV represents a change in volume, pressure,
or both. For a lattice at constant temperature, both volume (the number of lattice sites)
and pressure (the ‘compressibility’ of the solvent and solute across the lattice) are held fixed
- all sites are occupied by either solvent or solute, and the number of sites is fixed. As a
result, the pressure and volume are held fixed, such that for a lattice ∆p = 0 and ∆V = 0.
As a result, we can write
∆H = ∆U (13.23)
Meaning that
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∆F¯M = ∆U¯M − T∆S¯M
∆F¯M = ∆H¯M − T∆S¯M
∆F¯M = ∆G¯M (13.24)
Such that in our lattice formalism the Gibbs free energy of mixing (∆G¯M) and the Helmholtz
free energy of mixing (∆F¯M) are formally equivalent to one another.
13.2.4 Polymer Concentration Limits
Flory-Huggins provides a remarkably simple yet incredibly powerful formalism for describing
the thermodynamics of mixing. However, it has weaknesses which make it ill suited for fitting
certain types of mixing processes. Notably, for polymer solutions where large conformational
fluctuations are important, unexpected solution behaviours may arise which Flory-Huggins
is unable to capture. To address this, Muthukumar developed a general purpose extension
of Flory-Huggins theory that directly takes these fluctuations into account, as well as con-
sidering a three-body correction term to address the excluded volume impact of multiple
chains [409,410].
A key idea that becomes critical for Muthukumar theory is that of the overlap concentra-
tion or overlap volume fraction27 (c∗ or φ∗) [504]. Let the radius of gyration (RG) be the
mean radius of gyration and the end-to-end distance (REE) be the mean end-to-end distance
of the polymer of interest. Although RG and REE are used interchangeably for describing
27The overlap concentration and overlap volume fraction are used interchangeably, as they are directly
related by the conversion constant ρ0
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chain statistics and both are relevant for describing solvent-mediated conformational proper-
ties of flexible chains, RG quantifies the internal density of chain units and is a formal order
parameter for describing coil-to-globule transitions. Similarly, REE is the preferred order
parameter for quantifying the impact of conformational fluctuations on the pervaded volume
of a single chain, which is proportional to R3EE. In addition REE is a more appropriate
order parameter to quantify the volume occupied by a highly charged polymer due to the
long-range electrostatic interactions. The pervaded volume describes the envelope of space
occupied by the chain as it thrashes around in solution. This volume is considerably larger
than the volume occupied by a single repeating unit. The volume fraction of a single chain
inside its pervaded volume is the overlap volume fraction, given by φ∗A. There is a similar
definition for the overlap concentration denoted as c∗A. Assuming a spherical pervaded vol-
ume, we obtain the following expression to describe the overlap volume fraction of a polymer
of r monomers where the volume of each monomer is vm.
φ∗ =
3rvm
4piR3EE
(13.25)
The overlap concentration has an important macroscopic meaning; it determines the concen-
tration at which inter-molecular interactions become equally likely as intramolecular interac-
tions (i.e. the concentration that individual polymers begin to ‘overlap’ with one another).
Polymer solutions can exist in one of three distinct concentration regimes; the dilute, semidi-
lute, and concentrated regimes (see fig. 13.3, which is a reproduction of fig. 12.9).
In the dilute regime, the probability of polymers interacting with one another is negligible,
and for all intents and purposes they behave as if they are alone in solution. Most measured
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Dilute Semi-dilute Concentrated
φ < φ* φ ≈ φ* φ >> φ*
Figure 13.3: Graphical representation of the dilute, semidilute and concentrated regimes.
Here, φ represents the polymer concentration in the solution and φ∗ represents the overlap
volume fraction. LAF-1 droplets are consistent with a semidilute solution.
thermodynamic properties of polymer solutions in the dilute regime are similar if not identical
to those of the pure solvent.
The semidilute regime is defined as the concentration equal to and just above the overlap
concentration. Here, chains are making frequent intermolecular contacts, but the polymer
density is low enough that the polymer remains largely well solvated by solvent. The majority
of the volume in the semidilute regime is occupied by solvent. For homopolymers, the
interactions and fluctuations will be largely equivalent over the chain, leading to a relatively
uniform mesh-size (distance between chains). For heteropolymers, preferential interactions
(attractive or repulsive) between distinct positions along the chain are expected to lead to
a distinct topological organization within these semidilute solutions. Understanding how
the attractive and repulsive nature of chain-chain and chain-solvent interactions dictate the
phase behaviour of heteropolymers remains an open but critical question. In the semidilute
regime the extent of the conformational fluctuations matter. The average distance between
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two points on a chain in the semidilute regime is on the same order of magnitude as the
dimensions of the chain itself (this is a necessary condition that originates from our definition
of the overlap concentration, and we will return to in subsection 13.2.5). As a result, these
fluctuations set a characteristic length scale, such that for polymers that undergo large
fluctuations we expect large fluctuations in density in the semidilute regime.
In the concentrated regime, the concentration of polymer is so high that polymer-polymer
interactions become the major determinants of chain dynamics and conformational behaviour
on the monomeric level. Again, while we might expect a concentrated homopolymer solution
to form an isotropic environment, preferential interactions in heteropolymers are expected
to give rise to local mesoscopic organization in the concentrated regime.
How does the intrinsic conformational behaviour of a polymer influence the overlap con-
centration? Let us consider a hypothetical homopolymer that shows conventional scaling
behaviour according to
RG ∝ rν (13.26)
Where, as before, r is the degree of polymerization28 and ν is the polymer scaling exponent
(as discussed extensively in earlier chapters). ν, like χ, is governed by the balance of chain-
chain and chain-solvent interactions. Three characteristic scaling regimes exist for ν; for a
poor solvent ν ≈ 1/3, for a Θ solvent ν ≈ 1/2 and for a good solvent ν ≈ 3/5.
How is ν related to the overlap concentration? We can describe the relationship between
these three classes of polymers, chain length, and the theoretical overlap concentration. As
28We previously denoted r as N, as is more common in the protein biophysics literature
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can be seen in fig. 13.4, the more expanded the chain, the lower the overlap concentration.
We can also take this to its extreme and imagine the overlap concentration for a fixed rod
(ν = 1.0). This has a physically intuitive (and obvious) explanation - as the polymer unit
becomes more expanded the overlap concentration becomes lower because the polymer is
occupying more space in the solution, where ‘space’ is quantified in terms of the pervaded
volume.
0 20 40 60 80 1000
0.2
0.4
0.6
0.8
1
Chain length
Φ
*
Poor (1/3)
ν = 0.4
Θ (0.5)
Good (0.59)
Rod (1.0)
Figure 13.4: Relationship between chain length (r), intrinsic scaling exponent (ν), and over-
lap concentration (φ∗) for a non-interacting chain, based on equation 13.27. As the dimen-
sions of the individual chain become larger the overlap concentration decreases. The value in
parenthesis in the legend reflects the ν used to generate the curve. Note that this reflects the
scaling relationship, although absolute numbers will depend on system specific prefactors
How does the overlap concentration relate to the phase boundary associated with demixing?
Based on the usFCS and 3D confocal microscopy measurements of LAF-1 droplet concentra-
tions we know the dense phase of the LAF-1 droplet is equivalent to a semidilute solution.
The concentrations are simply too low to represent the concentrated solution, and the dense
phase of a two-phase system cannot be in the dilute phase as this by definition requires an
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absence of polymer-polymer interactions. Consequently, we expect the fluctuations inside
the droplet to be on a similar order of magnitude to the dimensions of the LAF-1 molecules
themselves. Secondly, the low concentration arm of the binodal curve is extremely low, with
phase separation occurring at a volume fraction of ≈ 0.0002 (0.02%). This raises a conun-
drum that Flory-Huggins theory is unable to explain; how can a polymer undergo phase
separation at such low concentrations (implying strong intermolecular interactions), yet give
rise to such a dilute dense phase? We can explain this result using Muthukumar’s the-
ory of polymer solutions, which despite its complexity has a simple and somewhat intuitive
interpretation, as will be discussed later.
Before we continue, it is important to address an obvious issue when we consider intrin-
sic chain behaviour, the overlap concentration and phase separation. Figure 13.4 shows
that as a polymer becomes more extended, the overlap concentration decreases. A naive
interpretation of this is that the more expanded the polymer, the lower the concentration
phase separation will occur at. For homopolymers, chain expansion necessarily reflects a
reduction in the χ parameter. For homopolymers, inter and intramolecular interactions are
equivalent, such that for polymers with a very low overlap concentration (negative χ) phase
separation is unobtainable because there is no driving force for intermolecular interactions.
Similarly, for homopolymers for which water is a poor solvent (strong positive χ), the high
overlap concentration is entirely superseded by the system’s driving force to minimize the
exposed surface area of the polymer, leading to rapid demixing. We strongly caution that
for homopolymers the overlap concentration is simultaneously a measure of the concentra-
tion at which chains begin to overlap, and the strength of solute-solute interactions. Given
that these two factors promote and inhibit, respectively, intermolecular interactions, caution
should be exercised when interpreting how the overlap concentration of a given polymer may
(or may not) provide insight into its ability to phase separate.
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13.2.5 The Effective Scaling Exponent and the Correlation Length
Like homopolymers, for heterpolymeric sequences we can quantify the average chain be-
haviour according to some effective scaling exponent. We will write this scaling exponent
as ν for simplicity, but as discussed extensively in chapter 7 the notion of a complex het-
eropolymer such as an IDP behaving in a manner were the scaling exponent provides local
and global insight can be misleading (and simply incorrect). We can describe the overlap
volume fraction is a function that depends on ν
φ∗ ∼ r1−3ν (13.27)
As ν becomes larger, there is an increasingly sharp decrease in φ∗ as a function of degree
of polymerization (r). IDPs are biological heteropolymers, and for the purpose of our dis-
cussion can be separated into two distinct classes depending on the intrinsic conformational
behaviours (as described by ν). One class of IDPs exits where ν lies between 1/2 and 3/5
(between a polymer at the Θ solvent and good solvent limits, i.e. a generic good solvent). A
second class exists where ν lies between 1/2 and the poor solvent limit of 1/3 (i.e. a generic
poor solvent).
For IDPs in the first class to phase separate requires that the chain consist of strongly
segregating regions that are unable to satisfy one another via intramolecular interactions
due to the corresponding entropic penalty, but in the context of a phase separated droplet
engage in extensive inter-molecular interactions. This type of phase separation is simply
not obtainable via homopolymers, but we hypothesize is a mechanism through which dilute
droplets can be realized.
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For the second class chain-chain interactions are on average stronger than chain solvent
interactions, allowing phase separation via mechanisms more consistent with a homopolymer.
It is worth pointing out that due to their heteropolymeric nature, the relationship between
ν and phase separation need not be predictive. A prime example of this is folded proteins,
which typically have a ν of around 1/3 but most of which are soluble up to relatively high
concentrations [144]. A key theme that will re-emerge later is the idea that heteropolymers
allow for a decoupling between intra and inter molecular interactions in a manner than
homopolymers do not.
Beyond the overlap volume fraction (φ > φ∗) in the semidilute regime there is an increasing
probability that chains will become part of a network with other chain molecules. At a given
concentration (or volume fraction) of polymer in solution, we have to account for the typical
distance between a pair of contact points taken from chains (note that this could be two points
on the same chain, or two points taken from different chains). This characteristic distance is
known as the mesh size [3,133]. In semidilute solutions for length scales below the mesh-size
the polymers solution behaviour is dictated by its local environment, including attractive
and repulsive interactions and excluded volume effects. For length-scales above the mesh
size these types of interactions are screened by solute and solvent, giving rise to a chain that
over these greater length scales behaves like a Flory random coil (ν = 1/2). Consequentially
in the semidilute regime the correlation length (ξ), also known as the screening length, is
equivalent to the mesh size.
The correlation length (as defined by de Gennes) is set to be [133]:
ξ ∼ RG
(
φ
φ∗
)x
(13.28)
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Where x is defined as
x =
ν
1− 3ν (13.29)
Recall that we can write
RG = br
ν (13.30)
Where b is a fixed prefactor which for unfolded polypeptides was determined to be ∼1.9 [297].
It should be noted that frequently it is assumed that this prefactor is an approximately fixed
value, but our work in chapter 7 suggests this prefactor varies significantly as a combined
function of chain length, apparent solvent quality, amino acid sequence, and preferential long-
range and short range interactions. Moreover, in the original derivation of the RG = br
ν
relationship, this prefactor is expected to be approximately solution independent only when
ν > 0.5. Taken together, equation 13.28 can be re-cast in an expanded form
ξ ∼ brν
(
φ
φ∗
)[ ν
1− 3ν
]
(13.31)
From this, it should be clear that the correlation length (ξ) depends on the relative polymer
concentration (where that relativity references the overlap volume fraction φ∗), the effective
scaling exponent (ν), the degree of polymerization (r) and the prefactor term (b). For
solutions in the semidilute (φ ≈ φ∗) or concentrated (φ >> φ∗) regimes ξ describes the
lengthscale over which density fluctuations are felt. Figure 13.5 examines how the correlation
changes as a function of chain-length and solution density, illustrating that how the screening
length decreases as polymer concentration increases.
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Figure 13.5: Relationship between chain length (r), solution concentration (φ), and the
correlation-length ξ for a non-interacting chain, based on equation 13.31. As solution con-
centration increases the correlation length decreases. Note that again we are only interested
in the scaling behaviour here, not the absolute values (which are in arbitrary units).
In the semidilute regime φ ≈ φ∗, such that
ξ ∼ RG
(
φ
φ∗
)x
∼ RG
(
1
)x
∼ RG (13.32)
This provides an important equivalence that we will return to later - the ensemble average
global dimensions of a monomer in the semidilute regime should be approximately the same
order of magnitude as the correlation length. Note that this is true far from the critical
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point - as we approach the critical point this relationship breaks down and can no longer
be expected to hold true, given that fluctuations grow to become system spanning as the
critical point is approached.
A final and important concept to introduce at this juncture is that of the blob. Unhelpfully,
there are two types of blobs of interest to us, the thermal blob and the concentration blob.
The thermal blob is primarily of interest in the limit of chains in the dilute concentration
regime, but more generally refers to a length scale that is intrinsic to an individual polymer.
It describes the number of monomers over which the chain’s conformational perferences are
approximately the same as a Gaussian chain, with chain-chain and chain-solvent interaction
strengths being on the same order of magnitude as thermal fluctuations (i.e. ∼ kT ). For
polypeptides there is some weak sequence dependence on the thermal blob, but by-and-large
this value is approximately 5-6 residues [126]. If we define this length-scale as gb (in units of
number of amino acids), then the radius of gyration associated with a thermal blob can be
written as
RbG ≈ Rb0g0.5b (13.33)
Rb0 represents a prefactor with the same physical meaning as the prefactor b we discussed
previously, although the numerical value associated with Rb0 will differ from the equivalent
prefactor used for a full polymer. In previous work we found that RbG is approximately ∼ 6.0
A˚.
The concentration blob is primarily of interest in the limit of chains in the semidilute or
concentrated regimes. The concentration blob is the length-scale associated with selecting
a thermal blob on one chain and then picking a nearby thermal blob (irrespective of if
that second blob comes from the same chain or a different chain). The average distance
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between neighbouring thermal blobs reflects the size of the concentration blob, which is
entirely equivalent to the correlation length/screening length (ξ) in the semidilute regime,
as described previously. A useful idea for thinking about the concentration blob is gξ, which
describes the dimensions of the concentration blob in terms of the number of residues that
contribute to the concentration blob. We can map this back into real spatial dimensions by
dividing by the number of residues in a thermal blob (which gives the number of thermal
blobs in a concentration blob) and then multiplying by the dimensions of a thermal blob.
As a result
ξ ∼ gξ
gb
RbG
∼ gξ
5
× 0.6
∼ 0.12gξ (13.34)
Here 0.12 is in units of nm per residue, and reflects the contribution each residue makes to
the screening length. In Muthukumar’s original formulation gξ (there written as ξ, which
we have reserved in this work to describe the correlation length in units of nanometers) is
given in units of Kuhn lengths, and the degree of polymerization (r in our notation) is given
in number of Kuhn lengths (n in the original formalism). As a result, we are effectively re-
setting the length-scale for our interpretation of the theory into the units of residues, rather
than the units of Kuhn lengths. This is convenient, but also formally correct (the best kind
of correct). The Kuhn length is typically described as half of the persistence length, where
the persistence length is the length-scale over which the polymer behaves as a rigid rod. For
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proteins the persistence length is necessarily equal to a single residue, given the flexibility of
the amide bonds. As a result, if we take the persistence length to be ∼ 0.3 nm (the generally
used contour length associated with a single amino acid) then the Kuhn length emerges as
0.15, almost identical the value we calculate above.
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Figure 13.6: Conversion between gξ and ξ
The clear implication from this is that the correlation length (ξ) depends on the protein
concentration, which in this case is given by the number of residues that contribute to the
concentration blob (gξ). The mapping between ξ and gξ is shown in fig 13.6.
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13.2.6 Muthukumar’s Theory of Polymer Mixing
Muthukumar’s theory of polymer mixing combines the standard Flory-Huggins expression
for the free energy of mixing with a three-body correction term and a density fluctuations
term [409, 410]. As derived previously, the Flory-Huggins free energy of mixing originates
from a combination of the enthalpy/energy of mixing with the entropy of mixing, giving rise
to the following expression;
∆GFH
kBT
=
φ
r
lnφ+ (1− φ) ln(1− φ) + χφ(1− φ) (13.35)
de Gennes extended this description by adding a three-body correction term that relies on
w [133];
∆GFH&G
kBT
=
φ
r
lnφ+ (1− φ) ln(1− φ) + χφ(1− φ) +
(
w − 1
6
)
φ3 (13.36)
While χ is proportional to the second virial coefficient (B2) and reflects a correction to
ideal-gas behaviour associated with binary interactions, w is proportional to the third virial
coefficient (B3) and reflects a correction to account for three body interactions. Can we
develop a more physical intuition as to what these somewhat opaque three-body interactions
are? Imagine three spheres, all of which are uniformly attracted to one another via a bi-
nary (two-body) interaction potential, attempting to interact with one another in a ternary
complex. In the absence of a three-body correction term these spheres can only ‘feel’ one
partner, but not the other, leading to a physical overlap of the spheres. The three-body
correction allows for this ternary interaction to occur in a physically realistic manner, and
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effectively becomes an excluded volume correction term for the three-way-intersection of so-
lute components. In effect, the three-body interaction dilutes the attractive power of the
two-body interaction in a bulk-concentration dependent manner.
Without a three-body correctionWith a three-body correction
Figure 13.7: Graphical description of what the three-body correction term (w) means
Muthukumar’s definition of the free energy of mixing builds on the work of Flory and de
Gennes, and further uses the three body interaction term to define how conformational
fluctuations influence the free energy of mixing. In addition to w, the Muthukumar free
energy of mixing includes two additional parameters, α and gξ, and is defined as
∆GM
kBT
=
φ
r
lnφ+(1−φ) ln(1− φ)+χφ(1−φ)+
(
w− 1
6
)
φ3 +
1
24pig3ξ
− 9
16pi
(1/2− χ+ wφ)φ
α2gξ
(13.37)
α defines the swelling ratio, a parameter that provides information on how the chain’s confor-
mational behavior changes upon entry in to the polymer-rich regime from the polymer-poor
regime. gξ defines the concentration-dependent correlation length as discussed in the pre-
ceding sections. Before further unpacking Muthukumar’s theory of polymer solutions, we
shall overview how one converts a free energy of mixing curve into a phase diagram.
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13.2.7 One-Phase vs. Two-Phase Stability
Despite the varying complexities associated with these different expressions for the free
energy of mixing, they are all asking a fairly (conceptually) simple question: what is the free
energy associated with the fully mixed (one-phase) state given some specific volume fraction
of polymer? For a combination of fixed parameters (χ, r etc.) one can construct a free
energy of mixing curve for all values of φ as shown in figure 13.8 below;
φ
0
0 1
–∆Gmix
kT
Figure 13.8: Example free energy of mixing curve. This curve was generated by evaluating
the free-energy of mixing function monotonically and equally spaced values of φ (e.g. φ =
0.001, 0.002, 0.003, ..., 0.999). Note that such a curve is generated by fixing the other
parameters (e.g. χ,N,w, gξ, α) and only varying φ.
From such a free energy of mixing curve we can determine (for the set of defined parameters
used to generate this particular curve) the volume regions where the mixed system is stable
(the one-phase regime is favoured), metastable (the two-phase is favoured but a one-phase
system is stable to standard fluctuations associated with the system), and unstable (the
two-phase regime is favored and is realized immediately).
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To extract the volume fraction values from the free energy of mixing curve that correspond
to the location of the metastable (binodal) and stable (spinodal) points on a phase diagram
is somewhat non-trivial, and requires additional explanation. In the section that follows
we outline, formally, how one determines the binodal and spinodal points associated with
a given free energy of mixing curve. These ideas can then be used to construct a complete
phase diagram by determining how the binodal and spinoda points change as a function of
χ from multiple free energy of mixing curves.
For each point on the free energy curve, we wish to determine if the mixed (one-phase) regime
is more stable or less stable than any phase separated (two-phase) regime. At this point
we will not concern ourselves with the specific composition of the two-phase system. Any
mixed (one-phase) volume fraction on the free energy of mixing curve can be re-written as
a demixed (two-phase) system where one of the two-phases has a polymer volume fraction
above the fully mixed polymer volume fraction and the other a polymer volume fraction
below the original mixed composition. This is possible because we are not constraining the
total fraction of the polymer that goes into each of those two-phases, only that the volume-
weighted polymer fraction of those two phases must add up to the total fraction of polymer
in the mixed system.
To help illustrate this idea, consider a system with ANY polymer fraction. This system can
be re-configured into a two-phase system where one-phase is pure polymer (φ2 = 1.0) and
one-phase is pure solvent (φ = 0.0). The volume of the system occupied by each of these
two-phases will depend on the overall polymer fraction; for an example of this and a number
of other scenarios see figure 13.9, which demonstrates different ways a mixed system can be
re-arranged into different two-phase systems.
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Figure 13.9: Four possible examples of a mixed system undergoing phase separation into
four distinct two-phase regimes. We use the convention here that φ1 refers to the polymer
volume fraction in the dilute phase while φ2 refers to the polymer volume fraction in the
dense phase.
This conceptually illustrates how - within some specific constraints outlined below - the
system can be reconfigured into an infinite number of different two-phase regimes. While
this describes the fact that the system can demix it does not necessarily mean the system
will demix; this depends on the underlying energetic of the demixed system vs. the fully
mixed system.
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To add some quantitative rigor, the free energy of the one-phase regime at volume fraction
φM is written as
∆G1 phasemix (φM) = ∆Gmix(φM) (13.38)
While the free energy of the two-phase regime that comes from that same bulk volume
fraction can be written as
∆G2 phasemix (φM) = α∆Gmix(φ1) + β∆Gmix(φ2) (13.39)
Where the following constraints apply
φ1 < φM & φ2 > φM (13.40)
i.e., the two-phases in a two-phase system have a polymer fraction greater than and less than
the mixed regime.
Additionally,
αφ1 + βφ2 = φM (13.41)
This simply describes the fact that we are not creating or destroying polymer, but partition-
ing it into specific regions with specific volume fractions.
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Finally,
α + β = 1.0 (13.42)
α and β represent the relative fraction of the system which is in each of the two-phases - i.e.
this is simply a lever rule. Note that - importantly - we do not put any constraint on the
value of α or β.
Having established how our one-phase system can re-configure itself into a two-phase system,
we next must ask if the two-phase regime is more energetically favorable than the mixed
regime. Graphically, we can determine the free energy of a two-phase system by drawing a
tie line between the two volume fractions associated with our two two-phase concentrations
(e.g. the tie-line connects the volume fraction in the dilute phase (φ1) with the volume
fraction in the dense phase (φ2)).
The tie line describes the correctly weighted free energy of the two-phase regime at any
starting volume fraction for the mixed regime. Figure 13.10 illustrates this idea with an ex-
ample. The one-phase regime has a polymer volume fraction of φM , while in our hypothetical
two-phase regime the dilute phase has a volume fraction of φ1 (1) while the concentrated
phase has a volume fraction of φ2 (2).
The free energy associated with this system in the two-phase regime
(
∆G2 phasemix
)
is higher
than the free energy associated with the mixed regime
(
∆G1 phasemix
)
. As a result, we know that
the one-phase system of this composition system will not decompose into this specific two-
phase configuration, because the one-phase configuration is more energetically favourable.
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Figure 13.10: Demonstration of how we might compare the relative stability of a one-phase
vs. a specific (and arbitrary) two-phase configuration, where the dense phase has a polymer
fraction of φ2 and and the dilute phase has a polymer fraction of φ1. Note that to determine
the free energy of mixing associated with the two-phase system for ANY initial polymer
volume fraction between φ1 and φ2 a vertical line is drawn between the specific initial mixed
volume fraction (which in this case is φM) and the tie line. The intersection of this line with
the tie-line defines the free energy of the two-phase system.
However, this does not provide any information regarding the general stability of the one-
phase regime associated with a polymer volume fraction of φM , but only provides a relative
comparison of the one-phase regime and a specific (and entirely arbitrary) two-phase config-
uration. We could have drawn the tie lines between any two points on the curve (providing
φ1 < φM and φ2 > φM). Considering this, we want a general way to evaluate the relative
stability of all two-phase regimes vs. the fully mixed one-phase regime.
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Conveniently, the general solution to this question can be obtained by drawing the common
tangent lines on the phase diagram. Such a line (the purple dashed line in Figure 13.11)
connects two positions on the curve which share a common tangent line, which must by
definition (given the general convexity of free energy curves) define the minimum energy
line across the surface. Practically, this means that any point on the free energy surface
that lies above this line is more favourable in the two-phase regime. This also means that
two points connected by the common tangent are the binodal values for the χ value used to
generate this specific free energy of mixing curve. Similarly, the points at which the second
derivative of the free energy = 0 are the spinodal points for this χ value. We can connect
this back to our physical intuition of what a two-phase system is. The concentrations in the
dense-phase and dilute phase represent fixed points in some phase space. Upon the addition
of some solute of interest, the system will be out of equilibrium with respect to the chemical
potential, but will re-equilibrate by changing the volumes of the two phase regions such that
their concentrations return back to the fixed points on the free energy surface.
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Figure 13.11: Panel b shows the free energy curve generated with some specific χ value
(χi). As a result, the spinodal and binodal points shown on the phase diagram along the
coexistence curve (panel a) are specific for that χ value
Given this, it should now become clear how one uses the free energy expressions to construct
a χ vs. φ phase diagram. We generate many free energy curves by systematically varying
χ, and for each curve solve to determine the binodal and spinodal values. These values
are then used to construct the χ vs. φ phase diagram. The second derivatives are solvable
analytically, but the common tangent must be solved numerically by determining points
on the curve where the gradients match one another (or a number of specific edge cases,
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outlined below). The fact that spinodal values can be determined analytically is a major
advantage, as it provides a built in sanity check - every pair of binodal values must have a
corresponding pair of spinodal values, which are always within the bounds of the binodal
values. This provides an (effectively) free safety check which we use to ensure that our
numerical implementation for the common tangent solution provides us with reasonable
solutions.
The free energy of mixing surface defined by the Muthukumar free energy of mixing has a
number of features that are simply not observed in Flory-Huggins theory. One aspect of
this not addressed elsewhere is that while the common tangent is the solution to the binodal
points, the solution to the biondal points is not necessarily the common tangent. Put another
way - if we can draw a common tangent, that common tangent will define the binodal points,
but if we cannot draw a common tangeng this does not necessarily mean there are no binodal
points. This seems like a tautologous and subtle point, but has important implications from
the perspective of a numerical algorithm for identifying the binodal values. Take the example
in Figure 13.12, where our free energy curve is uniformly concave with a single maxima. Such
a system apparently has no spinodal points (the second derivative of the free energy is never
0), and given there is no common tangent one might expect such a system will not phase
separate. In fact, any volume fraction of polymer will lead to a perfectly separated two-
phase configuration, where the dilute phase has a φ = 0.0 while the dense phase has φ = 1.0.
The purple line in figure 13.12 is not the common tangent, but instead represents the free
energy surface minimization with respect to φ - i.e., the free-energy tie line that is uniformly
equal to or below the free energy curve. This illustrates the fact that in utilizing the free
energy of mixing curve, our objective is to identify the tie line that gives rise to an energy-
minimized free energy surface. The common tangent will achieve this, but there is nothing
fundamentally important about the solution being the common tangent.
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Figure 13.12: Free energy of mixing curve for a system composed of a polymer with an
extremely positive χ value (i.e. a polymer in an extremely poor solvent). The two-phase
regime is favoured at all polymer volume fractions
With this in mind, determining the binodal points associated with a free energy of mixing
curve involves a number of steps, where the correct procedure depends on the underlying
structure of the associated free energy of mixing curve. In this work, we have developed
a general purpose algorithm which combines discrete information from the first and second
derivatives of the free energy of mixing (i.e., Maxwell construction) with additional edge
cases to deal with scenarios where a minimal free energy tie line can be constructed that is
not a common tangent line. This algorithm can be applied to different theoretical definitions
of the free energy of mixing, such as Flory-Huggins or Muthukumar, but is independent of
the actual free energy of mixing definition.
The remainder of this chapter is organized as follows:
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1. For completeness, we include the full free energy of mixing expressions and their first,
second, and third derivatives - these represent the analytical framework upon which
our numerical apparatus operate
2. We introduce some of the general and practical challenges associated with generating
theoretical phase diagrams to match experimental data
3. Finally we discuss the fitting of a theoretical curve to the full LAF-1 phase diagram,
outlining the general steps taken and the origin of the various constants, parameters
and assumptions made.
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13.3 Free Energy of Mixing Derivatives
The following expressions are included here for completeness.
13.3.1 Flory-Huggins
The full Flory-Huggins free energy of mixing expression is as follows
∆GFH
kBT
=
φ
r
lnφ+ (1− φ) ln(1− φ) + χφ(1− φ) (13.43)
The first derivative of the Flory-Huggins free energy is
∂
∂φ
(∆GFH
kBT
)
= − ln(1− φ) + 1
r
lnφ− 1 + 1
r
+ (1− 2φ)χ (13.44)
The second derivative of the Flory-Huggins free energy is
∂2
∂φ2
(∆GFH
kBT
)
=
1
rφ
+
1
1− φ − 2χ (13.45)
The third derivative of the Flory-Huggins free energy is
∂3
∂φ3
(∆GFH
kBT
)
=
1
(1− φ)2 −
1
rφ2
(13.46)
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13.3.2 Flory-Huggins with Three Body Correction (w)
The full Flory-Huggins free energy of mixing with the three body correction is as follows
∂
∂φ
(∆GFH&G
kBT
)
=
φ
r
ln(φ) + (1− φ) ln(1− φ) + χ(1− φ)φ+ (w − 1
6
)φ3; (13.47)
The first derivative of the Flory-Huggins free energy of mixing with the three body correction
is
∂
∂φ
(∆GFH&G
kBT
)
= − ln(1− φ) + 1
r
lnφ− 1 + 1
r
+ (1− 2φ)χ− φ
2
2
+ 3wφ2 (13.48)
The second derivative of the Flory-Huggins free energy of mixing with the three
∂2
∂φ2
(∆GFH&G
kBT
)
=
1
rφ
+
1
(1− φ) − 2χ+ φ(6w − 1) (13.49)
The third derivative of the Flory-Huggins free energy of mixing with the three
∂3
∂φ3
(∆GFH&G
kBT
)
=
1
(1− φ)2 −
1
rφ2
+ 6w − 1 (13.50)
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13.3.3 Muthukumar Free Energy of Mixing
The full Muthukumar free energy of mixing is defined as follows
∆GM
kBT
=
φ
r
lnφ+(1−φ) ln(1− φ)+χφ(1−φ)+
(
w− 1
6
)
φ3 +
1
24pig3ξ
− 9
16pi
(1/2− χ+ wφ)φ
α2gξ
(13.51)
The first derivative of the Muthukumar free energy of mixing is defined as follows
∂
∂φ
(∆GM
kBT
)
= − ln(1−φ)+lnφ1
r
−1+1
r
−φχ+(1−φ)χ+3φ2(w−1
6
)− 9
16pi
(1/2− χ+ φw)
α2ξ
− 9
16pi
φw
α2ξ
(13.52)
The second derivative of the Muthukumar free energy of mixing is defined as follows
∂2
∂φ2
(∆GM
kBT
)
=
1
rφ
+
1
1− φ − 2χ+ φ
(
6w − 1
)
− 9w
8α2piξ
(13.53)
And finally, the third derivative of the Muthukumar free energy of mixing is given as follows
∂3
∂φ3
(∆GM
kBT
)
=
1
(1− φ)2 −
1
rφ2
+ 6w − 1 (13.54)
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13.4 Phase Diagrams from Free Energy of Mixing Curves
The general approach for the construction of phase diagrams in the χ vs. φ space is outlined
below.
1. A free energy of mixing curve is generated across all volume fractions of polymer (0 to
1).
2. The binodal points for that specific free energy of mixing curve are determined - there
are two points (low concentration arm and high concentration arm) which correspond
to coexistence points associated with the χ used to generate that specific free energy
surface. The details associated with the identification of the binodal points are dealt
with in subsection 13.4.1.
3. Simultaneously, if applicable the spinodal points are computed analytically as the
points where the second derivative of the free energy of mixing are zero
4. This process is repeated with a range of χ values. For every unique χ value, two points
on the coexistence line (binodal) are generated and if applicable two points on the
spinodal curve are also generated.
5. The smoothness of the phase diagram depends on the number of χ values used.
Figure 13.13 shows this procedure graphically. Note that the free energy curves are offset
from one another to improve readability (in reality they would all be close to overlapping).
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Figure 13.13: Practical schematic showing how multiple free energy of mixing curves cor-
respond to multiple points on the a χ vs φ phase diagram. Each curve on the bottom
panel corresponds to the free energy of mixing at a different χ value, as shown by the leg-
end. The common tangent points from those curves then define the corresponding points on
coexistence curve in the top panel.
13.4.1 Practical Numerical Issues
What are the numerical challenges associated with the constriction of these phase diagrams?
One consideration which we should introduce early on is the numerical cost of solving the
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common tangent. To determine the common tangent, we determine two positions on the
curve where the gradient (first derivative of the free energy) and the x axis intercept are
identical (i.e two positions on the curve that are also two positions on the same line). To
identify two positions where the gradients match one another we must compare the gradients
at two specific volume fractions. We can take advantage of the fact we know the low con-
centration arm binodal must be below or equal to the low concentration arm spinodal and,
similarly, the high concentration binodal must be equal to or above the high concentration
arm spinodal (recall the spinodals are the two solutions to equation 13.5529).
∂2∆G
∂φ2
= 0 (13.55)
This limits our search domain for gradient comparisons, reducing the computational cost.
Despite this, we are left with the challenge of comparing discrete points on the curve, where
the volume fraction resolution influences both the accuracy of the comparison but also
the computational cost of the search. The volume fraction resolution refers to the number
of discrete points between φ = 0.0 and φ = 1.0, where for each point the first and second
derivative is calculated. To illustrate the importance of the volume fraction resolution see
figure 13.14.
In this figure, the full free energy of mixing is shown in green, but we have chosen (arbitrarily)
to evaluate the derivative with a volume fraction resolution of 12 (i.e. 13 independent points).
If we were to use such a low volume fraction resolution and required the gradients to match
exactly we wouldn’t be able to identify two positions on the curve where the gradients were
29In equation 13.55 we include ∆G without any subscript to indicate the generality of this statement to
the three different definitions for the free energy of mixing. In addition, we do not include the kbT factor
solely out of convenience
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Figure 13.14: The free energy of mixing curve is shown in green, but we evaluate the gradient
only at the yellow circles. The low concentration and high concentration search domains are
highlighted in red and blue, respectively, as defined by the low and high concentration arm
spinodals (red dashed line). Because our volume fraction resolution is so low, there are no
two positions where the yellow circles evaluate to give a common tangent, despite the fact
that there is clearly a common tangent line
the same, and may conclude that no common tangent exists on this curve. As is plain
to see based on the purple line, a common tangent does exist, and while this is (clearly)
an unnecessarily pathological example it highlights one of the challenges associated with
identifying a common tangent. A second but related challenge stems from determining how
similar two gradients need to be to conclude they are identical (i.e. what is the numerical
tolerance). The numerical tolerance is intrinsically coupled to the volume fraction resolution
- i.e. the lower the volume fraction resolution the higher the numerical tolerance should be.
468
As a final wrinkle, there is no guarantee a free energy diagram will have a common tangent,
and the absence of a common tangent cannot necessarily be used to conclude the system has
no two-phase regime. We already introduced an example where, despite the absence of a
common tangent line, the two-phase regime is the energetically favourable configuration (see
figure 13.12). In figure 13.15 we provide another example of a free energy of mixing curve
where there is a well defined two-phase region on the free energy diagram, yet no common
tangent. The minimum free energy tie line can here be defined as the line that minimizes the
energy by running between φ = 0 and tangent to the free energy curve without dissecting
the curve at any point. It’s worth pointing out that this type of free energy curve is - as far
as we have observed - is only obtainable from the Muthukumar free energy of mixing. Such a
curve can have two spinodal points (i.e. two places where
(∂2∆G
∂φ2
= 0
)
, but there may only
be a high concentration spinodal. A sole high concentration arm spinodal corresponds to a
region on the phase diagram where there is no instability region on the low concentration
arm - instead the binodal and spinodal curves are collapsed on top of one another, meaning
phase separation will uniformly occur through spinodal decomposition.
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Figure 13.15: Two free energy curves that both lack a common tangent, yet contain a two-
phase region (shaded in grey). Note the orange curve contains two spinodal points, while
the green curve contains a single high concentration arm spinodal.
We have introduced these challenges explicitly to highlight the fact that while many literature
sources make it seem as if constructing phase diagrams from free energy curves is trivial,
there are a number of algorithmic, practical, and numerical challenges to overcome.
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13.5 Fitting Muthukumar-Derived Phase Diagrams to
Experimental Data: LAF-1
The preceding sections were (deliberately) fairly general, and provide a summary of the ideas,
questions, and challenges associated with construction of phase diagrams. In the following
two sections we focus specifically on the challenge of generating Muthukumar theory derived
phase diagrams which are consistent with the experimental phase diagrams of LAF-1 and
the LAF-1 RGG domain.
As a reminder, the Muthukumar free energy of mixing contains a number of parameters
which are outlined below;
1. r - the degree of polymerization, which corresponds to the number of monomer units
in the polymer in question
2. χ - defines the polymer-polymer vs. polymer-solvent balance (i.e., an effective two-
body interaction term). This is proportional to the second virial coefficient
3. w - the three body interaction term (this is proportional to the third virial coefficient)
4. gξ - the concentration correlation length (mesh size) - informs on conformational fluc-
tuations associated with the chain
5. α - the swelling ratio
kT is set to 1 as we normalize the free energy by kT.
Our goal is to identify the specific value for these parameters which allow us to reproduce the
full phase diagram for the various LAF-1 constructs. In using the Muthukumar free energy
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of mixing we make the assumption that we’re working with a pseudo-binary system - i.e.
changes manifest through salt and/or RNA will become evident in terms of changes to these
parameters but are not considered explicitly. This is clearly a major oversimplification, but
allows the theory to remain tractable.
The general approach used to determine the parameters which allow us to best reproduce
the experimental phase diagrams is as follows:
1. Generate some χ vs φ phase diagram using a combination of parameters (varying χ)
as described previously
2. Convert this phase diagram into a χ vs c (mg/ml) phase diagram
3. Compare the overlap between the experimentally derived phase diagram and the the-
oretically generated phase diagram
4. Update the parameters being searched in some way
5. Repeat until the best possible parameters are found
Thankfully we do not need to simultaneously solve for all six parameter outlined above. kT
= 1 30. The degree of polymerization (r) is set to the number of amino acids in the constructs
(708 for LAF-1, 168 for the RGG).
χ is extracted from the experimental data by converting the measured second virial coeffi-
cients (B2) into χ using equation 13.56, where M2 is the molecular mass of the polymer in
question and v1 is the specific molar volume of a single unit on the Flory-Huggins lattice
31.
30Note that because we normalize by kT varying kT has no effect
31Specifically, this value is set to 0.018 liters / mol, based on the molar volume of water. This makes the
simplifying assumption that water and solute monomers occupy the same space on the Flory-Huggins lattice,
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χ =
1
2
−
(M2
r
)2( 1
v1
)
B2 (13.56)
We make the simplifying assumption that α is salt independent and is equal to 1.0 (as
discussed below this assumption appears valid). This assumption stipulates that the polymer
does not substantially change its dimensions in the dense phase compared to the dilute phase.
Is this reasonable? We argue that for LAF-1 it is; based on all atom simulations the RGG
domain is already highly expanded, and the helicase-domains do not unfold in the context of
the droplets. For the RGG domain to become more expanded in the context of the droplets
would be associated with an enormous entropic penality. For the RGG domain to become
more compact in the context of the droplet is inconsistent with its concentration. Taken
together, we believe that the chain dimensions will not change significantly between the
dilute and the droplet phase. Additionally, in a sensitivity analysis we found no material
impact on the fitting procedure assuming 0.7 < α < 1.2.
gξ can be analytically determined by unpacking the Muthukumar theory. Specifically, the
following is a key component of the theory;
1
g2ξ
=
6(1/2− χ+ wφ)φ[
α2 + (27/8)pi(1/2− χ+ wφ)gξα−2
] (13.57)
This can be re-cast as a simple polynomial;
0 = g2ξ − A2gξ − A1 (13.58)
and while we know this is not the case is a limitation of the Flory χ parameter which stipulates solute and
solvent to be the same size
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Where
A1 =
α2
6φ
(
1/2− χ+ φw
) (13.59)
and
A2 =
9
16piα2φ
(13.60)
As a result, for each χ value we can solve the polynomial defined in equation 13.58 to
obtain the two solutions associated with gξ. Given gξ must be a positive value, for valid
combinations of the other parameters only one of these solutions is positive, which we take
to be the value of gξ. The φ value here corresponds to the high concentration arm binodal
point associated with the given χ value, which we are able to obtain from the experimental
data - i.e., gξ is a parameter that is almost directly derived from the experimentally measured
phase behaviour.
Finally, we are left only with w, which is the free parameter we are searching for in an
unconstrained manner to identify the value of w which allows us to best reproduce the
experimental data.
13.5.1 Comparing Experimental and Theoretical Phase Diagrams
Given the preceding section it should be clear that we need a quantitative way to compare
the theoretical and experimental phase diagrams. The first challenge (which we need for
obtaining the φ values for determining gξ) is how to convert volume fraction to concentration.
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We estimate a constant factor ρ0 based on the average volume of an amino acid. Assuming
the average volume of an amino acid is 140A˚
3
(1.4× 10−25 liters), φ = 1.0 corresponds to a
molar concentration of 11.86 M. Assuming the average molecular mass of an amino acid is
110 g/mol, φ = 1.0 corresponds to a mass concentration of ∼1310 mg/ml. Recall that
φ = c
1
ρ0
(13.61)
Therefore,
ρ0 = 1305 g/ml (13.62)
We use this as a general conversion factor to convert volume fraction to mass concentration.
This is (without question) a simplification - notably we expect that the density (which ρ0
is reporting on) is different between the dense and dilute concentration regimes (note that
in this context density and concentration are not equivalent, clearly the concentration of
protein in the dense phase is higher, but ρ0 is describing the density of all material; solvent,
protein, salts etc.). Consequently, we anticipate the need for a constant offset for the low
and high concentration arms of the spinodal/binodal curves to account for these density
offsets. ρ0 should be considered a factor which allows us to convert φ into the right order of
magnitude in terms of mass concentration, but not a universally correct constant.
Having established a general purpose way to convert between mass concentration and φ,
we are left with another question: how can we quantitatively and efficiently compare the
experimental and theoretical phase diagrams with one another?
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The experimental phase diagrams for each construct contains six points (three on each of the
low and high concentration arms) which define the coexistence boundary. We initially tried
using these six points as constraints when performing searches for an optimal w parameter,
whereby the theoretical value for φ at each χ corresponding to the experimentally observable
value was compared with experimental value. Unfortunately, we found this lead to substan-
tial degeneracy and was not a tight enough constraint. We also tried using the ratios of the
two-phase regime at difference values of χ to generate a phase diagram specific set of unique
ratio-widths. While this has the appealing property of being unit independent allowing for
a direct comparison of volume fraction and mass concentration, it fails to capture the asym-
metry associated with the low and high concentration arms, and so as an objective function
does not correctly capture the key phase diagram elements (though comes close)32.
To overcome this, we sought to determine an analytical fit to the experimental data, which
would allow us to generate an arbitrarily large number of points along the coexistence curve
for experimental-theoretical comparisons. We found that a rational polynomial fit was best
able to capture the experimental data in an analytical form (see figure 13.16. Note that
while this fit does an (apparently) excellent job of interpolating between the experimentally
determined points, because it is solely a phenomenological fit there is no reason to assume
it has any extrapolative power and should not be used to determine the coexistence curve
beyond the lowest and highest concentration points.
32In this work we were required to perform the φ to concentration conversion to determine gξ. Had this not
been the case, the widths ratio limitation in terms of the inability to capture the phase diagram asymmetry
could be corrected for to give a general purpose approach for comparing volume fraction and concentration
phase diagrams in a unit-less space. This may be an appealing route of investigation in the future for
connecting experimental and theoretical work
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Figure 13.16: Rational polynomial fit to the experimental coexistence points associated with
LAF-1 + 30k poly rA
13.5.2 Searching for the Optimal w Value
We have now defined a formal approach to compare experimental and theoretical phase
diagrams in a robust and consistent approach. With this in hand, we searched through
w space to determine the optimal value for the three-body interaction term. Initially we
attempted to perform a global optimization of w, but found that the w goodness-of-fit surface
was too rugged and non-continuous for standard optimization procedures. To overcome
this difficulty we developed and deployed two entirely independent approaches for searching
through w space.
A rapid local optimization search procedure involved randomly selecting some value of w
and performing a short local optimization search to find the best value of w. This can be
thought of as an approach for quickly survey the w landscape, which allows us to place some
broad upper and lower boundaries on the possible values of w. Because w is proportional to
the third virial coefficient we know it must be positive (i.e. lower boundary = 0). This local
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optimization search placed an upper boundary on w of 200000. It is worth pointing out that
the absolute value of w should not be considered a true three-body interaction value, but
instead some A× wtrue where A represents a constant units correction factor (w = Awtrue).
Having established these boundaries, we next performed a more computationally intensive
Monte Carlo search to identify the globally optimum w value. Briefly, the search allows
both local and global perturbations to w, where moves are accepted and rejected via the
Metropolis Criterion. We ran sixty independent Monte Carlo searches for each construct
and identified the single global optimal w for each one. The goodness of fit (lower values
correspond to better fits) surface is shown in figure 13.17.
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Figure 13.17: The goodness of fit for differe w values is shown from best fit results form
60 independent Monte Carlo simulations. Each point represents a single local minima iden-
tified during the Monte Carlo search procedure. Multiple minima are identified from each
simulation.
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Having performed an extensive Monte Carlo search procedure, we now have the construct
and salt dependent gξ values and the construct specific w parameters which let us generate
the best fit theoretical phase diagram. The raw best-fit diagram for LAF-1 is shown in figure
13.18a.
Despite getting the shape fundamentally correct, there is an apparent offset between the
experimental and theoretical phase diagram on both the low and high concentration arms.
It is worth noting that irrespective of the type of objective function used, we cannot make
the Muthukumar derived phase diagram wider while maintaining the same profile in the χ
dimension - i.e., this offset issue is not a limitation of our Monte Carlo objective function
(importantly the raw Muthukumar derived phase diagram places the high-concentration
binodal at slightly too dilute a value, due to the relative differences in density). As mentioned
previously this offset is the anticipated error due to our assumption of a single constant ρ0.
We corrected for this with a low and high arm constant offset to correct for the density
difference in the dense and dilute phase. The high-concentration arm density corrections
should, in theory, be χ dependent, although in practice this χ dependence is extremely small
so to a first approximation a fixed offset is entirely reasonable.
Figure 13.18b shows the offset-corrected comparison of experimental and theoretical phase
diagrams using the optimal offset value. We define this offset by determining the uniform
value that minimizes the difference between the experimental and theoretical high and low
concentration arms (both arms are fit independently). The procedure generates a pair of
offset values for each construct, and allows the theoretically generated phase diagram to
recapitulate the behaviour of the experimentally derived phase diagram.
Having gone through this procedure, we are left with phase diagrams in χ vs. φ and χ vs. c
space, as shown in figure 13.19
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Figure 13.18: Comparison of the best LAF-1 theoretical phase diagram vs. experiment with
(b) and without (a) the binodal density offset
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Figure 13.19: Full experimental phase diagram with theoretical fits shown in lines, cast in φ
space and mass concentration space
13.5.3 Limitations of This Approach
While there are a number of theoretical limitations/caveats associated with the approach,
we highlight a couple of numerical/procedural limitations worth considering.480
The first is that by using the rational polynomial as a purely phenomenological fit we lack
any predictive power regarding the phase diagram for the concentration range outside the
values explicitly examined experimentally. This becomes an issue because our gξ value relies
on the high concentration arm of the two phase regime (recall equation 13.58 contains a
φ value), so extrapolating the theoretical curve beyond the values explored experimentally
requires us to extrapolate how gξ behaves as χ becomes increasingly positive. Given the
form of gξ as a function of χ (which appears to plateau out in the two phase regime - see
figure 13.20) it may be possible to fit the gξ vs χ behaviour to an analytical expression to
extrapolate to larger values of χ, although this is not an avenue we pursue in this work. This
is a solvable problem, and more appropriate functional form would help alleviate this.
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Figure 13.20: gξ vs χ - note that as χ becomes large gξ appears to be approaching a plateau,
a result entirely expected as the two phase density increases (as salt decreases) to some
maximum value
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Secondly, by fitting the experimental data to a rational polynomial and using that as our
objective function during the search process we are implicitly stating that the rational poly-
nomial fit is correctly capturing the true phase behaviour. Given the error bars associated
with the experimental high concentration values in particular, it is possible that the rational
polynomial is imposing an unreasonable constraint onto the fitting procedure which creates
an inherently unsatisfiable problem. That said, the key features we wish to capture from the
experimental data (the relative widths of the two phase regime and the relative positions of
the critical χ values) are well defined, such that even if specific numerical nuances are not
quite correct the general principles that emerge from the derived w and gξ values are robust
to such differences.
Thirdly, we treat the RNA as a mean-field perturbation to the free energy of mixing param-
eters, as opposed to as its own component in the theory. This is almost certainly incorrect;
we are left with theoretical insights which correctly predict the mesh size in the presence and
in the absence of RNA, but a more compelling description would be a variational method
that is generalized to a ternary (or even n-ary) system. To develop such a theory is chal-
lenging. Binary mixtures are convenient from an analytical perspective as there can be only
two coexisting phases. For a ternary (or higher order) system there are many more possi-
bilities, as examined by Jacobs and Frenkel [256,257]. While a correct treatment of RNA is
necessary, it is unclear if mean-field analytical theories are an appropriate route to explore
multi-component phase behaviour due to their inability to describe surface tensions between
coexisting phases. Part of this concern is the motivation for our novel simulation engine
PIMMS (see 14.
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13.6 Discussion
13.6.1 The Decoupling of Intra- and Inter-molecular interactions
The key feature of Muthukumar’s theory of polymer solutions that has allowed us to fit the
LAF-1 data is the consideration of large-scale fluctuations. These fluctuations are on the
same order of magnitude as the fluctuations observed in simulations of the RGG domain,
suggesting that the theory is capturing fluctuations of direct relevance to the material prop-
erties of the dense phase. Beyond simply providing an analytical description of the density
fluctuations within the system, the independence of ξ and χ allows Muthukumar’s theory to
decouple intermolecular and intramolecular interactions. In standard free energy of mixing
theories the χ and w terms describe the interaction between monomers in an entirely mean-
field manner; intramolecular solute-solute and intermolecular solute-solute interactions are
not distinguished. This is entirely appropriate for a homopolymer, but for heteropolymers
this is not necessarily the case. Muthukumar’s theory allows a system to simultaneously have
a large positive χ value (i.e. strongly attractive solute-solute interactions) yet simultaneously
engage in large-scale conformational fluctuations. Such fluctuations implicitly require that
intramolecular interactions are weakened enough to facilitate these fluctuations, leading to
the an analytical description where the intermolecular interactions that are stronger the
intramolecular interactions. This allows phase separation to occur at extremely low solute
concentrations, but ensures that the volume fraction occupied by the chains in the dense
phase remains large such that the concentration inside the droplets is very low. It is this
decoupling that allows Muthukumar’s theory to correctly capture the solution behaviour of
LAF-1, likely via a ‘stickers on a chain’ style architecture as proposed by Semenov and Ru-
binstein; short short attractive motives distributed across the RGG domain sequence [532].
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Given the necessary decoupling intermolecular and intramolecular interactions, can we find
direct experimental evidence for this decoupling? usFCS allowed us to determine the diffusion
coefficients at a range of salt concentrations (125 mM, 250 mM, 400 mM), which were used
to determine the B2. B2 is a measure of the strength of the biomolecular interactions - it
provides a formal description of a by definition intermolecular interactions. Simultaneously,
using the measured diffusion coefficients (D) we can calculate radii of hydration (RH) at a
range of salt concentrations using the Stokes-Einstein equation (eq. 13.63) to ask how salt
influences the intramolecular interactions.
D =
(
kBT
6piηRH
)
(13.63)
Here, D is the measured diffusion constant, η is the solution viscosity and RH is the hydrody-
namic radius. Note that the the relationship between RG and RH is enormously dependent
on the shape of the molecule (as well as additional and confounding effects such as the hy-
drodynamic effects of solvent slaving, polymer dynamics etc.) [68]. As D becomes larger
(faster) RH becomes lower (more compact). Concurrently, as intramolecular interactions
become weaker, global dimensions increase (the chain interacts with itself less strongly) and
the RH becomes bigger. This provides us with the data we need to compare how - as a
function of salt - intermolecular and intramolecular interactions change.
For convenience, we calculated these changes in terms of a normalized percentage to the
value at 125 mM, and the results are shown in figure 13.21. B2 changes by around 70%,
while chain dimensions change by around 5%. These results provide a direct experimental
demonstration of the decoupling between intramolecular and intermolecular interactions,
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a behaviour necessary (although not sufficient) to explain the dilute nature of the LAF-1
droplets.
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Figure 13.21: As salt concentration increases the intramolecular interactions weaken very
slightly by ∼ 5%. In contrast, the intermolecular interactions weaken by around 70%.
NaCl dramatically weakens bimolecular interactions with minimal effect of the individual
chain’s dimensions. These results are consistent with simulation results at different salt
concentrations.
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13.6.2 A Functional Role for Dilute Droplets
Why might the cell make dilute droplets? One possible answer stems from the fundamental
metabolic cost of synthesizing high concentrations of proteins. As a thought experiment,
let us work with the following estimates for some standard cellular values. The in vitro
mass concentration of LAF-1 in droplets (with RNA) is ∼3 mg/ml under physiological salt
concentrations. The volume of a C. elegans embryo is ∼ 467 µm3, with about 50% of that
volume accessible to soluble proteins [13]. With these numbers, we can simply ask what the
copy number of LAF-1 needed to assemble a single droplet of an arbitrary concentration and
diameter. This is shown in fig. 13.22.
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Figure 13.22: For dilute droplets the LAF-1 copy number is well within physiological protein
copy numbers. However, for dense droplets the LAF-1 copy number rapidly exceeds the
concentration of all proteins within the cell as droplet diameter grows.
For large dense droplets the metabolic cost of manufacturing enough protein to form the is
intractable for the embryo. One could argue that P-granules are not just LAF-1 with many
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other components contributing the droplet size. While this is true, for droplet with a diameter
of µm2.5 and a concentration of 120 mg/ml requires ∼ 107 proteins, suggesting a substantial
fraction of the embryo’s protein should be in a single P-granule. Embryos frequently have
multiple P-granules, and P-granules are just one type of membraneless organelle. The burden
of assembling 15-20 distinct droplets, each at a concentration of 300 mg/ml per droplet
is simply not an energetically tractable route. We propose that dilute droplets, rather
than being an unexpected result, may represent the only reasonable evolutionary path for
the formation of large numbers of big droplets in the C. elegans embryo. This does not
necessarily preclude the formation of denser droplets in smaller cells (the C. elegans embryo
is significantly larger than most other cell types) but we speculate that for the formation of
large droplets on the edge of phase separation (droplet formation and dissolution occurs in
response to a gradient across a single cell) dilute droplets may represent an ideal mechanism
for phase separation. A simple way to test this would be to identify a membraneless for
which all the components (protein and RNA) have been identified and determine the cellular
copy number of those components. This places an upper bound on the droplet concentration
(assuming 100% of droplet components are found in the droplet). This is a simple experiment
to describe, but a more challenging one to conduct.
A second explanation for the advantage of dilute droplets is based on the fact that dense
droplets would be an inconvenient environment to facilitate complex biochemical behaviour.
Within a dense droplet diffusion is necessarily slow, and the high concentration of protein
would make passive diffusion into the droplet challenging without either an energy-coupled
uptake mechanism or strong preferential interactions. A commonly stated explanation for
the evolutionary advantages conferred by membraneless organelles is that they provide lo-
cal bio-reactors, concentrating various components of complex biochemical pathways (e.g.
RNA processing) into a single location to drive process efficiency. For this to be true the
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components within the droplets must be accessible, otherwise the effective concentration is
reduced by placing them inside droplets. We suggest that dilute droplets with a mesh-size
above that of an ‘average’ folded protein provide an organizational strategy for simultane-
ously recruiting specific components while allowing passive diffusion of products out of these
droplets.
Should this result be taken to mean that all droplets are dilute? Almost certainly not. In
fact, we suspect that at ∼4-8 mg/ml the LAF-1 droplet may be among the most dilute.
This is in part due to the fact that many P-granules must rapidly form and dissolve in
response to the gradient of MEX-5 - the rapid formation of large droplets is most easily
achieved by hyper-dilute droplets (in effect, the ‘bang-for-buck’ in terms of radial growth
per-monomer is greatest when the droplet is at its most dilute). For numerous other pro-
teins that are necessary and sufficient to drive the formation of bona fide membraneless
organelles, a droplet concentration of 20-200 mg/ml is expected. In this context, we define
membraneless organelles as condensates or quinary assemblies where a complex repertoire
of additional species (e.g. protein and RNA) exist within the organelle; in effect, we believe
the term ‘organelles’ should refer to micron-scale structures that can accommodate a wide
range of additional clients. From a phenomenological standpoint, membraneless organelles
are a natural cellular structure to identify and characterize, owing in part to the ability to
visualize them using light microscopy. While many large membrane-less organelles have been
identified, we predict that these may be the exception and not the rule, and that there will be
many more assemblies on the sub-diffraction lengthscale (¡ 300 nm) that show many of the
characteristics of a phase-separated condensate. Are these smaller condensates likely to be
dilute? We suspect not. The sequence-requirements associated with disordered regions that
form dilute droplets are expected to be much more restrictive than those for forming denser
droplets, due to the need to decouple intramolecular and intermolecular interactions. The
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need for dilute droplets is largely associated with scale and function. For smaller assemblies
neither protein concentration nor encapsulation of large numbers of additional components
is relevant, such that forming denser droplets seems much more likely. Consequently, we ex-
pect that for many assemblies, especially those driven by polar-rich IDRs devoid of charged
residues, the intradroplet concentration will be around 200-300 mg/ml.
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13.6.3 A Functional Role for Phase Separation in Biology
If not to act as organelles, why is phase separation a useful tool for biology? There are several
properties of such a process that we believe make it attractive, as outline in 3. These are
briefly recapped below in fig. 13.23. Phase separation provides an inherent concentration
buffering effect, essentially offering energy independent proteostasis. Similarly, stimuli-
responsive phase separation offers a binary mechanism to sequester soluble components.
Condensates provide a general mechanism for the assembly of multicomponent functional
assemblies and signal integration without strong evolutionary pressure for structure,
although mediating specificity may be more challenging.
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Figure 13.23: Putative droplet functions (see discussion in chapter 3)
13.6.4 Is Disorder Required for Dilute Droplets?
The requirement for dilute droplets, as defined in this work, is for the monomer to have
a large pervaded volume, engaging in strong (and multivalent) intermolecular interactions
without leading to chain compaction. These same design principles could be realized by
linear species with sticky interaction sites. To this end, coiled-coils may be perfectly poised
to undergo phase separation and form ultra dilute droplets (see fig. 13.24), although the
balance between attractive patches, solubility, and non-specific repulsion would need to be
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perfectly counterbalanced to avoid linear ordering and liquid crystal formation, as appears
to occur in the synaptonemal complex [493].
In a similar vein on a different length-scale, amyloid-like fibrils could lead to an ultra-
structure that despite having a high-concentration of fibres is primarily ‘empty’, (i.e. on
some macroscopic length-scale, this would appear as a ‘dilute’ condensate). While this sounds
somewhat abstract, this is largely consistent with the Balbiani body ultra-structure, and may
represent a plausible strategy for forming large, hyper-stable meshwork assemblies [52].
Figure 13.24: Coiled Coils Could Form Dilute Droplets. A schematic of a putative
coiled-coil mediated meshwork facilitated by multiple weak ‘sticky’ patches distributed across
the length of the coiled-coil domain.
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Chapter 14
The PIMMS Simulation Engine
The following section is taken from a manuscript in preparation. All aspects the work were
performed by A.S.H.
14.1 Background and motivation
The preceding sections provide ample examples of how the amino acid sequence of an IDP
directly encodes its phase behaviour as a function of solution conditions, concentration, and
temperature. Section I provides an extensive discussion on the mapping between amino acid
sequence and conformational behaviour. Taken together, we can conclude that the amino
acid sequence of an IDP will dictate the behaviour of both the individual chain’s ensemble,
and collective and emergent behaviour of multiple chains. As such we should - in principle -
be able to predict and explore collective phenomenon as a function of amino acid sequence
in much the same way as we and others have done in terms of the conformational behaviour
associated with individual chains [125–127,235,359,364,405].
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A major challenge associated with such a prediction is that this collective behaviour is, inher-
ently, an emergent property of many disordered proteins together. While the development
of novel theories that take sequence effects into consideration are in development, capturing
the true chemical complexity presented by the repertoire of amino acids in conjunction with
the highly irregular patterning of those chemical groups presents a major challenge for mean-
field theoretical descriptions [335–337,517]. Moreover, the (typical) lack of three-dimensional
representation associated with analytical theory presents a challenge in the decoupling of in-
ter and intramolecular interactions. For homo-polymers this decoupling is at least partially
(if not entirely) solved by Muthukumar’s theory of polymer solutions, but the extension of
this formalism to complex heteropolymers in n-ary systems (systems with many different
heterpolymers) represents a major - a potentially unsolvable - challenge [256,257,409,410].
Despite this, obtaining a predictive framework for mapping amino-acid sequence to phase
behaviour would be extremely useful. An alternative approach is simulations. The size of the
systems of interest make all-atom simulations impractical. For some sense of molecular scale,
this could be thought of as folding 100-1000 proteins of ∼ 100−200 residues simultaneously.
This computational challenge could be solved by coarse-grained models (molecular dynamics,
Langevin dynamics, Monte Carlo), but even the simplest models would like take weeks for a
single simulations. Given the nature of the questions of interest, we would wish to perform
a series of titrations in a concentration/temperature space to construct full phase diagrams,
meaning that for even modest systems a minimum of ∼50 independent simulations (at unique
temperature/concentration tuples) would be needed.
To address the challenge of computational cost and sequence specificity, we developed a
novel Monte Carlo lattice-based simulation engine (Polymer Interactions in Multi-component
MixtureS - PIMMS) and an associated amino acid-specific force field (the General Chemical
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Forcefield - GCF). While both remain under development, and this chapter will not delve
deeply into specific results, PIMMS allows us to perform sequence-specific simulations of
hundreds of polymers to relative convergence on a single CPU in under a day. As a result of
the underlying software architecture the computational cost-per-step scales as N with num-
ber of chains, allowing very-large systems to be simulated on a reasonable time-frame (hours
to days). Converged single chain simulations take < 1min, providing a high-throughput
method for mapping sequence-to-ensemble relationships on a proteomic scale. Despite its
simplicity, PIMMS allows interactions to be encoded over a hierarchy of ranges, allowing
different types of interactions to be described in a way that recapitulates their behavior in
high resolution models [67]. In the interest of clarity, we distinguish between PIMMS and
GCF in much the same way that CAMPARI and ABSINTH are distinguished. PIMMS
is a software package, and the vast majority of this chapter considers PIMMS in terms of
simulations run with primarily phenomenological models to capture interesting physics. At
the end of the results section, we will discuss early results from the development of GCF.
The remainder of this chapter is outline as follows. We introduce the model, how chains and
interactions are represented, and what moves are performed, including a discussion of a new
class of move for Monte Carlo simulations (Temperature Sweep Metropolis Monte Carlo).
Next, we will qualitatively describe several examples of using PIMMS to explore collective
chain behaviour. Finally, we will compare single-chain behaviour with results from all atom
simulations and experiment to highlight the fact that, despite its simplicity, PIMMS + GCF
are able to capture many sequence specific features with reasonable fidelity high fidelity.
We emphasize that PIMMS is still in development; while the vast majority of the simu-
lation engine is complete, we are continuing to parameterize the associated forcefield to
better reproduce all-atom simulations. Considering this the majority of the time associated
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with PIMMS’ development has been spent on developing an effective engine that balances
physically relevant interactions with high performance and ease of use.
14.2 Methods
PIMMS is written in Python programming language. Analysis code and many of the more
complex algorithms are written in native Python. High-performance components (notably
the energy calculations and many of the underlying moves) are written in highly optimized
Cython that compiles and runs at speeds comparable to native C. This provides us with
a flexible programming framework with which to implement and test new ideas, but with
the ability to re-code in a high-performance language as and when is necessary. Trajectory
output is done using the MDTraj library [374]. Much of the code relies heavily on the
numpy and scipy libraries. Version control is provided by GitHub. A website is available
(http://pimms.xyz/).
14.2.1 The PIMMS model
PIMMS is an entirely generalized 2D and 3D lattice simulation engine. For convenience, we
will present the basic principles in terms of 2D figures, but those ideas are identical in 3D.
Model overview
In PIMMS, the solute monomers are represent by beads, and the molecular units that un-
dergo simulations are referred to as chains. Chains can be simple solutes (i.e. a single bead
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per chain) or polymer of beads. We have developed PIMMS around the principle of repre-
senting IDPs as polymeric chains with a mapping of one amino acid to each bead, but in
principle the mapping of molecule-to-chain could be any mapping of interest.
Twenty single-bead chains One 20-mer chain
Figure 14.1: Possible configurations of PIMMS simple PIMMS chains
Beads have a fixed excluded volume; no two beads can occupy the same site on the lattice.
Beads in polymeric chains are also constrained by chain connectivity; two beads that are
consecutive in the amino acid sequence must be at adjacent sites to one another. Beyond
this, beads are free to move to any site on the lattice. The lattice is a periodic environment;
beads that pass through one face of the square (or cube) will re-appear on the adjacent side.
Periodicity is entirely transparent to all molecules, such that all simulations are effectively
done in an infinitely large box. We have developed several novel algorithms for the analysis of
system spanning properties in a periodic space. The lattice configuration is updated via a set
of Monte Carlo moves that maintain micro-reversibility (as discussed in subsection 14.2.2).
If beads represent amino acids, then setting the bead-bead distance to be 4 A˚ provides a
robust mapping between lattice dimensions and real-space dimensions.
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Input
With the exception of the parameters being used, the simulation setup is defined entirely
by a single input keyfile. This keyfile must also reference a parameter-file, which is used to
define the relevant interactions (discussed below). For completeness, the full set of PIMMS
keywords are described appendix A. The keyfile and parameter files are read by PIMMS
in such a way that errors in setup information are explicitly reported on, as opposed to
silently corrected. Extensive sanity checks are run during setup to ensure the combination
of keywords makes sense, and the parameter-file is fully formatted without redundancy of
re-definition of specific interactions. We felt that this was an important class of features
to implement: we wanted to make it as difficult to possible for the user to accidentally
run a simulation that would inherently not work or contained ambiguities with respect to
important setup decisions.
Output
The lattice topology is written to a PDB file, and trajectories are written directly to the
compressed XTC format. The trajectory can then be easily visualized using VMD [250].
All analysis output is generated as formatted text files, much of which is generated as the
simulation runs, and a subset are generated as a summary at the end of the simulation.
A wide range of analysis can be performed on-the-fly at an arbitrarily definable interval,
meaning simulations generate the relevant analysis output in situ. Adding additional analysis
routines is trivial, and can be loaded from free-standing code without modifying the PIMMS
source code. Analysis routines include a range of analyses that are performed on individual
chains (end-to-end distance, radius of gyration, asphericity, distance map, internal scaling),
498
cluster analysis routines that are performed on each topologically distinct cluster of chains
(cluster size, density, asphericity, connectivity etc.), and general system spanning analysis.
Simulation Procedure
Upon the start of a simulation, all chains are randomly placed in non-overlapping configura-
tions. If the lattice is dense leading to steric clashes between newly inserted chains, PIMMS
will repeatedly try to place chains, but will eventually exit with an appropriate error warning.
With all chains in place, the total energy of the system is then calculated, all pre-existing
output files are deleted (if present) and the system prepares to enter into the Monte Carlo
loop. Once the simulation begins a chain and/or move is randomly selected (based on the
move frequencies defined in the keyfile) and performed, rejected or accepted according to
the Metropolis Criterion, and the lattice configuration and system energy updated appropri-
ately. At intervals defined by the keyfile, analyses are performed and output data is written
to disk.
Equilibration
The equilibration period is a defined number of steps before analysis routines are activated.
The number of equilibration steps must be less than the total number of steps, as equi-
libration steps use a subset of the total number of simulation steps. Equilibration can be
standard, or can be performed as a thermal quench. The decision to quench during equilibra-
tion is set by the QUENCH * keywords. In a quench equilibration, the system begins at some
higher temperature and is gradually cooled to the production temperature. The rationale
behind using a quench equilibration is as follows; given that during initialization all chains
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are placed in a random non-overlapping conformation, the initial conditions could be consid-
ered as a snapshot taken from an ensemble at infinite temperature. As a result, the first few
steps in the simulation are equivalent from an instantaneous temperature quench from ∞
to some very finite temperature. Such a quench could lead to the formation of local glassy
states that become challenging to escape from - leading to significant challenges for sampling
- and prevent a true equilibrium ensemble from being reacted. By performing a quench run,
we allow this initial jump from infinite temperature to finite temperature to arrive at a high
enough temperature that local glassy intermediates do not form. The production tempera-
ture can then be reached by gradually cooling the system, facilitating re-arrangement and
reconfiguration to help avoid these locally stable states. Naturally the extent to which this
help depends on both the quench start temperature and the rate of quenching, but never-
theless, for systems expected to undergo collapse it provides an effective approach to prevent
(or reduce) the formation of meta-stable states.
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Non-Bonded Interactions
PIMMS is based on a cubic lattice model, in which beads engage in interaction with all
nearest neighbours. When site-adjacent beads experience an interaction energy, where the
magnitude and sign of that interaction energy is defined by the parameter set. These inter-
actions are referred to as short range interactions. Short range interactions can be positive
(repulsive) or negative (attractive). In addition to bead-bead nearest neighbour interactions,
all beads interact with empty sites according to a solvation energy. This allows us to cap-
ture hydrophobicity explicitly, instead of implicitly, and allows us to more readily encode
complex chemical behaviour by decomposing bead-bead and bead-solvent interactions into
two separate and independent energy terms.
To capture electrostatic interactions, we also have long range (LR) and super-long-range
(SLR) interactions. Instead of nearest neighbour interactions, LR and SLR interactions
experience interactions with beads at +2 and +3 sites, but will only interact with beads
that have been defined as engaging in LR and SLR interactions. This allows us to directly
encode a hierarchy of interactions into the model, and provides a mechanism to (at least
qualitatively) capture the solution behavior of charged residues, which are almost always
full solvated yet engage in long-range repulsive and attractive interactions.
Bonded Interactions
To capture the inherent stiffness of the peptide backbone, we encode an torsional angle poten-
tial defined in terms of the angle obtained between the three beads centered on a central bead
of interest. Backbone angles are classified into one of three types (bent, crooked, extended),
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Figure 14.2: The components of the PIMMS Hamiltonian are illustrated. Beads experi-
ence non-bonded interactions (solvation, short-range [SR], long-range [LR], super-long range
[SLR]) and torsional effects. In the figure, SR interactions are not shown in the interest of
clarity, but every bead interacts with every adjacent site via either bead-bead interactions
or bead-solvent interactions. The bead labelled A engages in LR and SLR interactions (as
defined by the purple and green envelopes, respectively) while the bead labelled B engages
in only LR interactions.
and a distinct angle penalty is associated with each. By parameterizing against residue-
specific all-atom simulations, we are able to encode torsional angles that allow PIMMS to
accurately reproduce all-atom simulations of repulsive Lennard-Jones terms on (i.e. the EV
ensemble, see 2.4.4) in a sequence specific manner. Critically, this allows us to capture the
flexibility of glycine and the stiffness of proline directly.
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14.2.2 Moves
PIMMS employs a range of moves to aid in the exploration of conformational space. Below
we briefly summarize the moves and how they perturb the system. All moves first determine
if a steric clash has occurred (if a clash is detected the move is rejected automatically)
and if not, the move is accepted or rejected according to the standard Metropolis criterion,
depending on the change in energy associated with the move.
Crankshaft Move
Crankshaft moves are the main move-type that facilitate the evolution of single chains. The
basic unit of a crankshaft move involves selecting the ith bead at random from a randomly
selected chain, and moving that bead in a randomly selected X/Y/[Z] (Z if 3D) direction
based on the relative positions of the (i -1) and (i+1 ) beads (i.e. such that the new position
does not break chain connectivity). This new position is then accepted or rejected. This
basic move is then used by randomly scanning through all the chains in the system and
randomly selecting beads to move from each of those chains. As a result, a single crankshaft
move leads to the complete update of all local positions. Due to the extremely local nature
of the basic unit of crankshaft move, the entire procedure is incredibly efficient, meaning
millions of crankshaft moves can be performed a minute.
Chain Translation or Rotation Move
Chain translation and rotation moves are two separate moves that involve randomly selecting
a chain and performing rigid body translation or rotation in the X/Y/[Z] direction. Rotation
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is either around 90/180/270 degrees to ensure the chain maintains the exact conformation
(due to the lattice symmetry non-cardinal rotation results in relative positions of beads being
moved).
Chain Pivot Move
Chain pivot moves involve randomly selecting a chain, randomly selection a position along
the chain, and then pivoting either the long or the short half by 90, 180, or 270 degrees in a
randomly selected direction. This allows large-scale conformational changes associated with
a single chain to be rapidly achieved.
Chain Slither Move
Chain slither moves involve randomly selecting a chain, and having the chain ‘slither’ for-
wards or backwards in some random direction. These moves are relatively expensive and do
not significantly change the conformational state of the chain, making them fairly ineffectual
in the dilute and semidilute regime. However they become more relevant in dense systems.
Cluster Translate or Rotate Moves
Cluster translate and rotate moves are two separate moves where a cluster is selected at
random and either translated or rotate around 90, 180, 270 degrees. A cluster is defined
as a continuously connected system, where connectivity is defined as either part of a single
connected network via short range interactions, OR a single connected network via short
and long range interactions. In either case, depending on how the cluster was defined (i.e.
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depending on what definition of connectivity was used), we do not allow a cluster move to
merge two clusters together (as the reverse move would not be possible, breaking detailed
balance). Cluster moves are important after an initial phase separation has occurred, as
they allow discrete clusters of chains to move close enough to one another that coalescence
can occur.
Single Chain Temperature Sweep Metropolis Monte Carlo (CTSMMC)
A single chain temperature sweep metropolis Monte Carlo (TSMMC) move involves ran-
domly selecting a single chain and performing a series of local-chain crankshaft moves follow-
ing the protocol outline in subsection 14.2.3. Once the full set of moves has been performed,
the new configuration generated by the TSMMC moves is accepted or rejected, such that
this can effectively be thought of as a single ‘chain-rearrangement’ move.
Multichain Temperature Sweep Metropolis Monte Carlo
A multichain TSMMC move uses the same procedure as described above, except a group of
randomly selected chains are selected, instead of a single chain. With that difference, this
move can be thought of a multi-chain rearrangement move. Again, only local crankshaft
moves are performed on each chain. By default a max of 25% of the simulations chain’s can
be selected such that between 2 chains and 25% of the chains are randomly selected.
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System Temperature Sweep Metropolis Monte Carlo
Finally, the system-based TSMMC move involves a TSMMC move performed across the
entire system. For system TSMMC moves all other non-TSMMC moves are available. But
no analysis our output is performed during the TSMMC cycle. At the end, the entire system
reconfiguration is accepted or rejected. In effect, this can be considered as a complete
system re-arrangement. Note that, TSMMC moves are effectively equivalent of running
short exploratory simulations, and as such these moves are many orders of magnitude more
expensive than the others.
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14.2.3 Temperature Sweep Metropolis Monte Carlo
One of the advantages of Metropolis Monte Carlo (MMC) simulations when compared to
molecular dynamics simulations is the ability of Monte Carlo simulations to escape local min-
ima with moves that facilitate large-scale re-arrangements of phase space without breaking
micro-reversibility (detailed balance). Various approaches have been taken to improve MMC
sampling quality and enhance the ability to escape these local traps. These include Tem-
perature and Hamiltonian Replica Exchange (T-REX, H-REX), parallel tempering, Hamil-
tonian Switch Metropolis Monte Carlo, and specific cluster moves to escape local kinetic
traps [40,196,394,501,502,565,640,656,657,667].
In the spirit of this, we have combined ideas from a number of different approaches and
propose a new class of Monte Carlo move - the Temperature Sweep Metropolis Monte Carlo
move (TSMMC). Unlike many of the other approaches, TSMMC is conceptually simple,
trivial to implement into existing code bases, requires no parallelization, and makes no
assumptions regarding the nature of trapped states. TSMMC maintains the detailed balance
assumption via the incorporation of a correction factor to the moves’ acceptance probability.
For the derivation of this correction factor please see appendix B.
A graphical summary of the TSMMC procedure is shown in fig. 14.3.
The TSMMC move can be thought of as a single Monte Carlo move that can be selected and
performed in much the same way as any other standard Monte Carlo move. The TSMMC
move involves generating a series of auxiliary Markov chains at monotonically increasing
and then monotonically decreasing temperature, where standard Monte Carlo moves are
performed within those Markov chains at the various temperatures. In effect, it involves
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Figure 14.3: Graphical description of a TS-MMC move. Note that symmetry around the
highest temperature is required to ensure the reverse transition path matches the forward
transition path. Black arrows describe changes to the temperature and are rejection free,
while coloured arrows represent a finite number of standard MMC steps at the given tem-
perature.
gradually heating the simulation up and then subsequently cooling it back down in a sym-
metrical manner. Finally, the configuration obtained at the end of this heat/cool procedure
is accepted or rejected. If the move is rejected the simulation assumes this new configura-
tion and continues. If the move is rejected the simulation reverts back to the configuration
immediately before the move began.
Figure 14.4 provides a graphical description of the approach. As a result, meta-stable ki-
netic traps can be escaped by these (effective) heating and cooling cycles, but the approach
requires no a priori information regarding the behaviour of those meta-stable states or how
to escape them. In this regard, TSMMC combines features of simulated tempering with
the Hamiltonian Switch Monte Carlo of Mittal et al., but is readily implementable in most
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Monte Carlo simulation packages [394]. An important point to make is that if specific types
of minima are frequently observed one can always design moves to aid in escaping these
types of local states [640]. These moves will (likely) be extremely efficient, but require deep,
system-specific knowledge to know what those states are. TSMMC abstracts the nature
of local minima, instead allowing a conventional collection of Monte Carlo moves to allow
natural evolution of the system as the relative depth of local minima are reduced.
As an example, we examined the behaviour of a generic homopolymer in a poor solvent un-
dergoing phase separation with and without TSMMC, and reliably and reproducibly reached
the final state in significantly fewer steps using TSMM (see fig. 14.4. A range of other tests
showed robust improvements in simulation efficiency across a wide range of systems). No-
tably, TSMMC provides a mechanism for a system to exchange between deep but structurally
similar energetic minima that are separated by large kinetic barriers. Importantly, we imple-
mented a standard search Monte Carlo algorithm for the fitting of parameters on non-convex
landscapes and found the inclusion of a TSMMC move robust enhanced the search process,
suggesting that this provides a general, system agnostic approach to improve sampling with
minimal overhead.
In summary, TSMMC provides an efficient and state agnostic approach to escape local
minima, making it ideal for the enhancement of sampling in PIMMS simulation.
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Figure 14.4: Number of steps vs. energy, whereby the global minimum is only achievable
by a single spherical cluster. The TSMMC reached convergence in 65% of the time of non-
TSMMC simulations. Traces report on the average behaviour taken from five independent
simulations.
14.3 Results & Discussion
While PIMMS is still in development, we wish to provide a few vignettes of the types of
questions we hope to be able to ask going forwards
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14.3.1 Qualitative Phenomenologically-Derived Results
Design of Biologically Inspired Self-Assembly Materials
In collaboration with the Chilkoti and Zauscher groups, we are perusing the design of semi-
synthetic partially ordered polymers (POPs) for self assembly into responsive materials for
arbitrary functions [226, 329]. Preliminary data suggests PIMMS’ ability to rapidly explore
phase space in a high throughput manner and an ability to couple simulations to a machine-
learning framework similar to the Gaussian Process Bayesian Optimization (GPBO) method
pioneered by Ruff et al. allows for an automated approach to design specific types of polymer
phases [506].
In polymer chemistry the need for iterative chemical reactions and cross-reactivity remains a
barrier for the high-throughput design of chemically complex yet highly mono-disperse syn-
thetic polymers. Methods developed by the Chilkoti lab allow for high throughput synthesis
of highly repetitive amino acid sequences with high fidelity [469]. Coupling this process engi-
neering with an ability to design material states based on coarse-grained sequence properties
presents an opportunity to design and synthesize novel self-assembly materials with an ar-
bitrary set of of functional constraints and features (temperature sensitivity, pH sensitivity,
salt-sensitivity etc).
511
S GC L
C’G’ S’
a b
c d
Figure 14.5: (a) UCST and LCST temperatures are tunable. Tuning can be achieved bashed
on amino acid sequence, as described by Quiroz & Chilkoti and Roberts et al., or via diblock
copolymer block types [469, 489]. (b) In the synthetic polymer world a rich repertoire of
phase space exists as defined by the relative strengths and sizes of diblock copolymers, an
example of which is shown here (S = sphere, C = cylinder, G = gyroid, L = lattice) (based
on figure from Khandpur et al. [286]). (c) PIMMS simulations of designed multi-block co-
polymers form branched gels with well defined branch sites (d) At radically different volume
fractions, similar synthetic sequences can assemble into complex semi-crystalline phases by
modulation of interaction strengths and solubility of different blocks (3D simulation viewed
from top down)
.
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Determinants of Liquid-Liquid Droplet Mixing
An open question within the biological phase separation field pertains to the determinants of
selectivity and mixing in droplets. The approach of reconstituting single components in vitro
and characterizing their phase behaviour has been instrumental in exploring the sequence
determinants of phase separation. However, our understanding of how compositionally dis-
tinct droplets can form, why they don’t merge, and what allows droplets of many different
components to form. Indeed, in theoretical work by Jacobs and Frenkel, a prediction from
a random interaction models suggests that the expected behaviour for a n-ary system with
randomly selected interaction strengths is to either form one, large, single condensate, or a
small number of homogenous condensates [222,257]. In cells, it appears that we see neither
of these extremes. Instead we observe multiple heterogeneous condensates, although it is
possible that in reality there are a small number of homogeneous condensates in terms of
scaffold proteins (proteins that drive phase separation) with a heterogeneous collection of
client proteins (proteins that partition into droplets but are not necessary for droplet for-
mation). Never-the-less, there are several examples where a number of scaffold proteins are
necessary and sufficient to drive droplet formation (e.g. PGL-3, LAF-1) raising question
about the determinants of mixing [162,218]. In unpublished data from the Alberti lab, sev-
eral proteins which are known to co-localize and mix in vivo phase separate into liquid-like
condensates in vitro but do not form mixed drops despite their adsorption on to one another.
Many of the proteins involved in phase separation contain RNA binding domains, and have
IDRs that are able to interact with RNA. Surprisingly, for many of these proteins there
appears to be little or no sequence specificity to the RNAs 33 [528]. We wondered if RNA
could be play a role in driving the mixing of two distinct proteins. More generally, can two
33This is by no means always the case, see work from Zhang et al. [668]
513
polymers that phase separate independently be driven into a single, well mixed droplet by a
mutually attractive third species. We performed PIMMS simulations to explore this hypoth-
esis, and found that equivalently strong interactions with an ‘RNA’ polymer is necessary and
sufficient to drive mixing of two previously immersible yet phase-separated liquids (see fig.
14.6). Although extremely preliminary, the broad RNA specificity and extremely high affini-
ties (KD ≈ nM to pM [162]) is entirely consistent with a model where RNA is a universal
mixer. An alternative explanation consistent with these data is that if RNA is aggregation
prone at the high cellular concentrations, these RNA-binding proteins may have evolved
to form biomolecular condensates that act as RNA-chaperone assemblies, drawing RNA in,
untangling and and linearising, and the spewing the RNA back out. More work must be
done to explore the interplay between proteins and RNA, but all the evidence suggests this
relationship is both complex and critical for the normal function of cellular condensates.
14.3.2 Solvent Mixtures Induce Re-Entrant Chain Behaviour
A polymer in a good solvent shows highly expanded conformational behaviour, as discussed
in chapters 2, 5, 7 and various others. A curious result in the polymer chemistry world
stemmed from the following observation: given a polymer and two distinct but miscible
solvents that individually act as good solvents for the polymer in question, the titration of
one of those solvents into the other leads to first order polymer collapse, followed by gradual
expansion back to the good solvent limit. This behaviour cannot be captured by mean field
theories; by definition, the solvent quality remains ‘good’ through the titration, yet robust
chain collapse is observed to a poor solvent limit.
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Figure 14.6: Panels a and b show the same phase-separated droplet with and without the
addition of ‘RNA’ (grey polymer), a polymer with equivalent affinity for both the green
and the red polymer. Upon addition of RNA the blue and green polymers are able to mix,
and the RNA, acts to facilitate this demixing. This originates from a combined effect of
bridging interactions and an entropic components associated with mixing within the droplet;
effectively the RNA acts as a good solvent for both chains, making them miscible with one
another in the process.
In 2014 this conundrum was solved by Mukherji, Marques amd Kremer, who showed that
mean-field theories were indeed unable to capture this behaviour, which was a result of sol-
vent molecules of one type bridging chain-chain interactions due to preferential interactions
with the chain over the other solvent [403]. To use a consistent nomenclature for the re-
mainder of this subsection, if we designate the polymer P and the solvents SA and SB, both
SA and SB can have preferential interactions with P that out compete P -P interactions.
However if one solvent has marginally stronger preferential interactions with P than the
other then upon addition of that stronger binding solvent polymer collapse can be observed
as the polymer maximizes interactions with the stronger solvent. In effect this phenomenon
is equivalent to ternary hydrophobic effect in trans. Reports of two experimental systems
display this behaviour are shown in figure 14.7.
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Figure 14.7: (a) Experimental PNIPAm data from Walter et. al and PAPOMe data from
Hiroki et al., the swelling ratio is directly proportional to radius of gyration, and describes
the re-entrant behaviour in normalized units [231, 623]. (b) PIMMS simulations reproduce
the first and second order transitions, as well as the sigmoidal shape of the second order
transition as φSB increases. Error bars are standard error of the mean between different
independent simulations, and reflect the fact that PIMMS simulations provide exceptional
sampling.
To determine if PIMMS is able to capture this behaviour, we ran simulations with a simple
phenomenological model. A polymer of n = 20 was used for convenience, and the interaction
table associated with the simulation is shown in 14.7 (recall that negative interactions are
attractive). PIMMS correctly captures this re-entrant behaviour, but in addition captures
the cooperative nature associated with the sigmoidal second order transition. The error
bars are substantially smaller than in previously published simulation work [403]. It is
worth noting that we are not trying to reproduce the exact behaviour observed here (in
terms of the φSB at which the first order transition happens or the specific steepness of the
second order transition) - these are details that originate from the strength of the specific
interactions associated with these two experimental systems. However, we sought to capture
the general trends observed, in terms of the shapes of both transitions, which we have done
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effectively. While this does not represent a novel result, it demonstrates how simply, quickly,
and robustly PIMMS is able to directly tackle generic questions in polymer-physics.
14.3.3 Charge Patterning Modulation of Complex Coacervation
is Generic
In chapter 11 we examined the phenomenon of protein-mediated complex coacervation. Com-
plex coacervation describes a phase behaviour whereby two species are individually soluble,
but upon mixing they ‘complex’ together, lead to the formation of a new solute-rich phase
that contains both components [548]. In our work on NICD, we determined that the ex-
tent of charge patterning could be used to tune the driving forces for phase separation. We
wondered if these result was specific to NICD (a related result observed in the N-terminal
domain of Ddx4 suggested not), or a more general principle [421].
To test this hypothesis, we used PIMMS simulations to explore the phase behaviour of three
simple synthetic designs for polyelectrolytes that titrate the degree of charge patterning. The
three designs are shown in fig. 14.8. For each of three systems the composition of beads is
held fixed, as is the patterning associated with the polyanion (red-bead containing polymer).
However, the degree of patterning is titrated between three extremes.
To assess how these three patterning designs would influence phase separation we ran sim-
ulations with a fixed concentration of polyanion and variable concentrations of polycation.
These were run at a range of temperatures. The concentration of polycation (x-axis of plots
in figure 14.8b) is described in terms of relative concentration of polyanion units. All simu-
lations have 100 separate polyanion chains, such that at a [polycation] of 1.0 there would be
an equal number of polycation chains. In agreement with NICD results, we find that while
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Figure 14.8: (a) Three distinct systems where the polycation (polymer with blue beads)
has different degrees of charge patterning. The polyanion is held fixed a well mixed and
more charge dense sequence. (b) Phase diagrams constructed from the three systems. The
driving force for phase separation is weakest for the well mixed sequence, intermediate for
the clustered sequence, and strongest for the block sequence.
the well mixed sequence has a relatively low propensity to phase separate the clustered and
block sequences show a strong driving force to form single large clusters, which we take as a
proxy for phase separation.
This result is consistent with recent work from Lin & Chan, who via a mean field theoret-
ical treatment (random phase approximation) arrive at the same result [335]. The block
vs. clustered assemblies show very different morphologies and internal re-arrangement, with
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assemblies formed through block-based coacervates appearing more ‘solid’ like. While extrap-
olating kinetic properties from Monte Carlo simulations is a dangerous game, we tentatively
suggest that the large charge blocks are the more dense clusters will be, though this will not
necessarily mean a corresponding increase in viscosity. Further work is required to unpack
this result, and additional components (salt, sequence length, spacing of clusters normalized
by chain length) are being investigated to construct a general framework for describing the
role of sequence patterning on complex coacervation.
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14.3.4 Lattice Models can Capture Residue-Specific Local Be-
haviour
The preceding examples have focused primarily on phenomenological polymer models to
reproduce generic polymer effects. Is a lattice-based Monte Carlo simulation engine able
to capture details of relevance to intrinsically disordered proteins? We concede that the
extreme simplicity associated with PIMMS interaction modes and geometry make capture
much of what occurs in terms of local protein structure (notably secondary structure and
folded structure) unobtainable. However, we also believe that PIMMS is robust enough to
provide general coarse-grained properties regarding sequence-to-ensemble relationships, as
well as provide insight into emergent phase behaviour in a sequence specific way.
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Figure 14.9: We compared EV simulations from ABSINTH with EV simulations from
PIMMS to assess how robustly the PIMMS backbone potential can capture inherent
sequence-specific conformational behaviour as a function of steric interactions.
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To achieve this goal we must demonstrate some degree of agreement with experiment and/or
higher resolution (and accurate) simulations. To this end, we first sought to reproduce
sequence-specific chain dimensions obtained at all-atom resolution using an excluded volume
(EV) Hamiltonian (HEV, see subsection 2.4.4). We sought to use ABSINTHEV simula-
tions to parameterize the GCF torsional potential such that we could (hopefully) generate
PIMMSEV ensembles that match ABSINTHEV ensembles in a sequence specific manner.
The designation EV here refers to the fact the non-bonded interactions are solely describing
the excluded volume effect, but the inherent local structure is still maintained (in ABSINTH
via the all-atom model, in PIMMS via the sequence-specific torsional potential).
We ran all-atom ABSINTHEV simulations of homopolymers of each of the twenty amino
acids, and then generated 2D normalized histograms of the radius of gyration (size) and
asphericity (shape) associated with those simulations. We then ran a full parameter sweep
of angle penalty values for the bent and crooked angle classes described in fig. 14.2 on
equivalently long polymers with PIMMSEV . Finally we matched the re-normalized all-atom
and PIMMS simulation distributions to determine residue-specific angle penalties. As well
as correctly reproducing the homopolymer behaviour, the best fitting torsional potential
parameters made intuitive sense; proline and glycine were the most and least restrictive
respectively, and appropriate degrees of flexibility matched the expected sidechain size asso-
ciated with each of the amino acids.
To verify if these parameters worked in normal sequences, we examined sets of polypeptides
with randomly selected amino acids (R1-R4) as well as a several IDPs that we have worked
with previously (Ash1 and the RGG domain of LAF-1) and three homopolymeric sequences,
and compare PIMMSEV simulations (using our new torsional potential) with ABSINTHEV
simulations. The results are shown in figure 14.9. PIMMS does well for the the sequences
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tested here, although there is a modest under-estimation of the P100 radius of gyration. We
suspect this originates from the angle potentials matching both size and shape, such that this
trade-off ensures the ensemble asphericities are closer than if the fitted torsional potentials
had been optimized solely to match the radii of gyration. However, the relative impact of
glycine, proline and leucine are captured correctly, and in proline and glycine rich sequences
(Ash1 and RGG) PIMMSEV correctly reproduces the ABSINTHEV radius if gyration. Taken
together, these results give us confidence that, to within some degree, sequence-specificity is
achievable with a lattice model.
14.3.5 Sequence-Specific Effects Induced by Charge Patterning
Having established that we can capture residue specific backbone behaviour in the EV limit,
we sought to determine or ability to reproduce sequence specific behaviour in terms of charge
patterning. The internal scaling profiles associated with the EK peptides of Das and Pappu
provide an ideal test case [126]. In this work, it was shown using all-atom simulations that for
IDPs of identical amino acid composition radically different conformational behaviour can
be obtained as a function of the degree of charge patterning. This patterning is quantified
by the parameter κ. For a lengthy discussion on charge patterning and the parameter κ see
chapter 4.
We took the set of sequence used in the study by Das and Pappu and ran PIMMS simulations
with our in development GCF forcefield. For reference, the all-atom simulations run in
the 2013 study took ∼2 week to run, whereas the equivalent PIMMS simulations took ∼2
minutes. A subset of the internal scaling analysis is shown in fig. 14.10 (for a description of
how to read internal scaling profiles please see chapter 5). PIMMS was able to accurately
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Figure 14.10: PIMMS simulations are able to accurately reproduce local conformational
behavoiur of EK sequences, matching results from Das & Pappu [126]. The conformations
to the right are representative conformations taken from the PIMMS simulations.
reproduce sequence-specific effects for all thirty sequences, although for clarity we show the
most extreme variants here. These results suggests that relatively simple models can capture
intricate and emergent properties determined by sequence patterning on a local level.
14.3.6 Sequence-Specific Radii of Gyrations from IDPs
The conformational behaviour associated with sequence specific effects described in the pre-
ceding subsection are promising, but disordered proteins with an FCR of 1.0 (i.e. every
residue is charged) are rarely found in nature. Can we develop a more general, transferable
parameter-set (a ‘forcefield’, although we use this term loosely) to capture residue-specific
bonded and non-bonded interactions on a lattice? This model, which we call the General
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Chemical Forcefield (GCF), is very much still in development, but in the interest of com-
pleteness we report early results here. Briefly, the forcefield has been developed using relative
interaction strengths and solvation free energies taken from the ABSINTH model, with ad-
ditional corrections made to account for the differences in residue size and structure. These
parameters have been iteratively tuned against ABSINTH and experimental data from a
variety of sources. Amino acids are divided into a set of 13 different classes to dictate non-
bonded interactions, while each residue has its own independent solvation interaction (see
table 14.3.6. Mixing rules (the non-bonded interactions between different groups) are defined
on a per-case basis, as opposed to standard mixing rules used for Lennard-Jones parameters.
The combination of bespoke and independent pairwise interactions coupled with a separate
solvation term allows for fine tuning within a class to be dictated by residue-solvent inter-
actions. The non-bonded, backbone, and solvation values associated with each amino acid
have physically intuitive interpretations.
Can PIMMS + GCF reproduce sequence-specific radii of gyration? We asked this question
with a set of fifteen well studied IDPs. We specifically chose sequences where well defined
experimental data exists, ones were we had extensive simulation data, or both. Proteins
where only all-atom simulation data are available have a * associated with them in figure
14.11. For many of these proteins, standard forcefields have been unable to accurately
capture sequence specific behaviour. Sequences vary in length, and are between 15 (G15)
and 236 (both DDX4N1 and EGFR) residues. Simulations ran for ∼ 1 × 108 Monte Carlo
steps with the first ∼ 1× 107 discarded as equilibration. Simulations take between 2 and 5
minutes to run. A comparison of PIMMS-derived radii of gyration and experimental values
is shown in fig. 14.11.
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Residue group Associated Amino Acids
Hydrophobic I, L, M, V
Aromatic Y, F, W
Proline P
Glycine G
Alanine A
Arginine R
Lysine K
Negative E K
Weak Polar C S
Histadine H
Threonine T
Strong Polar Q N
Table 14.1: Definition of residue groups in the current implementation of GCF (GCF 7E
Experimental data for the proteins is as follows. The RGG domain of LAF-1 (residues
1-168) has been studied extensively, most recently by simulation and FCS in chapter 12,
although no independent measure of Rg has been performed. The N1 domain of Ddx4
(residues 1-236 - DDX4N1) has been studied extensively, and the Rg obtained here is from
all-atom simulations which are in qualitative agreement with RH measurements made by
PFG-NMR [421]. α-synuclein has been extensively studied by many techniques, and the
radius of gyration here is approximately equal to the average value reported throughout the
literature [526]. CTD refers to a region of the RNA polymerase II C-terminal domain that
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gyration with PIMMS-derived radii of gyration.
has been characterized by SAXS34. Sic1 (residues 1-90) has been studied extensively and
shown to be highly expanded 35 [392, 393]. The P-domain of Pab1 (residues 419 - 502) was
extensively characterized by SAXS in recent work [483]. Nup153 has been characterized
by SAXS, smFRET and extensive simulations [378, 386]. NICD has been studied in the
context of complex coacervation (see chapter 11, and while experimental structural data is
lacking, all atom simulations correctly predicted emergent behaviour. SV1 and SV30 have
been characterized by simulations and represent the two extreme κ permutants described
by Das & Pappu [126]. The EGFR tail (EGFR isoform 1 precursor residues 718 to 943)
has been characterized by simulations, but accurately reproduces unpublished experimental
work. Polyglutamine has been studied by FCS and simulation [116,506,508,644]. Ash1 has
been studied by SAXS and NMR (see 6. Polyglycine has been studied by FCS (see 5. sfAfp
34Gibbs et al. Manuscriptin press
35More recently, unpublished smFRET studies have confirmed this result
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has been studied by SAXS under oxidizing conditions where the internal disulphide bonds
are broken [193]. All amino acid sequences can be found in appendix D.
The current iteration of GCF is able to accurately reproduce the global dimensions of a wide
range of IDPs with surprisingly good accuracy. The three least accurate are highlighted
with black arrows. For both DDX4N1 and NICD, experimental biophysical characterization
of these IDPs has not yet been performed. For Ash1, we have extensive SAXS, NMR, and
simulation data to strongly suggest that PIMMS is over-estimating the global dimensions of
this sequence. However, by and large PIMMS + GCF is able to accurately reproduce highly
sequence-specific global dimensions.
Figure 14.12: Scaling maps for Nup153 and α-synuclein show local and long-range confor-
mational behaviour consistent with expectations based on previous work.
Are these results being obtained for the right reasons? This is a challenging question to
answer. To address this, we analysed the distance map associated with two IDPs we expect
to show entirely distinct local conformational behaviour, Nup153 and α-synuclein. Nup153
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is part of the nuclear pore complex and is a relatively low complexity sequence, evenly
peppered with phenylalanine residues. This sequences is believed to behave as a roughly
uniformly expanded IDP, with several ‘sticky patches’ distributed across the sequence that
can mediate weak multivalent interactions with partner proteins [378, 386]. In contrast,
α-synuclein is known to contain three distinct regions; an amphipathic N-terminal repeat
region, a hydrophobic central NAC region, and a negatively charged C-terminal region.
The C-terminal region is believed to be relatively expanded under normal physiological pH
[372]. As a result, α-synuclein is expected to show relatively sequence-specific conformational
behaviour, while the local conformational behaviour of Nup153 is expected to be relatively
uniform, perhaps with multiple distinct sites that engage in intermolecular interaction (again,
a facsimile of Seminov and Rubinstein’s ‘stickers on a chain’, see chapter 13 [532]). To
compare these two sequences we generated scaling maps (as described in chapters 6 and 9),
the results of which are shown in fig. 14.12.
Scaling map analysis produce two-dimensional scaling behaviour entirely consistent with
our expectations. Nup153 is largely uniform, with multiple local minima in distance cor-
responding to the location of phenylalanine residues. Interestingly, not all phenylalanine
residues are created equal, with the local sequence context playing an apparent modulatory
role. For α-synuclein, the PIMMS simulations effectively delineate between these three re-
gions, demonstrating they have distinct conformational properties consistent with our own
unpublished all-atom simulations and various NMR studies. Arguably, the most important
outcome from this is not that we obtain results that are consistent with our expectations,
but that PIMMS simulations are able to uncover complex conformational behaviour with
well defined sequence specificity.
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It is important to not overstate these results. PIMMS remains a lattice based simulation
engine where interactions are uniformly isotropic. Proteins exist in continuous space, and
sidechains show well defined directionality. We are not arguing that PIMMS is correctly
capturing the fine-grain detail of protein conformational behaviour. Instead, we propose
PIMMS can act as a numerical version of Muthukumar’s theory, abstracting the challenges of
dealing with complex, n-ary systems and allowing emergent behaviour to appear organically.
14.3.7 Final Comments
PIMMS and GCF remain a work on progress, however they represent promising directions
to ask an entire class of questions that are currently beyond the scope of most simulation
engines. There are three major places we think PIMMS will provide novel insight.
Firstly, it provides a high-throughout tool to screen disordered regions on a proteome-scale to
correlate primary sequence with conformational behaviour. Naturally this ‘conformational
behaviour’ is a coarse-grained view of the true protein’s behaviour, but nevertheless it will
allow us to functionally annotate entire proteomes with biophysical insight. This in turn
allows for a range of sequence-to-ensemble-to-function questions to be asked, as well as a
set of questions pertaining to functional selection in proteins. More interesting, where we
get things wrong implies the existence of strongly directional-dependent interactions or local
structure.
Secondly, it allows us to ask a series of general questions regarding limiting models in phase
separation. The ‘stickers on a chain‘ model that has been discussed so frequently is still in
principle a mean-field description [532]. Using PIMMS we can perform systematic investiga-
tions into a wide range of properties associated with ‘stickers on a chain’. These investigations
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will allow us to construct new analytical theory for the description and classification of phase
separation in heteropolymers.
Finally, PIMMS allows us to probe the mesoscopic organization within a droplet by running
simulations at the droplet concentration and examining the types of local structure observed.
We suspect that the droplet interior is a complex mesh-work with large gaps separated by
locally protein-dense regions undergoing extensive transient interactions. RNA may play a
role in bridging local regions, or allowing droplets to become even more dilute. In summary,
the use cases are plentiful, and we look forward to exploring a wide range of questions in
biophysics and polymer chemistry using a robust, reliable, and efficient framework.
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Chapter 15
Future directions II: Biological phase
separation
The preceding chapters have introduced several ideas and discoveries pertaining to biological
phase separation and condensate formation. Given the fact that the field is in a nascent
stage, their are a plethora of possible questions to ask relating to the basic biophysics and
cellular role of these processes. Many of the ideas that are discussed in this final chapter
were introduced in the introductory chapter 3, so in considering the open questions we will
be brief. Suffice to say, the questions posed here and in chapter 3 represent a small subset
of the possible questions one could ask.
15.1 Sub-Diffraction Sized Biological Condensates
We hypothesize that small (50-200 mer) biological condensates may be associated with a wide
range of processes. Can such a small assembly be ‘liquid like‘? We suggest that while lacking
the long-range disorder of a true liquid, these finite-sized liquid phases could share many of
531
the features (a surface tension, rapid internal re-arrangement). It is also reasonable to ask
if we are simply renaming macromolecular complexes as biomolecular condensates; this is
certainly a possibility. As mentioned previously, we suggest that for these small, dynamic
assemblies the term quinary assemblies becomes useful (see chapter 1), as it explicitly defines
an assembly in which there is no fixed stoichiometry between the components [607, 622].
This is in direct contrast to ‘conventional’ macromolecular assemblies in which well defined
stoichiometry exists between the various components (e.g. the F1F0-ATPase) [2]. Again,
this is not currently the convention used, but we believe provides a useful framework to
distinguish between different types of macromolecular assemblies.
Regardless, we believe that novel super-resolution techniques will allow the field to identify
and describe the state and dynamics associated with these complexes, and determine if biol-
ogy is truly using phase separation as a free-lunch for forming complex molecular assemblies
in vivo. We believe the methods developed by the Cisse lab provide the spatial and tempo-
ral resolution to probe these nanoscopic dynamics, and are excited to follow as new insights
emerge [100,107,412].
15.2 Spatial and Temporal Encoding
The ability of phase separation to drive spatial organization should be entirely obvious the
dense phase(s) concentrates various components into a spatially distinct region. In addi-
tion we speculate that phase separation also provides a mechanism to allow control over
temporal organization. The formation of condensates in response to some signal (e.g. heat
stress) could facilitate the sequestration of a wide set of components into a liquid or gel-like
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condensate. Once formed, those condensates could provide a kinetically stable local environ-
ment that traps the various components in place until the condensate is disassembled. From
the perspective of the components absorbed by such a condensate, they would effectively
‘jump’ in time. Moreover, by forming condensates that undergo phase separation followed
by gelation, this process could drive an irreversible sequestration that is only reversed via
some active process. Such a mechanism provides an energy-independent, auto-responsive,
and pseudo-irreversible mechanism for the sequestration of cellular components, the exact
set of criterion the cell may want for a stress response. However, beyond the stress response,
one could imagine various possible scenarios where such a change in cellular status could
have a key functional role (differentiation, the propagation of cellular state, immunologi-
cal sensitization etc.). For example, small, diffraction limited assemblies that form after
some nucleation-limited process are at least a plausible explanation for recent work from
Chakrabortee et al. [91]. The relationship between these assemblies and more conventional
prion-based propagation remains an open and important question [283,515].
15.3 Mixing, Specificity, and Local Organization
Many of the naturally occurring membrane-less organelles examined so far contain a large
number of distinct components. Are these condensates homogenously mixed, or is a com-
plex internal substructure present? We suspect the latter, but taken to its extreme it is
somewhat unclear why well defined microdomains of distinct composition do not form inside
macroscopic droplets. One possible explanation is they do, that these microdomains are
sub-diffraction limited, and a word of nanometer inhomogeneities awaits our discovery. The
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other is that they don’t, and some kind of active process helps pull the system from equi-
librium and away from a coarsened poorly-mixed state. This is also entirely possible, given
varying lines of evidence that suggest internal dynamics are dependent on ATP, suggesting
either that ATP is being directly used, or that ATP itself aids in maintaining local chain
dynamics [261,444,639].
A final distinct but related question pertains to the molecular determinants of condensate
accessibility and specificity. Nott et al. explored the molecular determinants of specificity
in liquid droplets formed by the N-terminal domain of the DDX4 protein [420]. In this
work, they found a correlation between amino acid composition and preferential partitioning.
These results suggests that proteins could be ‘addressed’ to condensates simply by having a
prerequisite disordered domain with the appropriate amino acid composition. Although an
attractive hypothesis, this fails to offer a mechanism that allows any given low complexity
sequence to distinguish between different droplets of similar composition, suggesting more
work is required here.
15.4 Interplay of Folded and Disordered Domains
When early and ground-breaking work by Kato, Han, and Kwon was first published, it set
the stage for intense focus on the relevant properties associated with low complexity domains
that allows them to form condensates [217,282,312,313]. This line of investigation has proved
immensely fruitful. However, in the last year so it has become clear that the folded domains
associated with these low complexity sequences - far from ‘just going along for the ride’ -
can play a key and sometimes sufficient role for condensate formation [463, 483]36. Many
36Franzmann et al. (unpublished)
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questions remain with respect to the interplay between folded and unfolded domains. Do
folded domains drive phase separation? Do they modulate the internal structure of conden-
sates? Are there specific interfaces that drive interaction, or are folded domains uniformly
sticky? To what extent do folded domains and disordered regions function cooperatively,
or are they largely independent entities? How we approach and answer these questions will
define progress in the field, and a better integration of the results determined in vitro into
their true biological contexts.
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Appendix A
PIMMS keywords
Definition of keywords used for PIMMS simulations. Not included are the set of keywords
that define the move-frequencies (one keyword per move-type).
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Keyword Meaning
DIMENSIONS Size of the simulation box (in lattice units). 2D
or 3D (defines if the simulation is a 2D or 3D
simulation)
CHAIN One of the few multi-component keywords in
PIMMS and the only keyword that can appear
multiple times, the CHAIN keyword defines a spe-
cific polymer chain and the number of that chain
that will exist in the simulation. The format
should be CHAIN : N [CHAIN IDENTITY] Where
N defines the number of the chain and CHAIN
IDENTITY defines the polymer sequence in one-
letter alphabet code. As an example CHAIN : 20
QQQQQQQQQQ would define the system as having
give 20 Q10 polymers.
TEMPERATURE Simulation temperature in arbitrary units. The
meaning of temperature will depend on on the
strength of interactions used. All interaction en-
ergies are defined as integers to aid in numerical
precision, so the current iterations of PIMMS pa-
rameterization uses T = 50.
N STEPS Total number of Monte Carlo steps to perform
PARAMETER FILE Location of parameter file to be used for the sim-
ulation
Table A.1: Summary of PIMMS keywords used for simulation configuration (1/2)
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Keyword Meaning
EQUILIBRATION Number of steps to discard as equilibration
NON INTERACTING If set to true, all non-bonded interactions are
switched off
ANGLES OFF If set to true, all torsional potential terms are
switched off
PRINT FREQ Frequency with which general status information
is printed to STDOUT
XTC FREQ Frequency with which the lattice configuration is
written to the output trajectory file
EN FREQ Frequency which with system energy is written to
an output file
SEED Random-seed to be used (if a seed is not provided
then the system generates a random seed). This
allows fully reproducible simulations to be run.
ENERGY CHECK Frequency with which the current energy is com-
pared to the de novo calculated global energy
ANALYSIS FREQ Frequency with which analysis is performed. For
specific types of analysis this can be overwritten
by an appropriate
TSMMC JUMP TEMP Temperature maximum temperature TSMMC
moves will reach
TSMMC STEP MULTIPLIER Number of moves per temperature step on the
TSMMC auxiliary chain
TSMMC INTERPOLATION MODE Functional form of the temperature transition
(currently linear is the only option)
TSMMC NUMBER OF POINTS Number of temperature steps between production
temperature and jump temperature
TSMMC FIXED OFFSET Set jump temperature as a fixed temperature off-
set from the main system temperature
Table A.2: Summary of PIMMS keywords used for simulation configuration (1/2)
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Keyword Meaning
ANA * There are a variety of ANA * keywords that sim-
ply define the frequency with which certain types
of analysis are performed, which we have not in-
cluded here in the interest of brevity
QUENCH RUN Boolean to define if the simulation is to be run as
a temperature quench or not
QUENCH FREQ If a quench run is performed, this sets the fre-
quency with which the system temperature is up-
dated
QUENCH STEPSIZE If a quench run is performed, this defines the
change in temperature that occurs upon each up-
date
QUENCH START If a quench run is performed, this defines the
starting temperature
QUENCH END If a quench run is performed, this defines the end-
ing temperature (this will be the production tem-
perature and will override TEMPERATURE
QUENCH AS EQUILIBRATION Boolean to set if the quench period should be
treated as the equilibration period
CRANKSHAFT SUBSTEPS Number of individual crankshaft operations per-
formed on each chain during a crankshaft move
CRANKSHAFT MODE How does the number of individual moves scale
with chain length (can be none, linear, squared,
cubed)
Table A.3: Summary of PIMMS keywords used for simulation configuration (3/3)
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Appendix B
TSMMC: Derivation
The following represents a derivation of the acceptance correction factor used in for the
temperature sweep Metropolis Monte Carlo (TSMMC). Please note that at the time of
writing this is correct and maintains detailed balance. However, a more simple final form
may be possible.
For TS-MMC to be a useful move in Monte Carlo simulations of macromolecules, it must be
implemented in a manner that maintains micro-reversibility - i.e.
piipij = pijpji (B.1)
Here pi is the probability of state i and pij is the probability of moving from state i to state
j. pij is further defined as
pij = qijαij (B.2)
540
Where qij is the transition-matrix probability (the probability of selecting a move which will
facilitate the i to j transition), while αij is the move’s acceptance criterion (the probability
of the move being accepted). In this work we use the Metropolis-Hasting acceptance, but in
principle the following approach could be extended to use an alternative acceptance criterion.
αi,j is defined as
αij =
sij(
1 +
pii
pij
qij
qji
) (B.3)
Sg
T0
Subchain C3 at T1
T-change T-change T-change
Sc
T2 Sd
T2 Se
T2 Se
T1 Sf
T1 Sg
T1Sc
T1
Subchain C2 at T2
TSMMC move
S0
C2 S1
C2 S2
C2 S0
C3 S1
C3 S2
C3
Index notation
Sa
T1 Sb
T1Sa
T0
Subchain C1 at T1
T-change
S0
C1 S1
C1 S2
C1
Figure B.1: A simple example of a TS-MMC move. The move facilitates the transition
of state a to state g through T1 → T2 → T1 (above). The second chain (below) is the
same TS-MMC chain written in index notation. This is a less clear notation, but allows for
the transition probabilities to be written as a double sum (see eq. B.7), demonstrating the
generality of the ideas. For the majority of the derivation we try to use the more convenient
state-based notation, but switch to the index notation where necessary.
Where sij is
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sij = min
((
1 +
pii
pij
qij
qji
)
,
(
1 +
pij
pii
qji
qij
))
(B.4)
αij can therefore be written as
αij =
min
((
1 +
pii
pij
qij
qji
)
,
(
1 +
pij
pii
qji
qij
))
(
1 +
pii
pij
qij
qji
)
= min
(
pijqji
piiqij
, 1
)
(B.5)
In the context of the TS-MMC we wish to transition from a state before and after the move.
Let us use a specific example to define the auxiliary Markov chains, where we wish to tran-
sition between state a and state g (see fig. B.1).
For a given temperature (T0) The probability of moving from state a to state g can be
re-written as
pa(T0)g(T0) = qa(T0)g(T0)αa(T0)g(T0) (B.6)
Our objective is to define q and α in the context of the TS-MMC move such that micro-
reversibility is maintained. qa(T0)g(T0) is the probability of selecting the series of moves which
allow for the transition from state a to g. Note that these moves happen at different temper-
atures, but the transition between temperatures are accepted with a probability of 1.0 after
a defined number of steps, so there is no need to consider a ‘temperature change’ move. For
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mathematical convenience, we will represent states as indices (rather than letters), where for
our example state a = 0 and g = 2. Similarly, we will represent temperatures as separate
chain indices Ci. For a comparison of the mathematical index notation used vs. the more
intuitive state and temperature notation see fig. B.1.
As a result, qa(T0)g(T0) can be written as follows
qa(T0)g(T0) = q0(C1)2(C3)
=
Nc∏
j=1
Ni∏
i=1
p[i−1](Cj),i(Cj) (B.7)
Here Nc is the number of sub-chains (in our example from fig. B.1 this would be 3) and Ni
is the number of individual MMC moves perform within each chain. From a notation per-
spective it is convenient to have the same number of MMC moves within each subchain, but
providing the same number of moves are performed for the equivalent temperature during
the heating and cooling halves of the TS-MMC procedure there is no formal requirement for
all subchains to perform the same number of moves.
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We can next use B.2 and B.5 to re-write equation B.7,
qa(T0)g(T0) =
= q0(C1)2(C3)
=
Nc∏
j=1
Ni∏
i=1
p[i−1](Cj),i(Cj)
=
Nc∏
j=1
Ni∏
i=1
q[i−1](Cj),i(Cj) α[i−1](Cj),i(Cj)
=
Nc∏
j=1
Ni∏
i=1
q[i−1](Cj),i(Cj) min
(
pii(Cj)
pi[i−1](Cj)
qi(Cj),[i−1](Cj)
q[i−1](Cj),i(Cj)
, 1
)
(B.8)
In summary, the probability of the series of moves between states a and g (i.e. 0(C1) 2(C3))
and is the product of the probability of the sub-moves in each of sub-chains (assuming each
move therein respects micro-reversibility). Recall this is determined by the probability of
the transition matrix associated with these moves, but not the likelihood of them being ac-
cepted, which is governed by α.
We now need a way to define α, which (recall equation B.3) can be written as
αa(T0)g(T0) =
sa(T0)g(T0)
1 +
pia(T0)
pig(T0)
qa(T0)g(T0)
qg(T0)a(T0)
(B.9)
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Given can that qa(T0)g(T0) was defined in equation B.8 we can substantially simplify the
qa(T0)g(T0)
qg(T0)a(T0)
component of equation B.9
(
q0(C1),2(C3)
q2(C3),0(C1)
in index notation
)
by canceling like
terms associated with the summations in the denominator and numerator - i.e.
a×min
(
bx
ay
, 1
)
b×min
(
ay
bx
, 1
) = x
y
(B.10)
Where a and b are replaced by transition probabilities (q) while x and y are replaced by
state probabilities (pi). Practically, this is describing the ratio of the transition probabilities
associated with traversing the TS-MMC path in the forward (q0(C1),2(C3)) and backwards
(q2(C3),0(C1)) directions.
When all terms are canceled we are left with,
qa(T0)g(T0)
qg(T0)a(T0)
=
pig(T1)
pia(T1)
(B.11)
Which can be substituted into equation B.9 to give
αa(T0)g(T0) =
sa(T0)g(T0)
1 +
pia(T0)
pig(T0)
pig(T1)
pia(T1)
(B.12)
Finally we must define sij. Using eq. B.4 we can write,
sa(T0)g(T0) = min
((
1 +
pia(T0)qa(T0)g(T0)
pig(T0)qg(T0)a(T0)
)
,
(
1 +
pig(T0)qg(T0)a(T0)
pia(T0)qa(T0)g(T0)
))
(B.13)
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This can be re-written as
sa(T0)b(T1) = min
((
1 +
pia(T0)pig(T1)
pig(T0)pia(T1)
)
,
(
1 +
pig(T0)pia(T1)
pia(T0)pig(T1)
))
(B.14)
Combining equation B.14 with equation B.12 we are left with
αa(T0)g(T0) = min
(
pig(T0)pia(T1)
pia(T0)pig(T1)
, 1
)
(B.15)
This acceptance term acts as a correction to the full TS-MMC move. Recall that equation
B.6 describes the probability of the TS-MMC move. The transition probability component
of this (qa(T0)g(T0)) is inherently captured by the fact that the moves within the TS-MMC
subchains individually fulfil micro-reversibility, and because the subchain structure is sym-
metrical (in terms of the temperature changes) in the forwards and backwards direction.
Consequently, the acceptance component (αa(T0)g(T0)) can be thought of as a correction fac-
tor to the full TS-MMC move after the move has complete. This derivation and justification
is analogous to previously derivations from Gelb and Mittal et al [196,394].
P (accept) ∝
exp
(
− Eg
T0
)
× exp
(
− Ea
T1
)
exp
(
− Ea
T0
)
× exp
(
− Eg
T1
)
)
(B.16)
In conclusion, the accept/reject criterion for the TS-MMC move relies on a correction from
the penultimate temperature. The TS-MMC move is implemented as a series of stand-alone
Markov chains at varying temperatures with no need for accept/reject the actual temperature
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changes. As a result the acceptance probability of the move is strongly linked to the extent
of temperature change and the number of MMC moves performed within each chain. While
the move is inherently more expensive than simple MMC moves that perturb a single degree
of freedom, these two parameters can be tuned for a given system to maximize acceptance
of the TS-MMC move.
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Appendix C
The Amino Acids
Proteins are polypeptides - polymers of amino acids (the monomers) connected by peptide
bonds. The peptide (amide) bond, highlighted in figure C.1 connects the COOH group of
one amino acid to the NH2 group of the next. By convention, amino acid sequences are
written in the N-to-C direction, i.e. -(-NH2-[Cα]-COOH-NH2-[Cα]-COOH-)-. Proteins can
range in length from 30 - 40 residues (WW domain) to 35,000 residues (Titin). Each amino
acid contains a central α-carbon flanked on one side by an amino (NH2) group and on the
other by a carboxyl (COOH) group.
From the the central α-carbon atom extends the ’R’ group (also referred to as the sidechain).
There are twenty naturally occurring amino acids, each possessing a different sidechain with
different physiocochemical properties. These chemical diversity provided by the sidechains
includes differences in hydrophobicity, charge, size, aromaticity and hydrogen bonding po-
tential. As a result, the linear combination of twenty chemically distinct monomers without
constraints on the order those monomers appear in or the length of the resulting polymer
provides nature with the opportunity to construct complex and specific heteropolymers. Im-
portantly, the cellular machinery responsible for transcribing (converting a DNA sequence
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Figure C.1: The molecular structure of an amino acid. (a) The alanine dipeptide is frequently
used as the hydrogen atom of protein chemistry. It consists of an alanine residue (blue)
flanked by a capping N-terminal acetyle unit and an C-terminal N-methyl amide. (b) The
peptide bond and sidechain (or R-group) represent two of the defining features of an amino
acid. (c) The three key backbone bonds (φ, ψ, and ω are shown.
into an mRNA molecule) and translating (converting that mRNA molecule into a polypep-
tide) acts with an incredible fidelity, such that these complex heteropolymers are reproducibly
and robustly synthesized with perfect precision.
In addition to the chemical diversity provided by the sidechains, the peptide backbone can
engage in chemical interactions with sidechains, solvent, and solutes. There there is a sig-
nificant degree of electron delocalization from the lone pair on the peptide bond nitrogen,
causing the carbon atom associated with the peptide bond to display partial SP2 hybridiza-
tion. One consequence of this is that the peptide bond shows a strong planar geometry,
typically existing in either a cis or a trans conformation. Another consequence is that the
peptide bond displays some ability to engage in pi-based interactions, as well as hydrogen
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bonding. We will return to the potential importance of this pi-based interaction in later chap-
ters, as well as a general discussion on the types of interactions the backbone can participate
in.
There are twenty distinct amino acids, with their chemical structures shown in figure C.2.
In the interest of completeness, we will provide a brief description of each of the amino acids
below, divided into five groups chemically distinct groups.
Gly Ala Val Leu Ile Met
Phe Tyr Trp
backbone
Pro
Ser Thr Cys His Asn Gln
–
Asp Glu Arg
–
+
Lys
+
α α α α α α α α α α α α
α α α α Ν α α α α
Hydrophobic Polar
Aromatic Proline Charged
Figure C.2: The chemical structure of all twenty amino acids. Black denotes carbon, blue
nitrogen, red oxygen, and yellow sulphur. Double bond characteristic is shown in a dashed
line. Hydrogen atoms are not shown. The backbone cabon atom (Cα) is highlighted using
a single α character. Proline is technically an imino acid, with the backbone carbon (Cα)
and backbone nitrogen (N) contributing to the structure of the sidechain. Note that bond
angles here are not realistic.
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Hydrophobic Amino Acids
Alanine (Ala, A) has a small, somewhat hydrophobic sidechain and is one of the most
abundant amino acids in most eukaryotic proteomes [402]. It has a strong propensity to form
α-helices and is known to aggregate when found in polyalanine stretches [37]. Isoleucine
(Ile, I). Leucine (Val, V) and Leucine (Leu, L) are all relatively large hydrophobic residue
that are often associated with the formation of early hydrophobic contacts in protein folding
(I/L/V clusters) [11, 192, 281, 371, 655]. Methionine (Met, M) is also a relatively large
hydrophobic residue, sometimes considered less hydrophobic than I/L/V, and is typically
observed at a much lower frequency than the other hydrophobic residues.
Aromatic Amino Acids
Phenylalanine (Phe, F) has an benzene aromatic side chain, making it highly hydrophobic
and allowing it to engage in pi-pi and cation-pi interactions [150, 190]. Tyrosine (Tyr, Y)
has a phenol aromatic ring, making it similar to phenylalanine in terms of its ability to
engage in some pi-pi and cation-pi based interactions, as well as hydrogen bonding via the
hydroxyl group. This combination of a pi-system and hydrogen bonding potential makes it
a versatile, if relatively infrequent amino acid. Tryptophan (Trp, W) has a large doubly-
ringed planar aromatic residue. It is traditionally considered to be the most hydrophobic
of the three, is often involved in molecular recognition, and can in principle engage in pi-pi
interactions, although is one of the least frequently observed amino acids [606].
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Polar Amino Acids
Glycine (Gly, G) has no sidechain and is the only amino acid without a chiral center. The
lack of steric interference from sidechains means the backbone amide group is significantly
more accessible in glycine than in other amino acids, and typically glycine can engender
increased flexibility to a polypeptide, leading to it capping and/or breaking α-helicies [17].
Histadine (His, H) has a pKa of 6.0, meaning that while at the standard cellular pH hista-
dine is neutral, a small reduction in pH can lead to a substantial fraction of histadine residues
being protonated. This makes it a good residue for cellular pH sensing , and for enzyme
catalysis due to the ability to cycle charge states [197,215]. Additionally, it can engage in hy-
drogen bonding and pi-interactions due to the sp2 characteristic of two of the carbon atoms.
Cysteine (Cys, C) can form disulphide bonds, making it a good redox sensor. The thiol
group generally does not act as a strong hydrogen bond donor, but it has a relatively strong
propensity to form β-strands. Asparagine (Asn, N) contains a primary amide sidechain
that can participate in hydrogen bonding and drives β-turn formation. Polyasparagine has
been observed to undergo rapid aggregation in vitro [346]. Glutamine (Gln, Q) has a polar
sidechain with an amide functional group that participates in hydrogen bonding. Gln can
drives polypeptide chain collapse through sidechain-sidechain and sidechain-backbone inter-
actions. While it does engage in favourable sidechain-water interactions, in the context of a
polyglutamine tract Gln-Gln interactions (both sidechain-sidechain and sidechain-backbone)
are preferred, leading to chain compaction. Serine (Ser, S) contains a short sidechain with
a hydroxyl functional group that can participate in hydrogen bonding. Like serine, Thre-
onine (Thr, T) contains a hydroxyl functional group an a methyl group, making it more
hydrophobic than serine. The exact impact of threonine and serine on polypeptides is less
well understood.
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Proline
Proline (Pro, P) receives its own group, as it imparts a number of distinctive properties into
proteins [518]. Proline is technically an imino acid. It is extremely soluble, and due to it’s
structural properties imparts significant inflexibility into the protein backbone, increasing the
apparent persistence length [19, 643]. It is also a strong helix breaker, disrupting α-helices,
and has a strong preference for the PPII helix and the coil state in general [17].
Charged Amino Acids
Aspartic acid (Asp, D) has a pKa of 3.71, meaning under normal cellular conditions it
is negatively charged. Glutamic Acid (Glu, E) is similar with a pKa of 4.15, meaning
it too is negatively charged under normal cellular conditions. Additionally, it shows an
extremely strong preference for the formation of left-handed α-helices [112]. Lysine (Lys,
K) has a positively charged amino acid with a pKa of 10.67. The sidechain contains a
long hydrophobic methylene chain with a charge terminal amino group, giving it a bipartite,
detergent-like chemical structure. Arginine (Arg, R) contains a positively charged sidechain
with guanidinium functional group. The pKa of this sidechain is typically estimated to be
¿12, and it’s neutralization is almost impossible. The central carbon in this guanidinium
group has a significant SP2 characteristic, meaning it participates in significant pi based
interactions as well as electrostatic interactions. This engenders a range of length-scales over
where arginine can interact with other chemical moieties.
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Appendix D
IDPs Used in PIMMS Simulations
RGG
MESNQSNNGG SGNAALNRGG RYVPPHLRGG DGGAAAAASA GGDDRRGGAG
GGGYRRGGGN SGGGGGGGYD RGYNDNRDDR DNRGGSGGYG RDRNYEDRGY
NGGGGGGGNR GYNNNRGGGG GGYNRQDRGD GGSSNFSRGG YNNRDEGSDN
RGSGRSYNND RRDNGGDG
DDX4
MGDEDWEAEI NPHMSSYVPI FEKDRYSGEN GDNFNRTPAS SSEMDDGPSR
RDHFMKSGFA SGRNFGNRDA GECNKRDNTS TMGGFGVGKS FGNRGFSNSR
FEDGDSSGFW RESSNDCEDN PTRNRGFSKR GGYRDGNNSE ASGPYRRGGR
GSFRGCRGGF GLGSPNNDLD PDECMQRTGG LFGSRRPVLS GTGNGDTSQS
RSGSGSERGG YKGLNEEVIT GSGKNSWKSE AEGGES
SYN
MDVFMKGLSK AKEGVVAAAE KTKQGVAEAA GKTKEGVLYV GSKTKEGVVH
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GVATVAEKTK EQVTNVGGAV VTGVTAVAQK TVEGAGSIAA ATGFVKKDQL
GKNEEGAPQE GILEDMPVDP DNEAYEMPSE EGYQDYEPEA
CTD
FAGSGSNIYS PGNAYSPSSS NYSPNSPSYS PTSPSYSPSS PSYSPTSPCY
SPTSPSYSPT SPNYTPVTPS YSPTSPNYSA SPQ
Sic1
GSMTPSTPPR SRGTRYLAQP SGNTSSSALM QGQKTPQKPS QNLVPVTPST
TKSFKNAPLL APPNSNMGMT SPFNGLTSPQ RSPFPKSSVK RT
PAB1
YQQATAAAAA AAAGMPGQFM PPMFYGVMPP RGVPFNGPNP QQMNPMGGMP
KNGMPPQFRN GPVYGVPPQG GFPRNANDNN
Nup153
GCPSASPAFG ANQTPTFGQS QGASQPNPPG FSISSSTALF PTGSQPAPPT
GTVSSSSQPP VFGQQPSQSA FGSTTPNA
NICD
NASCVGGVLW QRRLRRLAEG ISEKTEAGSE EDRVRNEYEE SQWTGERDTQ
SSTVSTTEAE PYYRSLRDFS PQLPPTQEEV SYSRGFTGED EDMAFPGHLY
DEVERTYPPS GAWGPLYDEV QMGPWDLHWP EDTYQDPRGI YDQVAGDLDT
555
LEPDSLPFEL RGHLV
SV1
EKEKEKEKEK EKEKEKEKEK EKEKEKEKEK EKEKEKEKEK EKEKEKEKEK
EGFR
MERMHLPSPT DSNFYRALMD EEDMDDVVDA DEYLIPQQGF FSSPSTSRTP
LLSSLSATSN NSTVACIDRN GLQSCPIKED SFLQRYSSDP TGALTEDSID
DTFLPVPEYI NQSVPKRPAG SVQNPVYHNQ PLNPAPSRDP HYQDPHSTAV
GNPEYLNTVQ PTCVNSTFDS PAHWAQKGSH QISLDNPDYQ QDFFPKEAKP
NGIFKGSTAE NAEYLRVAPQ SSEFIGALEH HHHHH
polyQ
QQQQQQQQQQ QQQQQQQQQQ QQQQQQQQQQ QQQQQQ
SV30
EEEEEEEEEE EEEEEEEEEE EEEEEKKKKK KKKKKKKKKK KKKKKKKKKK
polyG
GGGGGGGGGG GGGGG
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ASH1
GASASSSPSP STPTKSGKMR SRSSSPVRPK AYTPSPRSPN YHRFALDSPP
QSPRRSSNSS ITKKGSRRSS GSSPTRHTTR VCV
sfAFP
CKGADGAHGV NGCPGTAGAA GSVGGPGCDG GHGGNGGNGN PGCAGGVGGA
GGASGGTGVG GRGGKGGSGT PKGADGAPGAP
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