Microarray experiments produce large data sets that often contain noise and considerable missing data. Typical clustering methods such as hierarchical clustering or partitional algorithms can often be adversely affected by such data. This paper introduces a method to overcome such problems associated with noise and missing data by modelling the time series data with polynomials and using these models to cluster the data. Similarity measures for polynomials are given that comply with commonly used standard measures. The polynomial model based clustering is compared with standard clustering methods under different conditions and applied to a real gene expression data set. It shows significantly better results as noise and missing data are increased. This work is in part supported by the BBSRC in UK (BB/C506264/1).
Introduction
Microarray experiments are widely used in medical and life science research [11] . This technology makes it possible to examine the behaviour of thousands of genes simultaneously. Moreover, microarray time series experiments provide an insight into the dynamics of gene activity as an essential part of cell processes.
Despite efforts to produce high quality microarray data, such data is often burdened with a considerable amount of noise. Attempts to reduce the noise are manifold, including intelligent experimental design, multiple repeats of the experiment and noise reduction techniques in the data preprocessing [13] . In addition to the noise problem, parts of the data often can not be retrieved properly so that the dataset contains missing values. For example, a dataset of several experiments with yeast (about 500,000 values) [10] has more than 11% missing values.
With decreasing quality the direct clustering (DC) of the data with standard methods [5] becomes less reliable. If the data has considerable missing data, the straightforward calculation of the score functions homogeneity and separation [4] for the cluster quality becomes impossible. To overcome these problems this paper suggests the modelling of the data with continuous functions. The model based clustering is done not on the original dataset directly, but on models learnt from it. The models reduce random noise and interpolate missing values, thereby increasing the robustness of clustering.
In this paper the polynomial model based clustering (PMC) is introduced. In contrast to the DC of the data, which calculates the similarity matrix directly from the data, PMC comprised of three steps: the modelling, the calculation of the similarity matrix from the models and the grouping.
Methods
The application of continuous functions in time series modelling is motivated by some specific assumptions. Time series result from measurements of a quantity at different time points (TP) over a certain time period. The quantity changes continuously if it could be measured at any time in the presumed time period. Measurement restrictions are due to extrinsic factors such as technical restrictions. Moreover, if a continuous quantity has the value x at TP a and the value y at TP b, then the quantity has any value between x and y at some TP between a and b. Often time series or functions have no sharp edges in the time response, i.e. they are differentiable or smooth.
Any smooth function can be approximated by the Taylor expansion, i.e. by a polynomial. Polynomials are easy to handle since basic operations can be done by simple algebraic manipulations on the parameters. Therefore polynomials are a natural choice in time series modelling. Nevertheless, other classes of functions might be used as well. Previously, polynomials have also been used in other applications of gene expression data modelling [8, 12] .
Modelling
Consider series of observations, y l (t i ) (l = 1 . . . N, i ∈ I = {1, . . . , T }), of N quantities at T TPs. The time elapsed between two measurements at t i and t i+1 might be different through the series. A sub-series of y l (t i ) in which the missing values are omitted is denoted byỹ l (t i ) i ∈ J, where the index set J is the subset of I that contains these time-indices, where a value is available. If J is equal to I, thenỹ l (t i ) = y l (t i ).
Polynomials have the general form
where n is the degree of the polynomial. To fit a polynomial to the data, the least squares method is used [9] . This method optimises the parameter, α i , of a
