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Evaporation of a droplet induces an outward capillary flow, leaving a coffee-ring stain of
colloidal particles at the droplet edge. This pattern can be altered by the addition of
surfactant that induces Marangoni flows on the surface. To study deposition forming pro-
cess in evaporating droplets, we develop a coarse-grained lattice gas model. The coupled
dynamics between surfactant and droplet evaporation and the consequently oscillatory
dynamics at the contact line are elucidated by performing Monte Carlo simulations. It is
found that the coupled drop dynamics and the resulting final deposition patterns can be
altered by adsorption kinetics. For slow adsorption rates, surfactant molecules are recir-
culated with the colloidal particles and the covered surface area by the surfactant grows
from the contact line to the bulk of droplet as the initial concentration of the surfactant
increases. This leaves coffee-ring patterns with wide rim areas upon evaporating or to
multi-ring patterns depending on the surfactant concentration. For fast adsorption rates,
a surfactant skin covers the entire surface area during the early phase of evaporation.
This suppresses the coffee ring effect, and uniform patterns are obtained independent
of surfactant concentration. The results suggest that the distribution of surfactant on
the surface is critical in determining final deposition patterns and that understanding of
the skin-forming process of the surfactant on the surface can help in manipulating the
delicate pattern forming process of particles in evaporating drops.
The mechanism of the back and forth oscillatory dynamics of colloidal particles in
a drying droplet containing surfactant is also investigated using a coarse grained lattice
model. It is found that during the evaporation, aggregation and depletion zones of
colloidal particles form close to the contact line, where the capillary and Marangoni flows
are comparable in the opposite directions. These colloidal particle patterns are highly
dependent on the contact angle, surfactant concentration, and evaporation rate. Under
such evaporation conditions that particle aggregation occurs, surfactant is found to be
accumulated in both contact line and aggregation zones, inducing two types of Marangoni
flows, called ‘outer’ and ‘inner’ Marangoni flows, respectively. The outer Marangoni flow
is responsible for the oscillatory motions of colloidal particles by periodically changing its
relative strength with time, while the inner Marangoni flow induces the swirling movement
of colloidal particles from aggregation zone toward center of the droplet.
In the present Monte Carlo simulations, the velocity field inside the droplet is given
from an analytic solution. To overcome this limitation, we propose a novel pseudo-
potential lattice Boltzmann method to simultaneously simulate the internal flow of droplet
together with colloidal particle distribution. The velocity field induced by evaporation
is obtained by the pseudo-potential lattice Boltzmann method and the concentration of
particles are modeled by the forced advection-diffusion lattice Boltzmann method. The
deposition process of colloidal particles is described by the macroscopic fluid model rather
than a particle-based method to reduce the computational cost. It is found that the new
model, which combines the pseudo-potential LB model for evaporation of a droplet and
the advection-diffusion LB model for colloids, describes well the evaporation of a droplet
and the distribution of colloidal particles depending on the Peclet number.
The lattice Boltzmann method is a suitable method for simulating multi-phase flow.
In general, the rate of evaporation is controlled by using the boundary conditions when
simulating evaporation droplets. In this study, hence, open boundary conditions in LBM
were previously studied. Based on the characteristic analysis, a two-dimensional(2D)
characteristic boundary condition (CBC) is formulated for the Lattice Boltzmann method
(LBM). This approach improves classical locally-one dimensional inviscid (LODI) rela-
tions by restoring multidimensional effects on flow at open boundaries. In this study, the
two-dimensional characteristic boundary condition are extended to a general subsonic
flow configuration in the LBM and the transverse effect become clear. From the test of
vortex convection and vortex shedding problems, the improved CBC was found to be
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1.1 Basic principles and theoretical background
of droplet evaporation
Deposit patterns of particles in evaporating droplet on a substrate are commonly observed
in daily life, which plays an crucial role in surface patterning techniques such as painting,
coating and inkjet printing. In recent years, evaporation-inducing pattern formation has
been applied to polymer printing and coating, micro / nano systems, electronic devices
and sensors, drug delivery, biological information, and the like as a non-lithographic
technique of nanoparticle assembly [1–7].
Droplet evaporation, including non-volatile materials, for instance colloidal particles,
often leaves various deposit patterns associated with internal flow stress induced by evap-
oration and the characteristics of the involved materials. If the droplet contains a biolog-
ical material, such as blood, the pattern may provide significant biological information.
Therefore, droplet evaporation is one of the actively studied field. For instance, vari-
ous methods for controlling droplet dynamics such as concentration, temperature, and
relative humidity have been extensively discussed.
When a droplet evaporates on a substrate, coffee ring patterns at the pinned contact
line is developed. Pattern formation induced by evaporation has been studied by Deegan
et al. [8], who found the “coffee-ring” effect, which is the formation of ring-like deposit left
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after the evaporation of a particle-laden liquid droplet. Since the evaporation is the fastest
near the edge of the drying droplet, the solvent lost due to evaporation around should be
replenished when the contact line is fixed; this leads to capillary flow of the droplets that
transport the colloidal particles to the edge of the droplet resulting in ring-like stain. The
coffee-ring pattern can be a multiple rings or regular patterns by a pinning and depinning
sequences. However this does not always happen; for highly volatile solvents, the coffee
ring effect has been reported to be reversible by the flow of thermal Marangoni flows [9].
A liquid with a high surface tension pulls a liquid around it that is stronger than a
liquid with a low surface tension, so if there is a gradient of the surface tension, the liquid
will flow out naturally at a region of low surface tension. These surface tension gradient
can be caused by a temperature or concentration gradient. Many studies have been con-
ducted on the deposition patterns resulting from the effect of the temperature induced
Marangoni effect [10–13]. Consequently, it has been reported that the thermal conduc-
tivity of the substrate can change the direction of the Marangoni flow and corresponding
the deposition pattern.
Marangoni flows can also develop inward by concentration gradients of the surfactant
on the surface. These Marangoni flows typically leave uniform patterns after evapora-
tion. Among recent experiments, Still et al. [14] reported that as the initial surfactant
concentration increases, the deposit morphology dramatically changes to homogeneous
patterns while the pinned contact line persists. Using biosurfactants, Sempels et al. [15]
also observed the transition of coffee ring patterns to homogeneous deposition patterns.
However, it is important to note the difference between flows developed due to the temper-
ature and concentration gradients. The surfactant concentration field should be computed
simultaneously with the flow velocity field because surfactant molecules are redistributed
by the capillary flow in a drop during evaporation. In this case, the Marangoni flow is
fully coupled to the surfactant concentration field. Due to this two-way coupling, recent
studies reported more complex behavior of particles during evaporation prior to leaving
homogeneous patterns on the substrate.
Therefore, in this study, we develop a new coarse-grained lattice model applicable to
the Monte-Carlo method to describe the process of pattern formation of colloidal particles
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when the surfactant is contained in the drying droplet. The details of mathematical
formulation for this model and algorithm of Monte-Carlo method are described in Chapter
II. Using this model, we can provide better understanding the dynamic competition of
the capillary and Marangoni flows and corresponding process of deposition pattern.
In addition, we propose a method using the lattice Boltzmann method to simulate
evaporative droplet with pinned contact line and conduct a study on the open boundary
condition related to it. More information on this is provided in Chapter III and IV.
Finally, the main conclusions of the dissertation are summarized in Chapter V and
additional challenging issues that need to be tackled as future work are discussed.
1.2 Monte-Carlo method for evaporation process of
droplet simulation
Monte Carlo methods have been widely used to obtain equilibrium configurations of
Ising-type lattice models. This models simplify the reality, and enables simulation of
phase transitions. Ising model was first proposed by the Wilhelm Lenz [16], but later
handed over to his disciple as a problem. The early one-dimensional Ising model was
impossible conducting phase transition, but Ising himself solved in his paper [17]. The
two-dimensional square lattice Ising model is much complicated, and eventually Lars
Onsager provide an analytic description [18].
The lattice model is a simple energy model in which a Hamiltonian is defined in
each configuration. The Monte Carlo method is used to calculate the energy of the
equilibrium configuration by using random numbers to allow for configurational changes
that can both increase and decrease the energy. Because of the randomness inherent in
the model, Monte Carlo methods are often applied to systems where evolution depends
on diffusion, adsorption or aggregation.
In general, Rabani’s model [19] is widely used as a 2D Ising type lattice model for pre-
dicting the self-assembly of colloidal particles and dynamics of the evaporative droplet.
Jung et al. simulated unstable deposition patterns of an evaporative droplet includ-
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ing both evaporative convection and the Browian motion of weakly interacting particles
within the model [20]. Zhang et al. conducted a modeling for the self-assembly nanoparti-
cles into branched aggregates from a sessile nanofluid droplet in a circular domain. These
two studies were performed by developing a Monte Carlo approach based on the 2D Ising
model proposed by Rabani et al.
In this study, we begin by modeling the evaporation process in the model. Unlike the
Rabani model in which the convective transport of particles is ignored, we investigate
cases where particles of drying droplet are transported by convection, and in particular
those containing adsorption kinetics in the case of surfactant. We use the evaporation
induced velocity fields as obtained by Deegan et al., and sorption kinetics from Langmuir’s
isotherm [21]. To simulate such cases, we modify the lattice model to include both the
convection and ad/desorption.
1.3 Lattice Boltzmann method for evaporation pro-
cess of droplet
Recently, lattice Boltzmann method has suggested as a powerful alternative computa-
tional fluid dynamics method for solving fluid flow problem and transport processes. The
LBM is a mesoscopic method for the description of fluids. While it originated from the
Cellular Automata models, it can also be considered as a discrete form of the Boltzmann’s
equation [22].
The pseudopotential LB model, which has been extensively applied to solve the mul-
tiphase flow problem for the last 20 years, was first developed by Shan and Chen [23].
The basic concept of this model is to consider the molecular interaction in micro-scale
at the meso-scale using a pseudopotential. The pseudopotential is often represented as a
effective mass that depends on local density. Such interaction below critical point allows
a single component and a single fluid to spontaneously separate into two phases, high
and low densities. This automatic phase separation no longer makes the phase interface
as a mathematical boundary, which eliminates the need for interface tracking or capture
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techniques. The advantage of pseudopotential model is that, despite its simplicity, it in-
cludes non-ideal equation of state and surface tension, which are essential component of
multiphase flows [24–26]. Due to its superior computational efficiency and advantages of
meso-scale, this model is accepted as a suitable method for simulating and investigating
multiphase flows, especially for these flows with changing of the interface. Hence, it has
been successfully applied to a wide range of field [25, 27]. Despite the numerical and
theoretical studies for the multiphase flow in LBM community, a unified method within
the LBM to predict the velocity field and the behaviors of drying droplet has not been
actively studied.
In this study, hence, the simulation of evaporative droplet using pseudopotential is
performed. In addition, we propose a method based on a pseudopotential model to
simulate drying droplet containing colloidal particles, and to capture the corresponding
behavior of colloidal particles in droplets. In Chapter III, the detailed formulation for
the pseudopotential model and model for colloidal particles are described.
It is noted that the evaporation was considered through artificially outfluxing certain
amount of mass at the open boundary rather than using a thermal LB model [28]. Ap-
propriate open boundary conditions increase the reliability and stability of evaporative
droplet simulations. In the lattice Boltzmann methods, most recent researches on the
boundary conditions have focused on developing high-order boundary schemes for vari-
ous configurations [29, 30], while little attention was paid on the treatment of spurious
reflections at the open boundaries [31]. For instance, it was found from Izquierdo et
al. [31] that solutions with commonly-used LBM boundary conditions suffer from arti-
ficial reflections at the open boundaries. To solve this problem, a study was performed
to implement the conventional characteristic boundary conditions (CBC) to LBM [32]
for spurious reflections. The result show better performance than those from the con-
ventional LBM boundary condition. However, the previous study [32] is restricted to
the 1-D case because the conventional CBC which is based on a local one-dimensional
inviscid (LODI) assumption are restricted to being applied in the direction normal to the
boundary. Improved characteristic boundary conditions were proposed to extend into
multi dimensional flow, which are widely used to solve various counter flow problems in
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CFD [33,34].
In Chapter IV, we introduce the improved CBC to LBM community and to discuss the
importance of the CBC in the LBM simulations. These implementation is validated by




Surfactant effects on droplet
dynamics and deposition patterns: a
lattice gas model
2.1 Introduction
When a droplet evaporates on a substrate, a capillary flow toward its pinned contact
line is developed to minimize the surface energy of the droplet [8]. Since Deegan et
al. have first proposed the capillary flow as the main cause of the coffee-ring stains,
numerous studies have been conducted for predicting and controlling the deposition pat-
terns by effectively manipulating the evaporation-induced flows. For instance, the coffee
ring pattern can be altered by Marangoni flows caused by either temperature or surfac-
tant concentration [35–44]. Hu and Larson [8, 35, 36, 45] obtained a numerical solution
of the evaporation-induced flow in the spherical cap droplet under the lubrication ap-
proximation. They first solved the velocity field in a droplet with the Marangoni flows
induced by temperature gradients, and then, extended their solution by including the
generalized Marangoni flows, for example, caused by surfactant gradients. Their models
have been widely used to predict the deposition patterns of functional materials under
the influence of Marangoni flows for various practical applications in printing and coat-
ing [1, 46–51]. Unlike the temperature induced Marangoni flows, however, the effects
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of surfactant-induced Marangoni flows on the deposition patterns have rarely been in-
vestigated numerically. This is primarily attributed to the fact that the distribution of
surfactant on the surface should be simultaneously computed with the velocity field to
numerically obtain surfactant-induced Marangoni flows using the Hu and Larson’s model
and as such, it becomes more complicated to investigate the phenomena that involve the
surfactant kinetics and the drying dynamics in a droplet at the same time.
The control of Marangoni flows is one of the common methods to remove the unde-
sirable coffee-ring effect. Marangoni flows are usually generated on free surfaces where
surface tension gradients are developed either by temperature or by concentration differ-
ence [35–44]. Temperature-induced Marangoni flows are developed during non-uniform
evaporation due to evaporation cooling. The direction of the flow is from the relatively
hot contact line region to the cooler central region depending on the relative conductiv-
ity of the substrate to the liquid [10–13, 52]. Hu and Larson numerically computed the
temperature field on the free surface due to the latent heat of evaporation [35, 36]. In
their computation, the temperature field is considered independent of the flows from the
assumption that heat is transported by diffusion rather than convection. They showed
that Marangoni flows are developed inward, resulting in uniform patterns. This phe-
nomenon is called the Marangoni effect as opposed to the coffee ring effect. Xu et al.
further obtained the coupled field of temperature and flow velocity using a combined field
approach [38]. Huang et al. proposed the height-averaged velocity field and investigated
the resulting deposition patterns in the presence of Marangoni flows [53].
Marangoni flows can also develop inward by concentration gradients of the surfactant
on the surface because the surface concentration increases with radius due to the outward
evaporation-induced convection. These Marangoni flows typically leave uniform patterns
after evaporation. Among recent experiments, Still et al. reported that as the initial sur-
factant concentration increases, the deposit morphology dramatically changes to homoge-
nous patterns while the pinned contact line persists [14]. Using bio-surfactants, Sempels
et al. also observed the transition of coffee ring patterns to homogeneous deposition pat-
terns [15]. However, it is important to note the difference between flows developed due to
the temperature and concentration gradients. The surfactant concentration field should
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be computed simultaneously with the flow velocity field because surfactant molecules
are redistributed by the capillary flow in a drop during evaporation. In this case, the
Marangoni flow is fully coupled to the surfactant concentration field. Due to this two-way
coupling, recent studies reported more complex behavior of particles during evaporation
prior to leaving homogeneous patterns on the substrate [54,55]. For example, Still et al.
first identified the temporal evolution of surfactant-induced Marangoni vortices due to
the coupling effects [14]. Sempels et al. also observed Marangoni vortices and recurrent
back and forth movements of colloidal particles before homogeneous deposition patterns
are finally formed [15]. To adjust the role of the surface surfactant on the oscillatory
motions of the particles, they controlled the amount of adsorbed bio-surfactant through
the substrate temperature, which changes its solubility in the bulk [15].
In the presence of surfactant, the dynamics of colloidal particles dramatically change
due to the coupling of the capillary flow and the surfactant-induced flow on the droplet
surface. Interestingly, the surfactant concentration on the surface periodically changes:
initially, the outward capillary flow transports surfactant molecules to the droplet edge,
increasing the concentration in the bulk and subsequently on the surface via adsorption;
then, Marangoni flows on the surface develop from the edge to the center, counteracting
the capillary flow [9]; as a result, the surfactant concentration gradient decreases with
the Marangoni flows, and hence, their strength vanishes as at the initial time. Since the
directions of Marangoni flows are generally from the edge (high concentration) to the
center (low concentration), a uniform pattern can be obtained in a drying droplet.
Although these results indicate the importance of sorption kinetics in the formation of
the surface skin of the surfactant and thus in the manipulation of final deposition patterns,
little attention has been paid to deposition formation with the coupling dynamics of the
surfactant. This is likely due to the complexity of the problem, which involves the different
time scales of the evaporation of a droplet and sorption kinetics of the surfactant, and
the different length scales of surfactant molecules and colloidal particles [53, 56, 57]. To
the best of our knowledge, there are few realistic simulation models to simultaneously
describe deposition formation with the spatial variation of the surfactant at the free
surface.
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During the process, strong (weak) capillary flows induce strong (weak) Marangoni
flows and vice versa due to the coupling effect, and this interplay of the flows induces
time-dependent motions of colloidal particles close to the contact line. For instance, Still
et al. first observed surfactant-induced Marangoni eddies that counteract the outward
capillary flow, preventing the formation of a coffee ring at the contact line [14]. How-
ever, it has been reported that the particle dynamics can be more complex depending on
the characteristics of surfactant. Sempels et al. observed experimentally time-dependent
back-and-forth oscillations and vortices of E. coli bacteria in a drop containing surfac-
tant [15]. They correlated the surfactant concentration and the strength of the inward
Marangoni flows induced by bio-surfactant; when the surfactant concentration is low, the
back-and-forth oscillatory motions first occur and then gradually change to the Marangoni
eddies (swirling motions). A similar oscillatory movement of particles was observed to-
gether with particle aggregation by Carreon et al. [58]. However, the mechanisms of
surfactant dynamics suggested by Still et al. cannot precisely explain the occurrence of
such oscillatory dynamics of colloidal particles. Although the interplay between the cap-
illary and Marangoni flows plays a critical role in determining the oscillatory dynamics
of colloidal particles, only few studies have been conducted to investigate the dynamic
competition between the two flows due to difficulties to obtain the temporal evolution of
surfactant concentration on the surface.
In the present study, therefore, we develop a new coarse-grained lattice model to
describe pattern forming processes of colloidal particles when a drying drop contains
surfactant in section 2.3 [19, 59]. The sorption kinetics of surfactant to the interface
is described by the Langmuir’s isotherm, controlling the strength of Marangoni flows
and the amount of transported surfactant to the surface. By performing Monte Carlo
(MC) simulations of different particle transport processes governed by configurational
Hamiltonians, the alternation of coffee-ring patterns to uniform or multi-ring coatings
is investigated due to different Marangoni flows coupled with surfactant dynamics. We
focus on the effects of the adsorption rates and the initial numbers of surfactant molecules
on the final deposition patterns. Understanding the spatio-temporal evolution of the
surfactant on the free surface will provide new insights into the dynamic processes of
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pattern formation in a drying drop containing surfactant.
Furthermore, in section 2.4, we also investigate the time-dependent motions of col-
loidal particles in a drying droplet containing surfactant to better understand the dynamic
competition of the capillary (Ca) and Marangoni flow (Ma) during evaporation. Specif-
ically, we focus on the underlying mechanism to generate the back-and-forth oscillatory
motions of colloidal particles. For this purpose, we simulate the intricate transport pro-
cesses of surfactant both in a droplet and on its surface. To analyze the effect of flow
pattern on the dynamics of colloidal particles, the relative strengths of Ma flow to Ca
flow corresponding to surfactant concentration were computed. In addition, we find that
the conditions under which unique patterns of colloidal particles are obtained are related
to the contact angle and the concentration of surfactant. Finally, we describe the mech-
anism of the occurrence of the oscillations, which has not been explained precisely in
previous studies.
2.2 Model
In this section, we introduce a two-dimensional coarse-grained lattice model that uses a
Monte Carlo method to simulate particle behavior in a drying droplet containing sur-
factant. For simulations of this model, we assume that the evaporation of the droplet
with surfactant occurs in a quasi-steady state at room temperature and the temperature
difference along the surface by evaporative cooling is negligible [60]. To focus on surfac-
tant dynamics [61, 62], we also assume that the contact line of the drop is pinned, and
hence, there is no movement of the contact line along the radial direction [63–66]. One
practical advantage of this assumption is that the effects of stick-slip motions or contact
line movements that make the system more complicated to analyze can be separated
out [8, 14, 41]. In general, the contact line can be pinned by chemical heterogeneities or
surface roughness without the aid of ring deposits [45, 63–66]. Experimentally, a bank
structure could be introduced for the pinned contact line as in ref. [41].
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2.2.1 Langmuir’s isotherm for sorption kinetics
The Langmuir’s isotherm model is used to describe the adsorption-desorption kinetics
between subsurface and surface such that the adsorption and desorption rates, ηa and ηd,
are given by: [67]
ηa = ωa(Γ∞ − Γ)cs exp(−Ea/R̄T ), (2.1)
ηd = ωdΓ exp(−Ed/R̄T ), (2.2)
where ωa and ωd are pre-exponential factors, Γ is the surface coverage, Γ∞ is the max-
imum surface coverage, cs is the subsurface concentration, and Ea and Ed are activation
energies for adsorption and desorption.
The equation of the surface tension from the Langmuir’s isotherm is given by: [21,67,
68]








where σ0 is the surface tension of pure solvent, c = c(r, z, t) is the concentration of
the surfactant.
2.2.2 Velocity field with non-zero Marangoni flow
In this study, we consider an axisymmetric droplet on a substrate, and as such, there
exist only the radial and axial movements of particles and flows. Using the contact line
radius, R0, the contact angle, θ0, and the maximum droplet height, h0, the initial droplet
shape is represented as a spherical cap. Moreover, when θ0  1, the droplet height, h,
can be assumed to depend only on time, t, and radial position, r, and thus, it can be
approximated by [69]:









where tf denotes the final drying time. We wish to track both colloidal particles
and surfactant particles in the cross-section owing to evaporative flow and Marangoni
flow. In section 2.2.3 we discuss the coarse graining used to track both colloidal particle
and surfactant simultaneously [61, 62]. Fig. 2.1 shows the cross section of a spherical
cap shaped drop, where the r− and z−axes represent its radial and axial directions,
respectively.
During evaporation of a drop containing surfactant, Marangoni flows are developed
due to the non-zero surface tension gradients. For description of the flow in a droplet,

















































































and g′(r, t) is the derivative of g(r, t) with respect to r̃. The equation for
g(r, t) is obtained from Hu and Larson [36]:

















where ηm is the solvent viscosity and J0(θ) is the evaporation flux at the free surface
of the droplet [70]. Note that the surface tension gradient can be produced either by
the temperature gradient or by the surfactant concentration gradient at the free surfaces.
When dσ/dr = 0, the Marangoni flow becomes zero and the velocity fields are simplified
to the outward convective flows [36].
Here, we will only consider the surfactant-induced surface tension gradient. Through
the second term in eqn (2.7), surfactant dynamics and the evaporation-induced flows are
coupled. To compute g(r, t), we introduce the nonlinear equation of the surface state for
the surface tension s from the Langmuir’s isotherm model [21]. The logarithmic function
in eqn (2.3) implies that surface tension decreases with increasing surface concentration
of the surfactant. Hence, substituting eqn (2.3) into eqn (2.7) yields:





























where Γ′ is the derivative of Γ with respect to r. It is important to note that the max-
imum concentration, cmax, that correspond to the value of Γmax can be much higher than
the critical micelle concentration in bulk, ccmc. Although the surface tension is supposed
to be constant in the regime well above ccmc, surface flow changes are still observed [14,15].
This is because a hydrodynamic flow in a drying drop can push more particles into the
surface much enough to accommodate particles large than those corresponding to ccmc.
Since Γ is controlled by the flow field, ~u, and vice versa, ~u must be calculated simulta-
neously with the surfactant distribution at each time step. This is a major difference from
the studies carried out by Hu and Larson [9, 36], where Marangoni stresses are induced
by temperature gradients, and the flow field and specified −u are separated assuming
heat diffusion rather than heat convection [9].
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Figure 2.1: Schematic of initial distribution of colloidal and surfactant particles (CP and
SP, respectively).
2.2.3 A coarse-grained lattice model
The coarse-grained lattice model adopted in this study uses a two-dimensional lattice for
the cross-section of the droplet to assign the configurational energy, Hν , to each cell that
represents the movement of the particles in an evaporating solvent [20, 50]. The initial
domain size is R0 × h0 and the number of grids is nz × nr in the rz−plane. Cells on the
lattice are indexed as (i, j) and at each i, the surface cell locates at (i, j = si). During
evaporation, the size of each cell, dr×dz, is constant, buy the number of grids in the
z−direction, si, vanishes with the droplet height. Fig. 2.1 shows a schematic of the cross
section of a droplet and the initial distribution of particles.
Each cell is filled with two types of particles: colloidal particles(CP) and surfactant
particles(SP). Here, we introduce a concept of a surfactant particle containing Npk sur-
factant molecules to resolve difficulties caused by the significant disparity in the physical
scales between surfactant molecules and colloidal particles in modeling [50]. In the present
study, the radius of a single molecule of surfactant is assumed to be Rm = 10
−6 mm and
that of colloid is RCP = 10
−3 mm. By adopting the packed surfactant particles instead
of surfactant molecules, we can simultaneously simulate the hydrodynamic movement of
surfactant and colloidal particles in a coarse-grained lattice model. For this purpose, we
choose Npk of 10
9 as a unit number, which is equal to the ratio of a colloid to a surfactant
molecule in volume.
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This packing number is identical to that reported by Hu et al. [36] as an approximate
minimum number of surfactant molecules on the surface of a water drop of 1 mm radius to
overcome a radial surface flow. Then, the radius of a single surfactant particle consisting
of 109 molecules falls into the same length scale of a lattice cell or a colloid. For example,
when the radius of a single molecule of surfactant is approximately Rm = 10
−6 mm, the
corresponding radius of a single surfactant particle (i.e., one package of 109 molecules)
becomes RSP = 10
−3 mm, which is the same scale of CP considered in the present model.
In addition, on the basis of the Stokes number for the present system (<< 10−10), we can
assume that both CP and SP are passive tracers of the flow. It represents the average
surfactant concentration at the given length scale of a lattice cell [50].
The total number of CP and SP, NCP and NSP , are given by NCP =
∑
nij and NSP =∑
mij where nij and mij are the number of CP and SP in each cell, respectively. These
particles are convected along with evaporation-induced flows ~u(r, t). At the same time,
SP can be transported through the adsorption kinetics occurring between the surface
and subsurface. Since we allow only SP to be adsorbed to or desorbed from the surface
cells, we set the number of CP on the surface to be always zero: nij ≡ 0 at j = si.
Thus, the surface tension gradient that determines the Marangoni flows on the surface
is produced only by the distribution of SP. Although we simulate the movements of CP
and SP individually, the transport of CP cannot be described separately from the motion
of SP. The distribution of CP and SP on a lattice defines one configurational state,
ν = {nij,mij|~u}.
Note that surfactant in the bulk can be transported to the subsurface layer through
convection and diffusion prior to surface adsorption [71]. In a droplet with fast evapora-
tion, however, surfactant is mainly transported to the subsurface by bulk convection [72].
We assume two different transport mechanisms of surfactant based on locations in a
droplet [73–76]: (i) surfactant below the subsurface is transported only by the bulk con-
vection, and (ii) surfactant between the subsurface and the free surface is transported
both by the sorption kinetics and the bulk convection. In the present model the sur-




To simulate the behavior of particles using a Monte Carlo method, we define the lattice











where qij is the energy for the adsorption or desorption of surfactant, and fij is the energy
due to the external velocity field −→u . The amount of particles captured by the moving
interface during evaporation is ignored for simplicity. We use Boltzmann probabilities
for the sorption kinetics of surfactant. In other words, adsorption or desorption attempts
are accepted with Metropolis probabilities as follows:
pa = exp(−∆qa/R̄T ), (2.11)
pd = exp(−∆qd/R̄T ), (2.12)
where the subscripts a and d represent adsorption and desorption, respectively, ∆qa,d
are the energy changes due to sorption, and R̄T = NpkkBT . The adsorption rate is
proportional to the subsurface surfactant concentration, cs, while the desorption rate to
the surface coverage of surfactant, Γ. Therefore, pa,d can be expressed in terms of ηa,d,
cs, and Γ:
pacs ∝ ηa, (2.13)
pdΓ ∝ ηd. (2.14)
From eqn (2.1), (2.2), (2.13) and (2.14), we have:
−∆qa/R̄T ∝ log((ωaΓ∞)(1− Γ/Γ∞))− Ea/R̄T, (2.15)
−∆qd/R̄T ∝ log(ωd)− Ed/R̄T. (2.16)
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To adjust acceptance rate for simplicity, we take Ea = 0 and ω = 1. Also we set
Ed = kd and ωaΓ∞ = ka. Since the adsorption and desorption are conduced by a random
walk in the z-direction, eqn (2.15) and eqn (2.16) is obtained:








∆qd ∝ kd (2.18)
We discretize this result by pointing out that adsorption and desorption occur as a
random walks in the z-direction: for adsorption,









q−zij = kdIj, (2.20)
for all i. The superscripts +z and −z denote the direction of random walks, and Γi is
the number surface coverage of SP at (i, si). Ij is a surface locator function defined by:
Ij =

1, if j = si,
0, if j 6= si.
In the simulation, ka = exp(kd/R̄T ) is taken because the energy loss due to adsorption
and the gain due to desorption are the same when Γi = 0. Therefore, kd plays a critical
role in determining the sorption process. [21] Since kd is related to the desorption energy
barrier, the value of kd determines the probability that the surface SP remains on the
surface: that is, high values of kd indicate that desorption is limited and SP are likely to
remain on the surface when it is on the surface. We assume that the surfactant does not
have a time delay to overcome the adsorption barrier under the surface. It is noted that
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the surfactant in the bulk can be transported to the subsurface layer via both convection
and diffusion prior to its adsorption to the surface [71]. When the transport is dominated
by diffusion, it takes time for the surfactant to accumulate well at the subsurface layer to
overcome the adsorption energy barrier [71]. In a drying drop, however, the surfactant
in the bulk is mainly transported to the subsurface by convection, which significantly
reduces the adsorption delay of the surfactant to the surface compared to diffusion.
Based on the previous study, the energy fij accounts for a convection of particles in
either axis direction [20]. For a movement in the r-direction, we compute






where (a0)r = (dr)
2; for a movement in the z-direction, we compute






where (a0)z = (dz)
2. Because it is assumed that the random walk always proceeds
with a move in either the horizontal or vertical direction, each attempt of movement
needs to compute either eqn.2.21 or eqn.2.22, but not both. That is, the convection
of CP or SP on the entire lattice is simulated as the biased random walks due to the
convection velocity by either ur or uz. In this way, particle movements in a flow ~u(r, t)
will be captured by the effective potential fij in the framework of the lattice gas model.
The field fij is obtained for a particle of radius Rp to resist the Stoke’s flow of a solvent
with prescribed velocity ux(x = r, z) and viscosity of the solvent ηm.
The Hamiltonian can be written as a notation for tiled dimensionless variables by
non-dimensionalizing the variables with appropriate reference scales (using R0, R0/tf ,
dz, and kdR0 for scales of length, velocity, lattice length and energy, respectively):
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where a dimensionless number, Q, is defined as the ratio of the characteristic values
















where φSmax is the maximum surfactant area fraction at the surface.
In this study, the effect of Q on the deposition pattern is investigated. Q indicates
the competition between convective effect (where fij  qij) and sorption effect (where
qij  fij) of SP to the surface. The ratio of RCP/RSP is constant for all simulations.
Since Q ∼ k−1d , SP skin on surface is not formed when Q = ∞, and Q  1 and Q  1
correspond to relatively weak and relatively strong adsorption rates (of skin-formations)
of SP, respectively. Thus, kd and Q can be used interchangeably as the main parameter.
For the value of kd, we use a positive constant value associated with hydrophobicity of the
surfactant (i.e. the tendency of the SP to remain adsorbed). In fact, desorption kinetics
is rarely a research topic, and the value of kd in experiment is used as one of the fitting
parameters to determine dynamics surface tension [21].
It should be noted that in addition to Q, the initial number of SP, NSP , can also affect
the final deposition patterns because it influence potential energies through Γ∞ and Γi
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in the Hamiltonian (see eqn (2.10)). In fact, adsorption rates are proportional to the
SP number concentration in the bulk, c. Therefore, the characteristics of the deposition
process are explained by systematically changing both Q and NSP . However, even at
constant Q and NSP , the increase of the surfactant number with evaporation also varies
the values of the Hamiltonian through Γ∞ due to the dynamic nature of the pattern
formation process. Here, evaporation rates and Γ∞ are fixed to constant in simulations
and then change NSP to investigate the effects of the initial surfactant number.
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Initially, randomly distribute 
surfactant particles (SP) and 
colloidal particles (CP)
Evaporate the droplet by reducing 
the contact angle and height
Try an attempt to randomly 
move in a lattice for each SP
Try an attempt to randomly 
move in a lattice for each CP
Accept each attempt with 
Pacc=exp(-H/kT)
Update the time step 
t = t + 1 
Finally, obtain the final 
deposition patterns for the 
SP and CP
At time t
If t < tf
If t = tf
Aceept each attempt with 
Pacc=exp(-H/kT)
Calculate the velocity with the 
given SP distribution at surface
Figure 2.2: The algorithm of the Monte Carlo simulation.
2.2.5 Evolution by the Monte Carlo method
We introduce a Monte Carlo method to simulate the transport of CP and SP in an
evaporating droplet. Briefly, the present method consists of three interrelated parts:
(i) modeling the droplet evaporation in the context of the MC simulation, (ii) evolving
configurations for both CP and SP using the coupled Hamiltonian in eqn (2.10), and (iii)
describing the pattern forming process of colloidal particles as the flow pattern evolves.
The algorithm of the MC simulation is presented in Fig. 2.2 [20].
First, we model the evaporation process for the MC method. The total drying time,
tf , is divided into mc MC steps (MCS). At each MCS, we attempt Nmove trials of SP
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and CP movements using a MC procedure described below. For random walks in a drop,
the drop height is prescribed at this time step and the velocity field is obtained from the
previous time step. Upon the completion of each MC step, we “evaporate” the drop by
decreasing the contact angle θ. According to the decrease of θ, the drop height, h(r, t),
is computed. Although θ can be computed directly from the mass loss of the drop by
evaporation [20], we assume that θ decreases linearly with each MC step, which is the
first-order solution for θ. The linear decrease of θ in time is consistent with the full drop
dynamics when the initial contact angle is small enough [69]. At each MC step, therefore,
we update the drop height, the corresponding cell numbers in the z-direction, and the
solvent velocity. In addition, particles outside of the drop at a new MC step due to the
decrease of drop height, are forced to move only downward to simulate the downward
movement of particles pushed by the drop surface.
In principle, the evaporation rate can be controlled by varying either Nmove or mc, or
by changing capillary flow velocity through the velocity scale R0/tf in eqn 2.23. Increasing
Nmove increases the number of attempts of particle motions in a given MC cycle; hence
more particles move toward the contact line during the MCS, leading to an effective
increase of the evaporation rate. On the other hand, increasing mc increases the MC
time to fully dry the drop, which effectively decreases the evaporation rate. In practice,
we take Nmove,CP = NCP and Nmove,SP = NSP so that all particles have at least one chance
to move during ∆. The MC dynamics at each MCS are as follows: since the distribution
of SP affects the dynamics of CP, a single move of one SP is supposed to change the
velocity field ~u and subsequently the moves of all CP. However, all individual SP move
at the same time per MCS rather than sequentially. Therefore, we do not update the
flow ~u until all SP have a chance to move based on Hν ; then, the dynamics of all CP is
computed by using the updated velocity ~u at the MC step. Since the velocity ~u is not
affected by the concentration of CP, moves of CP mimic the simple tracers of the velocity
flow and the dynamics evolve only via convection. In the absence of SP, the process of
CP self-assembly is related to classical coffee ring effects due to the decoupling between
the convection of CP and the flow field. Our model should reflect this basic phenomenon.
The dynamics of our model is stochastic both for convection of CP and SP and
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for sorption of SP. Initially, the lattice cells except on the surface are randomly filled
with CP and SP (Fig. 2.1). The evolution of the configurations computed by Monte
Carlo dynamics: the random walk of each particle is conducted in either the horizontal
or vertical direction (see Fig. 2.2). During each cycle, the total number of particles is
conserved. We attempt to move a randomly-chosen particle at a cell (i, j) to the nearest
neighbor (i′, j′), resulting in Aij → Aij−1 and Ai′j′ → Ai′j′ + 1, where Aij is either nij or
mij. In particular, SP random walks on the surface may be attempted into the nearest
neighbors on the surface: a randomly-chosen particle at a surface cell (i, j = si) attempts
a move to a nearest neighbor (i′, j′ = si′) on the surface, resulting in Mi → Mi − 1 and
M ′i → M ′i + 1. These attempts are accepted with Metropolis criteria with a Boltzmann
probability, pacc = exp(−∆Hν/kBT ), where ∆Hν is the resulting change in Hamiltonian
in eqn (2.10).
Finally, the deposition of CP or SP is modeled by introducing a maximum number of
particles that can be filled in a cell (i, j):







where 0 ≤ φbmax ≤ 1 is the given maximum volume fraction of CP or SP, the volume
of a particle is VP = 4πR
3/P/3, and RP is the radius of the particle, CP or SP. The
volume of a cell at (i, j) is Vij = dr
2dz and dz are the unit lengths of a lattice cell. The
deposition phase of a cell (i, j) is defined when nij > nmax. Hence, no MC move may
put more CP or SP into the cells above the deposition phases. As discussed above, we
also limit the number of SP on the surface by the maximum value to simulate different
adsorption characteristics of the surfactant:







where 0 ≤ φsmax ≤ 1 is the maximum surface area fraction of SP, Asi , is the surface
area at a cell (i, si), ASP = πR
2
SP, and RSP is the radius of SP. We assume that in the
model the surface area Asi depends only on the contact angle, making it constant with
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radius but decreasing with time. Then the maximum number concentration of SP on the









2.3 Surfactant effects on droplet dynamics and de-
position patterns
The evolution of colloidal and surfactant particles in an evaporating drop is simulated
by using the configurational Hamiltonian and the MC method as described above. In
the simulations, we assume that the contact line is pinned during evaporation. We also
fix the evaporation rate for all simulations. Note that the velocity field induced by the
coffee ring effect is inversely proportional to the drop height (u ∼ 1/h) and therefore
it increases during evaporation and becomes strongest at the final stage of evaporation
(so-called “rush-hour” effects) [60,77,78].
The following physical parameters are fixed for MC simulations in sec.2.3: the initial
contact angle is yθ = 0.698 and the contact line is pinned at R0 = 1 mm during the
entire drying time of tf = 360s. The initial numbers of cells are nr = 200 for the radius
and nz = 72 for the height. The radii of CP and SP are given as RCP = RSP = 10
−3mm.
The number of CP is NCP = 500 and the number of SP varies from NSP=100 to 800. In
addition, φbmax = 0.7, φ
s
max = 0.9, and MCS = 5000 are used. The number of SP, NSP =
250, accords with the typical order of the molar concentration reported in experiments,
which is approximately 1mM [14,15,41]. The total MC steps of MCS=5000 for the total
drying time roughly correspond to the characteristic value of evaporation induced velocity,
which is approximately 10 µms−1. Table II.1 summarizes the simulation parameters.
We first show that the addition of surfactant to the drop induces different Marangoni
flows, altering the final deposition patterns. In particular, we can change the surfactant
distribution on the surface by varying the initial SP number (Cases A–E) and the ad-
sorption rates (Cases 2–3). Case 1 without surfactant is also included to compare to
other cases. All simulation results are provided in full cross-sectional views and/or in
full top views. In particular, in the side views, the left and right half sides represent the
distributions of SP and CP, respectively, while the top views are snapshots of CP only.
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Case NSP NCP kd Q
1 0 500 - -
2 250 500 10−22 2× 105
3 250 500 10−10 2× 10−7
A 100 500 10−22 2× 105
B Case 2 reused
C 350 500 10−22 2× 105
D 450 500 10−22 2× 105
E 800 500 10−22 2× 105
Table II.1: Physical parameters of Cases 1-3 and Cases A-E
2.3.1 Effects of surfactant on dried patterns
The effect of the parameter Q on the deposited patterns is studied through the simulations
with and without surfactant. Fig. 2.3 demonstrates the deposition patterns of CP without
surfactant (Case 1) and with weak (Case 2, Q = 2×105) and strong (Case 3, Q = 2×107)
adsorption rates. Fig. 2.3(a) shows a typical ring-shaped deposition pattern (the ring in
blue at the contact line in the top view and bars in black in the side view), ensuring
the capability of the present model to reproduce coffee-ring patterns without surfactant.
In Fig. 2.3(b) and (c), as expected, the addition of surfactant to the drop induces more
distributed particles inside the domain. At the high adsorption rate, the outer ring
becomes thinner and the inner particles are more distributed. These uniform distributions
owing to the surfactant addition have been observed in many previous studies [14,15,41].
The effects of NSP on the final CP deposition patterns are also investigated. Fig. 2.4
shows the final deposition patterns of CP and the radial CP distribution profiles with
different NSP from 100 to 800. Note that the result of Case 2 is duplicated by Case B.
As NSP increases, the width of the outer ring increases (from Case A to B), after which
multi-rings develop (for Cases C–E). The final multi-ring pattern is quite different from
the more uniformly-distributed pattern of Case 3 shown in Fig. 2.3(c). This distinction
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Figure 2.3: Top view of final CP deposition (top) and its corresponding particle-number
distribution profile along the r-direction (bottom) for (a) Case 1 with NSP = 0, (b) Case
2 with NSP = 250 & Q = 2× 105, and (c) Case 3 with NSP = 250 & Q = 2× 10−7.
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Figure 2.4: Top view of final CP deposition (top) and its corresponding particle-number
distribution profile along the r-direction (bottom) for (a) Case A with NSP = 100, (b)
Case B with NSP = 250, (c) Case C with NSP = 450, (d) Case D with NSP = 550, and
(e) Case E with NSP = 800.
indicates the different roles of NSP and Q in the surfactant dynamics even though both
large NSP and small Q strengthen the Marangoni flows, as will be discussed in the next
section. It is also observed that the central regions of the depositions are empty of CP
in Cases B–E, which is primarily attributed to enhanced outward convection during the
final stage of evaporation. A similar rush-hour effect was reported in experiments by
Marin et al. [55], where particles are always dragged toward the contact line due to mass
conservation at the last stages of evaporation. The details of the effect are discussed in
the following section.
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Figure 2.5: Schematic regime map for the dried patterns varying the initial surfactant
number and the adsorption rate.
2.3.2 Effects of surfactant on flow patterns
In this section, we further investigate how different SP can change the temporal evolution
of CP before the CP deposition patterns are formed on the substrate. Fig. 2.5 shows a
summary of the different deposition patterns presented in Fig. 2.3 and 2.4 as functions
of the initial number concentration and the adsorption rate of SP. Although Marangoni
flows are enhanced by both increasing the initial number concentration of SP and the
adsorption rate, the distribution of SP on the surface and thus the flows induced by these
two features may be quite different, consequently leading to different pattern forming
processes. We consider these differences in more detail below.
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Figure 2.6: Temporal evolution of the colloidal particle distribution in the r − z plane
(top) and its radial profile (bottom) for Case 1 with NSP = 0 at different MCS: from
left to right, (a)MCS=1, (b)625, (c)1250, (d)1875, and (e)5000. The (red) dash-dot lines
in the top panels represent the drop surfaces. At the final stage of evaporation (e), the
height of a drop is zero.
2.3.2.1 Surfactant addition: coffee-rings with wider rims.
Without surfactant, the common coffee-ring pattern is observed, as in Case 1 shown in
Fig. 2.3(a). During the early stages of evaporation (Fig. 2.6(b) and (c)), particles near
the contact line are deposited in a ring-shaped pattern, while particles near the center
move gradually toward the contact line through convection (Fig. 2.6(c)–(e)). The number
of particles deposited at the contact line increases until all particles are swept toward the
contact line, and finally they merge with the ring at the edge. During evaporation, the
drop height gradually decreases and the colloidal particles accordingly move downward to
the substrate as well as outward to the contact line. This behavior is further illustrated
in Fig. 2.7 by the pathlines of three representative colloidal particles, which agrees well
with the flow patterns observed in the experiments in a drying drop [52].
Next, we investigate how the addition of surfactant to the drop changes the dynamics
of SP and CP prior to the formation of the homogeneous patterns, as in Case 2 with
NSP = 250 and Q = 2 × 105 shown in Fig. 2.3(b) and 2.5. As shown in Fig. 2.8, CP
now follow the dynamics of SP except on the surface layer where only SP are allowed
31
Figure 2.7: Traces of three representative particles in Case 1. Solid and dashed lines
represent their movements during the first and second half times, respectively
32
to transport. During the time regimes shown in Fig. 2.8(d) and (e) (side views), the
arch-shaped distribution of SP and CP suggests that there is a stratification of dominant
flows in the z-direction. Two cavities without particles are formed: one is near the surface
where the inward Marangoni flow is developed due to the SP adsorbed to the surface;
and the other near the substrate where the outward coffee-ring flow is developed and the
surface effect is minimal. The cavities near the surface and the substrate are gradually
reduced and filled with SP toward the final stage of evaporation, thereby increasing the
transport rates of surfactant to the surface.
Even at fixed Q and NSP, the most frequent adsorption locations change with time,
making the skin-forming process complicated. During the early stage of evaporation
(Fig. 2.8(a)–(c) in side views), the adsorption of SP mainly occurs at the contact line
where the SP number concentration increases with the coffee ring effect. However, it takes
time for the particles adsorbed at the contact line to fully develop an inward Marangoni
flow. Due to the Marangoni flow, the adsorbed SP recirculate along the surface toward
the center and generate a skin layer of SP growing from the contact line (Fig. 2.8(c)).
During the intermediate stages of evaporation (Fig. 2.8(c)–(f) in side views), the main
adsorption locations move inward where particles aggregate due to the balance of the
outward coffee-ring effect and the enhanced inward Marangoni effect. Finally, adsorption
occurs over the entire domain (Fig. 2.8(g) and (h) in side views) as the overall number
concentration of SP increases with evaporation.
The dynamics of CP shows unique oscillatory motions at the contact line due to the
coupling between the surfactant and droplet dynamics. To analyze the coupled dynamics,
we divide the evolution of Fig. 2.8(a)–(h) (in top views) into several time regimes during
which either Marangoni or coffee-ring effect flow is in turn dominant. In detail, (a) and
(b) is a coffee-ring-effect dominant (CRED) regime during which CP move toward the
edge, resulting in the growth of the coffee ring. (c) is a Marangoni-effect-dominant (MED)
regime (primarily at the edge) during which CP move inward, first broadening the width
of the coffee ring at the contact line and then pushing the particles toward the center
without leaving particles at the contact line. (d) is a CRED regime during which the
outer coffee ring is reformed. In this time, however, the growth rate of the ring is reduced
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Figure 2.8: Temporal evolution of Sp and CP for Case 2 with NSP = 250 and Q = 2×105
from (a) MCS=200 to (h) MCS=5000 with even intervals. The side views include both
SP (left) and CP (right) and the top views are only for CP.
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due to the presence of the Marangoni flows. (e) is a MED regime during which particles
are pushed inward but some particles remain at the edge (unlike in regime (c)) because
evaporation-induced outward flows there become stronger because of the smaller droplet
height. At the same time, Marangoni flows are lessened due to the smaller aggregation
of SP at the edge compared to the regime (d). Next, (f) and (g) is a CRED regime at
the edge but a MED regime inside the domain, where particles near the edge move to
the outer ring and those inside the domain are pushed inward at the same time, leading
to segregation of the pattern. Similar segregation of particles during evaporation has
also been observed in the experiments by Still et al. [14] The distance between the outer
ring and the inner disk increases with time and partly resembles a broad corona area
that appears at the time scale of ∼ 0.5tf [14]. Finally, (h) is a CRED regime due to the
decreased drop height and associated high outward flow. Because there is not enough
time for all particles inside to arrive at the contact line, the rim area of the dried pattern
becomes wider (as in Fig. 2.3(b)) than in the case without surfactant (Case 1).
These alternations of the dominant flows during evaporation are a unique feature of a
drying drop containing surfactant: the described behavior clearly shows how one strong
(or weak) flow induces the other strong (or weak) flow and describes the different edge
dynamics of the particles depending on the spatial strength of the Marangoni flow [15].
The result also indicates that recirculation of adsorbed SP along the surface from the
contact line to the center is essential for the dramatic contact line dynamics. The time
and length scales of oscillation depends on the relative strength of Marangoni flows, which
will be investigated in the following sections.
2.3.2.2 Adsorption rates: uniform-disk patterns.
Now we investigate how adsorption rates of SP at a fixed NSP affect the spatial distri-
bution of CP over time and the deposition pattern. Fig. 2.9 demonstrates the pattern
forming process of Case 3, where Q = 2× 10−7 and NSP = 250 are used as in Fig. 2.3(c)
and 2.5. With the increased adsorption rate, the transport of SP to the surface occurs
over the entire surface rather than in the limited contact line region where particles are
aggregated by outward hydrodynamic flows. The SP skin on the surface forms during
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Figure 2.9: Temporal evolution of Sp and CP for Case 3 with NSP = 250 and Q = 2×10−7
from (a)MCS=200 to (h)MCS=5000 with even intervals. The side views include both SP
(left) and CP (right) and the top views are only for CP.
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the early stages of evaporation and lasts throughout evaporation. Due to the SP skin,
inward Marangoni flows develop, and the coffee-ring effect at the edge and subsequent
contact line dynamics of CP are significantly suppressed (Fig. 2.9(a)–(e) in top views).
Thus most particles stay inside the domain away from the contact line and a clear coffee-
ring pattern at the pinned line does not form until the coffee-ring effect overwhelms the
Marangoni effect near the terminal drying time (Fig. 2.9(f)). During the final stage of
evaporation (Fig. 2.9(h)), there is not enough time for CP to transport to the edge, and so
an interior uniform deposition (with a deposit at the contact line) is generated as shown
in Fig. 2.9(c). From additional MC simulations (not shown here), it is found that uniform
deposition patterns are prevalent for cases with the same adsorption rates (Q = 2×10−7)
independent of NSP. This result indicates that uniform patterns can be obtained when
the adsorption rate rather than the flow dynamics (or evaporation rate) determines the
spatial distribution of the surfactant on the surface.
Note that in the present model, the desorption of SP occurs mostly near the center
where SP are saturated. However, a desorption mechanism different from the current one
can further change the surfactant dynamics and the resultant deposition patterns. As
such, we can suppose that a desorption mechanism including the electrostatic repulsion
of the ionic surfactant may capture the relevant time and length scales of stable particle
circulation reported in previous experiments by providing different SP distributions on
the surface [14].
2.3.2.3 Initial surfactant numbers:multi-ring patterns
This section presents the effects of NSP on the droplet dynamics of Case E, where NSP
is larger than Case 2 while Q is the same (Q = 2 × 105 and NSP = 800 as shown in
Fig. 2.4(e) and 2.5). Fig. 2.10 shows a skin layer of SP formed on the surface and tem-
poral arch-shaped patterns of SP and CP, which are also observed in Case 2. However,
due to the increased NSP, adsorption occurs over a larger area in an early time regime
(Fig. 2.10(a)–(c)). The SP skin induces Marangoni flows which suppress the early devel-
opment of the coffee-ring effects. Thus the clear formation of a coffee ring is delayed to the
intermediate time regime (Fig2.10(d)), which is followed by the consequent Marangoni
37
effects (Fig. 2.10(e) and (f)). It is noted that the SP skin in the early time regime is
not as dense as in Case 3 (studied in Fig. 2.9), and therefore the early suppression of
coffee ring effects is not as strong as in Case 3. Based on the comparison of CP dynamics
between Case 3 and Case E, we illustrate the different roles of NSP and Q in the SP skin
forming process. A quantitative discussion on the different roles of the parameters is also
presented in the next section. In the late time regime (Fig. 2.10(g)), the particles tend to
separate into an outer ring and an inner disk, where coffee-ring flows and Marangoni flows
are dominant at the contact line and in the interior, respectively. However, the overall
magnitudes of the two flows are weakened compared to those in Case 2 mainly because
of the stronger suppression of the early coffee-ring effects. During the final regimes of
evaporation (Fig. 2.10(g)), the remaining SP in the bulk are forced to transport to the
free surface as the overall number concentration of SP increases with evaporation. Due to
the larger number of SP adsorbed to the surface compared to Case 2, stronger Marangoni
flows are induced. That is, Marangoni effects locally compete with the rush-hour coffee
ring effects, leading to the formation of a multi-ring pattern as shown in Fig. 2.4(e).
The number of multi-rings increases with NSP as shown in Fig. 2.4. The results
suggest that multi-ring patterns can form when NSP is large enough that the induced
Marangoni effect is locally in balance with the strong rush-hour effect during the final
stage of evaporation. In addition, Q should be large enough to suppress the coffee ring
effects during the early stage of evaporation. Note that multi-ring patterns induced by
the surfactant have not yet been reported from experiments while coffee-ring and uniform
patterns have been found in pinned systems [9,41]. One possible explanation is that, for
most cases in real situations, coffee-ring effects are dominant over the entire domain
during the late stage of evaporation (as in Case 2). It is also possible that Marangoni
effects during the early stages of evaporation may dominate over the entire area of the
surface even in the presence of a small amount of surfactant (as in Case 3).
2.3.2.4 Quantitative comparison
The coffee ring flows are enhanced during evaporation since the flows are inversely propor-
tional to the droplet height. Evaporation also enhances SP concentration and therefore
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Figure 2.10: Temporal evolution of Sp and CP for Case E with NSP = 800 and Q = 2×105
from (a)MCS=200 to (h)MCS=5000 with even intervals. The side views include both SP
(left) and CP (right) and the top views are only for CP.
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Figure 2.11: Temporal evolution of the total number of SP on the surface for Cases 2, 3,
and E.
the Marangoni flows. In the previous section, it is observed that deposition patterns sen-
sitively depend on the concentration of SP on the surface of the droplet. Here, we quan-
titatively evaluate various skin-forming processes and the corresponding relative strength
of the Marangoni flows.
Fig. 2.11 shows the changes of the SP number on the surface during evaporation. For
all cases considered, it is readily observed that the number of SP on the surface grows
monotonically as the concentration of SP increases with evaporation. In particular, at
the final stage of drying, the surface touches the substrate and adsorbs all the remaining
particles from the bulk almost at once, which dramatically increases the SP number.
Case 3 (studied in Fig. 2.9) has the same NSP as Case 2 (studied Fig. 2.8), but more SP
are on the surface at a given time due to the higher adsorption rate. Case E (studied
in Fig. 2.10) has significantly large NSP, which causes more frequent adsorption over an
extended area. However, the number of SP which the surface adsorb during 1–2400 MCS
is nearly the same as in Case 2, despite the significant difference in NSP. This is because
the transport rate of SP to the surface is limited by the adsorption rate rather than the
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Figure 2.12: Temporal evolution of net outward movements of CP for Cases 1, 2, 3, and
E. The value at each time is the sum of all accepted signed random walks: the sign is
positive if accepted in the positive r-direction and negative if accepted in the negative
r-direction.
overall concentration in the bulk. As the overall bulk concentration further increases
during 2400–5000 MCS, the transport rate to the surface grows proportionally. This
implies that the rate is limited by the bulk SP concentration in this time regime.
Now we introduce a simple measure of the net outward movement (NOM) of CP
to qualitatively evaluate the relative strength of Marangoni flow and to correlate them
with the surface SP. At each MC step, we make a summation of all accepted Monte
Carlo attempts for CP in the r-direction by counting +1 for each motion in the positive
r-direction and -1 in the negative r-direction. A positive NOM indicates that outward
movement of CP from coffee-ring flow occurs more often; conversely a negative value
means that the inward movement of CP from Marangoni flow dominates.
Fig. 2.12 illustrates the competitions of the two flows over time in terms of NOM.
Case 1 is the coffee-ring flow without surfactant and hence NOM holds positive during
the entire evaporation process. It is notable that there is no rush-hour effect based on
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the monotonic decrease of NOM; fewer CP are transported to the edge since CP are
immediately deposited on arrival at the contact line. Surfactant addition to the drop
can cause Marangoni flows, which significantly change the NOM dynamics and capture
oscillatory dynamics of CP at the contact line. Initially, NOM of Cases 2, 3 and E
are smaller than those of Case 1 (and can even be negative, as in Case E). For Case
2 (studied in Fig. 2.8), NOM shows large oscillations, which suggests a strong coupling
between the surfactant dynamics and the droplet dynamics. This corresponds to the
back and forth motions of CP at the contact line shown in Fig. 2.8. At early stages of
evaporation (1–1500 MCS), strong coffee-ring flows (indicated by the sharp increase in
NOM) are seen after a short initial period with little outward flow. Subsequently, strong
Marangoni flows are induced by SP transported to the contact line along with the coffee
ring flow, which is displayed by the decrease in NOM. Due to the Marangoni effects, the
subsequent coffee ring effects are weakened. Thus, as time goes on, smaller oscillations
follow, illustrating that weak coffee-ring flows induce weak Marangoni flows, and vice
versa. At the late stages of evaporation (4500–5000 MCS), there is an increase in NOM
because of the rush-hour effect. Although the number of CP is the same as Case 1, the
oscillatory motions of CP due to surfactant delay their outward convection, resulting in
the rush-hour effect at the final stage of evaporation.
Case 3 (studied in Fig. 2.9) has a higher adsorption rate than Case 2 and shows
more frequent adsorption over a larger area. Such intensive adsorption prevents early
development of coffee-ring flows and hence suppresses any oscillatory dynamics of CP.
In particular, NOM stays near zero with no oscillation for most of the drying time and
then surges at the last minute of drying due to the rush-hour effect. Case E (studied in
Fig. 2.10) contains more SP than Case 2, while the adsorption rate is the same. The higher
surface concentration of SP suppresses the coffee-ring flows especially at the early time,
resulting in smaller oscillations in NOM. Considering that at early times, the number of
SP on the surface in Case E is roughly the same as in Case 2 (Fig. 2.11), it is reasonable
to infer that the difference in the surface distribution of SP causes the difference in NOM
behaviors. Thus the control of skin-forming processes would be essential in altering the
droplet dynamics and the associated deposition patterns.
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2.3.3 Conclusions
In this study, we have investigated deposition patterns that arise from a competition
between evaporation-induced ‘coffee-drop’ flows and surfactant-induced Marangoni flows,
using a new lattice gas model. This model uses a Monte Carlo method to find the
coupled dynamics of surfactant and colloid motion occurring in a pinned drying drop,
and simulates the deposition formation of colloidal particles. At a fixed evaporation rate,
we study the effects of adsorption rates and the initial number of SP on the strength of
the coffee-ring and Marangoni flows. The effects result from the different dynamics of
the surfactant skin formation on the drop, and cause different deposition patterns. The
recirculation of SP is essential to have oscillatory motions of CP at the contact line.
For slow adsorption rates, a transition from coffee-ring patterns with wider rim areas
to multi-ring patterns are obtained in the evaporated drops as the initial number of SP
increases. On the other hand, for fast adsorption rates, homogeneous patterns (combined
with the outer ring deposits at the contact lines) are observed independent of NSP. The
simulation results show that although the Marangoni effect overall increases with both
adsorption rate (∼ Q−1) and the initial number of SP, NSP, the role of each parameter
induces different coupled dynamics and resulting patterns. In fact, the higher Q−1 sup-
presses the earlier development of coffee-ring effects, and the larger NSP induces locally
strong Marangoni flows competing with coffee ring flows, especially during the final stage
of evaporation.
The results suggest that understanding of the spatial and temporal distribution of
SP on the surface over time is critical to the development of self-assembly techniques for
various applications that require a fine control of particle deposition from an evaporating
drop [15,79].
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2.4 Oscillation dynamics of colloidal particles caused
by surfactant in an evaporating droplet
During the evaporation of a droplet, both colloidal particles (CP) and surfactant particles
(SP) convect via the evaporation-induced capillary flow toward the contact line. SP in the
high concentration region or with high adsorption rate can easily adsorb to the surface,
creating Ma flows on the surface. We compute the surfactant concentration gradients at
the interface using the Langmuir’s isotherm and obtain the relative strength of Marangoni
flows to the capillary flow, Q, which is defined by:
Q = −uMar /uCar , (2.30)
where uCar and u
Ma
r are radial velocities computed from Eq. 2.5 using the first and





























We take z̃ = 5/6h̃ which is vertical location of droplet near the surface. By examining
the spatial and temporal evolution of Q value, we can quantitatively measure the dynamic
motions of colloidal particles during the evaporation: the change of Q shows the time
and the length scales of oscillatory motions of CP, which will be discussed later.
We first investigate the aggregation characteristics of colloidal particles using Monte
Carlo (MC) simulations as in previous studies [20,50]. Here, the aggregation of colloidal
particles represents a phenomenon that develops next to the coffee ring during the evapo-
ration [15,58]. From a series of MC simulations with different surfactant concentrations,
we found that the surfactant concentration can significantly change the flow pattern in
the droplet, and hence, we adopt two different surfactant concentrations (relatively high
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and low) for the present simulations. We also found from MC simulations with different
initial contact angles that the accumulation of particles occurs only when vertical move-
ment of particles is restricted near the droplet edge, and as such, we choose very low
initial contact angle of droplet. For all MC simulations, we adopt the following physical
parameters: the initial contact angle is θ0 = 0.1047 and the contact line is pinned at R0
= 4 mm during the entire evaporation time of tf = 600 s. The number of cells in the
radial and axial directions are nr = 600 and nz = 31, respectively. The radii of CP and
SP are specified as RCP = RSP = 10
−3 mm. The number of CP, NCP , is set to 500 and
the number of SP, NSP , varies depending on cases. The total MC steps (MCS) of 10000
is used as the total drying time, which is approximately consistent with the characteristic
value of evaporation-induced velocity of 5 µms−1. Note that all simulation results are
presented in top and side views of the portion of the droplet near the edge.
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2.4.1 Particle dynamics and flow patterns
We start by presenting the typical pattern forming process of colloidal particles during the
evaporation. Fig. 2.13 shows the top views of Case A with small NSP of 250, Case B with
NSP of 750 and Case C with large NSP of 1500. The sequence of images in time illustrate
different phases of the formation of particle aggregation and depletion zones close to
the contact line as well as the growth of a coffee ring at the contact line. !!(1)Here,
we separate the whole drying time into three different periods, depending on what the
dominant flow is: 1. the early phase (capillary flow dominant); 2. the oscillatory phase
(Ma flow becomes comparable to Ca flow); 3. the final phase (capillary flow dominant).!!
For Case A with small NSP , it is readily observed that the particle aggregation and
depletion zones develop near the droplet edge during the early phase of evaporation
(see Fig. 2.13 A1). As the droplet evaporation starts, both SP and CP are transported
to the edge by the outward capillary flow. Subsequently, SP transported to the edge
generate Marangoni flow at the contact line. Henceforth, we call this flow as an ‘outer’
Marangoni flow. In the oscillatory phase, since the outer Ma flow prevents the particles
from approaching the edge, the aggregation of CP close to the contact line starts to occur
(see Fig. 2.13 A2–A4). We found that the relative strength of the outer Ma flow to the
Ca flow determines the location of particle aggregation, repeating the periodic increase
during the evaporation. Therefore, the oscillatory motion of CP following the flow can
be also observed. In the final phase, the aggregation of CP is released so that these are
transported to the droplet edge due to the divergence of the capillary flow, called ’rush
hour effect’ (see Fig. 2.13 A5).
For Case B and C with larger NSP , the formation of the aggregation and depletion
zones during the early phase of evaporation also occurs as in Case A. For these case,
however, not only the CP but also the SP are accumulated in the aggregation zone (now
shown here), which consequently creates an additional Marangoni flow in the oscillatory
phase. We refer to this flow as an ‘inner’ Marangoni flow, which renders accumulated
particles to swirl at the aggregation zone(see Fig. 2.13 B2–B4 and C2–C4). By comparing
Fig. 2.13 A2–A4 with Fig. 2.13 B2–B4 and Fig. 2.13 C2–C4, we can identify that the
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Figure 2.13: Temporal evolution of CP for Case A with NSP = 250 (top), Case B with
NSP = 750 and Case C with NSP = 1500 (bottom). From left to right, MCS = 1200 ∼
6000 with even intervals.
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swirling of the particles occurs within a wider region in Case of larger NSP than in Case
of smaller NSP . We also find that the amount of accumulated CP in Case of larger NSP
in aggregation zone is relatively small compared to that in Case of smaller NSP . This is
because a large amount of SP creates local Marangoni flow over the entire droplet, which
consequently weakens the overall coffee ring effect.
To verify the occurrence of the inner and outer Marangoni flows, the CP patterns
and the profiles of uMar and u
Ca
r along the radial direction are shown in Fig. 2.14. From
Fig. 2.14 A2, B2 and C2, it is readily observed that uMar is slightly greater than u
Ca
r very
next to the droplet edge. This implies that the inward Marangoni flow dominates over
the capillary flow, leading to inward particle movements. This verifies the occurrence of
the outer Marangoni flow induced by the SP at the droplet edge. It is of interest to note
that the location of the aggregation zone is determined by the relative strength of the
outer Marangoni flow. The velocity profiles for each pattern identify that the aggrega-
tion zone is formed at the inner end of the region dominated by the outer Marangoni
flow. The flow repeats the periodic increase during a certain period, in which either the
Marangoni flow or the Capillary flow is in turn dominant. Therefore, it is possible to
capture the oscillatory motion of the particle by examining the temporal evolution of the
outer Marangoni flow, which will be discussed later.
For Case B and C, we can find a wide region (Marked as a green box) where uMar is
much greater than uCar . At this region, the inward Marangoni flow dominates over the
capillary flow such that as the evaporation proceeds, we can observe swirling vortices of
particles in the aggregation zone, which verifies the formation of the inner Marangoni
flow induced by the SP accumulated in the aggregation zone.!!(2,3)Since the height of
the droplet in the aggregation zone is sufficiently low for SP to adsorb on surface, the
surface coverage of SP is proportional to the SP concentration in the droplet bulk. From
the Eq.(2.8) and Eq.(2.32), note that uMar is proportional to the terms of Γ in g, i.e.
uMar ∝ Γ′/(Γ∞ − Γ), (2.33)
Therefore, the strength of the inner and outer Ma flows is proportional to the SP
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Figure 2.14: The colloidal particle patterns (top) and the profiles of uMar and u
Ca
r (bottom)
for Case A with NSP = 250 (left) and Case B with NSP = 1500 (right) at 2700 MCS.
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concentration at their locations.!! For Case A with small NSP of 250, the SP concentration
is not high enough at the region where the inner Ma flow can develop such that we cannot
observe any inner Ma flows. For Case B and C with larger NSP , however, there exist
enough SP such that the inner Marangoni flow can develop to move the CP accumulated
in the aggregation zone inward. Also, comparing Case B and C, it can be seen that
stronger inner Ma is induced in C because the SP concentration of C is higher.
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Figure 2.15: The CP patterns and the profiles of Q value for Case A with NSP = 250.
From left to right, MCS = 2665, 3015, 3050, 3380.
2.4.2 Time-dependent oscillatory movement of particles
In this section, we further investigate the influence of the flow patterns on the character-
istics of CP dynamics such as its back-and-forth movement. To explicitly identify which
flow is dominant for a given CP pattern at a specific time, we present four typical CP
distributions and the corresponding Q profile during oscillatory phases.
Fig. 2.15 shows CP patterns together with the radial profile of Q for Case A to clarify
the dependency of the CP pattern on the flow pattern. As mentioned in the previous
section, the outermost peak of Q near the droplet edge represents the strength of the outer
Ma flow. When Q is greater than unity as in Fig. 2.15 A1 and A3, the particles move
inward by the Marangoni flow, which can be confirmed by the increase of the depletion
zone. In Fig. 2.15 A2 and A4, however, Q < 1 indicates that the outward capillary flow
induced by the evaporation overwhelms the inward Marangoni flow, which causes the
aggregation zone to move outward, narrowing the depletion zone. Such alternating Q
value lasts up to about 0.8tf .
To figure out the characteristics of the particle oscillation, the temporal evolution
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of the maximum Q value, Qmax, near the droplet edge is shown in Fig. 2.16. Since
the alternating Q value around unity represents an indirect measure of the oscillating
motion of the particles, we can understand the dynamic features of particle movement
by examining the characteristics of Qmax such as the period and beginning time of its
oscillation. As shown in Fig. 2.16, the alternating Qmax value in both Cases A and B
indicates the presence of oscillatory dynamics of the particles. Note that depending on
the overall concentration of particles in the aggregation zone, the characteristics of the
oscillatory motions becomes different. When the concentration of CP is low and the
width of aggregation zone is relatively small, the back-and-forth movement of CP can be
observed, while the CP concentration is high and its width is relatively large, swirling
motions in Marangoni eddies occur.
From the simulation results, we can estimate the time scale required for the outer
Ma flow to build sufficient strength to overcome the Ca flow, preventing particles from
approaching the contact line and generating the aggregation zone close to the droplet
edge. Since the value of Q is proportional to the amount of SP located at the of the
droplet, the higher the SP concentration is, the earlier the occurrence of aggregation zone
is. It is supported by the observation in the simulations that the aggregation initiating
time of Cases A,B and C are approximately 420 MCS, 180MCS and 90 MCS, respectively.
To clearly understand the dynamic characteristics of the particle oscillation, we il-
lustrate its mechanism in Fig. 2.17 and 2.18 in terms of the dominant flows of Ca flow
and Ma flow in different locations of the droplet. In the axial direction, we separate the
droplet into two regions: 1. the top layer where the Ma flow is dominant under the influ-
ence of the surface flows; 2. the bottom layer where the Ca flow is dominant regardless of
the surface effect. In the radial direction, we also separate the droplet into two regions:
1. the aggregation zone (ri); 2. the droplet edge (R0).
Fig. 2.17 shows the dynamics of CP by the outer Ma flow for Case A. During the
early stage of the evaporation (see Fig. 2.17a), the occurrence of the aggregation and
depletion zones are determined by the early formation of the coffee ring and subsequent
development of the Ma flow. During this stage, the evaporation-induced Ca flow carries












































Figure 2.16: Temporal evolution of the maximum Q near the droplet edge for Cases A
(top) and B (bottom).
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Figure 2.17: A schematic description of the oscillatory movement of CP at different
characteristic times.
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starts at the edge, similar to that of a drying drop without surfactant. When large
enough number of surfactant particles are accumulated at the edge, the outer Ma flow
overcoming the Ca flow develop at the top layer. At the same time, both CP and SP
start to aggregate in the aggregation zone because a stagnation zone develops due to the
opposite flows of the Ma and Ca flows at r = r1.
Since the supply of SP to the coffee ring is significantly reduced by the outer Ma flow,
the strength of the flow is maintained for a certain period of time. As the evaporation
proceeds, the intensity of the coffee ring effect increases significantly in time. Therefore,
after a sufficient time for the Ca flow to overcome the Ma flow (see Fig. 2.17b), the
aggregation zone moves outward from r1 to r2. At the same time, the Ma effect, a surface
effect, is easily overwhelmed by the coffee ring effect at the bottom layer. Therefore, a
small of SP fixed at r1 is carried to the coffee ring along the bottom flow. Afterwards, as
shown in Fig. 2.17c, the outer Ma flow is enhanced by the more SP at coffee ring, which
moves the aggregation zone inward from r2 to r3. This mechanism repeats until the
competition of these two effects collapses due to the divergence of the Ma effect causing
the particle oscillation.
Fig. 2.18 shows a schematic of the CP dynamics due to the interaction between the
outer and inner Ma flows in Case C to describe why the particles are supposed to swirl.
For the same reason in Case A, the aggregation and depletion zones develop during the
early stage of the evaporation (see Fig. 2.18a). For Case C, however, the amount of SP
inducing the sufficient strength of outer Ma flow to overcome the Ca flow is supplied to
the droplet edge prior than Case A, moving up the oscillatory phase.
Due to the high initial concentration of SP, a sufficient number of SP is also accumu-
lated in r2, developing an inner Ma flow between r1 and r2 in Fig. 2.18a. Then, as shown
in Fig. 2.18b, the inner Ma flow moves the SP located at r2 to r1 along the top layer.
Subsequently particles transported to the r1 where the inner Ma flow is relatively weaker
than Ca flow move back to r2 by the Ca flow along the bottom layer. This process is also
repeated until the Ca flow diverge, leading the aggregated particles to swirl. At the same
time, the temporal evolution of the outer Ma flow follows the mechanism in Fig. 2.17
such that the position of r2 shifts back and forth periodically.
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Figure 2.18: A schematic of the swirling pattern of CP for Case B at (a) the early phase
of the evaporation and (b) a later time.
2.4.3 Conclusions
We presented the dynamics of colloidal particles in a evaporating drop of certain con-
ditions containing surfactant by computing surfactant-induced Marangoni flows using
Langmuir’s isotherm in the coarse grained model. This conditions requires an appropri-
ate surfactant concentration and a sufficiently low droplet height. Such flows generate
interesting transient motions of colloidal particles near the surface, of which direction
depends on the ratio Q, the relative strength of Marangoni(Ma) flows to the evaporation-
induced capillary flow(Ca). The Ma flows are divided by the radial position of the droplet,
one of which is called the outer Ma flow and the other is the inner Ma flow. We found
that as reported in the previous experiments, the outer Ma flow create an aggregation
zone close to the contact line. In the droplet containing low concentration of surfactant,
only outer Ma flow is significantly generated, whereas in the high concentration, both
the outer Ma and consequently inner Ma flow are generated. In the low concentration of
surfactant case, the oscillatory back and forth movement of aggregation zone are observed
where the competition between the outer Ma and Ca flow occurs, which is quantified by
their relative strength Q. Since the flow in the droplet and the motion of particles are
consistent, the oscillatory characteristics of the particles can be confirmed through the
temporal evolution of the outer Ma flow. The inner Ma flow in the case of high concentra-
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tion of surfactant makes the aggregated particles swirl. This is because the particles can
move vertically in the region where inner Ma exists. In addition, this study describes the
mechanism of particle oscillation and swirling due to interaction between each Marangoni
flow and capillary flow.
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Chapter III
Extension of pseudopotential lattice
Boltzmann method for particle
distribution in a evaporating droplet
3.1 Introduction
Multi-phase fluid flows are ubiquitous in our daily life, scientific and industrial processes.
A multi-phase system require multiple component with different phases; a liquid water
and air system need a multiple components with large density ratios; a liquid water and
oil system need a multiple components with small density contrast. Of these systems,
coffee ring phenomenon is attracting attention because drying fluids are ubiquitous in na-
ture and industrial processes. When a spilled coffee dries, a ring-shaped pattern remains
along the droplet edge, which is commonly referred to as the coffee-ring effect [45]. Since
this phenomenon is undesirable in many industrial fields, such as coating [80], nanoassem-
bly [81], nanopatterning [82], and inkjet printing [2], strategies for controlling deposition
patterns are needed based on comprehension of the mechanisms for the droplet evap-
oration and the deposition process. The flow field in an evaporating droplet has been
studied since the flow affects the behavior and deposition pattern of particles. In par-
ticular, the pioneering study of Deegan et al. [45] elucidated that the outward capillary
flow attributes to the coffee-ring effect of the droplet. Hu and Larson [9, 36] numerically
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studied the effect of temperature gradient on the droplet surface on the velocity field, and
concluded that the coffee ring pattern forms due to both the fixed contact line and the
suppression of the counteracting flow. The counteracting flow is commonly referred to
as the Marangoni flow that is generated by either temperature gradient or concentration
gradient at the liquid interface. Marin et al. [55] experimentally investigated the effect
of surfactant on the flow inside a droplet induced by evaporation.
However, few have visualized and quantitatively measured the flow field in an evap-
orating droplet to predict the final deposition pattern. Due to such limitations of the
experimental study, many studies are trying to obtain the flow field either numerically or
analytically. Maki and Kumar [83] solved the full convection-diffusion equation of colloid
particles by applying the lubrication approximation and elucidated the skin formation
by capturing the depth-wise gradient of particle concentration. For numerical studies,
Zhao and Yong [84] developed a free-energy-based multiphase lattice Boltzmann model to
simulate the evaporation of the colloidal droplet on a solid surface with specified wetting
properties. Frijters et al. [85] applied the amphiphile LB model to investigate the effect of
surfactant and compared it with the effect of colloids on droplets in the presence of shear
flow. Despite the numerical and theoretical studies for the particle-laden droplet evapo-
ration, a unified method within the LBM to predict the velocity field and the behaviors
of colloids has not been developed.
The objective of this research is to develop a new lattice Boltzmann (LB) model to
simulate the evaporation of a droplet containing colloids and surfactant. Our model con-
sists of the pseudopotential LB model for the evaporation of a droplet and the advection-
diffusion LB model for colloids. Here, we propose a new approach to retain colloids
within the droplet during the phase change of a droplet caused by solvent evaporation.
Our simulation results are two-fold: (1) the velocity fields inside the droplet and the
contact angle evolution are achieved and are compared with analytic solutions, (2) the
deposition patterns are investigated by varying the Peclet numbers.
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3.2 Model
3.2.1 The lattice Boltzmann method
As a framework of the LBM, a 2-D isothermal LBM with the D2Q9 model is adopted. The
basic idea of LBM is to treat a statistical group of fluid particles as fictitious particles. By
discretizing the Boltzmann equation with the BGK operator [22], we obtain the lattice
Boltzmann equation:
fi(x + ci∆t, t+ ∆t)− fi(x, t) = −
∆t
τ
[fi(x, t)− f eqi (x, t)], (3.1)
which describes the evolution of the particle distribution function, fi, toward the neigh-
boring node, x+ci∆t, with a discrete set of velocities, ci, and time step, ∆t. The collision
operator term expresses the relaxation of fi to the equilibrium distribution function, f
eq
i ,
by the single relaxation time, τ .
The Navier-Stokes equation can be derived through the Chapman-Enskog expansion
of Eq. 3.1 at the low Mach number limit and low Knudsen numbers. By integrating the
particle distribution function over the microscopic velocity field, macroscopic properties





3, where the specific heat ratio κ is unity for the D2Q9 method.
We can also obtain the macroscopic variables from f eqi since it enforces the mass and










3.2.2 The pseudopotential model
We can model multi-component systems by introducing interaction forces in the LBM. For
multi-component fluids consisting of K species, the evolution equation for the distribution
function of each component, fi
k(x), can be written as:
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fki (x + ci∆t, t+ ∆t)− fki (x, t) = −
∆t
τ
(fki (x, t)− f
k,eq
i (x, t)), k = 1, · · · , K, (3.3)
where the equilibrium distribution function, fi
























Shan and Chen [23] incorporated the interaction force, F, to make the fluid immiscible:




k̄(x + ci∆t, t)ci. (3.6)
The force includes the interaction between two fluid components, k and k̄, at the
nearest neighbor and the sign of parameter, G, determines whether the interaction force
is attractive (when negative) or repulsive (when positive). In the multicomponent multi-
phase model, positive G should be chosen to make separation between the components.
After equilibration, a denser phase of density ρkma and a lighter phase of density ρ
k
mi are
formed at each component. In this paper, the effective mass, ψk, is defined as:
ψk(x, t) ≡ ψ(ρk(x, t)) = 1− exp(−ρk(x, t)). (3.7)
To include the interaction force to LBM, Shan and Chen [23] introduced the equilib-
rium velocity ukeq:

















Since the interaction potential Fk is imposed, the local momentum is not conserved
before and after the collision step [86]. Therefore, the macroscopic fluid velocity, Uf ,














where ρ is the sum of densities from each component.
3.2.3 A forced advection-diffusion equation
In this section, we introduce an LB method to obtain the colloidal particle concentration,
C, dissolved in a multi-phase fluid. To model the particle concentration in the continuum
level, we assume that the diameter of particles is much smaller than the droplet height,
and hence, they can be transported by the fluid velocity. Based on the assumption, C
can be described by the advection-diffusion equation. We solve the equation using the
LB method proposed above. Note that prior to solving the advection-diffusion equation
of particle concentration, the lattice Boltzmann equation for the medium fluid is solved
separately to obtain the velocity field of the fluid.
The colloidal particle concentration in a single-phase flow can be simulated by the
method proposed by Michalis et al. [87]. In the model, the evolution of colloid particle
concentration can be described by an LB equation:
gi(x+ci∆t, t+∆t)−gi(x, t) = −
∆t
τ





F inti ∆t, i = 1, · · · , 8.
(3.11)
The truncation of the forcing term and its velocity moments are expressed by [88]:
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F inti = 0, (3.13a)∑
i
F inti ci = F
int. (3.13b)
where α and β indicate the coordinates of the system. Similar to the Shan-Chen inter-
action force, F SCα is defined by:




σ(x + ci∆t, t)ciα, (3.14)
where Gint is the coefficient of the interaction force and ψc and ψσ are the effective masses
of colloidal particles and surrounding fluid, respectively, as defined in Eq. 3.7.





























The distinctive feature of the LB method for the advection-diffusion equation com-
pared to the Navier-Stokes equation is that veq is externally obtained from the velocity of
the medium fluid (solvent), Uf , in Eq. 3.10. However, we need to modify veq by including
a force term to retain the colloidal particles in the droplet. Using the forcing scheme of
Guo et al. [89] which is applicable to single-phase flow, veq can be defined as:
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Note that this LB model for the advection-diffusion equation is adopted to solve the
concentration distribution of colloidal particles in a droplet.
3.2.4 Chapman-Enskog analysis
In this section, we perform the Chapman-Enskog analysis to derive the advection-diffusion
equation and to obtain the macroscopic velocity from the new LB model of colloidal
particles. The expansion of the distribution function of colloid, derivatives of time and


















F inti = εF
int,(1)
i . (3.18d)
Applying the Taylor series expansion to Eq. 3.11, and expanding each term using Eq. 3.18,




























































i = 0 (k ≥ 1). (3.20)




t C + ∂
(1)













































By substituting Eq. 3.22 into Eq. 3.21b and combining the equation with Eq. 3.21a, we










= Dc∇2C + E, (3.23)
















Through the Chapman-Enskog analysis, it is verified that the new LB model recovers
the advection-diffusion equation. Since the external force is imposed to the colloidal
particles at the interface of the medium fluid, the macroscopic velocity of the colloidal
particle, v, is supposed to be changed, and can be obtained from Eq. 3.23:
Uc = Uf +
(







Figure 3.1: Simulation algorithm.
3.3 Results and discussions
The present LBM simulation of an evaporation of a droplet containing colloids is com-
posed of two steps in Fig 3.1: (1) an equilibration process of a droplet so that the droplet
is in an equilibrium state and (2) a simultaneous computation of the velocity field of
the droplet and the advection-diffusion equation of colloidal particles. The equilibration
process improves the stability of the calculation by generating appropriate interfaces and
initial conditions.
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Figure 3.2: Schematic of the simulation domain.
3.3.1 Velocity field inside a pure droplet during evaporation
We first simulate the evaporation of a pure droplet with a pinned contact line to test the
pseudopotential LBM. The simulation is conducted in a 3-D domain of 101 × 101 × 51.
For the equilibration process, we use the periodic boundary conditions for all boundaries
except for the bottom substrate. The substrate is assumed to be chemically patterned
such that the hydrophilic θA ' 0◦ circle is imposed at the center of the simulation domain
and surrounded by hydrophobic θB ' 130◦ area, as illustrated in Fig. 3.2. The initial
conditions of the droplet are set to be the contact radius of R0 = 40 with the initial
contact angle of θ0 ' 90◦, and the densities of ρσmax = ρσ̄min = 0.7 and ρσmin = ρσ̄max =
0.04. The interaction parameter in Eq. 3.6 is set to Gσσ̄ = 2.8. After equilibration, we
obtain the equilibrium densities of ρσmax ≈ 0.64 and ρσmin ≈ 0.12. Then we carry out
the simulation for the evaporation of the droplet. For this, we imposed ρH = 0 at all
boundaries of the computation domain except the bottom. At bottom, the wall boundary
condition is imposed.
By assuming that the evaporation of the droplet is in a quasi-steady state and domi-
nated by the density gradient of the surrounding fluid, the surrounding fluid density ρσ
satisfies the Laplace equation,
4ρσ = 0, (3.27)
with the boundary conditions that the vapor is saturated at the constant concentration
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of ρσ = ρH . Since this boundary value problem is mathematically equivalent to the
electrostatic problem of a charged conductor, several researchers derived the formulas
and solved for ρσ. Thus, an equation describing the contact angle evolution of the droplet










where the function g = g(θ) is defined by:







tanh[τ(π − θ)]dτ}. (3.29)
To apply this equation to the multicomponent pseudopotential model, we use the diffusion













To obtain the temporal evolution of θ, we integrate numerically Eq. 3.28 using the Runge-
Kutta method.
Fig. 3.3 shows the comparison between the simulation result from pseudopotential
model and the analytic solution from solving the Eq. 3.28. The solid line indicates the
analytic solution and the symbols correspond to the results of LB simulation. In the
figure, we can observe that the magnitude of the slope of the analytic solution increases
as evaporation proceeds and that our simulation matches with the analytic solution until
t = 0.9tf . During the last 10% of the lifetime, depinning of the contact line occurs due to
large surface tension at the contact line which leads small discrepancy between simulation
data and the analytic solution.
Here, a typical outward velocity field in a droplet during evaporation is obtained
and also compared with the analytical solutions. Fig. 3.4a and Fig. 3.4b illustrate the
streamline and the outward flow of evaporative droplet, respectively.
To quantitatively compare the flow field with the analytical solution, we plot the
radial and vertical velocities corresponding to the height of the droplet [35]. For the
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Figure 3.3: The evolution of the contact angle during evaporation in a constant contact
radius mode is plotted as a function of normalized time t/tf where tf is the lifetime of
the droplet in evaporation. The solid line indicates analytic solution obtained by Eq.3.28
and the symbols correspond to the results of LB simulation.
Figure 3.4: LB simulation results at the contact angle of 40◦(t = 0.6tf ). (a)Streamline
and (b)vector field of the flow field for the right half of the droplet.
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Figure 3.5: (a)Radial and (b)vertical velocity components according to the droplet height
at 10 different radial positions from 0.1mm to 0.9mm at a contact angle of 40◦. The solid
lines correspond to the analytic solution and the dashed lines correspond to the LB
solution.
comparison, we convert the LB units to the physical system units using the characteristic
droplet radius of 1 mm and the time scale of evaporation, 6 min. As shown in Fig.3.5,
our simulation results are consistent with the analytic solution. The simulation data of
vertical velocity (Fig.3.5b) shows lower consistency with the analytic solution than that
of radial velocity (Fig.3.5a). This discrepancy comes from the spurious current [92, 93]
which is a small vortex generated near the interface. In our simulation, the magnitude of
spurious current is approximately 1× 10−4 mm/s near the interface which is comparable
to the vertical velocity.
3.3.2 Deposition patterns of colloidal particles in an evaporat-
ing droplet
In this section, we simulate the evaporation of a droplet containing colloids with a pinned
contact line. Unlike the previous result, the simulation is performed in a 2-dimensional
domain, size of 301 × 151. During equilibration process, periodic boundary conditions
are imposed at the top, left, and right boundaries and at the bottom substrate the wall
boundary condition is given. The substrate is chemically patterned, where the hydrophilic
(θA ' 0◦) substrate is imposed at the center and surrounded by hydrophobic (θB ' 130◦)
area, similar to the schematic of Fig. 3.2. The initial conditions of the droplet are set as
follows: the contact radius is R0 = 100 with the contact angle θ0 ' 90◦, and the densities
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Figure 3.6: Particle density distribution for various Peclet numbers: (a)Pe = 0.4, (b)Pe =
1.5 and (c)Pe = 3.
of ρσma = ρ
σ̄




ma = 0.04. The interaction parameter in Eq. 3.6 is set
to Gσσ̄ = 2.8. The initial density of the colloid particles is C = 0.5 within the droplet,
and the density outside of the droplet is C = 0.01. After equilibration, we obtain the
equilibrium densities of ρσma ≈ 0.64 and ρσmi ≈ 0.12.
The particle density distribution corresponding to the various Peclet number (Pe) is
obtained, which is the ratio of the rate of convection to diffusion of particles. That is,





where vc is the characteristic velocity and the diffusion coefficient for the colloidal particle,
Dc, is given by Eq. 3.24 in Section 3.2.3. Note that the characteristic velocity vc depends
on the evaporation rate which depends on the evaporation boundary density ρH . In
our simulation, the characteristic velocity is varied from 0.001 to 0.003 according to the
boundary density of ρH = 0.07 to 10
−5. In addition, we change the diffusion coefficient
from 0.1 to 0.23 by changing the relaxation parameter τ from 0.8 to 1.2.
Fig. 3.6 shows the density distribution of particle at the contact angle of 25◦. In the
simulation, we observed the particle deposition pattern in the vicinity of the contact line
for three different Peclet numbers of 0.4, 1.5, and 3.
In Fig. 3.6a of the low value Pe, density distribution is relatively homogeneous be-
cause the particle is primarily driven by the density gradient of the particle. As the
Peclet number increases, however, the convective particle motion predominates, which
leads particles to be accumulated near the contact line (known as the “coffee-ring” phe-
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Figure 3.7: Deposition profiles for various Peclet numbers.
nomenon). From Fig. 3.6b-c, it is readily observed that particles are more accumulated
at the droplet edge and the concentration at the edge increases with increasing Pe. It
is also shown in Fig. 3.7, where the density distribution is plotted for a right half of the
droplet.
3.4 Conclusions
In this paper, we develop the LB model to simulate the dynamics of colloids in an evapo-
rating droplet with a fixed contact line. We implement the pseudopotential lattice Boltz-
mann model, which is a popular method to simulate multi-phase and multi-component
fluids. The evaporation is caused by the density gradient of fluid surrounding the droplet.
Since the contact line is fixed by the local force balance, we used the chemically pat-
terned substrate to generate the unbalanced Young’s force at the hydrophobic-hydrophilic
boundary of the substrate. The local Young’s force at the contact line maintains the con-
tact line to be pinned. Then we propose a novel LB model to simulate the movements
of colloids in a drying droplet. We consider the colloidal particles as the macroscopic
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fluid model rather than a particle-based model. Using the LB model, hence, we solve the
advection-diffusion equation for colloid within the droplet. To retain colloids inside the
droplet, we impose the external force to the particle distribution function at the interface
of the droplet with a similar formulation to the interaction force of the pseudopotential
lattice Boltzmann model.
The simulation results show the applicability of the novel LB model: First, we simulate
the evaporation of a droplet with the fixed contact line and compare the evolution with
the analytic solutions. The flow field inside the droplet and the contact angle evolution
are found to agree well with the analytical results. Second, we compare the deposition
patterns in a droplet with various Peclet numbers. We show three different deposition
patterns with the Peclet numbers: Pe = 0.4, 1.5 and 3. Since the large Pe indicates
the dominance of the convective motion of particles over diffusion, we observe the high
concentration of colloids near the droplet edge when Pe = 3. Accordingly, when Pe = 0.4,
the concentration distribution of colloids is relatively homogenous in the droplet. Our
new model can be used for simulating the intricate system of a drying droplet with colloids




boundary conditions for open
boundaries in the lattice Boltzmann
method
4.1 Introduction
In this chapter, the improved characteristic boundary conditions are implemented to the
Lattice Boltzmann method, then applied to comprehensive test problems, including single
vortex-convection and vortex shedding problem. Open boundary conditions (BC) have
been an active research topic due to their importance to obtain accurate and stable so-
lutions in the conventional computational fluid dynamics (CFD) simulations. Since open
boundaries are introduced by truncating a physical domain, they may cause unrealistic so-
lution behavior such as acoustic wave reflections at the boundaries, thereby deteriorating
the accuracy and stability of interior solutions. In the CFD community, the characteris-
tic boundary conditions (CBC) for compressible flows have been regarded as one of the
most common techniques to resolve the reflections at open boundaries [33, 34,94–98]. In
general, the amplitudes of incoming waves determined from the characteristic analysis
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are carefully specified such that their reflections at the open boundaries can be minimized
in the CBC approaches.
Poinsot and Lele [94] developed the Navier-Stokes characteristic boundary conditions
(NS-CBC), which are an extension of the CBC for the Euler equations by Thompson [95,
96] with viscous and diffusive conditions. To determine the incoming wave amplitudes at
the open boundaries for the CBC, locally one-dimensional inviscid (LODI) flow is assumed
by ignoring the transverse and viscous terms in the governing equations. Although the
LODI assumption is adequate for many uni-directional flows, the conventional CBC based
on it may become problematic when the ignored terms exhibit significant values at the
boundaries: e.g. multi-dimensional flow problems. As a remedy for the conventional
CBC, the improvement of the LODI relations was devised in [33, 34] by investigating
the importance of the transverse and viscous terms in determining the incoming wave
amplitudes and by incorporating a relaxation treatment of the transverse terms into
them for outflows. The improved CBC were found to enhance the accuracy and stability
of solutions by removing spurious solution behaviors at the boundaries. As a further
extension, three-dimensional (3-D) CBC were proposed by Lodato et al. [98], in which
the treatments of edges and corners in 3-D flows were included based on the improvement
by Yoo and coworkers [33,34].
In the lattice Boltzmann methods (LBM), most recent researches on the boundary
conditions have focused on developing high-order boundary schemes for various configu-
rations [29,30], while little attention was paid on the treatment of spurious reflections at
the open boundaries [31]. At the open boundaries, the amount of particles (populations),
which may come into or reflect back to the computational domain, are pre-defined re-
gardless of flow dynamics. In fact, the macroscopic values evaluated from the pre-defined
incoming populations cannot be always compatible with those from the flow dynam-
ics [29]. For instance, it was found from [31] that solutions with commonly-used LBM
boundary conditions suffer from artificial reflections at the open boundaries. To over-
come this problem, Izquierdo et al. [32] applied the conventional CBC to the LBM for
non-reflecting open boundaries. Their results show better behavior than those from the
conventional LBM boundary conditions [31]. However, the improvement is restricted to
75
the 1-D flow case; for the 2-D flow case of a vortex shedding, unphysical wave reflec-
tions are observed with the conventional CBC [32]. To resolve this problem, Heubes et
al. [99] recently proposed new CBC by linearly combining the incoming wave amplitudes
determined by Thompson’s method and the LODI relations. Considering the recent de-
velopments of the CBC [33, 34, 97, 98] for solving compressible Navier-Stokes equation,
however, there still remains a room to re-examine the accuracy of the LBM-CBC; the
restricted one-dimensional assumption of the LODI can be released by recovering the
ignored terms in the process of the characteristic analysis [33,34].
It is of importance to note that the absorbing BC are another common approach
for open boundaries. This method was originally developed by Berenger based on the
perfectly matched layer (PML) to solve the Maxwell’s equations, and applied to many
other fields including the aero-acoustics [100–102]. Recently, Najafi-Yazdi and Mongeau
introduced the absorbing boundary conditions to LBM simulations [103]; within the PML
region, the lattice Boltzmann equations for acoustic distribution functions are modified
with additional damping terms. The stability of the PML formulation is ensured based on
the analysis of Becache et al. [104], and its accuracy can be improved with the thickness
of the PML. It is also of interest to note that the comparison between the CBC and PML
was made in the framework of the LBM [105], from which the absorbing BC based on
the PML was found to perform better than the CBC. In this comparison, however, the
conventional CBC were used and, as such, the recent improvement of the CBC has not
been fully appreciated.
The objective of the present study is, therefore, to introduce the improved and gener-
alized CBC to the LBM community and to discuss the importance of the CBC in the LBM
simulations. In the following sections, an isothermal LBM with the D2Q9 model is intro-




4.2.1 Lattice Boltzmann method
4.2.1.1 D2Q9 multi-relaxation-time lattice Boltzmann model
Instead of the lattice BGK (LBGK) model, a multi-relaxation-time (MRT) collision oper-
ator is adopted to increase the accuracy of the boundary conditions [106]. The MRT-LBM
is an extension of the LBGK model, allowing multi-relaxation times of various modes af-
ter the collision step such that the MRT model can enhance the numerical stability of the
solutions [106]. The evolution of the distribution function vector, f , in the MRT-LBM is
expressed as:
f(x + e∆t, t+ ∆t)− f(x, t) = −M−1Ŝ[m(x, t)−meq(x, t)]. (4.1)
The corresponding relaxation times, Ŝ, modes, m, and equilibrium modes, meq, are
given by:
Ŝ =diag(0, se, sε, 0, sq, 0, sq, sν , sν),
m =(ρ, e, ε, ρu, qx, ρv, qy, pxx, pyy)
T ,
meq =(ρ,−2ρ+ 3ρ0(u2 + v2), ρ− 3ρ0(u2 + v2),
ρ0u,−ρ0u, ρ0v,−ρ0v, ρ0(u2 − v2), ρ0uv)T ,
(4.2)
where ρ is the mass density, ρ0 is the initial mass density, and u = (u, v) is the
flow velocity vector. A 9 × 9 transformation matrix M in [106] is used. The transport



























4.2.1.2 Dirichlet boundary conditions of LBM
To apply the CBC to the MRT-LBM, the boundary conditions proposed by Ginzburg et
al. [29] are adopted. A 2-D domain of 0 ≤ x ≤ lx and 0 ≤ y ≤ ly is discretized by m× n
nodes in which three different types of nodes, xk = (xk, yk′), need to be defined: (1)
fluid nodes represent the nodes inside the computation domain where k = 2, · · · ,m − 1
and k′ = 2, · · · , n − 1, (2) boundary nodes, xb, denote the nodes, at least one of which
neighbor node is not a fluid node where k = 1,m or k′ = 1, n, and (3) cutlinks, xc, are
the nodes between a boundary node and an outside one where k = 1 − δq,m + δq, or
k′ = 1− δq, n+ δq, and 0 < δq < 1. In the present study, δq = 1/2 is adopted such that
the boundary conditions have the second-order accuracy.
4.2.1.2.1 Pressure/velocity conditions at inlet/outlet
In the LBM, the Dirichlet boundary condition for pressure is often used at the outlets
in which the incoming probability distribution function fī(xm, yk′ , t) can be determined
by using the outgoing fi(xm, yk′ , t). Note that ī is the opposite direction of i. Using
the pre-specified macroscopic variables p(xh, yk′ , t) = c
2
sρ(xh, yk′ , t) at the outlet cutlink
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(h = m + 1/2, and k′ = 1, · · · , n), the boundary condition at (xm, yk′) for the next time
step can be evaluated as [32]:
fī(xm, yk′ , t+ 1) =− f̃i(xm, yk′ , t) + 2f eq+i (xh, yk′ , t)
+ (2− sν)[f+i (xm, yk′ , t)− f
eq+
i (xm, yk′ , t)],
(4.5)




i are the sym-
metric parts of the distribution and the equilibrium distribution, respectively, calculated
using the macroscopic quantities and the weights for different directions, ωi:
f+i (xm, yk′ , t) =
1
2
(fi(xm, yk′ , t) + fī(xm, yk′ , t)),




ωiρ0[(ei · u(xm, yk′ , t))2 −
1
3
(u(xm, yk′ , t) · u(xm, yk′ , t))],




ωiρ0[(ei · u(xh, yk′ , t))2 −
1
3
(u(xh, yk′ , t) · u(xh, yk′ , t))],
(4.6)
where ω0 = 4/9, ω1∼4 = 1/9, and ω5∼9 = 1/36 in the D2Q9 model.
For the Dirichlet boundary conditions for the LBM, constant p(xh, yk′ , t) = p0 and/or
u(xh, yk′ , t) = u0 are often applied and as such, it may cause spurious flow behavior at the
open boundaries. In the present study, instead, p(xh, yk′ , t) and u(xh, yk′ , t) are evaluated
at each time step by solving their evolution equations derived from the 2-D CBC, which
will be explained in the next section.
In the same way, the Dirichlet boundary condition for the velocity is given at the inlet
(x1, yk′), where k
′ = 1, · · · , n as:
fī(x1, yk′ , t+ 1) = f̃i(x1, yk′ , t)− 2f eq−i (xh, yk′ , t), (4.7)
where h = 1/2 at the left cutlink and f eq−i (xh, yk′ , t) = 3ωiρ0(ei · u(xh, yk′ , t)). The
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Figure 4.2: A schematic description of the wave amplitude variations for boundaries
temporal evolution of u(xh, yk′ , t) can also be determined from their evolution equations
derived from the 2-D CBC.
4.2.2 General formulation of the CBC
In this section, the improved CBC are revisited to determine the evolution equations of
the macroscopic values, p(xc, t) and u(xc, t), at the cutlinks for the D2Q9 isothermal
LBM. For the general description of the improved CBC, a 3-D domain of 0 ≤ x ≤ lx,
0 ≤ y ≤ ly, and 0 ≤ z ≤ lz is considered here. It should be noted that the characteristic
inlet/outlet conditions are applied at the cutlinks (x = 0− δx or x = lx + δx) to compute
the microscopic boundary conditions, for example, at x = 0 or x = lx. Based on the 1-D
characteristic analysis in the x−direction, different waves crossing the boundaries (on the
yz−plane) can be decomposed into 1-D characteristic waves with the amplitudes of L(x)i .























































where t represents tangential (y− and z−) directions, cs =
√
γRT is the speed of sound,
γ = 1 is the specific heat ratio in the D2Q9 model, and u = (u, v, w) is the velocity

























































k are the characteristic velocities:
λ
(x)






4 = u, λ
(x)
5 = u+ cs. (4.10)















(γ − 1)τjk : ∇juk

, (4.11)















and µ is the dynamic viscosity, and the lower indices are the indices of coordinates:
e.g. (x1, x2, x3) is equivalent to (x, y, z).
In the CBC, it is more convenient to define the incoming wave variations in charac-
























































where T (x)i and V
(x)
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For subsonic flows with 0 ≤ u < cs, the wave corresponding to L(x)1 comes into the
computational domain and the other waves represented by L(x)2 ∼ L
(x)
5 are outgoing at
the outflow cutlink (x = lx + δx). As such, L(x)i of the outgoing waves can be simply
calculated using one-sided differences of Eq. 4.9 with the interior information. However,
additional physical information must be provided to determine L(x)1 of the incoming wave.
The physical boundary condition such as far-field pressure (p∞) condition can be properly
used for this purpose.
For example, a simple-relaxation boundary condition for pressure has been used to
determine L(x)1 in the conventional CBC [94]. At x = lx+δx, the incoming wave amplitude
L(x)1 is approximated by:
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L(x)1 = α1(p− p∞), (4.16)
where p∞ is the target pressure at x = lx + δx and α1 is the relaxation coefficient
for pressure, which is given as α1 = σ1(1 − Ma2)cs/2lx. Ma is the maximum Mach
number at the boundary and σ1 is a relaxation constant. When σ1 = 0, it becomes a
perfectly non-reflecting boundary condition but the boundary pressure may drift because
the pressure relaxation term cannot maintain it at p∞. On the contrary, it approaches
asymptotically the Dirichlet pressure condition, p = p∞, as σ1 increases from zero to
infinity. The proper choices of the relaxation coefficients are essential for the successful
control of the wave reflection [33]. In summary, all of the wave amplitudes at the outflow
boundary (x = lx + δx) are determined by:

L(x)1 = α1(p− p∞),
L(x)2,··· ,5 = from Eq. (4.9).
(4.17)
In the same way, L(x)2 , · · · , L
(x)
5 of the incoming waves are specified using prescribed
macroscopic variables at the inflow boundary (x = −δx) which are given by [33,94]:

L(x)1 = from Eq. (4.9),
L(x)2 = β2(T − T0),
L(x)3 = β3(v − v0),
L(x)4 = β4(w − w0),
L(x)5 = β5(u− u0),
(4.18)
where βi are the relaxation coefficients and the subscript 0 represents their corresponding
target values [33]. The wave amplitudes in the other directions can also be determined in
the same manner. Once all of Li are determined at all of the boundaries, the boundary
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solutions of the primitive variables (u, ρ, and p) are advanced in time using Eq. 4.8 to
determine their values at the next time step, which are eventually used to solve their
interior solution.
In the conventional CBC [94], the transverse and viscous terms are ignored based
on the LODI assumption at the open boundaries. As such, the relaxation terms in
Eqs. 4.17 and 4.18 are supposed to render the boundary solutions to converge into desired
target values in the steady limit of the flow, especially when the LODI assumption is
valid at the boundaries. However, when the flows are strongly multi-directional as in
the counterflow configuration or strong turbulence passes through the open boundaries,
the conventional CBC with simple relaxations can cause spurious and unstable solution
behaviors due to nonzero transverse and viscous terms at the boundaries [33,34,97,98]. To
properly account for transverse and viscous terms in the boundary conditions, therefore,
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At the inflow boundaries, the effects of transverse and viscous terms can effectively be





































= −β2(T − T0),
∂v
∂t
= −β3(v − v0),
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∂t












It is now clear from Eq. 4.21 that T (x)i and V
(x)
i are removed from the effective bound-
ary conditions not by just ignoring them as in the conventional CBC but by including
them in L(x)i and as such, the primitive variables can follow their target values regardless
of T (x)i and V
(x)
i . For evaluating L
(x)
1 of the outgoing wave in Eq. 4.9 at the inlet, the
derivatives are computed using a second-order forward difference approximation:
∂u
∂x
(xh, yk′ , t) ≈
1
3
(−8u(xh, yk′ , t) + 9u(x1, yk′ , t)− u(x2, yk′ , t)) . (4.22)




1 with a relaxation
treatment of T (x)1 is needed to guarantee accurate and stable solution behavior at the
outflow boundary such that L(x)1 is given by [34]:
L(x)1 = α
(x)







































1 is the relaxation coefficient for the
transverse term. It was found from the low-Mach number asymptotic analysis [34] that
a
(x)
1 should be equal to the Mach number of the mean flow. For evaluating L
(x)
2∼5 of the




(xh, yk′ , t) ≈
1
3
(8u(xh, yk′ , t)− 9u(xm, yk′ , t) + u(xm−1, yk′ , t)) . (4.25)
It is of importance to note that for LBM, Eq. 4.19 is numerically advanced in time
to obtain the primitive variables, p(xc, t) and u(xc, t), in Eqs. 4.6 and 4.7 at the cutlinks
(say, at x = xh in the x−direction). In addition, L(x)i in Eq. 4.19 should be determined
by Eqs. 4.20 and 4.23.
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4.3 Result and Discussion
4.3.1 Vortex convection problem
In this section, the importance of the inclusion of the transverse terms in L(x)1 and their
relaxation treatment at the outflow boundary is demonstrated by simulating a single-
vortex convection problem with three different CBC for LBM. Note that at the inlet,
flow distortion problem due to the transverse terms is not so critical especially in a uni-
directional flow because most of the variables are specified as in Eq. 4.20. As such,
we mainly focus on the interactions of the vortex convection with outflow boundary
































such that the vortex is convected by a uniform free stream, where the subscript ∞
represents the free stream values. C = 25cslx/10
4 is the vortex strength, cs =
√
γRT =√
1/3 with γ = 1, and Rc = lx/10 is the vortex radius. The free stream density is ρ∞ =
c2sp∞ = 1/3, and (x0, y0) = (lx/2, ly/2) is the location of vortex center [34]. The domain
consists of m = 200 and n = 200 grid points in the x− and y−directions, respectively.
The domain has dimensionless coordinates, x̃ = x/m and ỹ = y/n, and a dimensionless
time, t̃ = t(cs/m). The flow is characterized by a Mach number, Ma = u∞/cs = 0.05,
where u∞ is the velocity of the uni-directional free stream. The relaxation times are
specified as: sν = 1.8, se = sν , sε = sν , and sq = 8(2− sν)/(8− sν).
Since the isothermal D2Q9 MRT-LBM is adopted in this study, only u, v, and ρ are





















































At the outflow, L(x)1 should be evaluated in different ways depending on three CBC:
• Case 1: L(x)1 = α
(x)
1 (p− p∞), which corresponds to the outflow boundary condition




















• Case 2: L(x)1 = α
(x)




1 , which is the CBC adopted in [32]. The















1 (p− p∞). (4.29)
• Case 3: L(x)1 = α
(x)
1 (p − p∞) − a
(x)






1 , which corresponds



















For all of the three cases, σ
(x)




1 (1 −Ma2)cs/2lx and
a
(x)
1 = Ma is used based on the low-Mach number asymptotic analysis [34]. For case
3, T1,exact is zero by definition. The simple extrapolations are used for boundaries at
89
y = 0 − δy and y = ly + δy to focus on the convection downstream by the mean flow in
the x−direction. Note that the implementation of the treatments for edges and corners
for 3-D CBC in [98] is straightforward such that it is not included here.
Fig .4.3 shows the isocontours of the y−directional velocities for Cases 1 ∼ 3 at
four different times. From Case 1 where the conventional CBC is used, it is readily
observed that the vortex is distorted while passing through the outlet due to the wave
reflections generated by neglected transverse term. Even though the recovery of the
ignored transverse terms in Case 2 improves the behavior by retaining the vortex shape
longer, the flow distortion cannot be avoided at later times. However, in Case 3 where the
relaxation of the transverse term is also included, the vortex can pass through the outflow
boundary without any flow distortion. These results are consistent with those found in the
conventional CFD simulations [34], verifying that the 2-D CBC can effectively enhance
the accuracy and stability of the solution in the LBM simulations.
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Figure 4.3: Isocontours of y−directional velocity v for Cases 1 ∼ 3 (from top to bottom)
at t̃ = 1, 1801, 3601, and 4801 (from left to right).
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4.3.2 Vortex shedding problem
The superiority of the improved CBC over the conventional CBC is also demonstrated
by simulating a more complex flow induced by a vortex shedding around a square block.
Three different cases with the three different CBC are investigated as in the previous
test problem: Case 1 is the conventional LODI, Case 2 is the inclusion of the transverse
term only, and Case 3 is the improved CBC with the relaxation of the transverse terms.
Initially, a constant uniform flow u∞ is imposed on the computational domain of m =
200 and n = 200. The square block is located at x̃0 = 60 and ỹ0 = 100 with the side
length of Rc = 10. The bounce back conditions are used at the solid boundaries. The





1/3, and a Reynolds number of Re =100. As in the vortex-convection
problem, σ
(x)
1 = 0.2 and a
(x)
1 = Ma are used.
Fig. 4.4 shows the pressure isocontours of the flow around the square block for Cases
1 ∼ 3. It is readily observed from the figure that for Cases 1 and 2, significant pressure
drift occurs whenever the vortices pass through the outflow boundary, which is similar
to the results of the vortex-convection problem. For Case 3, however, the vortices can
pass through the outflow boundary without spurious pressure change, verifying that the
improved CBC with transverse relaxation should be adopted in the LBM to accurately
simulate complex flows including turbulent flows as in the compressible CFD simulations
[33,34,98,107–109].
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Figure 4.4: Isocontours of pressure p for Cases 1 ∼ 3 (from left to right) at t̃ = 39001.
4.4 Conclusion
The 2-D CBC with the proper relaxation of the transverse terms are formulated for
the isothermal MRT–LBM and tested by simulating the vortex convection and vortex
shedding problems. The test results show that the ignored transverse terms in the con-
ventional CBC can deteriorate the solution behavior at the outflow boundary and the
relaxation treatment of the transverse terms can resolve the problem. This verifies that




In this study, three main objective have been accomplished: (a) to directly study Marang-
oni effects of surfactant through the interplay between the hydrodynamics potential and
the adsorption by diffusion, (b) to propose a new approach for LBM maintaining colloidal
particles within the drying droplet and (c) to verify the improved CBC applicable to the
LBM simulations with open boundaries.
By studying the surfactant-induced Marangoni effect on droplet dynamics, we have
successfully investigated deposition pattern forming process that occurs in the competi-
tion between evaporation induced ’coffee-ring’ flows and surfactant-induced Marangoni
flows. In this study, we develop a new lattice gas model, which is used a Monte Carlo
method to find coupled dynamics of colloidal behavior and surfactant. The following is
the summary of the important findings in the study of the surfactant-induced Marangoni
effects on droplet dynamics.
• We divide the evolution of evaporation into several time regime during either
Marangoni or coffee-ring effect is in turn dominant; (a) At the early time, the
coffee ring effect is dominant. (b) At the later time, the Marangoni effect starts to
influence particle motions.
• Colloidal particles similarly follow surfactant particle dynamics when it transport
is mainly via convection (at slow adsorption rate for surfactant)
• Fast adsorption makes particle deposits more distributed, and high concentration
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creates multi-ring patterns
• The oscillatory motion of particles is successfully captured under the certain condi-
tion of a droplet in evaporation; low contact angle and low surfactant concentration
• We explain the difference in the mechanism of the oscillatory and swirling motion,
which has been roughly described in previous studies.
Using the pseudopotential LB model, we simulate the evaporation process of droplet
with pinned contact line by setting the chemically patterned boundary condition of the
substrate. We also propose an advection-diffusion equation to compute the behavior of
colloidal particles within droplet. The conclusion of the study is summarized as follows.
• We propose the new LB model that recovers the advection-diffusion equation for
colloidal particles, which is verified by Chapman-Enskog analysis.
• The force applied to the particles of the new LB model is treated in the same way
as the force of the pseudopotential LB model.
• Since we consider the colloidal particles as the macroscopic fluid model, we solve
the advection-diffusion equation for colloidal particles.
We have investigated the application of the improved characteristic boundary condi-
tions to the Boltzmann lattice method. The following summarizes the conclusions of the
studies.
• The ignored transverse terms in the conventional CBC can deteriorate the solution
behavior at the outflow boundary. The relaxation treatment of the transverse terms
that is in improved CBC can resolve this problem.
• Improved CBC can be applied to the multi-reflection boundary condition of LBM.
• This verified that the improved CBC should be applied to the LBM simulations




In this study, the velocity field inside the evaporating droplet was obtained by solving
the Navier-Stokes equation from the previous study. This is a result obtained using the
boundary conditions that fix the contact line, thus making it difficult to simulate the
droplet with constant contact angle. Therefore, we are ultimately willing to simulate the
particle behavior in a evaporating droplet by using both of the lattice Boltzmann method
for velocity field, and the Monte-Carlo method for particle dynamics. It will make it
possible to simulate the evaporating droplet under various conditions.
In addition, we perform the Monte-Carlo simulations in this study using axisymmetric
assumptions in 2D schematics. This shows the limitation that it is difficult to accurately
simulate the self-assembly of particles with axial variation. Therefore, we will extend
the 2D coarse-grained lattice model to 3D in subsequent study. We will try to simulate
the non-axisymmetric patterns such as unstable deposition patterns [20] and to provide
a detailed insight about process of deposition patterns.
Moreover, we will improve the Langmuir’s isotherm model to consider the particle-
particle interaction. In present study, only advection and diffusion (particularly for sur-
factant) were considered when calculating Hamiltonian for particle behavior. However, in
case of ’real’ self-assembly of particles, the repulsive force between particles is inversely
proportional to the their distance. At present, only the isotherm model including the
solute-solvent interaction, such as the Frumkin’s isotherm model [68], has been developed.
In the future work, hence, we will develop an isotherm model including solvent-solvent
interaction and use it to investigate the movement of particles.
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