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I. Supplementary Methods
S1. Biological examples of ITUD system
All of the following biological evidences have been collected from literatures that report the results of biological experiments with heterogeneous backgrounds such as cell lines or experimental conditions. The schematic diagrams of the examples do not cover all the regulations, but include essential biochemical reactions we are interested in. These examples do not insist the structures or dynamics of the signaling pathways are always functional in any cell line, but suggest that the systems can operate based on the configurations presented here. To confirm the existence and functionality of the exemplified signaling pathways, extensive in vitro and in vivo experiments are required to see whether the interconnected biochemical reactions occur in chosen cell lines or animal models over various conditions.
S1.1. Skp2 in c-Myc pathway
In the example of Skp2 in c-Myc pathway, Skp2 is a transcription cofactor which forms a transcriptional complex with Myc, Miz-1 and p300 to induce RhoA transcription 1 . Overexpression or knockdown of the components in the Myc-Skp2-Miz1 affected breast cancer metastasis in mouse model, and the results were positively correlated with the level of RhoA 1 .
The transcriptional activation and the subsequent destruction of transcription factor through UPS has been explained with models such as "time clock" (also known as "timer", "molecular clock", "Ub clock", "licensing") [2] [3] [4] [5] [6] [7] or "black widow" 3, 8 . In the "time clock" model, the initial mono-ubiquitination of transcription factor is a necessary event for transcriptional activation, and the subsequent maturation of ubiquitin chain (i.e., poly-ubiquitin) promotes the proteasomal degradation of the transcription factor. Thus, the stepwise linkage of ubiquitins acts as a 'timer' or 'clock' which limits the time for a single molecule of the transcription factor to activate the gene expression. In the "black widow" model, the poly-ubiquitination and the subsequent destruction of transcription factor after recruiting general transcription machineries involving RNA polymerase II holoenzyme is a necessary process for the productive initiation of transcription. The 'black widow' means a female venomous spider (transcription machineries including UPS) who eats (destructs) her male partner (transcription activator) after mating (formation of the transcription complex and transcriptional activation). Although both models have some differences, they are similar in a way that ubiquitination tightly controls life-cycle of the transcription factor at the promoter.
Diagram Regulations
The SCF(Skp2) ubiquitin ligase complex polyubiquitinates c-Myc for proteasomal proteolysis 2, 9 . Unlike other interactions between c-Myc and E3 proteins 10, 11 , the interaction between c-Myc and Skp2 does not depend on the phosphorylation of c-Myc
c-Myc can enhance the expression of Skp2 directly 12, 13 , or indirectly promote the interaction between c-Myc and Skp2 for the proteasomal degradation 14 .
Skp2 transactivates a set of c-Myc target genes. The participatory form of Skp2 in the transcriptional activation of c-Myc can be a ubiquitin ligase receptor in SCF complex for the destructive poly-ubiquitination 2, 9 , or a cofactor without ubiquitin ligase activity 1 .
S1.2. β-TrCP1 in β-catenin pathway
Human cells have two β-TrCP proteins: β-TrCP1 and β-TrCP2. Many studies reported that these β-TrCP proteins are indistinguishable in biochemical properties 15 or proteolysis of β-catenin, Wee1, IκB, etc 16 . Thus, the total amount of β-TrCP1 and β-TrCP2 in a cell that can respond to Wnt signal might be important for the proteolysis of the target proteins. In this study, however, it is assumed that β-TrCP2 does not affect the amount of total β-TrCP pool for regulating β-catenin, and it is considered as a kind of genetic redundancy 17 .
The recent papers suggest that various isoforms of β-TrCP have differences in substrate specificity, subcellular localization, and expression pattern over different tissues 18, 19 . Intriguingly, β-TrCP proteins are oppositely regulated by β-catenin/TCF signaling: β-TrCP1 is enhanced through CRD-BP which is induced by β-catenin/TCF, and β-TrCP2 is inhibited by direct binding of β-catenin on its promoter 20 . In addition, an opposite mRNA expression pattern of β-TrCP1 and β-TrCP2 in sperm development was also observed 21 . It might be interesting to understand how the balance between the concentrations of β-TrCP isoforms changes the dynamics and stability of the target proteins in the future study.
Diagram Regulations
In Wnt/β-catenin pathway, β-TrCP1 (also known as Fbw1a) in SCF complex binds to the phosphorylated β-catenin. The phosphorylation of β-catenin at serine residues 37 and 33 is mediated by destruction complex (DC). β-TrCP1 promotes the poly-ubiquitination of β-catenin for its 26S proteasomal degradation 22 . On the other hand, the phosphorylation and subsequent ubiquitination can be reversed by phosphatase (e.g. PP2A 23 ) and deubiquitinase (e.g. Fam 24 ), respectively. When Wnt signal stimulates a receptor complex of Fz and LRP5/6, the phosphorylation of β-catenin by DC is inhibited and thereby β-catenin is stabilized and accumulated in nucleus. The stabilized β-catenin in nucleus can serve as a coactivator for TCF to transactivate Wnt-responsive genes 22 . However, β-catenin that is phosphorylated at S37 and S33 is known as transcriptionally inactive 25 .
Wnt/β-catenin signaling induces expression of β-TrCP1 26 . β-catenin promotes the expression of CRD-BP 27 and then CRD-BP prevents β-TrCP1 mRNA from being degraded by miR-183 28 . The stabilized β-TrCP1 plays as a negative feedback together with Axin2 [29] [30] [31] .
β-TrCP1 cooperates with p300 to upregulate the expression of β-catenin target genes such as Cyclin D1 without ubiquitin ligase activity 32 . That is, β-TrCP1 can be a transcription cofactor for a set of β-catenin target genes.
S1.3. Wwp2 in Smad2/3 pathway
In the example of TGFβ/Smad pathway, Wwp2 can be a transcription factor which mono-ubiquitinates Gsc or acts as a cofactor of Sox9 for the transcriptional activation, respectively. Although both Gsc and Sox9 pathways can work together, we present them here in separated diagrams.
The biochemical regulations have been collected from biological experiments which are mainly related to chondrogenesis, craniofacial development and palatal formation. In some studies, TGFβ3 was used rather than TGFβ1 for TGF stimulation 33, 34 . The effects of TGFβ1 and TGFβ3 on suture-derived mesenchymal cells (SMCs) from mouse posterior frontal suture were different 35 . In contrast, TGFβ1 and TGFβ3 showed almost the same results for the induction of chondrogenesis in mesenchymal stem cells (MSCs) from human bone marrow 36 . In this study, we do not specifically distinguish both TGFβ1 and TGFβ3 in Smad pathway.
Diagram Regulations
(This diagram is drawn referring to a review of Feng and Derynck 37 ) TGFβ ligand (e.g. TGFβ1) forms a cell surface complex with "type I" and "type II" receptors (the complex contains two receptor proteins of each type). This interaction promotes the phosphorylation of type I receptors by type II receptor kinases and thereby the phosphorylated type I receptors undergo the subsequent auto-phosphorylation. Consequently, R-Smads (R-S; receptor-activated Smad such as Smad2 and Smad3) are phosphorylated by type I receptor kinases and two P-Smads (P-S; phosphorylated R-Smad) forms a trimeric complex with Co-Smad (Co; common mediator Smad such as Smad4). This Smad complex is transcriptionally active in nucleus 37 .
TGFβ/BMP signaling pathways enhance Sox9 expression 38 . Although the intermediate players for the signal transduction have not been clearly reported, Smads and TAK1 are considered as the candidates 39 .
Sox9 directly regulates the expression of Wwp2 by binding to Sox9-specific DNA-binding sequence (ACAAAGG) in the promoter region of WWP2 gene 40, 41 .
Wwp2 is a HECT-type E3 ubiquitin ligase which has intrinsic ubiquitin ligase activity. In contrast, RING type E3s such as Skp2 and β-TrCP1 have no intrinsic ubiquitin ligase activity, but merely play a role as receptors to recognize their targets. The full-length Wwp2 (Wwp-FL) promotes UPS-dependent degradation of unstimulated or stimulated Smad2/3 (R-Smads or P-Smads) with or without TGFβ signal. However, the proteolysis of Smads by Wwp-FL is relatively slow under TGFβ signal due to the behavior of Wwp2-N. Refer to a recent study 42 and a review 43 for more detailed information.
TGFβ signal allows the formation of FAST2/Smad2/Smad4 complex, termed TRF (TGFβ/activin response factor). This complex directly binds to Goosecoid (Gsc) promoter through the forkhead domain of FAST2 44 .
Mono-ubiquitination of Gsc by Wwp2 activates the expression of Gsc target genes such as Sox6
40
.
Smad3 enhances the transcriptional activity of Sox9 together with p300 in a TGFβ-dependent manner. The results of Smad2, however, were not significant 33, 34 .
Wwp2 can be a cofactor for the transcriptional activity of Sox9. Wwp2 facilitates the nuclear translocation of Sox9 and mediates the formation of transcriptional complex with Sox9 and Med25 41 .
Both of Smad3/Sox9 and Sox9-Wwp2-Med25 complexes can regulate Col2a1 gene expression. Therefore, we cannot exclude the possibility that Smad3, Sox9, Wwp2 and Med25 cooperate for the expression of Col2a1 gene in the same transcription complex.
S1.4. β-TrCP1 in Smad3 pathway
Refer to "S1.3. Wwp2 in Smad2/3 pathway" for the regulations in the canonical Smad3 pathway.
Diagram Regulations
The complex of Smad3 and Smad4 prevents UPS-dependent proteolysis of β-catenin
45
. The stabilized β-catenin can enhance the expression of β-TrCP1 through CRD-BP (refer to S1.2.
β-TrCP1 in β-catenin pathway).
β-TrCP1 promotes the UPS-dependent proteolysis of Smad4 46 .
β-TrCP1 also promotes the UPSdependent proteolysis of Smad3 47 , but it depends on the formation of complex with Smad4 46, 48 . The interaction between Smad3 and β-TrCP1 was abolished by Smad4 gene silencing.
As in the case of β-catenin, β-TrCP1 also augments the transcriptional activity of Smad3 by playing as a cofactor 32 .
S2. Development of mathematical models for ITUD system
S2.1. Details and major assumptions
The mathematical model of ITUD system (Supplementary Table S1 ) is a biochemical network consisting of one negative feedback loop and AND-gated regulation for the system output (in a point of view, the structure is a feed-forward loop with a single negative feedback). Rapid enzyme-substrate reactions and relatively slow transcriptional processes comprise the negative feedback loop, in which E3 promotes the degradation of T and T induces the expression of E3. This negative feedback loop has an important role to maintain an appropriate level of T by controlling the balance between T and E3. Degradation of a protein can be modeled in a wide range of complexity from realistic to simplified [49] [50] [51] [52] . In this study, we have reached a trade-off, in which the UPS-dependent proteolysis of T by E3 includes three reactions: 1) poly-ubiquitination, 2) deubiquitination, and 3) proteasomal destruction. All these reactions are modeled based on Michaelis-Menten (MM) type kinetics 53, 54 : the ubiquitination of T promoted by E3 is described by Eq. S1, and deubiquitination and proteasomal destruction by Eq. S2. Briggs-Haldane (BH) kinetics 55 can also be applied, but we do not distinguish the detailed assumptions between MM and BH kinetics in this study 56 .
The form of Eq. S1 is identical to that of "saturated degradation" 51 . However, the assumption stems from a different idea. While the production and accumulation of a protein incorporating the processes such as transcription, translation and post-translational modification take many minutes to hours 57 , enzyme-substrate reactions such as phosphorylation, ubiquitination, deubiquitination and proteasomal degradation occur on a second timescale 50, [58] [59] [60] . Thus, it is reasonable to assume that the total amount of enzyme changes with respect to time, when MM kinetics is included in a transcriptional network on an hour timescale. In ITUD, E3 promotes the ubiquitination of T and, at the same time, E3 is transcriptionally regulated by T. So, we have chosen Eq. S1 as the kinetics model to reflect the dynamic pool of E3 proteins active for proteolysis of T. The rest of enzyme-substrate reactions are modeled with the typical MM equation (Eq. S2), because the levels of the regulators such as deubiquitinases (deubiquitinating enzymes; DUBs) or proteasomes are assumed to be constant.
One might ask why phosphorylation is omitted in the interaction between T and E3. The phosphorylation of target proteins is important for a family of E3 ligases such as F-box proteins to recognize the target proteins. A representative example is the case of β-catenin and β-TrCP1. β-catenin has an amino acid sequence, "DSGIHS", which is called "degron" 16 . The two serine residues in the degron sequence need to be phosphorylated by the destruction complex (DC) for the interaction between β-catenin and β-TrCP. If an APC mutation occurs and thereby DC fails to form appropriately, β-catenin cannot be phosphorylated 61 . The abnormal stabilization of β-catenin due to the DC breakdown and loss of the phosphorylation has been seriously investigated in colorectal carcinogenesis 62 . In this study, however, we consider the phosphorylation as a signal to specify a target transcription factor among many substrates to undergo UPS-dependent proteolysis (cf. F-Box proteins usually have various targets 63, 64 ). As T is only one target for degradation in ITUD, we did not include the phosphorylation-dependent substrate recognition (we discuss the regulatory role of phosphorylation in the biphasic response of ITUD in the main text).
The participatory form of E3 in transcription can be a transcription cofactor without ubiquitin ligase activity, or a ubiquitin ligase for mono-ubiquitination and destructive poly-ubiquitination of T at the promoter of P. However, we do not distinguish the mode of E3 in the transcription process. We assumed that a possible degradation of T by E3 at the promoter of P in ITUD is relatively weak and thus it is negligible. By contrast, the proteolysis of T outside the promoter is independent of the transcription cycle 65 and therefore it may more actively affect the stability of T. Although UPS-mediated proteolysis linked to transcriptional activation is capable of affecting the stability of transcription factor 66, 67 , the above assumption is adopted in this study. Hence, we have employed multiplied Hill equations (Eq. S3) to describe the transcriptional regulation of P by T and E3. This AND-gated Hill function was used for modeling a coherent feed-forward loop 68 .
An alternative to the AND-gated Hill function (Eq. S3) is a model termed "E3-relaxation model" (Eq. S4, see "S2.2. Derivation of E3-relaxation model"). In the E3-relaxation model, T has a basal transcriptional activity for P regardless of E3, and E3 'relaxes' the threshold for T to achieve the active expression of P. However, this model has limitations to reflect real phenomena. Let's consider 'knockout' and 'overexpression' of T or E3 in both AND-gated Hill function and E3-relaxation function. When T is knocked out (T→0), these two functions have zeros. However, when T is overexpressed (T→∞), the AND-gated Hill function converges to a typical Hill function which depends on E3 only. In contrast, the E3-relaxation function merely converges to 1, which means that T can achieve the maximal production of P without E3. In the case of E3 knockout condition (E3→0), the AND-gated Hill function has zero, while the E3-relaxation model converges to a typical Hill function of T. When E3 is overexpressed (E3→∞), the E3-relaxation function converges to 1 (the maximal production), while the AND-gated Hill function becomes a typical Hill function of T. This means that the expression of P in the E3-relaxtion model can reach its maximal activity, irrespective of T. All the above cases are summarized as follows:
Type Condition
AND-gated Hill function E3-relaxation function
T→0 0 0 T→∞ 2 2 2 2 [ 3] [ 3] n n n E K E  1* E3→0 0 1 1 1 1 [ ] [ ] n n n T K T  E3→∞ 1 1 1 1 [ ] [ ] n n n T K T 
1*
※ The problematic results are denoted by asterisk (*).
The experimental reports, however, demonstrate E3 and T reciprocally affect each other under the overexpression condition 1,2,9,32 . Therefore, we suggest the AND-gated Hill function is more plausible for ITUD system rather than the E3-relaxation model.
The followings are the rest of assumptions to develop the mathematical models:
1. We confine the temporal dynamics of ITUD to monotonic behavior, and set the steady-state level of P as the most important measure for analyzing the system. Therefore, we rule out other properties of biological negative feedback loops such as oscillation 52, 69 , which is not within the scope of this study. Furthermore, the derivative of incoherent feed-forward loop (I-FFL) exemplified by Smad/Wwp2 is not profoundly taken into account, because simple monotonic dynamics of I-FFL is almost the same with that of negative feedback loop except that signal in I-FFL is conveyed directly from S to E3, not through T. On the other hand, Smad/Wwp2 pathway might also have negative feedback loops rather than I-FFL, if Sox9 is a downstream factor of Smad2/3 39 (see "S1.3. Wwp2 in Smad2/3 pathway").
2. The UPS-dependent degradation of T can occur in any place, including both cytoplasm and nucleus. Thus, the state variables for each protein are not divided according to subcellular localization.
3. We suppose that there is no competition for the pool of E3 between the degradation of T and the transcriptional activation of T at the promoter of P in ITUD. It is possible that the pool of E3 protein is limited in a cell 70 , and then the mode of a E3 protein can be decided according to binding affinities or extra regulations on E3 protein 71, 72 . However, the effects of the competition are not considered in this study.
4. It is assumed that E3 does not participate in the transcriptional activation of itself.
5. The values of parameter set are determined to explain the concepts and properties of the generalized system [73] [74] [75] [76] [77] . We did not intend to store biochemical information in a set of parameters, or to capture biological features of real systems [78] [79] [80] . The values of parameter set we used for analysis are presented in Supplementary Table S2 .
S2.2. Derivation of E3-relaxation model
The following is the derivation of E3-relaxation model, which is based on a comprehensible introduction for kinetics of gene regulation 81 . The E3-relaxation model explains how E3 ubiquitin ligase cooperates with T at the promoter of P (refer to the Supplementary Table S1 for the abbreviations: T, E3, and P). Transcription factor (abbr., T) binds to the promoter of P (abbr., G) and then it forms a transcription complex (abbr., TG). If n 1 molecules of T are necessary for the interaction with G, they form a transcription complex (abbr., n 1 TG). This transcription complex involving general transcriptional machineries can promote the expression of P.
On the other hand, E3 cannot form a transcription complex with G without T. The transcriptional behavior of E3 depends on T. It is shown that E3 requires T for the transcriptional activation in the T null cells (Myc was necessary for the transcriptional effects of Skp2 on Myc target genes in Myc knockout cells 9 ). Like the n 1 molecules of T, the n 2 molecules of E3 interact with the T-bound promoter and thereby they form a transcription complex, n 2 E3n 1 TG. This n 2 E3n 1 TG complex is more active than n 1 TG complex for the production of P. The binding kinetics of T and E3 is summarized as follows:
The k i and k -i are the kinetic parameters for forward and backward reactions, respectively, and the K d1 and K d2 represent dissociation constants. Now, we can get the proportion of the gene states that are transcriptionally active over all the states of the gene by substituting Eq. S5 and Eq. S6 into Eq. S7 and eliminating the state variable of G. The arrangement of the equation is:
Gene states active for transcription All states of the gene
The K 1 and K 2 stand for the half-maximal occupancies, and the n 1 and n 2 are the Hill coefficients which describe the cooperativity or the characteristics of steepness [81] [82] [83] . Eq. S8 is the final form of the E3-relaxation model. To understand why it is named "E3-relaxation", we need to divide both numerator and denominator in Eq. S8 by (K 2
). The result is Eq. S9, which is similar to the typical Hill equation. As E3 increases, this function behaves as if the half-maximal occupancy in the typical Hill function decreases (cf.
) ). In other words, E3 'relaxes' the threshold which T has to exceed for the transcriptional activation. The following figure shows how E3-relaxation model works in comparison to the AND-gated Hill function. 
T (K +E3 ) f = K K +T (K +E3 )
The E3-relaxation model allows a leakage from the transcription of T, when there is no E3. In contrast, the AND-gated Hill function has zero value if there is no E3. The 2D color plots for the function values with respect to T and E3 are roughly similar, although the shapes of the plots are slightly different between the two functions. The most noticeable difference between the AND-gated Hill function and E3-relaxation model is discussed in the previous section, "S2. 77, [84] [85] [86] . MCC characterizes the inherent properties of a given system by comparing it with alternative systems which have slightly different components or relationships from the original system (or reference system) 85 . To apply this method, we need to satisfy some requirements: 1) formulation of alternative systems, 2) internal equivalence and 3) external equivalence. These requirements help to avoid a wrong conclusion from the accidental differences between the compared systems.
In this study, the alternative systems are SNFL and DTUD (Fig. S2 and Supplementary Table S1 ). All the three systems share a negative feedback loop. The difference among these systems is the form of transcriptional regulation for the system output, P. In SNFL, P is affected by only T. In DTUD, the proteolysis and transcriptional activation are promoted by different components. That is, an additional node, I, participates in the transcriptional activation and E3 only facilitates the UPS-dependent degradation of T in DTUD.
The internal equivalence means the identical parts among the compared systems need to be the same. It is satisfied by assigning the same values to the common parameters in the negative feedback loop (Supplementary Table S2 ). On the other hand, the external equivalence controls the unique parts of each system to have almost the same results among the compared systems as long as possible. This requirement reduces the accidental differences by constraining degrees of freedom 85 . In this study, the mathematical form of the transactivation function for the production of P and the related parameters are 'controlled' to have almost the same results when a set of kinetic parameters is given. First, SNFL also has the AND-gated Hill function as the other systems do. This function, however, has a single independent variable, T, while the other systems have two independent variables. Second, the unique parameter values of the alternative systems should be determined to obtain the results that are almost the same with that of ITUD system. As the system output is the steady-state level of P (P ss ), we can achieve the external equivalence by equating the mathematical expressions for the steady-state level of P as follows: 
The left expression is the steady-state level of P in ITUD and the right one is that of SNFL. The T ss and E3 ss represent the steady-state level of T and E3, respectively. For simplicity, we set β TE3P = β TP and n E3P = n TP2 , and subsequently we can obtain the following equations derived by removing the same terms in the above equation. 
, 0
The T ss and E3 ss in ITUD are the same with those of SNFL and DTUD since they share the identical negative feedback loop. Given a set of parameters in ITUD (Supplementary Table S2 ), the constrained value of K TP2 is 0.5166 (we obtained T ss = 0.9772 and E3 ss = 0.9459 from the numerical solution of the steady-state levels, when S was 1.0). However, using the same value for K E3P and K TP2 also gives us a good estimate. When we have K E3P = K TP2 = 0.5, the ratio of the two P ss (i.e., P ss_SNFL /P ss_ITUD ) is 1.0088. This means the difference between the outputs of ITUD and SNFL using K E3P = K TP2 = 0.5 is within 1%. Indeed, the above constraint equation does not fully satisfy the criteria in MCC, because it does not include the constraint equation for DTUD system. In order to mathematically control DTUD, we should set both of the ODE of I and the related parameters in DTUD being identical to those of E3 in ITUD (Supplementary Table S1 and S2). However, this constraint results in that the whole parts of DTUD becomes identical to that of ITUD, as I becomes identical to E3. Therefore, we have a 'semi-constraint' equation for DTUD system, in which all the parameters for the transcriptional regulation of P by I are equal to those of E3 in ITUD. The following is a summary of the conditions for MCC in this study. Reference 
Mathematically controlled comparison (MCC)
ITUD
Compared systems
Alternative SNFL and DTUD
Internal equivalence
Common parameters are assigned the same values (Supplementary Table S2 ).
System property
The steady state level of system output, P 
External equivalence Constraint equation
E T K E K T             2 3 [ ] [ 3 ] ss TP E P ss T K K E  
S3. In silico cell population dynamics
Cell population dynamics in this study was implemented on CompuCell3D (CC3D), which is one of the state-of-the-art multiscale modeling platforms 87 . The cell population model of CC3D is based on the Cellular Potts Model (CPM) 88 . We developed a simple cell cycle model and integrated it with a subcellular pathway model such as SNFL, DTUD and ITUD. The ordinary differential equations of subcellular pathway models were numerically solved by Bionetsolver 89 in CC3D.
S3.1. Cell proliferation
S3.1.1. Cell cycle model
Proliferation of metazoan cells is thought to depend on various mechanisms, by which cell growth and cell cycle are controlled. In the simulation of this study, cell cycle progression for division is promoted by cell growth 90 . A cell commits to division, when cell growth is stimulated by proliferation signal and its size (cell volume) reaches a certain point (cf. in contrast, there is a report suggesting that cell division can be independent of cell size 91 ). Our cell cycle model consists of two modules: 1) subcellular pathway and 2) mitosis. These modules are implemented as Python "Steppable"s of CC3D, which are executed every simulation step. The flow diagrams of the cell cycle model are presented as the following figures (the related parameters and variables are also provided in the following tables). [P]
[level]
The level of P in subcelluar pathways such as SNFL, DTUD, and ITUD.
age the number of cell divisions
The number of divisions a cell has finished until now.
Time elapsed hour
Time a cell has spent since it is committed to cell division.
Vol VU_CC3D Converting factor; This parameter determines how much the level of P affects cell growth rate.
Mitosis module
Probability that a cell is committed to cell division.
age limit 40 the number of cell divisions
Limitation for cell division; A cell cannot divide anymore after age limit cell divisions (40 divisions in this case).
Time mitosis 24 hour
Time a cell takes to go through S -G2 -Mitosis; Cell cycle time of actively proliferating human cells is normally about 24 hours, which usually includes G1 phase. However, we separated G1 phase from the period time for stochastic effects caused by the extracellular activating signal, and merely defined this time as 24 hours.
Vol division 50 VU_CC3D
Threshold volume; A cell can start cell division when its target volume exceeds this threshold.
* VU_CC3D : volume unit in CompuCell3D
The subcellular pathway module actually deals with various tasks related to cellular physiology. It includes apoptosis, subcellular perturbation, signal stimulation, cellular activation and cell growth. Apoptosis occurs in every cell with a certain probability (P apoptosis ). The apoptotic cell is removed from the simulation space. In the perturbation condition, cells undergo the perturbation of the critical determinants (i.e., the kinetic parameters for the regulation of E3 by T; β TE3 and K TE3 ). Perturbation also occurs with a probability (P perturb ) as apoptosis does. It was implemented in a way that one of the parameter values between β TE3 and K TE3 is randomly changed for the downregulation of E3 (i.e., 10~50% decrease in β TE3 and 10~50% increase in K TE3 ). The perturbed cells might undergo another perturbation. So, β TE3 or K TE3 can be changed multiple times in a single cell. In DTUD-BE, one of the four parameters, β TE3 , K TE3 , β TI and K TI , is selected for the perturbation, as follows: Stromal cells secrete an extracellular signal, which represents the proliferation signal in the simulation. This extracellular signal should be converted to the subcellular signal S. This process can be implemented by calling Python functions of Bionetsolver. Cells are activated when the level of P exceeds a defined threshold ([P] threshold ). This activation allows fully grown cells to be committed to cell division. Cell growth is affected by the level of P, which is the output of a subcellular pathway such as ITUD. This is implemented by multiplying the level of P with a converting factor (Cf) and then adding it to the target volume (Vol target ) of the cell. The committed cell, however, is not affected by the P level and its volume is maintained by the maximum growth rate.
Mitosis module incorporates the processes of cell division. It also involves senescence, S-G2-M phases, and the commitment to cell division ('commitment' is only used for cell division in this study, not for cell differentiation). We considered cellular senescence which restricts the division of a cell whose division number exceeds a certain number of divisions (age limit ). To reflect the time a cell spends on S-G2-M phases, a time between the commitment and cytokinesis was defined (Time mitosis ) in the simulation. This condition also controls the proliferation rate of the cell population. The commitment to cell division is processed in mitosis module. Specifically, the volume of a cell is checked to see whether it is greater than a threshold volume (Vol division ) and the commitment occurs randomly with a probability (P commit ).
All types of cells except stromal cell comply with the above cell cycle model. Taking advantage of artificial properties in computational modeling, we confined the role of stromal cells to secreting extracellular signal. They do not have a subcellular pathway, perform cell division, and receive the perturbation. The growth of stromal cells is merely maintained by adding 0.05 to their target volumes every hour.
S3.1.2. Time integration
When integrating a subcellular pathway model with a cell model, the integration of time scales is one of the important issues in multiscale modeling. In the proliferation simulation, we assumed that 1 Monte Carlo
Step (MCS) of CC3D corresponds to 1 hour in a subcellular pathway. The following Python code shows how the integration is implemented via Bionetsolver. 
S3.1.3. Diffusion equation
The diffusion of extracellular signal secreted by stromal cell was modeled with the following diffusion equation. Production rate ※ The length of 1 pixel in the simulation space corresponds to 2 µm.
<A snapshot of the diffusion of extracellular signal>
The parameters of the diffusion equation were chosen to implement a phenomenon that secreted signal molecules (e.g., growth factors or mitogens) remain locally around the stromal cells. This attenuated diffusion of signal molecules can be attributed to the interaction between signal molecules and extracellular matrix (ECM) 92 .
S3.1.4. Simulation settings
The initial cell population consists of 9 stromal cells surrounded by 40 normal cells (i.e., total 7×7 cells) at the center of 400×400 µm 2 space. The rest of parameters for CC3D simulation is summarized as follows.
µm µm
S3.2. Cell migration
S3.2.1. Chemotaxis
The in silico cell migration is driven by chemotaxis 93 . It is assumed that only active cells can be attracted closely to stromal cells. Thus, active cell types (normal or perturbed) are permitted for chemotaxis. When a cell is activated, its cell adhesion strength is weakened for the facilitated movement. The lambda value we used for chemotaxis in CC3D is 5. Morphological change of a migrating cell is not considered in this study.
S3.2.2. Cell cycle model
To confine this simulation to cell migration, we manipulated cells not to divide. Thus, cells do not have the mitosis module. The subcellular pathway module used in the proliferation simulation was also employed here, but the cell growth was different. All cells have fixed growth rates (stromal cell: 0.05 and the other cell types: 0.1).
In the migration simulation, we varied the probability of perturbation. The following table shows the
Parameter Value
Steps 10000
Neighbor order 2
Contact energy
All the contact energy is 3 except that the energy between Mediums is 0.
Initial target volume 25
Lambda volume 1.0 values for three probabilities: P1, P2, and P3.
P3 is the probability that represents the harshest condition. As time integration in this simulation is different from that of the proliferation simulation (i.e., 1 MCS = 1 hour), the value of P2 is actually higher than P perturb of the proliferation simulation. It is decided every 0.3 minutes whether perturbation occurs or not in the migration simulation. Therefore, the probability that the perturbation of P2 occurs once during an hour is about 0.164 (i.e.,
   
In comparison, the perturbation probability per hour in the proliferation simulation (i.e., P perturb ) is 0.001.
S3.2.3. Time integration
In the migration simulation, we assumed 1 MCS of CC3D corresponds to 0.3 minutes (0.005 hours) in a subcellular pathway.
S3.2.4. Diffusion equation
The diffusion equation used here is the same with that of the proliferation simulation, but parameter values are different as follows. Production rate ※ The length of 1 pixel in the simulation space corresponds to 2 µm.
S3.2.5. Simulation settings
The initial cell population consists of 25 normal cells on the left side and 9 stromal cells on the right side in the 200×80 µm 2 space. The rest of parameters for CC3D simulation is summarized as follows.
To implement the diminished cell adhesion of migrating cells at active state, we configured the contact energies in CC3D as follows. 
S4. In vitro experiments
Cell culture and transfection HEK293T cells were purchased from Korean Cell Line Bank (Seoul National University, Seoul, Korea) and were maintained in Dulbecco's Modified Eagle's Medium (DMEM, PAA) supplemented with 10%
heat-inactivated fetal bovine serum (FBS, Gibco) and 100 units/ml penicillin-streptomycin (Invitrogen).
Cells were cultured at 37°C in a humidified 5% CO 2 atmosphere. Mycoplasma contamination of the cells was routinely evaluated using the e-Myco™ plus Mycoplasma PCR Detection Kit (Intron)
according to the manufacturer's instructions. For each qRT-PCR product, a single band of the expected size (approximately 100 bp) was observed using agarose gel electrophoresis (data not shown). The experiment was performed at least three times, and each qRT-PCR was performed in triplicate. The following primers were used for qRT-PCR:
Cell proliferation assay A total of 1 × 10 4 HEK293T cells were plated in 96-well plates and cultured for 24 h. Subsequently, cells were transfected, and a medium containing TGF-β or WNT3a was used for proliferation assays.
After 12 h (day 1), the number of cells was counted using a Cell Counting Kit-8 (Sigma) according to the manufacturer's instructions. The absorbance at 450 nm was measured using a microplate reader. The experiment was replicated at least three times, and each proliferation assay was performed in triplicate.
Cell migration assay
A migration assay was performed using the Cultrex 96-Well Cell Migration Assay (Trevigen Inc.)
according to the manufacturer's instructions with minor modifications. Briefly, HEK293T cells at 80%
confluence were seeded into the migration chamber after being starved in serum-free DMEM for 24 h.
DMEM containing 10% FBS and TGF-β was added to the culture chamber to trigger cell migration.
After 24 h of incubation at 37°C with 5% CO 2 , the medium was removed, and both the migration and the culture chambers were washed with phosphate-buffered saline (PBS, Gibco). Subsequently, 500 μl of cell dissociation solution/calcein-AM was added to the culture chamber of each well and incubated for 1 h. The migration chamber was subsequently discarded, and the dissociation solution/calcein-AM containing cells that were detached from the culture chamber was transferred to an assay chamber.
Calcein fluorescence was measured using a Wallac 1420 Victor2 microplate reader (Perkin Elmer) at an excitation wavelength of 485 nm and an emission wavelength of 520 nm. A standard curve was generated to determine the number of migrated cells based on the fluorescence units. The experiment was replicated at least three times, and each migration assay was performed in triplicate.
II. Supplementary Notes Supplementary Note 1. Limitation in preparing experimental systems
There is a limitation in preparing experimental systems that exactly correspond to the three mathematical models. We should manipulate the regulations such as E3 → P in a signaling pathway of ITUD to generate SNFL (or to generate ITUD from a signaling pathway of SNFL) and further need to find a component, I to realize DTUD. To realize SNFL from a signaling pathway of ITUD, for example, we might employ a protein engineering or use a specific inhibitor to disturb the interaction of E3 ubiquitin ligase with transcription complex for the expression of P. However, inhibiting E3 might also lose the ubiquitin ligase activity of E3 for UPS-dependent proteolysis of T since E3 can utilize the same domain for the proteolysis of T and transcriptional activation of P. In the case of β-catenin(T) and β-TrCP1(E3), β-TrCP1 interacts with p300 for enhancing β-catenin transcriptional activity through WD40 domain 32 , which is also used to interact with the phosphorylated β-catenin (specifically, destruction motif called 'degron') for proteolytic ubiquitination 94 . In the case of c-Myc(T) and Skp2(E3), the ubiquitination of c-Myc is necessary for the transcriptional activation as well as the UPS-dependent proteolysis 2, 9 . Thus, preventing Skp2 from participating in transcription along with maintaining Skp2-mediated proteolysis of c-Myc requires an extremely difficult experimental strategy to realize the three experimental systems for ITUD and the alternative systems. Such difficulty might also apply to other signaling pathways.
III. Supplementary Figures
Supplementary Figure S1 . Tables   Supplementary Table S1 . Mathematical models for SNFL, DTUD, and ITUD system. The numbers in brackets are parameter IDs. The dotted arrows represent the basal production or degradation rates. The red parts represent the critical determinants: β TE3 (ID: 13) and K TE3 (ID: 14).
IV. Supplementary
The ordinary differential equations for T, ubT, E3 of SNFL and DTUD are the same as those of ITUD. T T is a transcription factor which promotes the expression of target genes, E3 and P.
Ordinary differential equations ITUD
ubT ubT is the poly-ubiquitinated state of T. The ubiquitination of T is promoted by E3, and ubT can undergo proteasomal degradation.
E3
E3 represents an E3 ubiquitin ligase. It not only promotes UPS-dependent proteolysis of T, but also participates in the transcription of P. P P is the final product, which is the output of the system.
I
I is an intermeidate node that cooperates with T for the expression of P in DTUD. 
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