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For a (simple) graph G, the signless Laplacian of G is the matrix
A(G) + D(G), where A(G) is the adjacency matrix and D(G) is the
diagonal matrix of vertex degrees of G; the reduced signless Lapla-
cian of G is the matrix (G) + B(G), where B(G) is the reduced
adjacency matrix of G and (G) is the diagonal matrix whose di-
agonal entries are the common degrees for vertices belonging to
the same neighborhood equivalence class of G. A graph is said to be
(degree) maximal if it is connected and its degree sequence is not
majorizedby thedegree sequenceof anyother connected graph. For
amaximal graph, we obtain a formula for the characteristic polyno-
mial of its reduced signless Laplacian and use the formula to derive
a localization result for its reduced signless Laplacian eigenvalues,
and to compare the signless Laplacian spectral radii of two well-
knownmaximal graphs. We also obtain a necessary condition for a
maximal graph to have maximal signless Laplacian spectral radius
among all connected graphs with given numbers of vertices and
edges.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a (simple) graph G, the signless Laplacian of G is the matrix A(G) + D(G), where A(G) is the
adjacency matrix and D(G) is the diagonal matrix of vertex degrees of G. The matrix D(G) − A(G)
is the usual Laplacian of G. The adjacency matrix and the Laplacian are two matrices that have been
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most studied among graph matrices. Research on the signless Laplacian is relatively scanty, but the
concept has gradually received more attention, as it has been shown that in some sense – which can
be expressed in terms of the concept of spectral uncertainty – the signless Laplacian behaves better
than the other graphmatrices (see [8,6]). The signless Laplacian is also called the unoriented Laplacian
matrix by other people and it arose as a special case of the concept of Laplacian matrix of a mixed
graph or of a signed graph (see [11,17]).
Following Merris [13], we call a connected graph (degree) maximal if its degree sequence is not
majorized by that of other graph.
A connected graph is said to be signless Laplacian maximizing if it maximizes the spectral radius
of the signless Laplacian among all connected graphs with given numbers of vertices and edges. Our
research on the signless Laplacian has begun with the study of signless Laplacian maximizing graphs
[9,16]. The corresponding problem for the adjacency matrix is a classic problem in spectral graph
theory, for which there is a well-known conjecture (see [1] or [15, Problem AWGS.9.]). It is known
that the optimal graphs for both problems are among maximal graphs. In [16] it is shown that every
maximal graph is completely determined (up to isomorphism) by n1, . . . , nl , the cardinalities of the
neighborhood equivalence classes of the graph, and the symbol C(n1, . . . , nl) is introduced to denote
such a graph. (The precise deﬁnitions will be given later.) As proved in [5], the spectrum of the signless
Laplacianof a graphG is theunionof twomulti-sets. Theﬁrstmulti-set is the spectrumof(G) + B(G),
the reduced signless Laplacian of G, where B(G) is the reduced adjacency matrix of G and (G) is the
diagonal matrix whose diagonal entries are the common degrees δi’s for vertices belonging to the
same neighborhood equivalence class of G. The second multi-set can be described in terms of the δi’s
and the ni’s. As noted in [6, the third paragraph following Proposition 2.5], very few relations between
the signless Laplacian characteristic polynomial and the structure of G are known. The purpose of this
work is to study the signless Laplacian spectrum of a maximal graph via its reduced signless Laplacian
characteristic polynomial.
Now we describe the contents of this paper brieﬂy. In Section 2, we review some deﬁnitions and
results that wewill need. In Section 3, by a combination of elementary operations and graph-theoretic
arguments we derive a formula for the characteristic polynomial of the reduced signless Laplacian
of a maximal graph. In Section 4, we apply the formula to derive a localization result for the reduced
signless Laplacian eigenvalues of amaximal graph. One consequence is that the least signless Laplacian
eigenvalue of amaximal graph, other than a complete graph, is a reduced signless Laplacian eigenvalue.
Anupperbound for the signless Laplacian spectral radius of amaximal graph is alsoobtained. In Section
5, we apply the said formula to compare the signless Laplacian spectral radius of Gn,k with that of Hn,k ,
where Gn,k, Hn,k are well-known maximal graphs, introduced in the study of graphs with maximal
adjacency spectral radius among all connected graphs with given numbers of vertices and edges. For
k 3, it is found that, contrary to the adjacencymatrix case where all three possibilities can occur, the
signless Laplacian spectral radius ofHn,k is always greater than that ofGn,k . In Section6, theﬁnal section,
we derive a set of necessary conditions for a maximal graph to be signless Laplacian maximizing.
2. Preliminaries
Unless stated otherwise, by a graph we always mean a simple graph, i.e., one without loops nor
multiple edges.
Let G be a graph of order n with vertices v1, . . . , vn. The adjacency matrix of G is the n × n matrix
denoted and given by A(G) = [aij] where aij equals 1 or 0 depending on whether vertex vi and vertex
vj are adjacent or not. The signless Laplacian of G is the n × n matrix given by Q(G) = D(G) + A(G),
whereD(G) is the diagonal matrix of vertex degrees of G. (In [9,16], the signless Laplacian of G is called
the unoriented Laplacian matrix of G and denoted by K(G).)
When it is clear from the context, we often omit the dependence on G and denote A(G), D(G), Q(G)
simply by A, D and Q , respectively.
We refer to the eigenvalues, the spectrum and the characteristic polynomial of Q(G) as the sign-
less Laplacian eigenvalues, the signless Laplacian spectrum and the signless Laplacian characteristic
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polynomial of G. The terms Q-eigenvalues, Q-spectrum and Q-polynomial have also been used in the
literature for these objects (see, for instance, [6]).
For a vertex u of G we denote by NG(u) (or simply N(u) when there is no danger of confusion) the
set of neighbors of u in G, i.e. NG(u) := {v ∈ V(G) : uv ∈ E(G)}.
We deﬁne relations G and ∼G on V(G) by
u
G
 v if and only if N(u)\{v} ⊇ N(v)\{u},
and
u ∼G v if and only if N(u)\{v} = N(v)\{u}.
It is straightforward to verify (see, for instance, [16]) that the relation G is a pre-order, i.e. G is
reﬂexive and transitive; and∼G is an equivalence relation. In the literature, the pre-order G on V(G)
is called the vicinal pre-order of G (see [12]) and the relation∼G is called the neighborhood equivalence
relation (see [2]) on G. We will refer to the equivalence classes for ∼G as the neighborhood equivalence
classes of G.
We denote the cardinality of a set S by |S|. For every positive integer n, we use 〈n〉 to stand for the
set {1, . . . , n}.
Now we deﬁne the concepts of reduced adjacency matrix and reduced signless Laplacian as intro-
duced in [5].
Let G be a graph with neighborhood equivalence classes V1, . . . , Vl . From the deﬁnition of ∼G it is
readily checked that each Vi is either a clique or a stable set. Moreover, for any i, j ∈ 〈l〉, i /= j, either
each vertex of Vi is adjacent to every vertex of Vj or there is no edge between vertices of Vi and vertices
of Vj . For i, j ∈ 〈l〉, let γij equal 1 if there is at least one edge between a vertex of Vi and a vertex of Vj and
equal 0, otherwise. By the reduced adjacency matrix of G we mean the l × l matrix B(G) = [bij] given
by: bii equals γii(ni − 1) and bij equals γijnj for i /= j, where ni = |Vi|. By deﬁnition of ∼G , vertices
in each Vi have the same degree. Denote the common degree of vertices in Vi by δi, and let (G)
denote the l × l diagonal matrix diag(δ1, . . . , δl). We call the l × l matrix (G) + B(G) the reduced
signless Laplacian of G. We abbreviate the latter matrix as ( + B)(G). When there is no danger of
confusion, we write B, and  + B for B(G),(G) and ( + B)(G) respectively. The terms reduced
signless Laplacian eigenvalues, reduced signless Laplacian spectrum and reduced signless Laplacian
characteristic polynomial are used with the obvious meaning.
The characteristic polynomial of the signless Laplacian Q(G) and that of the reduced signless
Laplacian ( + B)(G) of G will be denoted by QG(x) and qG(x), respectively.
In [5], a theorem on the spectrum of a special kind of block-stochastic matrices is obtained and
applied to various graph matrices. In particular, for the signless Laplacian of a graph we have the
following:
Theorem 2.1. Let G be a graph with neighborhood equivalence classes V1, . . . , Vl. For each i = 1, . . . , l,
denote byni the cardinality of Vi andby δi the commondegree of the vertices inVi. Let I1 = {i ∈ 〈l〉 : ni > 1
and Viis a stable set}, and I2 = {i ∈ 〈l〉 : ni > 1 and Vi is clique}. Then
σ(Q(G)) = σ(( + B)(G)) ∪ {δi(ni − 1 times) : i ∈ I1} ∪ {(δi − 1)(ni − 1 times) : i ∈ I2},
and
ρ(Q(G)) = ρ(( + B)(G));
hence we have
QG(x) = qG(x)
∏
i∈I1
(x − δi)ni−1
∏
i∈I2
(x − δi + 1)ni−1. (2.1)
In this work we mainly make use of the following characterizing property of a maximal graph: it
is a connected graph whose vertex set can be partitioned (uniquely) into subsets V1, . . . , Vl such that|V	 l
2

| 2 and for every i, j ∈ 〈l〉, there exist edges between every vertex of Vi and every vertex of Vj
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(except when i = j and Vi is a singleton) if i + j l + 1, and there are no edges between vertices of
Vi and vertices of Vj if i + j < l + 1. In fact, V1, . . . , Vl are the neighborhood equivalence classes of G,
arranged in strict ascending order with respect to the total partial order on the quotient set V(G)/ ∼G
induced by the vicinal pre-order∼G ofG –hereweneed the fact that the vicinal pre-order of amaximal
graph is total. In [16], the symbol C(n1, . . . , nl) is introduced to denote G, where ni = |Vi|. For a fuller
discussion, see [16, Sections 3 and 4].
For the maximal graph C(n1, . . . , nl), in view of the above-mentioned characterizing property, it
is clear that for any i ∈ 〈l〉, Vi is a clique if and only if i
⌈
l+1
2
⌉
. Moreover, Vl is composed of the
dominating vertices, i.e., vertices that are adjacent to every other vertex of the graph. The δi’s can be
expressed in terms of the ni’s in the following way:
δi =
⎧⎨
⎩
∑l
j=l+1−i nj for 1 i
⌊
l
2
⌋
,∑l
j=l+1−i nj − 1 for
⌊
l
2
⌋
< i l.
(2.2)
Conversely, we have
ni = δl+1−i − δl−i for i = 1, . . . , l, i /=
⌈
l
2
⌉
, and n	 l
2

 = δ	 l+1
2

 − δ l
2
 + 1, (2.3)
where δ0 is taken to be 0.
We adopt the convention that the empty sum is taken to be 0 and the empty product is taken to be
1. (Thus we have
∑−1
j=0 nj = 0 and
∏−1
j=0 nj = 1.)
We also need the following graph-theoretic interpretation of the determinant of a square matrix:
det A is equal to the sum of all possible terms of the form
k∏
i=1
[ sgn(τi)∏τi(A)],
where τ1, . . . , τk are (vertex-)disjoint circuits of the digraph of A that cover all vertices, and if τ is
the circuit passing through the vertices vi1 , vi2 , . . . , vik , vi1 , in this order, then sgn(τ ) = (−1)k+1 and∏
τ (A), the circuit product of Awith respect to τ , is equal to ai1i2ai2i3 · · · aiki1 (see, for instance, [3, pp.
291–292]).
3. The reduced signless Laplacian characteristic polynomial of a maximal graph
Merris [13] has proved that the Laplacian spectrum of a maximal graph is equal to the multi-
set formed by the terms of the conjugate of the degree sequence of the graph, together with 0 (with
multiplicity one). Independently,HammerandKelmans [10]have studied the Laplacian spectra and the
Laplacian characteristic polynomials of threshold graphs, and hence of maximal graphs – as maximal
graphs are precisely threshold graphs that are connected. The adjacency characteristic polynomial of
a maximal graph have also been considered by Olesky et al. [14] in their study of graphs withmaximal
adjacency spectral radius. In this section, we treat the signless Laplacian characteristic polynomial of
a maximal graph.
In view of relation (2.1), to ﬁnd a formula for the characteristic polynomial of the signless Laplacian
of a maximal graph, it sufﬁces to ﬁnd a formula for that of the reduced signless Laplacian.
Theorem 3.1. Let V1, . . . , Vl(l 1) be the neighborhood equivalence classes of C(n1, . . . , nl) such that
δ1 < δ2 < · · · < δl , where δi denotes the commondegree of vertices inVi for i = 1, . . . , l.Also, set δ0 = 0.
The reduced signless Laplacian characteristic polynomial of C(n1, . . . , nl) equals
l
2
−1∏
i=0
(x − δi)
l∏
i= l
2
+1
(x − δi + 1) − 2
(
x − δ l
2
+ 1
) l2−1∑
j=0
nl−j
l
2∏
i=0
i /=j,j+1
(x − δi)
l∏
i= l
2
+1
i /=l−j
(x − δi + 1)
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if l is even, and equals
(
x − δ l+1
2
− n l+1
2
+ 1
) l−32∏
i=0
(x − δi)
l∏
i= l+3
2
(x − δi + 1)
−2
(
x − δ l+1
2
+ 1
) l−32∑
j=0
nl−j
l+1
2∏
i=0
i /=j,j+1
(x − δi)
l∏
i= l+3
2
i /=l−j
(x − δi + 1)
if l is odd.
Proof. We give the proof only for the case when l is even, the argument for the odd l case being
similar. If l = 2, the maximal graph under consideration becomes C(n1, n2) and its reduced signless
Laplacian characteristic polynomial is equal to x2 − (n + 2δ1 − 2)x + 2δ1(δ1 − 1), which agreeswith
the desired formula for l = 2.
Consider the case when l is even and l 4. Then the reduced signless Laplacian characteristic
polynomial of C(n1, . . . , nl) is equal to the determinant of the following matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x − δ1
x − δ2
x − δ3
. . .
x − δ l
2
−1
x − δ l
2
−n l
2
+1
−n l
2
x−δ l
2
+1−n l
2
+1+1
−n l
2
−1 −n l
2
−n l
2
+1
−n3 · · ·
...
...
...
−n2 −n3 · · · −n l
2
−1 −n l
2
−n l
2
+1
−n1 −n2 −n3 · · · −n l
2
−1 −n l
2
−n l
2
+1
−nl−nl−1 −nl
q −nl−1
...
q
... −nl−n l
2
+2 −nl−1 −nl
−n l
2
+2 · · · −nl−1 −nl
−n l
2
+2 · · · −nl−1 −nl
x−δ l
2
+2−n l
2
+2+1
. . .
... −nl
−n l
2
+2
. . . −nl−1
...
...
. . . x−δl−1−nl−1+1 −nl−n l
2
+2 · · · −nl−1 x−δl−nl+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
To calculate the determinant of the above matrix, we ﬁrst apply elementary operations to reduce the
number of nonzero entries, and then use a graph-theoretic argument.
On addition of −1 times the jth row to the (j + 1)th row for j = l − 1, l − 2, . . . , 1 (and in this
order), the matrix becomes
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x−δ1−x+δ1 x−δ2
−x+δ2 . . .
. . . x−δ l
2
−1
−x+δ l
2
−1 x−δ l
2−x+δ l
2
−n l
2−n l
2
−1
q
−n2−n1 −nl−nl−1
q
−n l
2
+2
−n l
2
+1
x−δ l
2
+1+1
−x+δ l
2
+1−1 x−δ l
2
+2+1
−x+δ l
2
+2−1
. . .
. . . x−δl−1+1−x+δl−1−1 x−δl+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Next, for j = 1, . . . , l
2
, by adding the (j + 1)th, (j + 2)th, . . . , l
2
th column as well as −1 times the(
l
2
+ 1
)
th, −1 times the
(
l
2
+ 2
)
th . . ., and −1 times the (l − j + 1)th column to the jth column
(and making use of relation (2.3)), we obtain the matrix B(x) which is⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
x−δ1
. . .
x−δ l
2
−2
x−δ l
2
−1
−2x+2δ l
2
−2 · · · −2x+2δ l
2
−2
x−δ l
2
+1+1
x−δ l
2
+2+1
q
x−δl−1+1 −nl−nl−1
q
−n l
2
+2
−n l
2
+1
x−δ l
2
+1+1
−x+δ l
2
+1−1 x−δ l
2
+2+1
−x+δ l
2
+2−1
. . .
. . . x−δl−1+1−x+δl−1−1 x−δl+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Fig. 1. The digraph of B(x) (with loops omitted).
We are going to compute det B(x) by the circuit-products argument.
One way to cover the vertices of the digraph of B(x) (see Fig. 1) by disjoint circuits is to use all
the loops. This contributes the term
∏ l
2
−1
i=0 (x − δi)
∏l
i= l
2
+1(x − δi + 1) to det B(x). Observe that every
circuit in the digraph of B(x), other than loops (except the one at vertex v l
2
+1), contains vertex v l
2
+1.
So in all other ways to cover the vertices of the digraph by disjoint circuits we use loops and one circuit
of length greater than one. Consider a circuit τ of length greater than one. Let vj be the vertex that lies
on τ with the smallest index. Clearly, we have 1 j l
2
. If τ is the longest such circuit, i.e., the circuit
vj, vl+1−j , vj+1, vl−j , vj+2, . . . , v l
2
−1, v l
2
+2, v l
2
, v l
2
+1, vj , then τ has even length and sgn(τ ) = −1. In
this case, the contribution to det B(x) that comes from the covering of vertices by the circuit τ , together
with loops, is
−
⎡
⎣j−2∏
i=0
(x − δi)
l∏
i=l+2−j
(x − δi + 1)
⎤
⎦ (−nl+1−j)(−2x + 2δ l
2
− 2)
×
l
2
−1∏
i=j
[(x − δl−i + 1)(−nl−i)] ,
which can also be rewritten as
−2nl+1−j(x − δ l
2
+ 1)
⎡
⎣j−2∏
i=0
(x − δi)
l∏
i=l+2−j
(x − δi + 1)
⎤
⎦
l
2
−1∏
i=j
[(x − δl−i + 1)(−nl−i)] .
If, in the above circuit τ , we replace the arcs (vl+1−j , vj+1), (vj+1, vl−j) by the arc (vl+1−j , vl−j) (but
keeping the remaining arcs) then the contribution to det B(x) is altered by replacing the factor (x −
δl−j + 1)(−nl−j) by −(−x + δl−j − 1)(x − δj), i.e., by (x − δl−j + 1)(x − δj), because in that case
the length of the circuit τ is reduced by one and we have to cover vertex vj+1 by a loop.
Wehave just considered twopossibilities for the circuitτ (forwhichvj is thevertexwith least index),
but there are many more. Note that the circuit τ is equal to a (unique) directed path P from vertex vj
to vertex v l
2
+1, followed by the edge v l
2
+1vj . The directed path P must begin with the arc (vj, vl+1−j)
as it is the only outgoing arc at vertex vj . Moreover, the vertices vl+1−i, for i = j, j + 1, . . . , l2 , all lie on
P , and for i = j, . . . , l
2
− 1, to go from vertex vl+1−i to vertex vl−i along P , either the arc (vl+1−i, vl−i)
is traversed (and the left-out vertex vi+1 is covered by a loop) or the arcs (vl+1−i, vi+1) and (vi+1, vl−i)
are traversed. Now it should not be difﬁcult to see that for j = 1, . . . , l
2
− 1, the sumof contributions to
det B(x) that come from circuits with vj as the vertex with least index, which we denote by Sj , is equal
to−2nl+1−j(x − δ l
2
+ 1)
[∏j−2
i=0(x − δi)
∏l
i=l+2−j(x − δi + 1)
]
times
∏ l
2
−1
i=j [(x − δl−i + 1)(−nl−i +
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x − δi)]. Note that the latter is equal to ∏l−j
i= l
2
+1(x − δi + 1)
∏ l
2
i=j+1(x − δi), as nl−i + δi = δi+1, in
view of relation (2.3). Upon grouping factors, Sj becomes
−2nl+1−j(x − δ l
2
+ 1)
l
2∏
i=0
i /=j−1,j
(x − δi)
l∏
i= l
2
+1
i /=l−j+1
(x − δi + 1).
There is only one circuit, other than a loop,with v l
2
as the vertexwith least index, namely, v l
2
, v l
2
+1, v l
2
.
The corresponding contribution to det B(x) is given by
S l
2
= −2(x − δ l
2
+ 1)n l
2
+1
l
2
−2∏
i=0
(x − δi)
l∏
i= l
2
+2
(x − δi + 1).
It is clear that det B(x) is equal to
∏ l
2
−1
i=0 (x − δi)
∏l
i= l
2
+1(x − δi + 1) plus
∑ l
2
j=1 Sj . So the desired
formula for the reduced signless Laplacian characteristic polynomial of C(n1, . . . , nl) follows. 
The formula for the reduced signless Laplacian characteristic polynomial of C(n1, . . . , nl) can also
be expressed in the following more symmetric form.
For even l:
 l
2
−1∏
i=0
(x − δi)
l∏
i=	 l
2

+1
(x − δi + 1) − 2(x − δ	 l
2

 + 1)
 l
2
−1∑
j=0
nl−j
×
	 l
2

∏
i=0
i /=j,j+1
(x − δi)
l∏
i=	 l
2

+1
i /=l−j
(x − δi + 1);
for odd l:
(
x − δ	 l
2

 − n	 l
2

 + 1
)  l2 −1∏
i=0
(x − δi)
l∏
i=	 l
2

+1
(x − δi + 1) − 2
(
x − δ	 l
2

 + 1
)  l2 −1∑
j=0
nl−j
×
	 l
2

∏
i=0
i /=j,j+1
(x − δi)
l∏
i=	 l
2

+1
i /=l−j
(x − δi + 1).
A comparison shows that the two formulas are the same, except that the formula for the odd case
contains the extra factor
(
x − δ	 l
2

 − n	 l
2

 + 1
)
in the ﬁrst summand.
It might also be observed that, in view of relations (2.2) and (2.3), the formula for the signless
Laplacian characteristic polynomial of the maximal graph C(n1, . . . , nl) can be given purely in terms
of n1, . . . , nl or δ1, . . . , δl . However, either way will make the formula look more complicated.
In passing, we would like to mention that in [5, Section 6], the reduced Laplacian characteristic
polynomial of C(n1, . . . , nl) is shown to be
x
	 l
2

−1∏
i=1
(x − δi)
l∏
i=	 l
2

+1
(x − δi − 1).
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Finally, we note that Cvetkovic´ et al. [6, Theorem 4.4] have also provided a graph-theoretic inter-
pretation of the coefﬁcients of the signless Laplacian characteristic polynomial of a graph, but their
result seems to be unrelated to our formula.
4. Relations between reduced signless Laplacian eigenvalues and vertex degrees of a maximal
graph
According to Theorem 2.1, the signless Laplacian spectrum σ(Q(G)) of the graph G is the union
of its reduced signless Laplacian spectrum σ(( + B)(G)), and the multi-set {δni−1i : i ∈ I1} ∪ {(δi −
1)ni−1 : i ∈ I2}. Quiteunexpectedly,whenG is amaximal graph, there is somesort of (weak) interlacing
relations between the elements of the two multi-sets, as given by the following result.
Theorem 4.1. Let V1, . . . , Vl be the neighborhood equivalence classes of C(n1, . . . , nl) such that δ1 <
δ2 < · · · < δl , where δi denotes the common degree of vertices in Vi for i = 1, . . . , l. Also, set δ0 = 0 and
δl+1 = ∞. Let λ1, λ2, . . . , λl be the reduced signless Laplacian eigenvalues of C(n1, n2, . . . , nl), arranged
in nondecreasing order.
(i) If l is odd or l is even and n l
2
+1  2, then
δi−1 < λi < δi for i = 1, . . . ,
⌊
l
2
⌋
,
and
δi − 1 < λi < δi+1 − 1 for i =
⌊
l
2
⌋
+ 1, . . . , l.
(ii) If l is even, l 4 and n l
2
+1 = 1, then
δi−1 < λi < δi for i = 1, . . . , l
2
− 2,
δ l
2
−2 < λ l
2
−1 < δ l
2
−1 = λ l
2
,
and
δi − 1 < λi < δi+1 − 1 for i =
⌊
l
2
⌋
+ 1, . . . , l.
(iii) If l = 2 and n2 = 1 then
0 = λ1 < δ1  δ2 − 1 < λ2.
Thus, the reduced signless Laplacian of C(n1, . . . , nl) always has simple eigenvalues.
Proof. Denote C(n1, . . . , nl) by G. First, we deal with the even l case.
When l = 2, using the relations δ1 = n2 and δ2 = n − 1, after some calculations, we ﬁnd that the
reduced signless Laplacian characteristic polynomial of C(n1, n2) is equal to x
2 − (n + 2δ1 − 2)x +
2δ1(δ1 − 1). So the reduced signless Laplacian eigenvalues of C(n1, n2) are given by:
λ1 =
(n − 2) + 2δ1 −
√
(n − 2)2 + 4δ1(n − δ1)
2
,
and
λ2 =
(n − 2) + 2δ1 +
√
(n − 2)2 + 4δ1(n − δ1)
2
.
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It is readily checked that (ii) (with l = 2 and n2  2) and (iii) both hold.
When l 4, using the formula for the reduced signless Laplacian characteristic polynomial of
C(n1, . . . , nl) as given in Theorem 3.1, we have
qG(0) =
l
2
−1∏
i=0
(0 − δi)
l∏
i= l
2
+1
(0 − δi + 1) − 2
l
2
−1∑
j=0
nl−j
l
2∏
i=0
i /=j,j+1
(0 − δi)
l∏
i= l
2
i /=l−j
(0 − δi + 1)
= 2nl
l
2∏
i=2
δi
l−1∏
i= l
2
(δi−1) > 0,
and so sqnqG(δ0) = (−1)0. For t = 1, . . . , l2 − 1, making use of relation (2.3) we obtain
qG(δt) =
l
2
−1∏
i=0
(δt − δi)
l∏
i= l
2
+1
(δt − δi + 1) − 2
l
2
−1∑
j=0
nl−j
l
2∏
i=0
i /=j,j+1
(δt − δi)
l∏
i= l
2
i /=l−j
(δt − δi + 1)
= −2nl−t+1
l
2∏
i=0
i /=t−1,t
(δt − δi)
l∏
i= l
2
i /=l−t+1
(δt − δi + 1) − 2nl−t
l
2∏
i=0
i /=t,t+1
(δt − δi)
l∏
i= l
2
i /=l−t
(δt − δi + 1)
= −2
l
2∏
i=0
i /=t−1,t,t+1
(δt−δi)
l∏
i= l
2
i /=l−t+1,l−t
(δt−δi+1) [nl−t+1(δt−δt+1)(δt−δl−t+1)
+ nl−t(δt−δt−1)(δt−δl−t+1+1)]
= (−1)t2nl−t+1nl−tnt
t−2∏
i=0
(δt − δi)
l
2∏
i=t+2
(δi − δt)
l∏
i= l
2
i /=l−t+1,l−t
(δi − δt − 1).
Similarly, we have
qG
(
δ l
2
)
= (−1) l2
⎡
⎢⎣
l
2
−1∏
i=0
(
δ l
2
− δi
) l∏
i= l
2
+1
(
δi − δ l
2
+ 1
)
+ 2n l
2
+1
l
2
−2∏
i=0
(
δ l
2
− δi
) l∏
i= l
2
+2
(
δi − δ l
2
− 1
)⎤⎥⎦ .
Since δi > δj whenever i > j, we conclude that
sgnqG(δt) = (−1)t for 0 t  l
2
− 2 and t = l
2
, (4.1)
and as δ l
2
− δ l
2
−1 = n l
2
+1, we also have
sgnqG
(
δ l
2
−1
)
=
⎧⎨
⎩
0 if n l
2
+1 = 1,
(−1) l2−1 if n l
2
+1 > 1.
(4.2)
For t = l
2
+ 1, . . . , l, a similar calculation yields
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qG(δt − 1) = (−1)t+12nt
l
2∏
i=0
i /=l−t,l−t+1
(δt − δi − 1)
t−1∏
i= l
2
(δt − δi)
l∏
i=t+1
(δt − δi).
So
sgnqG(δt − 1) = (−1)t+1 for t = l
2
+ 1, . . . , l. (4.3)
By relation (4.1) (respectively, relation (4.3)) and the intermediate value property of a continuous
function, for i = 1, . . . , l
2
− 2 (respectively, for i = l
2
+ 1, . . . , l), qG(x) has a root in the open interval
(δi−1, δi) (respectively, (δi − 1, δi+1 − 1)). This accounts for l − 2 roots of qG(x). By relation (4.1)
(for t = l
2
− 2, l
2
), we ﬁnd that the remaining two roots of qG(x) both belong to the open interval(
δ l
2
−2, δ l
2
)
: in more detail, in view of relation (4.2), if n l
2
+1 > 1, then qG(x) has a root in each of
the open intervals
(
δ l
2
−2, δ l
2
−1
)
and
(
δ l
2
−1, δ l
2
)
, and if n l
2
+1 = 1, then δ l
2
−1 is a root of qG(x),
which is either a double root or a simple root, and if it is a simple root then the remaining root
belongs to
(
δ l
2
−2, δ l
2
−1
)
∪
(
δ l
2
−1, δ l
2
)
. To ﬁnd out what actually happens for the case n l
2
+1 = 1, we
look at the derivative of qG(x) at δ l
2
−1. Using the formula for qG(x) and making use of the fact that
δ l
2
−1 − δ l
2
+ 1 = −n l
2
+1 + 1 = 0, we have
q′G
(
δ l
2
−1
)
=
⎡
⎢⎢⎢⎣
l
2
−1∑
s=0
l
2
−1∏
i=0
i /=s
(x − δi)
l∏
i= l
2
+1
(x − δi + 1) +
l∑
s= l
2
+1
l
2
−1∏
i=0
(x − δi)
l∏
i= l
2
+1
i /=s
(x − δi + 1)
⎤
⎥⎥⎥⎦
x=δ l
2
−1
− 2
l
2
−1∑
j=0
nl−j
l
2∏
i=0
i /=j,j+1
(
δ l
2
−1 − δi
) l∏
i= l
2
+1
i /=l−j
(
δ l
2
−1 − δi + 1
)
=
⎛
⎜⎝
l
2
−2∏
i=0
(
δ l
2
−1 − δi
) l∏
i= l
2
+1
(
δ l
2
−1 − δi + 1
)
− 2n l
2
+1
l
2
−2∏
i=0
(
δ l
2
−1 − δi
) l∏
i= l
2
+2
(
δ l
2
−1 − δi + 1
)⎞⎟⎠
− 2n l
2
+2
(
δ l
2
−1 − δ l
2
)(
δ l
2
−1 − δ l
2
+1 + 1
) l2−3∏
i=0
(
δ l
2
−1 − δi
) l∏
i= l
2
+3
(
δ l
2
−1 − δi + 1
)
= (−1) l2
l
2
−3∏
i=0
(
δ l
2
−1 − δi
) l∏
i= l
2
+3
(
δi − δ l
2
−1 − 1
)
n l
2
+2
×
[(
δ l
2
+1 − δ l
2
−1 − 1
)(
δ l
2
+2 − δ l
2
−1 − 3
)
+ 2
(
δ l
2
+2 − δ l
2
−1 − 1
)]
.
Hence we have sgnq′G
(
δ l
2
−1
)
= (−1) l2 and so δ l
2
−1 cannot be a double root of qG(x).
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If l
2
is an odd integer, then qG
(
δ l
2
−2
)
and q′G
(
δ l
2
−1
)
are both negative. Since qG
(
δ l
2
−1
)
= 0,
qG(x) is positive for x less than δ l
2
−1, sufﬁciently close to it. It follows that qG(x)must have a root lying
in the open interval
(
δ l
2
−2, δ l
2
−1
)
. If l
2
is an even integer, by a similar argumentwe can draw the same
conclusion.
In the above, we have established the even case of part (i), part (ii) and part (iii).
Now suppose l is odd. When l = 1, we have δ1 = n − 1 and λ1 = 2n − 2. So the inequality δ1 −
1 < λ1 < δ2 − 1 is clearly satisﬁed. (Here there is no need to consider the inequalities δi−1 < λi < δi
for i = 1, . . . ,
⌊
l
2
⌋
, as there is no such i.)
For odd l 3, by calculation we have
qG(0) = (−1)l2nl
l+1
2∏
i=2
δi
l−1∏
i= l+1
2
(δi − 1),
and so
sgnqG(δ0) = −1.
For t = 1, 2, . . . , l−3
2
, we have
qG(δt) = (−1)t+12nl−tnl−t+1nt
t−2∏
i=0
(δt − δi)
l+1
2∏
i=t+2
(δi − δt)
l∏
i= l+1
2
i /=l−t,l−t+1
(δi − δt − 1);
hence
sgnqG(δt) = (−1)t+1 for t = 1, 2, . . . , l − 3
2
.
We also have
qG
(
δ l−1
2
)
= (−1) l−32 2n l+3
2
(
n l+1
2
− 1
)(
δ+3
2
− δ l+1
2
) l−52∏
i=0
(
δ l−1
2
− δi
) l∏
i= l+5
2
(
δi − δ l−1
2
− 1
)
,
which implies
sgnqG
(
δ l−1
2
)
= (−1) l+12 .
In view of
qG
(
δ l+1
2
− 1
)
= (−1) l+12
l−3
2∏
i=0
(
δ l+1
2
− 1 − δi
)
n l+1
2
l∏
i= l+3
2
(
δi − δ l+1
2
)
,
we have
sgnqG
(
δ l+1
2
− 1
)
= (−1) l+12 .
For t = l+3
2
, . . . , l, we have
qG(δt − 1) = (−1)t2nt
l+1
2∏
i=0
i /=l−t,l−t+1
(δt − 1 − δi)
t−1∏
i= l+1
2
(δt − δi)
l∏
i=t+1
(δi − δt),
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and hence
sgnqG(δt − 1) = (−1)t for t = l + 3
2
, . . . , l.
Now we readily draw the desired conclusions. This completes the proof. 
Corollary 4.2. If the maximal graph C(n1, . . . , nl) has n vertices and if l 3 then
ρ(Q(G)) < n − 1 +
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
min
{
2δ l
2
− 1, δl−1
}
if l is even and nl = 1,
min
{
2δ l
2
− 1, n − 1
}
if l is even and nl  2,
min
{
δ l−1
2
+ δ l+1
2
, δl−1
}
if l is odd and nl = 1,
min
{
δ l−1
2
+ δ l+1
2
, n − 1
}
if l is odd andnl  2.
Proof. As for Theorem 4.1 we denote by λ1, . . . , λl the reduced signless Laplacian eigenvalues of
C(n1, . . . , nl), arranged in nondecreasing order. By Theorem 2.1, ρ(Q(G)) = ρ(( + B)(G)) = λl .
So we have ρ(Q(G)) = tr( + B) −∑l−1i=1 λi. As the sum of diagonal entries of  + B is ∑li=1 δi +∑l
i=
[
l
2
]
+1(ni − 1), by Theorem 4.1 we have
ρ(Q(G)) =
l∑
i=1
δi +
l∑
i=
[
l
2
]
+1
(ni − 1) −
[
l
2
]
∑
i=1
λi −
l−1∑
i=
[
l
2
]
+1
λi
<
[
l
2
]
∑
i=1
δi +
l∑
i=
[
l
2
]
+1
(δi − 1) +
l∑
i=
[
l
2
]
+1
ni −
[
l
2
]
∑
i=1
δi−1 −
l−1∑
i=
[
l
2
]
+1
(δi − 1)
= δ[ l
2
] + δl − 1 +
l∑
i=
[
l
2
]
+1
ni
=
{
n + 2δ l
2
− 2 if l is even
n + δ l−1
2
+ δ l+1
2
− 1 if l is odd ,
where the last equality holds by (2.2).
On the other hand, since l 3, C(n1, . . . , nl) is not regular nor semi-regular; so by a well-known
upper bound for the signless Laplacian spectral radius of a graph (see [6, Theorem 4.7] or [9, Lemma
B]), we have
ρ(Q(C(n1, . . . , nl)) < max{d(u) + d(v) : uv ∈ E(C(n1, . . . , nl))}.
Also, it is clear that
max{d(u) + d(v) : uv ∈ E(C(n1, . . . , nl))} =
{
2n − 2 if nl  2,
δl−1 + n − 1 if nl = 1.
Soρ(Q(G)) is less than 2n − 2 or δl−1 + n − 1, according towhether nl  2 or nl = 1. Combiningwith
the upper bound for ρ(Q(G)) obtained at the beginning, we can now draw the desired conclusion. 
According to Theorem 2.1, the largest signless Laplacian eigenvalue of a graph is always a reduced
signless Laplacianeigenvalue.As an immediate consequenceof Theorem4.1 (andTheorem2.1)wehave
the following corresponding result for the least signless Laplacian eigenvalue of a maximal graph.
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Corollary 4.3. The least signless Laplacian eigenvalue of a maximal graph, other than a complete graph, is
a reduced signless Laplacian eigenvalue.
The complete graph Kn has 2n − 2 and n − 2 (with multiplicity n − 1) as its signless Laplacian
eigenvalues, 2n − 2being theonly reduced signless Laplacian eigenvalue. So its least signless Laplacian
eigenvalue is not a reduced signless Laplacian eigenvalue.
Another consequence of Theorem 4.1 is that a maximal graph cannot have 0 as a signless Laplacian
eigenvalue, unless it is a star. But this is not a new result, as it follows also from the known result that
the least eigenvalue of the signless Laplacian of a connected graph is equal to 0 if and only if the graph
is bipartite (see [6, Proposition 2.1]), together with the fact that the stars are the only maximal graphs
that are bipartite.
The following two properties of a maximal graph are needed in Theorem 4.1 (or its proof): First,
distinct neighborhood equivalence classes of G have different cardinalities – or, in other words, the
degreepartition (for the vertex set) agreeswith thepartitionby theneighborhoodequivalence relation.
Second, for every i ∈ I1, j ∈ I2, where I1 := {i ∈ 〈l〉 : ni > 1 and Viis a stable set} and I2 := {i ∈ 〈l〉 :
ni > 1 and Vi is a clique}, we have δi  δj − 1. Note that these properties are not shared by (simple)
graphs in general. In below we are going to give examples which, as expected, show that Theorem 4.1
and Corollary 4.3 are not true for graphs in general. Our examples, however, also suggest that perhaps
a weaker form of Theorem 4.1 holds for an interesting class of connected graphs wider than the class
of maximal graphs.
Example 4.4. Consider the graph G = (V, E) with V = {v1, . . . , v5} and E = {v1v5, v2v5, v3v5,
v4v5, v1v2, v3v4}. In this case, the neighborhood equivalence classes of G are given by: V1 = {v1, v2},
V2 = {v3, v4} and V3 = {v5}, V1, V2 being cliques. It is clear that G is not a maximal graph. Now we
have n1 = n2 = 2, n3 = 1, δ1 = δ2 = 2 and δ3 = 4 (with δ1, δ2, δ3 arranged in nondecreasing order.)
So the reduced signless Laplacian of G is given by:
( + B)(G) =
⎡
⎣2 0 00 2 0
0 0 4
⎤
⎦+
⎡
⎣1 0 10 1 1
2 2 0
⎤
⎦ =
⎡
⎣3 0 10 3 1
2 2 4
⎤
⎦ .
A straightforward calculation shows that qG(x) = (x − 3)(x2 − 7x + 8). Thus, the reduced signless
Laplacian of G are given by: λ1 = 7−
√
17
2
(1.44), λ2 = 3 and λ3 = 7+
√
17
2
(5.56).
By Theorem 2.1 we have
σ(Q(G)) =
{
1 (twice),
7 − √17
2
, 3,
7 + √17
2
}
.
So the least signless LaplacianeigenvalueofG,which is 1, is not a reduced signless Laplacianeigenvalue.
It is readily checked that the strict inequalities given in Theorem 4.1 are all met except that for the
inequality λ2 < δ3 − 1 we have equality instead.
Example 4.5. Consider the graph G = (V, E)with V = {v1, v2, v3, v4, v5, v6} and E = {v1v4, v1v5, v1v6,
v2v4, v2v5, v2v6, v3v4, v3v5, v3v6, v4v6, v5v6}. In this case, the neighborhood equivalence classes of G
are given by: V1 = {v1, v2, v3}, V2 = {v4, v5} and V3 = {v6}, V1 and V2 being stable sets. Nowwe have
n1 = 3, n2 = 2, n3 = 1, δ1 = 3, δ2 = 4 and δ3 = 5. Straightforward calculations yield
qG(x) = x3 − 12x2 + 36x − 24 = x(x − 6)2 − 24, qG(0) < 0, qG(3) > 0 and qG(4) < 0.
So we have
0 = δ0 < λ1 < δ1 = 3 = δ2 − 1 < λ2 < δ3 − 1 = 4 < λ3.
In this case, even though G is not a maximal graph, the strict inequalities given in Theorem 4.1(i) are
all satisﬁed and moreover the least signless Laplacian eigenvalue of G is a reduced signless Laplacian
eigenvalue.
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Example 4.6. Consider the graph G = (V, E) with V = {v1, . . . , v10} and E = {v1v2, v1v3, v1v4, v2v3,
v2v4, v3v9, v3v10, v4v9, v4v10, v5v6, v5v7, v5v8, v5v9, v5v10, v6v7, v6v8, v6v9, v6v10, v7v8, v7v9, v7v10, v8v9,
v8v10}. In this case, theneighborhoodequivalenceclassesofG aregivenby:V1 = {v1, v2},V2 = {v3, v4},
V3 = {v5, v6, v7, v8} and V4 = {v9, v10}, V1, V3 being cliques and V2, V4 being stable sets. Now we
have n1 = n2 = n4 = 2, n3 = 4, δ1 = 3, δ2 = 4, δ3 = 5, δ4 = 6. A straightforward calculation yields
qG(x) = (x − 4)(x3 − 18x2 + 88x − 88). In view of
qG(0) > 0, qG(2) < 0, qG(4) = 0, qG(6) > 0,
qG(7) < 0, qG(10) < 0 and qG(11) > 0,
we have 0 < λ1 < 2, λ2 = 4, 6 < λ3 < 7 and 10 < λ4 < 11. In this case, the weak inequalities δ3 −
1 λ δ4 − 1 are both not met. By Theorem 2.1 σ(Q(G)) = {λ1, λ2, λ3, λ4} ∪ {2, 4(4 times), 6}. So
the least signless Laplacian eigenvalue of G is a reduced signless Laplacian eigenvalue.
By the neighborhood quotient graph of a graph G wemean the graph with the neighborhood equiv-
alence classes of G as vertices such that there is an edge between the classes U and W if and only if
U /= W and there are edges in G between vertices of U and vertices ofW . It is readily checked that the
neighborhood quotient graph of themaximal graph C(n1, n2, . . . , nl) (with l 2) is themaximal graph
C(p1, . . . , pl−1), where pj equals 2 for j =
⌊
l
2
⌋
and equals 1, otherwise.
Note that the neighborhood quotient graphs of the graph G considered in Examples 4.4 and 4.5
are respectively the maximal graphs K1,2 and K3, but that of the graph considered in Example 4.6 is
the path P4, which is not a maximal graph. In view of these examples, one may raise the following
question:
Question. Let G be a connected graph with l ( 2) neighborhood equivalence classes. Let δ1, . . . , δl
be the common degrees shared by vertices belonging to the same neighborhood equivalence class,
arranged in nondecreasing order. Also, set δ0 = 0 and δl+1 = ∞. Let λ1, λ2, . . . , λl be the reduced
signless Laplacian eigenvalues of G, arranged in nondecreasing order. If the neighborhood quotient
graph of G is a maximal graph, does it follow that we have
δi−1  λi  δi for i = 1, . . . ,
⌊
l
2
⌋
,
and
δi − 1 λi  δi+1 − 1 for i =
⌊
l
2
⌋
+ 1, . . . , l?
Unfortunately, as the following example shows, the answer to the above question is in the negative.
Example 4.7. Consider the graph G = (V, E) with V = {v1, . . . , v8} and E = {v1v2, v1v7, v1v8, v2v7,
v2v8, v3v5, v3v6, v3v7, v3v8, v4v5, v4v6, v4v7, v4v8, v5v6, v5v7, v5v8, v6v7, v6v8}. In this case theneighbor-
hood equivalence classes of G are given by:
V1 = {v1, v2}, V2 = {v3, v4}, V3 = {v5, v6} and V4 = {v7, v8},
V1, V3 being cliques and V2, V4 being stable sets. It is clear that G is not a maximal graph. On the other
hand, the neighborhood quotient graph of G is equal to the maximal graph C(1, 2, 1). Now we have
n1 = n2 = n3 = n4 = 2, δ1 = 3, δ2 = 4, δ3 = 5 and δ4 = 6. Straightforward calculations yield
qG(x) = (x − 2)(x3 − 18x2 + 96x − 152),
and
qG(2) = 0, qG(2.5) < 0, qG(3) > 0, q5 > 0, qG(6) < 0 and qG(10) > 0.
So we have λ1 = 2, 2.5 < λ2 < 3, 5 < λ3 < 6 and 6 < λ4 < 10. In this case, the weak inequalities
δ1  λ2  δ2 and δ3 − 1 λ3  λ4 − 1 are both not satisﬁed.
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5. A comparison between ρ(Q (Gn,k)) and ρ(Q (Hn,k))
As another application of the formula for the reduced signless Laplacian characteristic polynomial
of a maximal graph, in this section we are going to compare the signless Laplacian spectral radii of
the maximal graphs Gn,k and Hn,k . These graphs were introduced in the study of connected graphs
with maximal adjacency spectral radius. Both have n vertices and n + k edges. They can be deﬁned as
follows.
Let n, k be given, where n is a positive integer and k is a nonnegative integer.
The maximal graph Hn,k is deﬁned only for k n − 3. It is the graph obtained from the star K1,n−1
by joining a vertex of degree 1 to k + 1 other vertices of degree 1. In our notation,
Hn,k =
⎧⎨
⎩
C(n − 3, 2, 1) if k = 0,
C(n − k − 3, k + 1, 1, 1) if 1 k n − 4,
C(2, n − 2) if k = n − 3.
To deﬁne Gn,k , ﬁrst write k + 1 as
(
d
2
)
+ t where 0 t  d − 1. The graph Gn,k has a spanning star
with n − 1 edges, and the remaining k + 1 edges form a complete graph on d vertices plus t edges
from another vertex to t vertices of the complete graph. In our notation,
Gn,k =
⎧⎨
⎩
C(n − d − 1, d, 1) if t = 0,
C(n − d − 2, 1, d − t, t, 1) if 1 t  d − 2,
C(n − d − 2, 2, d − 1, 1) if t = d − 1.
For the adjacency spectral radii of Gn,k and Hn,k we have the following known comparison [1, Lemma
3]:
Lemma 5.1. Let k =
(
d−1
2
)
+ t − 1, where 0 t  d − 2, and suppose that 3 k < n − 3. Let f (k) =
ρ2k + 1 − (k+1)(2ρk+k+2)ρ2k−k−1 , where ρk is the largest root of the cubic polynomial ck(x) = px
3 + qx2 + rx +
s, whose coefﬁcients are given by:
p = (d − 2)(d − 3)[(d − 1)(d − 4) + 4t],
q = −(d − 1)(d − 2)(d − 3)(d2 − 5d + 8) − 4(d3 − 8d2 + 19d − 15)t − 4(2d − 3)t2,
r = −(d − 1)(d − 2)3(d − 3) − (d − 2)(d3 − 4d2 − 3d + 10)t − 2(d − 3)(3d − 2)t2 − 8t3,
s = t(d − 2 − t)[(d − 1)(d − 2) + 2t][(d − 1)(d − 4) + 2t].
We have
(i) ρ(A(Hn,k)) < ρ(A(Gn,k)) < ρk if n < f (k);
(ii) ρ(A(Hn,k)) = ρ(A(Gn,k)) = ρk if n = f (k);
(iii) ρ(A(Hn,k)) > ρ(A(Gn,k)) > ρk if n > f (k).
In view of the preceding lemma, the following conjecture [1, Conjecture 4] was posed:
Conjecture. Let k 3, and let G be a connected graph that maximizes the adjacency spectral radius
among all connected graphs with n vertices and n + k edges. Let f (k) have the same meaning as in
Lemma 5.1.
(i) If n < f (k) then G = Gn,k .
(ii) If n = f (k) then G = Gn,k or Hn,k .
(iii) If n > f (k) then G = Hn,k .
We have been able to re-derive Lemma 5.1 by considering the reduced adjacency matrices of Hn,k
and Gn,k and using the fact that the spectral radius of the adjacency matrix of a graph is equal to
that of its reduced adjacency matrix, according to a result similar to Theorem 2.1, proved in [5].
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(In addition, we can also show that when k = n − 3, if t  2 and d 5 then ρ(A(Hn,k)) < ρ(A(Gn,k));
otherwise ρ(A(Hn,k)) > ρ(A(Gn,k)).) Actually, for 3 k n − 4, the characteristic polynomial of the
reduced adjacency matrix of Hn,k is given by:
pHn,k(x) = (x2 − k − 1)(fk(x) − n),
where fk(x) = x2 + 1 − (k+1)(2x+k+2)x2−k−1 . One can anticipate – without going through the calculations
– that pHn,k(x) is expressible in such form, because in the 4 × 4 determinant that deﬁnes pHn,k(x), only
the (4, 1)-entry involves n and it appears as −(n − k − 3). Similarly, the characteristic polynomial of
the reduced adjacency matrix of Gn,k , where k, d, t are as given in Lemma 5.1, can be put as:
pGn,k(x) =
⎧⎪⎨
⎪⎩
dk(x)
x(x+1) (gk(x) − n) if t = 0,
dk(x)(gk(x) − n) if 1 t  d − 3,
dk(x)
x
(gk(x) − n) if t = d − 2,
where dk(x) = x3 − (d − 3)x2 − (d + t − 2)x + t(d − t − 2), and
gk(x) = x2 + 1 − (2k + 2)x
2 + (2k + 2 + t2 + t)x − t(d − t − 2)d
dk(x)
.
Furthermore, we have gk(x) − fk(x) = ck(x)hk(x) , where ck(x) is equal to the cubic polynomial given in
Lemma 5.1 and
hk(x) = 4
[
x3 − (d − 3)x2 − (d + t − 2)x + t(d − t − 2)
]
(x2 − k − 1).
Now back to the issue of comparing ρ(Q(Gn,k)) and ρ(Q(Hn,k)). Note that it sufﬁces to consider
k 3, because the cases k = 0, 1, 2 are settled by the known results. From the deﬁnitions we readily
see the following: Gn,0, Hn,0 are the same, both being equal to C(n − 3, 2, 1), the unique (up to iso-
morphism) unicyclic maximal graphs of order n; Gn,1, Hn,1 are also the same, both being equal to
C(n − 4, 2, 1, 1), the unique bicyclic maximal graph of order n; and Gn,2, Hn,2 are respectively equal to
C(n − 4, 3, 1), C(n − 5, 3, 1, 1), the only tricyclic maximal graphs of order n, and it is known that the
latter two graphs have equal signless Laplacian spectral radius. (For a fuller discussion, see [16, Lemma
5.6 and the paragraphs preceding].)
In contrast to the adjacency matrix case, we have the following result:
Theorem 5.2. For any positive integers n, k with 3 k n − 3, we have ρ(Q(Hn,k)) > ρ(Q(Gn,k)).
As the maximal graph Gn,k has three, four or ﬁve neighborhood equivalence classes, depending on
whether t = 0, t = d − 1 or 1 t  d − 2, the proof for Theorem 5.2 is divided into three separate
cases. We ﬁrst establish two general results, by which we handle the cases t = 0 and t = d − 1.
Lemma 5.3. Let G be a maximal graph with n vertices, n + k edges and three neighborhood equivalence
classes. If 3 k n − 4, then ρ(Q(G)) < ρ(Q(Hn,k)).
Proof. Clearly, the condition k n − 4 guarantees that G has precisely one dominating vertex (and
also that the graph Hn,k is deﬁned). So G can be written as C(n1, n2, 1). Then δ2 = n2 and a simple
counting on the number of edges of G gives k + 1 =
(
δ2
2
)
. By direct calculation we obtain
qG(x) = x3 − (n + 2δ2 − 1)x2 + (2δ2 − 1)nx − 2δ22 + 2δ2.
Since 1 k k − 4, Hn,k = C(n − k − 3, k + 1, 1, 1); after some calculations we obtain qHn,k(x) =
(x − 1)hn,k(x), where
hn,k(x) = x3 − (n + k + 3)x2 + n(k + 3)x − 4(k + 1).
Note that ρ(Q(Hn,k)) is equal to the largest (real) root of hn,k(x), as we have 1 n < ρ(Q(Hn,k)) =
ρ(( + B)(Hn,k)), where the inequality holds by awell-known lower bound for the signless Laplacian
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spectral radius (see, for instance, [16, Lemma 2.1]) and the equality follows from Theorem 2.1. Making
use of the above-mentioned relation between k and δ2, we get
hn,k(x) = x3 −
[
n + 1
2
δ2(δ2 − 1) + 2
]
x2 + n
[
1
2
δ2(δ2 − 1) + 2
]
x − 2δ2(δ2 − 1).
Hence qG(x) − hn,k(x) = 12 (δ2 − 2)(δ2 − 3)x(x − n). If δ2 /= 2, 3, then qG(x) − hn,k(x) > 0 for all
x > n, which implies that the largest root of qG(x) is less than that of hn,k(x), and as a consequence
we have ρ(Q(G)) < ρ(Q(Hn,k)). On the other hand, if δ2 = 2 or 3 then, since G has precisely three
neighborhood equivalence classes, we readily show that G = C(n − 4, 3, 1) or C(n − 3, 2, 1), implying
that k = 2 or 0, which is a contradiction. The proof is complete. 
Lemma 5.4. Let G be a maximal graph with n vertices, n + k edges and four neighborhood equivalence
classes. If n − 4 k and G /= Hn,k, then ρ(Q(G)) < ρ(Q(Hn,k)).
Proof. Let G = C(n1, n2, n3, 1). By the formula for the reduced signless Laplacian characteristic poly-
nomial of a maximal graph and the fact that δ1 = n4 = 1, δ4 = n − 1 and n3 = δ2 − 1, after some
calculations we obtain
qG(x) = x4 − (n + 2δ2 + δ3 − 2)x3 + [(2δ2 + δ3 − 2)n + 2δ22 − 4δ2 + δ3 + 1]x2
−[(2δ22 − 4δ2 + δ3 + 1)n + 4δ2δ3 − 2δ22 − 4δ3 + 2δ2]x + (2δ2 − 2)(δ2δ3 − δ2).
Since G has four neighborhood equivalence classes, it is clear that k 1. From the proof of Lemma 5.3
we have
qHn,k(x) = x4 − (n + k + 4)x3 + [n(k + 4) + k + 3]x2
−[n(k + 3) + 4(k + 1)]x + 4(k + 1).
Let g(x) = qG(x) − qHn,k(x). Then
g(x) = (k + 6 − δ3 − 2δ2)x3 − [(k + 6 − δ3 − 2δ2)n + k + 2 − 2δ22 + 4δ2 − δ3]x2
+[(k + 2 − 2δ22 + 4δ2 − δ3)n + 4(k + 1) − (4δ2δ3 − 2δ22 − 4δ3 + 2δ2)]x
+ (2δ2 − 2)(δ2δ3 − δ2) − 4(k + 1).
It sufﬁces to show that g(x) > 0 for all x > n. Based on the fact that twice the number of edges in G
is equal to the sum of its vertex degrees, a little calculation yields
k + 1 = 1
2
(2δ2δ3 − δ22 + δ2 − 2δ3) =
1
2
(δ2 − 1)(2δ3 − δ2). (5.1)
Note that the expression 4(k + 1) − (4δ2δ3 − 2δ22 − 4δ3 + 2δ2), which appears as part of the coef-
ﬁcient of x in the above representation of g(x), is equal to zero, in view of (5.1). Regrouping the terms
of g(x) and making use of (5.1) again, we ﬁnally obtain
g(x) = x(x − n)[(k + 6 − δ3 − 2δ2)x − (k + 2 − 2δ22 + 4δ2 − δ3)]
+ 2δ3(δ2 − 1)(δ2 − 2). (5.2)
Suppose that δ2 = 2. By (5.1) we have k = δ3 − 2. Then n3 = δ2 − 1 = 1 and also n2 = δ3 − n3 =
(k + 2) − 1 = k + 1. It follows thatG = C(n − k − 3, k + 1, 1, 1) = Hn,k , which is not allowed. Here-
after we assume that δ2  3. Using (5.1) and the fact that δ3  δ2 + 1, we obtain
k + 6 − δ3 − 2δ2 = (δ2 − 2)δ3 − 1
2
δ22 −
3
2
δ2 + 5

1
2
(δ2 − 2)(δ2 − 3) 0.
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So, for all x > n, by (5.2) we have
g(x)  x(x − n)[(k + 6 − δ3 − 2δ2) − (k + 2 − 2δ22 + 4δ2 − δ3)] + 2δ3(δ2 − 1)(δ2 − 2)
= x(x − n)(2δ22 − 6δ2 + 4) + 2δ3(δ2 − 1)(δ2 − 2) > 0.
The proof is complete. 
Proof of Theorem 5.2. We ﬁrst deal with the case when 3 k n − 4.
When t = 0,Gn,k = C(n − d − 1, d, 1), andwehaveρ(Q(Gn,k)) < ρ(Q(Hn,k)), according toLemma
5.3.
When t = d − 1, Gn,k = C(n − d − 2, 2, d − 1, 1). ByLemma5.4, in this case,wehaveρ(Q(Gn,k)) <
ρ(Q(Hn,k)), unless Gn,k = Hn,k . The latter happens only if k = 1, which is not allowed.
It remains to treat the case when 1 t  d − 2.
As already mentioned in the proof of Lemma 5.3, the reduced signless Laplacian characteristic
polynomial of Hn,k is given by:
qHn,k(x) = (x − 1)hn,k(x),
where hn,k(x) = x3 − (n + k + 3)x2 + n(k + 3)x − 4(k + 1). Also, we have ρ(Q(Hn,k)) = ρn,k ,
where ρn,k denotes the largest root of hn,k(x). It sufﬁces to show that ρ(( + B)(Gn,k)) < ρn,k .
First, note that when 1 t  d − 2, Gn,k = C(n − d − 2, 1, d − t, t, 1) and d 3. After some lengthy
calculations, we obtain
qGn,k(x)
x − d =
[
x + 1
2
(d − 1)(d − 4)
]
hn,k(x) + r(x),
where
r(x) = [(k + 3)(k + 3 − 2d − t) + 2dt + 2d − 3t − 1]x2 −
{
n[(k + 3)(k + 3 − 2d − t)
+ 2dt + 2d − 3t − 1] + 2d2 − 2d + 4t − 4k − 4
}
x
+ (4k + 4)(k + 3 − 2d − t) + 2d(d − 1)(t + 1)
=
[
1
2
(k + 3)(d − 1)(d − 4) + 2dt + 2d − 3t − 1
]
x(x − n)
+ (2k + 2)(d − 1)(d − 4) + 2d(d − 1)(t + 1).
If d = 3, then necessarily t = 1 and we have k = 3. A little calculation gives r(x) = 2x(x − n) + 8,
which is clearlypositive for all x > n. Ifd 4,we readily check that r(x) > 0 for all x > n. ButqGn,k(x) =
(x − d)
{[
x + 1
2
(d − 1)(d − 4)
]
hn,k(x) + r(x)
}
, so qGn,k(ρn,k) = (ρn,k − d)r(ρn,k) > 0 and hence
ρ(( + B)(Gn,k)) < ρn,k , as desired.
Now we consider the remaining case when k = n − 3. Let hn,k(x), ρn,k have the same meaning as
before. As one can readily check, the above argument also shows that ρ(Q(Gn,n−3)) < ρn,n−3 (for
the various possibilities of t). So it sufﬁces to prove that ρn,n−3 < ρ(Q(Hn,n−3)). In this case Hn,k =
C(2, n − 2). By straightforward calculations we have
qHn,n−3(x) = x2 − 3(n − 2)x + 2(n − 2)(n − 3),
and
hn,n−3(x) = x3 − 2nx2 + n2x − 4(n − 2)
= (x + n − 6)qHn,n−3(x) + (2n2 − 14n + 24)x − (n − 2)(n2 − 9n + 22).
Note that the conditions k 3 and n = k − 3 together imply that n 6. Denoting ρ(Q(Hn,n−3)) by ρ ,
we have
hn,n−3(ρ) = (2n2 − 14n + 24)ρ − (n − 2)(n2 − 9n + 22)
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> (2n2 − 14n + 24)n − (n3 − 11n2 + 40n − 44)
= n3 − 3n2 − 16n + 44 > 0,
where the ﬁrst inequality holds asρ > n and 2n2 − 14n + 24 > 0 for n 6 and the last inequality can
be established by an elementary argument. If ρn,n−3 > ρ , then it will follow that the largest two roots
of hn,k(x) (counting multiplicities) are both greater than n. This leads to a contradiction as the sum
and the product of roots of hn,n−3(x) are respectively 2n and 4(n − 2). This proves that ρn,n−3 < ρ , as
desired. The proof is complete. 
6. A necessary condition for a signless Laplacian maximizing graph
In this sectionwe are going to obtain a set of necessary conditions for amaximal graph to be signless
Laplacian maximizing. Recall that by a signless Laplacian maximizing graph we mean a connected
graph that maximizes the spectral radius of the signless Laplacian among all connected graphs with
given numbers of vertices and edges. It is known that every signless Laplacian maximizing graph is a
maximal graph. The resultwasannounced in [6] andwithproofs in [7], and rediscovered independently
in [16].
Lemma 6.1. If G is a signless Laplacian maximizing graph and x is the Perron vector of Q(G), then
min{xu + xv : uv ∈ E(G), u, vnot pendant vertices } > max{xp + xq : pq /∈ E(G)}.
Proof. Since G is signless Laplacian maximizing, it is a maximal graph.
Note that a maximal graph has cut-edges if and only if it has a unique dominating vertex; in that
case its cut-edges are precisely those that join the vertices of degree one to the unique dominating
vertex.
Consider any vertices u, v, p, q ∈ V(G) such that uv ∈ E(G), pq /∈ E(G), and u, v both have degree
greater than one. Let H be the graph obtained from G by deleting the edge uv and adding the edge pq.
Clearly, H has the same number of vertices and edges as G. Since u, v both have degree greater than
one, uv is not a cut-edge of G; so H is connected. Normalizing, if necessary, we may assume that
x is a unit vector. We have
xTQ(G)x = ρ(Q(G)) ρ(Q(H)) xTQ(H)x,
where the ﬁrst inequality follows from the assumption that G is signless Laplacianmaximizing. More-
over, we also have
xTQ(G)x − xTQ(H)x = (xu + xv)2 − (xp + xq)2.
Since the components of x are positive, we obtain xu + xv  xp + xq. It remains to show that the
inequality is strict. Suppose not. Then necessarily H is also a signless Laplacian maximizing graph
and x is the Perron eigenvector ofQ(H). Note that the 2-subsets {u, v}, {p, q} have atmost one common
element.Without loss of generality,wemay assume thatu is different from p, q. ThenNH(u) = NG(u) \{v} and dH(u) = dG(u) − 1. By considering the u-component of the eigenvector equation ofQ(G), and
also that of Q(H), for x, we have∑
w∈NG(u)
xw + dG(u)xu = ρ(Q(G))xu = ρ(Q(H))xu =
∑
w∈NH(u)
xw + (dG(u) − 1)xu,
which is impossible. 
Note that if G is a maximal graph with more than one dominating vertices then G has no pendant
vertices. So we can restate a special case of Lemma 6.1 as follows:
Remark 6.2. If G is a signless Laplacian maximizing graph with more than one dominating vertices
and x is the Perron vector of Q(G) then
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min{xu + xv : uv ∈ E(G)} > max{xp + xq : pq /∈ E(G)}.
Theorem 6.3. Let C(n1, n2, . . . , nl) be a signless Laplacian maximizing graph with distinct vertex-degrees
δ1 < · · · < δl , l 6. For 1 i < j
⌊
l
2
⌋
− 1, we have
δi + δl−i + 1 δj+1 + δl−j;
or, equivalently
ni+1 + ni+2 + · · · + nj + 1 nl−j + nl−j+1 + · · · + nl−i.
Proof. The assumption l 6 is imposed to guarantee the existence of at least one pair of integers i, j
such that 1 i < j
⌊
l
2
⌋
− 1.
Let x be the Perron vector of Q(G). For j = 1, . . . , l, let yj denote the common value of xu for u ∈ Vj .
Then, as can be readily checked, y = (y1, . . . , yl)T is the Perron vector of  + B.
For every positive integer k
⌊
l
2
⌋
− 1, from the kth and (k + 1)th components of the eigenvector
equation of  + B for ywe have
nlyl + nl−1yl−1 + · · · + nl−k+1yl−k+1 + nl−kyl−k = (ρ − δk+1)yk+1,
nlyl + nl−1yl−1 + · · · + nl−k+1yl−k+1 = (ρ − δk)yk.
From the preceding relations we have yk = 1ρ−δk [(ρ − δk+1)yk+1 − nl−kyl−k] and hence
yk + yl−k = 1
ρ − δk [(ρ − δk+1)yk+1 − nl−kyl−k] + yl−k
= ρ − δk+1
ρ − δk yk+1 +
[
1 − nl−k
ρ − δk
]
yl−k.
After a little further calculation and making use of the relation nl−k = δk+1 − δk , we obtain
yk + yl−k = (ρ − δk+1)
(ρ − δk) (yk+1 + yl−k) for 1 k
⌊
l
2
⌋
− 1. (6.1)
For k = 1, . . . ,
⌊
l−3
2
⌋
, we have
l − k − 1 −
⌊
l
2
⌋
=
(⌊
l
2
⌋
+
⌊
l + 1
2
⌋)
− k − 1 −
⌊
l
2
⌋
=
⌊
l − 1
2
⌋
− k
⌊
l − 1
2
⌋
−
⌊
l − 3
2
⌋
> 0;
that is, l − k − 1 >
⌊
l
2
⌋
. So by the (l − k)th and (l − k − 1)th components of the eigenvector equation
of  + B for ywe have
nlyl + nl−1yl−1 + · · · + nk+2yk+2 + nk+1yk+1 = (ρ − δl−k + 1)yl−k,
nlyl + nl−1yl−1 + · · · + nk+2yk+2 = (ρ − δl−k−1 + 1)yl−k−1.
Hence yl−k = 1ρ−δl−k+1 [(ρ − δl−k−1 + 1)yl−k−1 + nk+1yk+1] and we have
yk + yl−k = ρ − δk+1
ρ − δk
{
yk+1 + 1
ρ − δl−k + 1 [(ρ − δl−k−1 + 1)yl−k−1 + nk+1yk+1]
}
.
Making use of the relation nk+1 = δl−k − δl−k−1, a further calculation yields
yk + yl−k = (ρ − δk+1)(ρ − δl−k−1 + 1)
(ρ − δk)(ρ − δl−k + 1) (yk+1 + yl−k−1) for 1 k
⌊
l − 3
2
⌋
;
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or equivalently,
(ρ − δk)(ρ − δl−k + 1)(yk + yl−k) = (ρ − δk+1)(ρ − δl−k−1 + 1)(yk+1 + yl−k−1
for 1 k
⌊
l − 3
2
⌋
.
From the latter relation, we readily obtain
(ρ − δi)(ρ − δl−i + 1)(yi + yl−i) = (ρ − δj)(ρ − δl−j + 1)(yj + yl−j)
for 1 i, j
⌊
l − 1
2
⌋
. (6.2)
Consider any pair of integers i, jwith 1 i < j
⌊
l
2
⌋
− 1. It is clear that vertices in Vi are not adjacent
to vertices inVl−i,whereas every vertex inVj+1 is adjacent to every vertex inVl−j andmoreover vertices
in Vj+1 ∪ Vl−j are not pendant. So by Lemma 6.1, yj+1 + yl−j > yi + yl−i. Making use of relations (6.1)
and (6.2), we have
0< (yj+1 + yl−j) − (yi + yl−i)
= (ρ − δj)(yj + yl−j)
(ρ − δj+1)(ρ − δi)(ρ − δl−i + 1)
[
(δj+1 + δl−j − δi − δl−i)ρ
+ δi(δl−i − 1) − δj+1(δl−j − 1)] ,
and hence
(δj+1 + δl−j − δi − δl−i)ρ + δi(δl−i − 1) − δj+1(δl−j − 1) > 0,
as
(ρ−δj)(yj+yl−j)
(ρ−δj+1)(ρ−δi)(ρ−δl−i+1) > 0. Now
(δj+1 + δl−j − δi − δl−i)ρ + δi(δl−i − 1) − δj+1(δl−j − 1)
= (δj+1 + δl−j − δi − δl−i)(ρ − δi) − (δj+1 − δi)(δl−j − δi − 1),
and since δl−j > δi + 1 and δj+1 > δi, it follows that δj+1 + δl−j − δi − δl−j > 0. As all numbers
involved are integers, the inequality can also be rewritten as δi + δl−i + 1 δj+1 + δl−j .
For 1 i < j
⌊
l
2
⌋
− 1, we have
δl−i − δl−j = ni+1 + ni+2 + · · · + nj,
and
δj+1 − δi = nl−j + nl−j+1 + · · · + nl−i.
So the necessary condition can also be put as
ni+1 + ni+2 + · · · + nj  nl−j + nl−j+1 + · · · + nl−i − 1. 
Itmaybenoted that for anymaximal graphGwith lneighborhoodequivalence classes the inequality
δi + δl−i + 1 δj+1 + δl−j
is always satisﬁed for 1 i = j l or 1 i = j + 1 l.
Finally, we would like to point out that a similar but stronger necessary condition for a maximal
graph to be signless Laplacianmaximizing has been obtained in Theorem 3.10 of [4] (in this issue), but
at the expense of a much longer and harder proof.
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