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ON IMPROVED FRACTIONAL SOBOLEV–POINCARE´ INEQUALITIES
BART LOMIEJ DYDA, LIZAVETA IHNATSYEVA, AND ANTTI V. VA¨HA¨KANGAS
Abstract. We prove a certain improved fractional Sobolev–Poincare´ inequality on John
domains; the proof is based on the equivalence of the corresponding weak and strong type
inequalities. We also give necessary conditions for the validity of an improved fractional
Sobolev–Poincare´ inequality, in particular, we show that a domain having a finite measure
and satisfying this inequality, and a ‘separation property’, is a John domain.
1. Introduction
It is known that the classical Sobolev–Poincare´ inequality holds on a c-John domain G
(for the John condition, see Definition 2.1). Namely, if 1 ≤ p < n, then there exists a
constant C = C(n, p, c) > 0 such that inequality∫
G
|u(x)− uG|np/(n−p) dx ≤ C
(∫
G
|∇u(x)|p dx
)n/(n−p)
(1)
holds for every u ∈ W 1,p(G). When 1 < p < n this result was proved independently by
Martio [12] and Reshetnyak [14]. The method of Reshetnyak is based on the following
integral representation in a c-John domain: inequality
|u(x)− uG| ≤ C(n, c)
∫
G
|∇u(y)|
|x− y|n−1 dy , x ∈ G , (2)
holds whenever u is a Lipschitz function on G. Bojarski extended inequality (1) to the case
p = 1 by using a certain chaining technique [3]. Later Haj lasz [7] showed that inequality (1)
on John domains for p = 1 follows from the integral representation (2) together with the
Maz’ya’s truncation argument [13]. It is also known, that the John condition is necessary for
the classical Sobolev–Poincare´ inequality (1) to hold, if G is of finite measure and satisfies
the separation property; this result is due to Buckley and Koskela [4]. For instance, every
simply connected planar domain satisfies the separation property.
In this paper, we consider certain fractional counterparts of inequality (1). Let 0 < δ < 1,
1 ≤ p < n/δ and let G be a bounded domain in Rn, n ≥ 2. It follows from the results
obtained by Zhou in [16, Theorem 1.2] that the fractional Sobolev–Poincare´ inequality∫
G
|u(x)− uG|np/(n−δp) dx ≤ C
(∫
G
∫
G
|u(x)− u(y)|p
|x− y|n+δp dy dx
)n/(n−δp)
(3)
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holds for some C > 0 and every u ∈ Lp(G) if and only if G is Ahlfors n-regular. For example,
John domains are n-Ahlfors regular, but the converse fails in general. On the other hand, if
we assume that G is a c-John domain and 0 < τ < 1 is given, then there exists a constant
C = C(n, δ, c, τ, p) > 0 such that a stronger inequality∫
G
|u(x)− uG|np/(n−δp) dx ≤ C
(∫
G
∫
B(x,τ dist(x,∂G))
|u(x)− u(y)|p
|x− y|n+δp dy dx
)n/(n−δp)
(4)
holds for every u ∈ L1(G). We call inequality (4) an improved fractional Sobolev–Poincare´
inequality, and it is the main object in this paper. These inequalities have applications, e.g.,
in peridynamics, we refer to [2]. A proof of inequality (4) for 1 < p < n/δ is obtained in [11]
by establishing a fractional analogue of the representation formula (2) in John domains.
In §5, we extend the improved inequality (4) on John domains to the case p = 1 by using
the mentioned representation formula and the fractional Maz’ya truncation method from [6].
The truncation method is used to show that inequality (4) is equivalent to a corresponding
weak type inequality, see Theorem 4.1.
We also address the necessity of John condition for improved fractional Sobolev–Poincare´
inequalities; a simple counterexample shows that the improved inequality (4) does not hold
on all bounded Ahlfors n-regular domains, we refer to §3. Furthermore, by adapting the
method of Buckley and Koskela in §6, we show that the John condition is necessary for the
improved fractional Sobolev–Poincare´ inequality (4) to hold, if the domain G has a finite
measure and satisfies the separation property; we refer to Theorem 6.1.
When G is a bounded Lipschitz domain and τ ∈ (0, 1], there exists a constant C > 0 such
that, for every u ∈ L1(G), the following inequality holds:∫
G
∫
G
|u(x)− u(y)|p
|x− y|n+δp dy dx ≤ C
∫
G
∫
B(x,τ dist(x,∂G))
|u(x)− u(y)|p
|x− y|n+δp dy dx , (5)
see [5, formula (13)]. In particular, the fractional Sobolev–Poincare´ inequalities (3) and
(4) are equivalent in this case. However, inequality (5) does not hold for John domains in
general; we give a counterexample in Proposition 3.4.
Acknowledgements. L.I. and A.V.V. were supported by the Finnish Academy of Science
and Letters, Vilho, Yrjo¨ and Kalle Va¨isa¨la¨ Foundation. B.D. was supported in part by NCN
grant 2012/07/B/ST1/03356.
2. Notation and preliminaries
Throughout the paper we assume that G is a domain in Rn, n ≥ 2. The distance from
x ∈ G to the boundary of G is dist(x, ∂G). The diameter of a set A ⊂ Rn is diam(A). The
Lebesgue n-measure of a measurable set A ⊂ Rn is denoted by |A|. For a measurable set A
with a finite and nonzero measure we write uA = |A|−1
∫
A
u(x) dx whenever the integral is
defined. The characteristic function of a set A is written as χA. If a function u is defined
on G ⊂ Rn and occurs in a place where a function defined on Rn is needed, we understand
that u is extended by zero to the whole Rn. We let C(∗, · · · , ∗) denote a constant which
depends on the quantities appearing in the parentheses only.
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We use the following definition for John domains; alternative equivalent definitions may
be found in [15].
Definition 2.1. A bounded domain G in Rn, n ≥ 2, is a c-John domain (John domain)
with a constant c ≥ 1, if there exist x0 ∈ G such that every point x in G can be joined to
x0 by a rectifiable curve γ : [0, `] → G, parametrized by its arc length, for which γ(0) = x,
γ(`) = x0, and
dist(γ(t), ∂G) ≥ t/c ,
for every t ∈ [0, `]. The point x0 is called a John center of G.
John domains are Ahlfors n-regular.
Definition 2.2. A domain G in Rn is called Ahlfors n-regular, if there exists a constant
C > 0 such that inequality |G ∩B(x, r)| ≥ Crn holds for every x ∈ G and every r ∈ (0, 1].
Let us also recall the definition of the separation property from [4, Definition 3.2].
Definition 2.3. A proper domain G in Rn with a fixed point x0 ∈ G satisfies a separation
property if there exists a constant C0 > 0 such that the following holds: for every x ∈ G,
there exists a curve γ joining x to x0 in G so that for each t either
γ([0, t]) ⊂ B := B(γ(t), C0 dist(γ(t), ∂G))
or each y ∈ γ([0, t]) \B belongs to a different component of G \ ∂B than x0.
Simply connected proper planar domains satisfy the separation property. More generally,
if G is quasiconformally equivalent to a uniform domain, then G satisfies the separation
property. For the proofs of these statements we refer to [4].
The Riesz δ-potential Iδ with 0 < δ < n is defined for an appropriate measurable function
f on Rn and x ∈ Rn by
Iδ(f)(x) =
∫
Rn
f(y)
|x− y|n−δ dy .
The Riesz δ-potential satisfies the following weak type estimate, see [1, p. 56] for the proof.
Theorem 2.4. Let 0 < δ < n. Then there exists a constant C = C(n, δ) > 0 such that
inequality
sup
t>0
∣∣{x ∈ Rn : |Iδ(f)(x)| > t}∣∣tn/(n−δ) ≤ C‖f‖n/(n−δ)1
holds for every f ∈ L1(Rn).
The following theorem gives a fractional representation formula in a John domain. This
result is essentially contained in the proof of [11, Theorem 4.10]. Therein the constants need
to be tracked more carefully, but this can be done in a straightforward way.
Theorem 2.5. Let 0 < τ, δ < 1 and M > 8/τ . Suppose that G ⊂ Rn is a c-John domain and
u ∈ L1loc(G). Let x0 ∈ G be the John center of G and write B0 = B(x0, dist(x0, ∂G)/(Mc)).
Then there exists a constant C = C(M,n, c, δ) > 0 such that inequality
|u(x)− uB0| ≤ C
∫
G
g(y)
|x− y|n−δ dy = C Iδ(χGg)(x)
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holds if x ∈ G is a Lebesgue point of u and the function g is defined by
g(y) =
∫
B(y,τ dist(y,∂G))
|u(y)− u(z)|
|y − z|n+δ dz , y ∈ G.
The following auxiliary result is from [7, Lemma 5].
Lemma 2.6. Let γ be a positive measure on a set X with γ(X) < ∞. If ω ≥ 0 is a
measurable function on X such that γ({x ∈ X : ω(x) = 0}) ≥ γ(X)/2, then inequality
γ({x ∈ X : ω(x) > t}) ≤ 2 inf
a∈R
γ({x ∈ X : |ω(x)− a| > t/2})
holds for every t > 0.
3. Counterexamples
We give an illustrative counterexample which shows that the improved Sobolev–Poincare´
inequalities are not valid on bounded Ahlfors n-regular domains, in general. Furthermore, we
provide a counterexample showing that, for general John domains, the seminorms appearing
on right hand sides of (3) and (4) are not comparable.
Theorem 3.1. Let 0 < δ, τ < 1 and 1 < p, q < ∞ be such that 1/p − 1/q = δ/n. Then
there exists a bounded domain D in Rn with the following properties.
(A) D is an Ahlfors n-regular domain; in particular, there exists a constant C1 > 0 such
that inequality∫
D
|u(x)− uD|q dx ≤ C1
(∫
D
∫
D
|u(x)− u(y)|p
|x− y|n+δp dy dx
)q/p
(6)
holds for every u ∈ Lp(D).
(B) There is no C2 > 0 such that the improved fractional (1, p)-Poincare´ inequality∫
D
|u(x)− uD| dx ≤ C2
(∫
D
∫
B(x,τ dist(x,∂D))
|u(x)− u(y)|p
|x− y|n+δp dy dx
)1/p
(7)
holds for every u ∈ L∞(D). In particular, the improved fractional (q, p)-Poincare´
inequality does not hold on D.
The proof of Theorem 3.1 relies on [11, Theorem 6.9] which we formulate below.
Theorem 3.2. Let s > 1, p ∈ (1,∞), λ ∈ [n− 1, n), and δ, τ ∈ (0, 1) be such that
s <
n+ 1− λ
1− δ , p ≤
s(n− 1)− λ+ 1
n− s(1− δ)− λ+ 1 .
Then there exists a bounded domain Gs ⊂ Rn satisfying the following properties: the upper
Minkowski dimension of ∂Gs equals λ and the fractional (1, p)-Poincare´ inequality (7) does
not hold in D = Gs for all functions in L
∞(Gs). Moreover, there exists a constant c ≥ 1
and a point x0 ∈ Gs such that every x ∈ Gs can be joined to x0 by a rectifiable curve
γ : [0, `]→ Gs such that dist(γ(t), ∂Gs) ≥ ts/c for every t ∈ [0, `].
ON IMPROVED FRACTIONAL SOBOLEV–POINCARE´ INEQUALITIES 5
Figure 1. An s-apartment: a room and an s-passage in a unit cube.
In the proof of Theorem 3.2 one modifies the usual rooms and s-passages construction by
placing a room and a passage of width 2`(Q)s/8s to each Whitney cube Q of an appropriate
John domain G, we refer to Figure 1 from [9].
Remark 3.3. The domain Gs given by Theorem 3.2 is a bounded Ahlfors n-regular domain.
Indeed, the construction begins with a fixed John domain G which is, by the John condition,
a bounded Ahlfors n-regular domain. The domain Gs is then obtained by removing a set of
measure zero from G. We also remark that the usual rooms and s-passages construction, as
described in [8, §3], does not yield an Ahlfors n-regular domain if s > 1.
Proof of Theorem 3.1. Let us fix λ = n− 1 and choose 1 < s < 2/(1− δ) such that
p ≤ 1
n− s(1− δ)− λ+ 1 ≤
s(n− 1)− λ+ 1
n− s(1− δ)− λ+ 1 .
Theorem 3.2 implies that there exists a bounded domain D := Gs such that the fractional
(1, p)-Poincare´ inequality (7) does not hold for all functions in L∞(D). Since q > 1, the
claim (B) follows by Ho¨lder’s inequality.
Let us now prove claim (A). By Remark 3.3, the bounded domain Gs is Ahlfors n-regular,
and inequality (6) is a consequence of this fact. Indeed, the embedding W δ,p(Gs) ⊂ Lq(Gs)
is bounded by the Ahlfors n-regularity, see e.g. [16, Theorem 1.2]. In particular, there exists
a constant C > 0 such that inequality∫
Gs
|u(x)− uGs|q dx ≤ C
(∫
Gs
∫
Gs
|u(x)− u(y)|p
|x− y|n+δp dy dx+ ‖u− uGs‖
p
Lp(Gs)
)q/p
(8)
holds for each u ∈ Lp(Gs). Inequality (6) follows from (8) and the estimate
‖u− uGs‖pLp(Gs) ≤
diam(Gs)
n+δp
|Gs|
∫
Gs
∫
Gs
|u(x)− u(y)|p
|x− y|n+δp dy dx .

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Next we show that inequality (5) fails for some John domains.
Proposition 3.4. Let 1 ≤ p < ∞ and 0 < δ < 1 with pδ ≥ 1, and let τ = 1. Then there
exists a John domain G for which inequality (5) fails.
Proof. Let G = (−1, 1)2 \ ((0, 1) × {0}). Let u : G → [0, 1] be defined by u(x) = x1 for
x ∈ (0, 1)2, and u = 0 otherwise.
We observe that if x ∈ G and y ∈ B(x, dist(x, ∂G)), then |u(x) − u(y)| ≤ |x − y|, hence
the right hand side of (5) is finite.
To deal with the left hand side of (5), we denote L = (1/2, 1)× (−1/4, 0), and for x ∈ L
we denote E(x) = (x1 − |x2|, x1)× (0, |x2|). Then∫
G
∫
G
|u(x)− u(y)|p
|x− y|n+δp dy dx ≥ 4
−p
∫
L
∫
E(x)
|x− y|−n−δp dy dx ≥ c
∫
L
|x2|−δp dx =∞ .
Thus, inequality (5) fails. 
4. From weak to strong
The following theorem shows that an improved fractional Poincare´ inequality of weak
type is equivalent to the corresponding inequality of strong type if q ≥ p.
Theorem 4.1. Let µ be a positive Borel measure on an open set G ⊂ Rn so that µ(G) <∞.
Let 0 < δ < 1, 0 < τ ≤ ∞, and 0 < p ≤ q <∞. Then the following conditions are equivalent
(with the understanding that B(y, τ dist(y, ∂G)) := Rn whenever y ∈ G and τ =∞):
(A) There is a constant C1 > 0 such that inequality
inf
a∈R
sup
t>0
µ({x ∈ G : |u(x)− a| > t})tq
≤ C1
(∫
G
∫
G∩B(y,τ dist(y,∂G))
|u(y)− u(z)|p
|y − z|n+δp dµ(z) dµ(y)
)q/p
holds, for every u ∈ L∞(G;µ).
(B) There is a constant C2 > 0 such that inequality
inf
a∈R
∫
G
|u(x)− a|q dµ(x) ≤ C2
(∫
G
∫
G∩B(y,τ dist(y,∂G))
|u(y)− u(z)|p
|y − z|n+δp dµ(z) dµ(y)
)q/p
holds, for every u ∈ L1(G;µ).
In the implication from (A) to (B) the constant C2 is of the form C(p, q)C1. In the converse
implication C1 = C2.
Remark 4.2. Theorem 4.1 extends [7, Theorem 4] to the fractional setting. The proof is a
combination of an argument in [7, Theorem 4] and a fractional Maz’ya truncation method
from the proof of [6, Proposition 5].
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Proof of Theorem 4.1. The implication from (B) to (A) is immediate. Let us assume that
condition (A) holds for all bounded µ-measurable functions. Fix u ∈ L1(G;µ) and let b ∈ R
be such that
µ({x ∈ G : u(x) ≥ b}) ≥ µ(G)
2
and µ({x ∈ G : u(x) ≤ b}) ≥ µ(G)
2
.
We write v+ = max{u− b, 0} and v− = −min{u− b, 0}. In the sequel v denotes either v+
or v−; all the statements are valid in both cases. Moreover, without loss of generality, we
may assume that v ≥ 0 is defined and finite everywhere in G.
For 0 < t1 < t2 <∞ and every x ∈ G, we define
vt2t1 (x) =

t2 − t1, if v(x) ≥ t2 ,
v(x)− t1, if t1 < v(x) < t2 ,
0, if v(x) ≤ t1 .
Observe that, if 0 < t1 < t2 <∞, then
µ({x ∈ G : vt2t1 (x) = 0}) ≥ µ(G)/2 .
For y ∈ G we write By,τ = B(y, τ dist(y, ∂G)). By Lemma 2.6 and condition (A), applied
to the function vt2t1 ∈ L∞(G;µ),
sup
t>0
µ({x ∈ G : vt2t1 (x) > t})tq ≤ 21+q infa∈R supt>0 µ({x ∈ G : |v
t2
t1 (x)− a| > t})tq
≤ 21+qC1
(∫
G
∫
G∩By,τ
|vt2t1 (y)− vt2t1 (z)|p
|y − z|n+δp dµ(z) dµ(y)
)q/p
.
(9)
We write Ek = {x ∈ G : v(x) > 2k} and Ak = Ek−1 \Ek, where k ∈ Z. Since v ≥ 0 is finite
everywhere, we can write
G = {x ∈ G : 0 ≤ v(x) <∞} =
⋃
i∈Z
Ai ∪ {x ∈ G : v(x) = 0}︸ ︷︷ ︸
=:A−∞
. (10)
Hence, by inequality (9) and the fact that
∑
k∈Z |ak|q/p ≤ (
∑
k∈Z |ak|)q/p, we obtain that∫
G
|v(x)|q dµ(x) ≤
∑
k∈Z
2(k+1)qµ(Ak+1)
≤
∑
k∈Z
2(k+1)qµ({x ∈ G : v2k2k−1(x) ≥ 2k−1})
≤ 21+4qC1
(∑
k∈Z
∫
G
∫
G∩By,τ
|v2k
2k−1(y)− v2
k
2k−1(z)|p
|y − z|n+δp dµ(z) dµ(y)
)q/p
.
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By (10) we can estimate∑
k∈Z
∫
G
∫
G∩By,τ
|v2k
2k−1(y)− v2
k
2k−1(z)|p
|y − z|n+δp dµ(z) dµ(y)
≤
{∑
k∈Z
∑
−∞≤i≤k
∑
j≥k
∫
Ai
∫
Aj∩By,τ
+
∑
k∈Z
∑
i≥k
∑
−∞≤j≤k
∫
Ai
∫
Aj∩By,τ
} |v2k
2k−1(y)− v2
k
2k−1(z)|p
|y − z|n+δp dµ(z) dµ(y) . (11)
Let y ∈ Ai and z ∈ Aj, where j − 1 > i ≥ −∞. Then |v(y)− v(z)| ≥ |v(z)| − |v(y)| ≥ 2j−2.
Hence,
|v2k2k−1(y)− v2
k
2k−1(z)| ≤ 2k ≤ 4 · 2k−j|v(y)− v(z)| . (12)
Since the estimate
|v2k2k−1(y)− v2
k
2k−1(z)| ≤ |v(y)− v(z)|
holds for every k ∈ Z, inequality (12) is valid whenever−∞ ≤ i ≤ k ≤ j and (y, z) ∈ Ai×Aj.
By inequality (12):∑
k∈Z
∑
−∞≤i≤k
∑
j≥k
∫
Ai
∫
Aj∩By,τ
|v2k
2k−1(y)− v2
k
2k−1(z)|p
|y − z|n+δp dµ(z) dµ(y)
≤ 4p
∑
k∈Z
∑
−∞≤i≤k
∑
j≥k
2p(k−j)
∫
Ai
∫
Aj∩By,τ
|v(y)− v(z)|p
|y − z|n+δp dµ(z) dµ(y).
(13)
Since
∑j
k=i 2
p(k−j) ≤ (1− 2−p)−1, changing the order of the summation yields that the right
hand side of inequality (13) is bounded by
4p
1− 2−p
∫
G
∫
G∩By,τ
|v(y)− v(z)|p
|y − z|n+δp dµ(z) dµ(y) .
The estimation of the second term in (11) is also performed as above. To conclude that (B)
holds with C2 = C(q, p)C1 it remains to recall that |u − b| = v+ + v− and q > 0. Observe
also that |v±(y)− v±(z)| ≤ |u(y)− u(z)| for all y, z ∈ G. 
Remark 4.3. If q ≥ 1 in Theorem 4.1, then we may replace the infimum on the left hand
side of the inequality appearing in condition (B) by
∫
G
|u(x) − uG;µ|q dµ(x). Indeed, by
Ho¨lder’s inequality,∫
G
|u(x)− uG;µ|q dµ(x) ≤ 2q inf
a∈R
∫
G
|u(x)− a|q dµ(x) .
Here we have written uG;µ =
1
µ(G)
∫
G
u(y) dµ(y).
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5. Improved fractional Sobolev–Poincare´ inequality
R. Hurri-Syrja¨nen and the third author prove in [11, Theorem 4.10] an improved fractional
Sobolev–Poincare´ inequality on a given c-John domain G. Namely, let us fix 0 < δ, τ < 1
and 1 < p < n/δ. Then there exists a constant C = C(n, δ, c, τ, p) such that inequality∫
G
|u(x)− uG|np/(n−δp) dx ≤ C
(∫
G
∫
B(x,τ dist(x,∂G))
|u(x)− u(y)|p
|x− y|n+δp dy dx
)n/(n−δp)
(14)
holds for every u ∈ L1(G).
We prove inequality (14) when p = 1.
Theorem 5.1. Suppose that G is a c-John domain in Rn and let τ, δ ∈ (0, 1) be given.
Then there exists a constant C = C(n, δ, c, τ) > 0 such that inequality∫
G
|u(x)− uG|n/(n−δ) dx ≤ C
(∫
G
∫
B(x,τ dist(x,∂G))
|u(x)− u(y)|
|x− y|n+δ dy dx
)n/(n−δ)
holds for every u ∈ L1(G).
Proof. By Theorem 4.1 and Remark 4.3, it suffices to prove that there exists a constant
C = C(n, δ, c, τ) > 0 such that inequality
inf
a∈R
sup
t>0
∣∣{x ∈ G : |u(x)− a| > t}∣∣tn/(n−δ)
≤ C
(∫
G
∫
B(y,τ dist(y,∂G))
|u(y)− u(z)|
|y − z|n+δ dz dy
)n/(n−δ) (15)
holds for every u ∈ L∞(G). Let us denote by x0 ∈ G the John center of G, and let
B0 := B(x0, dist(x0, ∂G)/(Mc)) ,
where M = 9/τ . We also write
g(y) =
∫
B(y,τ dist(y,∂G))
|u(y)− u(z)|
|y − z|n+δ dz
for every y ∈ G. By Theorem 2.5, for each Lebesgue point x ∈ G of u,
|u(x)− uB0| ≤ C(n, c, δ, τ)
∫
G
g(y)
|x− y|n−δ dy = C(n, c, δ, τ) Iδ(χGg)(x) . (16)
By inequality (16) and Theorem 2.4, there exists a constant C = C(n, c, δ, τ) such that∣∣{x ∈ G : |u(x)− uB0| > t}∣∣tn/(n−δ)
≤ C
(∫
G
∫
B(y,τ dist(y,∂G))
|u(y)− u(z)|
|y − z|n+δ dz dy
)n/(n−δ)
for every t > 0. Inequality (15) follows. 
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Remark 5.2. Inequality (14) makes sense only if the domain G has a finite measure. If we
replace the left hand side of inequality (14) by∫
G
|u(x)|np/(n−δp) dx ,
then the resulting inequality is valid on so-called unbounded John domains G that are of
infinite measure, we refer to [10, §5].
6. Necessary conditions for the improved inequality
In this section, we obtain necessary conditions for the improved Poincare´ inequalities.
Theorem 6.1 gives a counterpart for the result of Buckley and Koskela on the classical
Sobolev–Poincare´ inequality (1), see [4, Theorem 1.1].
Theorem 6.1. Assume that G is a domain of finite measure in Rn which satisfies the
separation property. Let δ ∈ (0, 1) and 1 ≤ p < n/δ be given. If there exists a constant
C1 > 0 such that the improved fractional Sobolev–Poincare´ inequality∫
G
|u(x)− uG|np/(n−δp) dx ≤ C1
(∫
G
∫
B(x,dist(x,∂G))
|u(x)− u(y)|p
|x− y|n+δp dy dx
)n/(n−δp)
(17)
holds for every u ∈ L∞(G), then G is a John domain.
To prove Theorem 6.1 it suffices to prove Proposition 6.2, and then follow the geometric
arguments given in [4, pp. 6–7]. Observe that (1/p− 1/q)/δ = 1/n and (n− δp)q/(np) = 1
if q = np/(n− δp).
Proposition 6.2. Suppose that G ⊂ Rn is a domain of finite measure. Let δ ∈ (0, 1) and
1 ≤ p < q <∞ be given. Assume that there exists a constant C1 > 0 such that inequality(∫
G
|u(x)− uG|q dx
)1/q
≤ C1
(∫
G
∫
B(x,dist(x,∂G))
|u(x)− u(y)|p
|x− y|n+δp dy dx
)1/p
(18)
holds for every u ∈ L∞(G). Fix a ball B0 ⊂ G, and let d > 0 and w ∈ G. Then there exists
a constant C > 0 such that
diam(T ) ≤ C(d+ |T |( 1p− 1q ) 1δ ) and |T |1/n ≤ C(d+ d(n−δp)q/(np)) (19)
if T is the union of all components of G \ B(ω, d) that do not intersect the ball B0. The
constant C depends on C1, |B0|, |G|, n, δ, q, and p only.
Notice that inequalities in (19) extend [4, Theorem 2.1] to the fractional case.
Proof of the first inequality in (19). Without loss of generality, we may assume that T 6= ∅.
Let T (r) = T \B(ω, r), we will later prove inequality
|T (r)|p/q ≤ c|T (ρ)|
(r − ρ)δp , (20)
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provided d ≤ ρ < r. Assuming that this inequality holds, one proceeds as follows. Define
r0 = d and for j ≥ 1 pick rj > rj−1 such that
|A(rj−1, rj)| = |T ∩B(w, rj) \B(w, rj−1)| = 2−j|T | .
Then |T (rj)| = |T \B(w, rj)| = 2−j|T |. Hence, by inequality (20)
diam(T ) ≤ 2d+
∞∑
j=1
2|rj − rj−1|
≤ 2d+ c
∞∑
j=1
(|T (rj−1)||T (rj)|−p/q)
1
δp
= 2d+ c
∞∑
j=1
(2−j+1|T |2jp/q|T |−p/q) 1δp
= 2d+ c|T |( 1p− 1q ) 1δ
∞∑
j=1
2−j(
1
p
− 1
q
) 1
δ ≤ 2d+ c|T |( 1p− 1q ) 1δ
and this concludes the main line of the argument.
It remains to prove inequality (20). We assume that T (r) 6= ∅ and define a bounded
function u on G as follows
u(x) =

1 , x ∈ T (r) ,
dist(x,B(ω,ρ))
r−ρ , x ∈ A(ρ, r) = T (ρ) \ T (r) ,
0 , x ∈ G \ T (ρ) .
For x ∈ G, let us denote Bx,1 = B(x, dist(x, ∂G)). By the fact that u = 0 on B0 and
inequality (18) we obtain
|T (r)|p/q ≤
(∫
G
|u(x)|q dx
)p/q
≤ c
(∫
G
|u(x)− uG|q dx
)p/q
≤ c
∫
G
∫
Bx,1
|u(x)− u(y)|p
|x− y|n+δp dy dx .
(21)
For all measurable E,F ⊂ G, denote
I(E,F ) =
∫
E
∫
Bx,1∩F
|u(x)− u(y)|p
|x− y|n+δp dy dx .
Since u = 0 on G \ T (ρ) and u = 1 on T (r), we can write the right hand side of (21) as
I(G,G) =I(T (r), A(ρ, r)) + I(T (r), G \ T (ρ))
+ I(A(ρ, r), T (r)) + I(A(ρ, r), A(ρ, r)) + I(A(ρ, r), G \ T (ρ))
+ I(G \ T (ρ), T (r)) + I(G \ T (ρ), A(ρ, r)) .
(22)
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For the first and the third term of (22) we use the following estimate
I(T (r), A(ρ, r)) + I(A(ρ, r), T (r)) ≤ 2
∫
A(ρ,r)
∫
T (r)
|u(x)− u(y)|p
|x− y|n+δp dy dx.
We observe that, for every x ∈ A(ρ, r),
|dist(x,B(ω, ρ))− (r − ρ)| ≤ min{dist(x, T (r)), r − ρ} = m(x) .
By the definition of function u,∫
A(ρ,r)
∫
T (r)
| dist(x,B(ω, ρ))− (r − ρ)|p
(r − ρ)p|x− y|n+δp dy dx ≤
∫
A(ρ,r)
∫
T (r)
mp(x)
(r − ρ)p|x− y|n+δp dy dx
≤
∫
A(ρ,r)
∫
Rn\B(x,m(x))
mp(x)
(r − ρ)p|x− y|n+δp dy dx = c
∫
A(ρ,r)
(m(x))p−δp
(r − ρ)p dx ≤
c|A(ρ, r)|
(r − ρ)δp .
We estimate the second term I(T (r), G \ T (ρ)). Let us show that, for every x ∈ T (r),
Bx,1 ∩ (G \ T (ρ)) ⊂ Rn \B(x, r − ρ) . (23)
If y ∈ G\T (ρ), then the point y belongs to the ball B(ω, ρ) or to a component of G\B(ω, d)
that intersects the ball B0. At the same time, if y ∈ Bx,1, then B(x, |x − y|) ⊂ G which
means that the situation when x and y are in different components of G \ B(ω, d) is not
possible. Hence, y ∈ B(ω, ρ), and indeed |x− y| ≥ |x− w| − |w − y| ≥ r − ρ.
By (23), for each x ∈ T (r), we have∫
Bx,1∩(G\T (ρ))
1
|x− y|n+δp dy ≤
∫
Rn\B(x,r−ρ)
1
|x− y|n+δp dy = c(r − ρ)
−δp ,
and hence
I(T (r), G \ T (ρ)) ≤ c |T (r)|
(r − ρ)δp ≤ c
|T (ρ)|
(r − ρ)δp .
Next we consider I(A(ρ, r), A(ρ, r)). Notice that, for every x ∈ A(ρ, r),∫
Bx,1∩A(ρ,r)
| dist(x,B(ω, ρ))− dist(y,B(ω, ρ))|p
(r − ρ)p|x− y|n+δp dy
≤ (r − ρ)−p
∫
A(ρ,r)∩B(x,r−ρ)
1
|x− y|n+δp−p dy +
∫
A(ρ,r)\B(x,r−ρ)
1
|x− y|n+δp dy
≤ c(r − ρ)
p−δp
(r − ρ)p +
c
(r − ρ)δp .
Hence, we obtain that
I(A(ρ, r), A(ρ, r)) ≤ c |A(ρ, r)|
(r − ρ)δp .
Then we focus on I(A(ρ, r), G \ T (ρ)). Let us first observe that, for every x ∈ A(ρ, r),
Bx,1 ∩ (G \ T (ρ)) ⊂ Rn \B(x, dist(x,B(ω, ρ))) .
ON IMPROVED FRACTIONAL SOBOLEV–POINCARE´ INEQUALITIES 13
To verify this, we fix y ∈ Bx,1 ∩ (G \ T (ρ)). By repeating the argument used in the proof
of inclusion (23) we obtain that y ∈ B(ω, ρ) and |y − x| ≥ dist(x,B(ω, ρ)). Thus, for every
x ∈ A(ρ, r),∫
Bx,1∩(G\T (ρ))
1
|x− y|n+δp dy ≤
∫
Rn\B(x,dist(x,B(ω,ρ)))
1
|x− y|n+δp dx = c(dist(x,B(ω, ρ)))
−δp .
Therefore, we have
I(A(ρ, r), G \ T (ρ)) ≤ c
∫
A(ρ,r)
(dist(x,B(ω, ρ)))p−δp
(r − ρ)p dx ≤
c|A(ρ, r)|
(r − ρ)δp .
In order to estimate the remaining terms I(G \ T (ρ), T (r)) and I(G \ T (ρ), A(ρ, r)) we
observe that, if x ∈ G \ T (ρ) and Bx,1 ∩ T (ρ) 6= ∅, then x ∈ B(w, ρ). This follows from the
fact that, if y ∈ Bx,1 ∩ T (ρ) then B(x, |x− y|) ⊂ G and, hence, x and y can not belong to
different components of G \B(ω, ρ).
Using the observation above and adapting the estimates for the term I(T (r), G \ T (ρ)),
we obtain
I(G \ T (ρ), T (r)) = I(B(ω, ρ) ∩G, T (r))
≤
∫
T (r)
∫
B(ω,ρ)
|u(x)− u(y)|p
|x− y|n+δp dy dx ≤ c
|T (ρ)|
(r − ρ)δp .
Following the same argument and adapting the estimates for I(A(ρ, r), G \ T (ρ)) we obtain
that I(G \ T (ρ), A(ρ, r)) ≤ c|A(ρ, r)|(r − ρ)−δp. 
We proceed to the second part of Proposition 6.2.
Proof of the second inequality in (19). We first observe that |T | ≤ Cdn + |T (2d)|. Hence, it
remains to show that
|T (2d)| ≤ Cd(n−δp)q/p . (24)
In order to do this, we use a slightly modified proof of the first inequality. More precisely,
by inequality (21), for d ≤ ρ < r, we have
|T (r)|p/q ≤ I(G,G) ,
where I(G,G) can be written as in (22). From the reasoning above it is seen that all the
terms in (22) except I(T (r), G \ T (ρ)) and I(G \ T (ρ), T (r)) are bounded from above by
c|A(ρ, r)|(r − ρ)−δp. Furthermore, for the remaining terms, we have
I(T (r), G \ T (ρ)) + I(G \ T (ρ), T (r)) = I(T (r), B(ω, ρ) ∩G) + I(B(ω, ρ) ∩G, T (r))
≤ 2
∫
B(ω,ρ)
∫
T (r)
1
|x− y|n+δp dy dx ≤ 2
∫
B(ω,ρ)
∫
Rn\B(x,r−ρ)
1
|x− y|n+δp dy dx ≤ c
|B(ω, ρ)|
(r − ρ)δp .
Thus,
|T (r)|p/q ≤ c
(r − ρ)δp
(|A(ρ, r)|+ |B(ω, ρ)|) .
Next we set ρ = d and r = 2d in the inequality above, and using the trivial estimates for
the measures of a ball and of an annulus, we obtain (24). 
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