A nonlinear compensator for the fuel film dynamics and a second order nonlinear observer for a spark ignition engine are presented in this paper. The compensator and observer are realized as continuous differential equations and an especially designed integration algorithm is used to integrate them in real time. Using these means, accurate steady state and transient air/fuel control can be obtained with excellent robustness properties. Some useful condition monitoring facilities are also available in the observer. The compensator and observer are based on a Mean Value Engine Model (MVDM) presented earlier. A MVEM is one which predicts the mean value of the engine states and internal variables over time scales which are large compared to the cyclic engine process.
Introduction
Two of the main problems involved in obtaining accurate air/fuel ratio control in a spark ignition engine are (1] 1. compensating for the fuel wetting dynamics in the intake manifold (CFI engine) or in the region of the intake valve (ESF engine) and 2. correctly estimating the air mass flow at the fuel injection location.
It has been shown in previous publications that a linear fuel film dynamics compensator and a single state nonlinear observer can be useful for accurate air/fuel ratio control of a Central Fuel Injection (CFI) engine. The fuel film compensator approximately cancels the dynamics of the fuel film and reduces the order of the estimation problem with one state. In order to estimate the air mass flow at the injection location, the observer is necessary. In this way one can avoid the effects of sensor response time, sensor noise and engine modelling errors [2, 3] . This paper extends the earlier work in two important ways:
1. a nonlinear compensator for the fuel film dynamics is introduced which improves compensation accuracy and 2. a two state observer is used which has improved robustness properties and greater noise insensitivity.
Both the compensator and the observer are based on earlier work on mean value engine models (MVSM) of SI engines [4, 53.
The Mean Value Engine Model
The MVEM for a CFI engine can be written as the following coupled set of nonlinear differential and algebraic equations. For the sake of brevity the equations will only be considered at constant (room) temperature. For the fueling dynamics: a-L(-ff .Xrd -f1(a, n) (la) and (2b) are nonlinear because the dependence of P., PP and Pb on n and p. (4, 5) .
The last state equation (3) The ideal nonlinear compensator can be derived mathematically by inverting the nonlinear equations of the MVEM fuel film model [6] . Inversion is accomplished using a method similar to that used by Balchen, et. alJ, (7] The "Aquino" nonlinear compensator is the subject of a Hitachi patent (9) .
Either of the two nonlinear compensators above or the linear compensator can be used to identify the X and T. functions of any given engine at any given temperature. This makes it possible to "tune" the filter to the manifold/engine system in question. The method with which this can be accomplished has been reported in several earlier publications [1, 2, 3, 6) . Once a compensator has been properly tuned, it should allow the passage of square waves from the injector fuel flow to the engine exhaust. This means that the fuel film dynamics are being canceled over a broad frequency range. Figure 1 The Kalman gain matrix can be determined from the expression K -P(t)C(t)R1 (8) where R2 is the measurement noise covariance matrix, C is the linearized (9) where A(t) and C(t) are the linearized system and output matrices respectively (at a selected operating point) and R is the state noise covariance matrix. Note that here C = I2. Now if the constant matrices K and P satisfy the inequality 
Observer Realization
Because of the strong nonlinearities inherent in the MVEM, it is necessary to give careful attention to how it is to be descretized for microprocessor implementation. Because it is desirable to maintain the physical nature and form of the MVEM equations, the most attractive descretization technique is via numerical integration methods (NIMs) . A complication which immediately arises in this connection is that an engine has eigenfrequencies which are highly operating point dependent and which are widely separated in frequency. In other words an engine is a stiff system, the eigenfrequency ratio being on the order of 3 -1000. The lower ratios occur at the low power operating points.
It can be shown that in order that the descretized observer will have the same properties as the continuous observer, three requirements must be met: 1. the Lipschitz condition must hold for the observer equations over the entire operating range, 2. the theoretical solution to the observer differential equations must be stable and 3. the step length, h, must be selected is such a way that the solutions to the observer equations remains inside the region of absolute stability of the NIM throughout the integration interval.
It can also be shown that the Lipshitz condition does hold for all physically realizable solutions to the observer equations. Further it can be shown that the CGEKF is nondivergent and thus stable over the entire operating range of the engine (see above). As for the last requirement, 3., it can be satisfied simply by choosing an appropriate step length.
In order to determine the absolute stability region of a NIM one usually considers the test problem
( 1 1 ) where Al is the eigenfrequency. The theoretical solution is stable when Re|AtI < 0.Using for example the explicit Euler NIM one obtains
( 1 2b) where h is the sampling time interval. Clearly the numerical solution will be stable when |1 + hX'j < 1. The region for absolute stability of the explicit Euler NIM is shown as the heavily shaded region in figure 2 . The intuitively obvious first choice of the Euler method is an unfortunate one because the minimum effective time constant of the manifold pressure is 0.4 msec. From the analysis above, the maximum allowed sampling period is 0.8 msec. This will impose a very heavy computational burden on the engine control microprocessor.
To increase the step length, one can resort to a more complex one step method. One can for example consider two or three stage, one step, Runge-Kutta NIM. Such algorithms are attractive because they are relatively simple but can be optimized to increase their absolute stability regions along the negative real hi,' axis. In previous work a two stage R-K algorithm was used [3] . Better perfomance can be obtained with a three -stage, one step, R-K NIM: and one again considers the test problem in equation (11), one obtains the condition 1i + hA' + a(hA')2 + b(hX')31 < 1 (15) which defines the region of absolute stability for the three stage, one step, R-K NIM. By selecting the correct values of the variables a and b in equation (15), it is possible to obtain a eight-fold increase in the region of absolute stability with respect to the explicit Euler algorithm. This is shown in figure 2 as the lightly shaded region. In this way it was possible to obtain a sampling period for stable integration of the two state, CGEKF of 10 msec. Such a sampling period is compatible with a PC-AT (286) multitasking system which was evolved at the Danish Technical University as an engine control development system (ECDS) [12] . It was found that it was possible to estimate the load torque to an accuracy of ±2% over the operating range of the engine.
The estimation accuracy of the volumetric eff iciency was poorer: on the order of ±5 -10%.
Conclusions
The results which have been presented make it clear that in order to maintain a predetermined air/fuel ratio during fast transients, there must be accurate compensation for the fuel film and manifold filling dynamics. The 
