A z e propose and analyze a heuristic that uses region partitioning and an aggregation scheme for customer attributes (load size, time windows, etc.) to create a finite number of customer types. A math program is solved based on these aggregated customer types to generate a feasible solution to the original problem. The problem class we address is quite general and defined by a number of general consistency properties. Problems in this class include VRPs with general distance norms, capacitated problems, time window VRPs, pick-up and delivery problems, combined inventory control and routing problems and arc routing.
Introduction and Overview
Region partitioning schemes, in which solutions for a large service region are generated by combining solutions formed on smaller subregions, have played a prominent role in the probabilistic analysis and design of effective algorithms for vehicle routing problems (VRPs). The seminal papers of Beardwood et al. (1959) and Karp (1977) The appeal of region partitioning schemes lies in their ability to approximate the solution structure of certain classes of VRPs. Only customers within the same subregion are assigned to a given route. The resulting tour structure produces tightly clustered collections of customers connected to the depot by radial arcs, allowing 1 h depot by radial arcs. There are many other VRP applications where location dependent customer attributes cause region partitioning schemes to fail; for example, suppose in Figure 1 that the A (B) customers require pick-up (delivery) of a full load. Clearly, it is better to combine a delivery to B with a pick-up from A rather than to make deliveries and pick-ups using separate tours. In this paper we propose an alternative class of heuristics based on aggregation schemes in which customers with similar combinations of locations and attribute values (e.g. delivery requirements, scheduling constraints, etc.) are aggregated into a single type. These aggregation schemes enable us to generate provably good heuristics for a wide class of vehicle routing and scheduling problems under very general distributions of problem instances, including problems with locationdependent customer attributes.
Like region partitioning schemes, our heuristics may be viewed as an approximation method for the classical set covering formulation to VRPs, originally due to Charnes and Miller (1956) and Balinski and Quandt (1964) (1995)) all show that the computational effort is primarily determined by its number of rows; row aggregation schemes thus result in a most effective approach to reduce computational complexity while maintaining the quality of the resulting solution.
The approach suggests a powerful class of heuristics which can be designed to be both asymptotically optimal and polynomial (under mild probabilistic assumptions); it also provides a quite complete analysis of the solution cost of a wide class of VRPs. As a corollary, we extend Bramel and Simchi-Levi (1993) to show that the linear programming relaxations of set covering formulations for VRPs are asymptotically tight.
In ?1 we specify the class of VRPs that can be addressed with our approach and demonstrate its generality. In ?2 we analyze a version of the problem in which the distribution of locations and attribute values is discrete. We characterize the asymptotic optimal solution value as the value of an underlying linear program which depends on the joint probability mass function of the locations and attribute values; we also derive bounds for the tail of the minimum cost value and specify the complete limiting distribution of the minimum cost value. In ?3 we address continuous location and attribute distributions. Our approach here is to approximate the continuous distribution by a sequence of progressively finer discretizations of both the service region and the attribute space. This allows us to employ the integer programming analysis of ?2. More specifically, we develop a lower and upper bound VRP with discrete sets of customer types. As an effective heufistic, we propose finding a feasible solution for the upper bound problem by solving its LP relaxation and rounding the solution up to integer values; the LP relaxation of the lower bound problem can be used as a lower bound to gauge the heuristic's optimality gap. We show that this math programming heuristic is asymptotically optimal as long as the number of customer types in the aggregation scheme grows sublinearly with n, the number of customers; moreover, its complexity is polynomially bounded, albeit with a high degree polynomial bound depending on M, the maximum number of customers per route, which is uniformly bounded by the properties of the class of VRPs considered. The fact that the rounded up solution of the LP relaxation is close to optimal was identified by Bartholdi (1981) for set covering problems arising in cyclical staff scheduling problems. He as well as Hochbaum (1982 Hochbaum ( , 1983 ) develop worst-case bounds for the optimality gap of this rounding heuristic.
In ?4, we continue the theoretical characterization of the heuristic's complexity by showing that it can be bounded by a polynomial of fixed degree-independent of M-when solving the linear program by a column generation technique, provided the effort to generate columns is polynomial in n itself. We illustrate this complexity characterization for the case of the classical VRP. We then discuss how the proposed heuristic could be solved in practice making use of recent computational results for set covering formulation based heuristics. Finally in ?5, we provide computational results for several examples, exhibiting the quality of the heuristic as a function of the number of customers, the aggregation scheme applied and the model parameters.
A General Class of Vehicle
Routing Problems P1. Every finite set of customers can be serviced by some finite collection of tours in Q.
P2. If r E Q, then for every (x, w) E r, r -{(x, w)} E Q.
P3
. If the possible locations x and attributes w are both restricted to a finite set, then the collection of feasible tours in Q is finite.
Property P1 assures the existence of a feasible solution for any finite instance. Property P2 says that a feasible tour remains feasible when a customer is removed. In view of P1 and P2, any single customer can be served using a dedicated tour. P3 is a boundedness condition. One technical difficulty concerning P3 is the possible existence of null customers, i.e. those that can be added to any feasible tour without violating its feasibility (e.g. a customer with zero demand in the classical VRP Whether or not P4 holds for a given problem can depend on which variables are used to represent attributes (see Example 3 below). It implies that M is a uniform upper bound for the number of customers in any feasible tour. P5 says that a similar property holds for distances; namely, if they are reduced, the tours remain feasible.
For some classes of problems, such as the time window VRP, feasibility of tours depends on the times traveled on the various legs of the tour, and a further property, P6 below, is needed. Informally, we require that customers have an on-site service time and also that feasibility depends only on the times at which customers are visited (possibly including the return time to the depot to include tour length constraints) and not on distances traveled. It is convenient to emphasize the service time attribute notationally and describe customers by a triple (x, s, w) where s is the on-site service time requirement and w is a vector of remaining attributes. As be- Assuming as before that all the attributes dk, hk, Vk are bounded away from zero, one easily verifies that Properties P1-P5 and P7 hold in this case, while P6 does not apply. In summary, we have shown that a large class of inventory-routing problems of considerably greater generality than those discussed in the literature can be treated as special cases of our general routing problerm, when restricting oneself to the class of fixed partition strategies. To relate these problems to the original continuous problem some more work is needed. Consider a set of customers Si') = {(xI, wI), ..., (xn, wJ)} and define for Similar dynamic programs can be formulated for problems with time windows, pick-up and delivery constraints and inventory routing costs and constraints. However, the dynamic programs become more complex. Nevertheless, using column generation with the MP heuristic provides a theoretically powerful approach to constructing provably asymptotically optimal, polynomial time heuristics for a wide class of VRPs. In addition, it corresponds closely to the math programming approaches that one frequently encounters in practice.
Numerical Examples
We have used the MP heuristic to generate solutions to several variants of the example in Figure 1 . Though stylized, this example is easy to understand intuitively; hence, it is a useful aid in developing insights. It also illustrates some fundamental problem characteristics that impact on the heuristic's numerical performance. We constructed the complete set of feasible columns off-line. CPU times on a 486 66 Mhz PC (using the LINDO solver) were quite modest: well under one second for h = 1, under 1.5 seconds for h = 2 and approximately 15 seconds for h = -. These times were independent of the number of customers n. Tables 1-3 show  the numerical results. Several observations can be made based on these data. First, the performance of the MP heuristic relative to the lower bound cLP(z(n)(h)) improves as y increases. This is expected, since the tour lengths under the two distance metrics d and d-and hence the values of the upper and lower bound problems-are closer when y is large.
Description of Experiments and Observations
As the grid size h is reduced, the solution value of the MP heuristic decreases while the lower bound, cLP(z(n)(h)), increases, improving the optimality gap. This gap ranges from 50% for the case y = 5 and h = 1 to about 0.7% when y = 100 and h = 1/4. The optimality gap is less sensitive to the value of h when y is large for the reasons discussed above.
By comparing the values of CMP and cLP( (n)(h)), one gauges the error introduced by rounding in the MP heuristic. For these examples, the error is minimal. Indeed, in most cases the LP solution was integral and no rounding was required. Only for the case y = 5 and n = 320 was some rounding error introduced, and even this is quite small (less than 0.3% for all values of h). As a result, the optimality gap is not strongly affected by the number of customers n, especially for h small (see e.g. h = D). However, these characteristics are dependent on the problem, as we discuss in more detail below.
Note finally, the partitioning heuristic cost is significantly higher than the MP cost in all cases, approaching 50% when y = 100, as expected. This performance is due to the MP heuristic forming routes that match one customer in Region A with one customer in Region B (see Figure 3) ; such routes are not considered in a pure partitioning approach. The performance of the partitioning heuristic actually deteriorates in several cases when the grid size h is reduced (see e.g. y = 100, n = 32). This occurs because when n is small, many subregions in Table 1 Numerical Results: y 5 n =32 n =320 n =3200 Region A contain only one point, making it worthwhile to form tours that combine points from two different subregions. Such tours are not considered in the partitioning heuristic. When h = 1, all points are in the same subregion and maximal pairing can take place. When y is large, the additional cost introduced by the coarser grid size is more than offset by the reduction in the number of tours. The MP heuristic, on the other hand, allows pairing across subregions, and hence does not suffer from this effect; its performance consistently improves as the grid size h is reduced. Table 4 .) Consider the same set of customer locations, but with customers in Region A having a weight of 0.1 and customers in Region B having weight 0.9. Note the same solution in Figure 3 is still feasible for these new weights; however, the MP heuristic generates a more costly solution (19% higher; see Table 4) Table 4 .) Table 3 Numerical To understand this behavior, note that in varying the weights, the set of feasible mixed and pure-B tours remains the same; however, new pure-A tours are introduced; e.g. with weights in Region A (B) of 0.01 (0, 99), tours that visit 100 customers in a single subregion of A become feasible. Thus, the LP solution can cover each A customer with 1 / 100-th of a column of this type- and in fact does so for all but two customers. Rounding these small fractional values up to the nearest integer (1 in this case) significantly increases the solution cost (see Table 4 ). However, the rounding error goes down as the number of customers increases. For an example with n = 32,000 customers and A (B) weights of 0.01 (0.99), the MP solution also consists of only pure tours; however, the rounding error is only 0.4% and the optimality gap is only 3.8%. 
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