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Abstract. We present a novel approach to learning taxonomic relations between
terms by considering multiple and heterogeneous sources of evidence. In order to
derive an optimal combination of these sources, we exploit a machine-learning ap-
proach, representing all the sources of evidence as first-order features and training
standard classifiers. We consider in particular different features derived from Word-
Net, an approach matching Hearst-style patterns in a corpus and on the Web as well
as further methods mentioned in the literature. In particular, we explore different
classifiers as well as various strategies for dealing with unbalanced datasets. We
evaluate our approach by comparing the results with a reference taxonomy for the
tourism domain.
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1. Introduction
Taxonomies, thesauri or concept hierarchies are a crucial component of many applica-
tions within the Semantic Web [2], Knowledge Management [11], Information Retrieval
[1,26], Text Clustering [17], Natural Language Processing and Information Systems in
general. In fact, there has been a long tradition in Artificial Intelligence and related fields
such as Natural Language Processing or Information Retrieval to automatically learn
taxonomies from data. As text documents are massively available, most researchers have
attempted to learn taxonomies on the basis of textual input, whereby mainly three differ-
ent learning paradigms have been exploited. First, several researchers have attempted to
find taxonomic relations expressed more or less explicitly in texts by matching certain
patterns which we will refer to as Hearst-patterns in line with Hearst’s seminal work [15]
and follow-up work in [1], [6], [18] and [22]. Some researchers have even went further
and searched for these patterns on the Web [7,9,20]. Other researchers have used the
internal structure of noun phrases to find taxonomic relations [4,29]. Second, many re-
searchers follow Harris’ distributional hypothesis basically claiming that words or terms
are semantically similar to the extent to which they share similar syntactic contexts [14].
The most prominent examples of this approach are probably [3], [5], [10], [12], [16],
[21], and more recently also [8] and [24]. Third and finally, there are also approaches
relying on a document-based notion of term subsumption such as the one found in [26].
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However, there has been certainly almost no work on combining different learning
paradigms. The aim of this paper is to present an approach which combines the three
above mentioned paradigms as well as a few other approaches and resources to learn
taxonomic relations from all these heterogeneous sources. The crucial question herein is
thus to find an optimal combination of the indications provided by all these approaches.
As any manual attempt to combine these different approaches would certainly be adhoc,
we resort to a supervised scenario in which an optimal combination is learned from the
data itself and make use of standard classifiers for this purpose. In fact, we learn clas-
sifiers which given two terms as well as the results of all the different approaches con-
sidered, decide if they stand in a taxonomic relation or not. As most of the terms in a
given taxonomy do not stand in such a relation, we are thus faced with very unbalanced
datasets making it necessary to apply strategies to cope with such skewed distributions
as described in [23].
In this paper we thus examine the possibility of learning taxonomic relations by combin-
ing the evidence from different sources and techniques using a classification approach.
The crucial questions we address in this paper are (i) how to convert the different sources
of evidence and results of different approaches into first-order features which can be used
by a classifier, (ii) which classifiers perform best on the task and (iii) which strategies are
most suitable to deal with the unbalanced datasets we consider.
The paper is structured as follows: in Section 2 we describe our dataset, i.e. the corpus
we use, the ontology we aim at reproducing as well as discuss our evaluation strategy. In
Section 3 we present the different sources of evidence we consider and in Section 4 we
present some results. Before concluding, we discuss some related work in Section 5.
2. Dataset and Evaluation
As underlying corpus for the corpus-based sources of information we use two domain-
specific text collections: a collection of texts from http://www.lonelyplanet.com as well
as from http://www.all-in-all.de, a site containing information about accommodation, ac-
tivities etc. of Mecklenburg Vorpommen, a region in northeast Germany. Furthermore,
we also use a general corpus, the British National Corpus. Altogether the corpus size is
over 118 Million tokens.
The concept hierarchy or taxonomy we consider for evaluating our approach is a tourism
reference ontology modeled by an experienced ontology engineer within the GETESS
project [28]. The ontology is rather small with 289 concepts, from which we removed a
few abstract concepts such as partially material thing, or geometric concept thus yield-
ing 272 concepts with 225 direct is-a relations and 636 non-direct is-a relations between
them. For our evaluation we take into account the set of direct and non-direct isa rela-
tions. In particular, we evaluate the is-a relations found by our system with the direct and
non-direct ones in terms of Recall, Precision and F-Measure. It is important also to men-
tion that we consider only pairs of terms/concepts contained in the concept hierarchy,
which we thus aim at ’reproducing’ with our approach.
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Features
Classifier yes/no
isa(X,Y)?
Figure 1. Learning from Heterogeneous Sources of Evidence
3. Learning From Heterogeneous Evidence
In this section we describe the different sources of evidence we aim at combining via
our classification-based approach to taxonomy learning. In particular, we discuss how
the various sources can be transformed into first-order features which can be used by a
classifier.
3.1. Hearst Patterns
3.1.1. Matching Patterns in a Corpus
The first source of evidence we consider are lexico-syntactic patterns matched in a cer-
tain corpus in line with [15], where the patterns we use are mainly taken from:1
(1)   such as   ,   , ...,  
	 (and  or)  
	 2
(2) such    as    ,    , ...   	 (and  or)   	
(3)    ,    , ...,   	 (and  or) other   
(4)    , (including  especially)    ,    , ...,   	 (and  or)   	
(5)    is   
(6)    , another   
(7)    like   
According to Hearst, from such patterns we can derive that for all  fffiflffi -
 "!$#&%' ()!
 
$*+
#)%, (-!
 

** 3
. Now given two terms .

and .

we record how many times
a Hearst-pattern indicating an isa-relation between .

and .

is matched in the corpus.
We then normalize this value by dividing by the maximum number of Hearst patterns
found for .

. In order to match the above patterns we create regular expressions over
part-of-speech tags to match NP’s. In particular, we use the tagger described in [27] and
match non-recursive NP’s consisting of a determiner, an optional sequence of modifying
adjectives and a sequence of common nouns constituting the head of the NP. For the
conference concept for example, we find the following candidate isa relations, where the
number in the second column gives the normalized value as described above:
1Pattern 7 is taken from [18].
2 /102 stands for a noun phrase.
3Actually [15] states that for all /1032546fl798:7; , <>=@?BADC ; =FEHGI<BA@JFK'G /L02$M54 <NAJOK'G /10PFMQM , but we raise
terms to the status of concepts – thus neglecting polysemy – and go one step further stating that a Hearst pattern
is an indicator for an is-a-relationship which from a formal point of view is interpreted as subsumption in most
ontology formalisms.
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isa  
	 (conference,event) 0.36
isa  
	 (conference,body) 0.18
isa  
	 (conference,course) 0.09
isa  
	 (conference,weekend) 0.09
isa  
	 (conference,meeting) 0.09
isa  
	 (conference,activity) 0.09
The first interesting observation here is that, despite of using quite a big corpus, Hearst
patterns appear relatively rarely. When using only Hearst’s approach and classifying a
pair of terms as isa-related if
ffi
 
 	 is above a threshold . , we get the best F-Measure
of
  
at .
fffi ffifl
with a precision of
 ffi!ffi
and a recall of "
 $#%&
.
The best precision was 60% using a threshold of . 'fi ! .
3.1.2. Generating Patterns
Certainly, when using a corpus we have to cope with typical data sparseness problems.
On the other hand, some researchers have shown that the World Wide Web is an at-
tractive way of reducing data sparseness [13,19,25]. In this line, following [20], we use
the Google API4 to count the matches of a certain expression in the Web. In particular,
for each pair ( .  , .  ), we generate the following patterns and count the number of hits
returned by the Google API:
( ( .  ) such as ( ( .  )
such ( ( .  ) as ( ( .  )
( ( .  ), including ( ( .  )
( ( .  ), especially ( ( .  )
( ( .  ) and other ( ( .  )
( ( .  ) or other ( ( .  )
where ( ( . ) returns the correct plural form of . .
As above, these patterns are indicators for a corresponding taxonomic relation isa )*)+) ( .  , .  ).
So, this source of evidence is certainly similar in spirit to the Hearst approach described
above, but with the main difference that above the patterns are matched against a corpus
and here for each pair ( .  , .  ) a certain number of patterns are generated and then sent as
queries to the Google API. The sum of the number of Google hits over all patterns for
a certain pair ( .   .  ) is then normalized by dividing through the number of hits returned
for .

. Here are the top five matches for the conference concept and other terms in the
tourism concept hierarchy we consider; the value in the second column indicates the
normalized number of hits returned by the Google API:
isa )*)+) (conference,service) 0.27
isa )*)+) (conference,event) 0.25
isa )*)+) (conference,area) 0.11
isa )*)+) (conference,organization) 0.05
isa )*)+) (conference,information) 0.04
It is important to note that due to the simple morphology we have used, we get no in-
formation for nouns which do not form their plural regularly, e.g. activity. The best F-
4http://www.google.com/apis/
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Measure here was F=18.84% with a precision of P=15.77% and a recall of R=23.43%
when selecting all the relations above a threshold of 0.04. So here we yield a greater re-
call at the cost of also a lower precision which is due to the fact that the WWW is a very
general resource and the pattern-matching approach also yields a considerable amount
of errors.
3.1.3. Downloading Web Pages
Furthermore, as an alternative to the pattern generation approach described above, we
also follow an approach in which web pages are actually downloaded and Hearst pat-
terns are matched offline thus overcoming the idiosyncrasies with the generation of
plural forms and also allowing to match expressions with a more complex linguistic
structure. For this purpose, we assign one or more functions  
 ffi
.
5fi ffi
.
$fi
– which we will refer to as clues – to each of the Hearst patterns

to be matched.
Given a concept of interest 	 , we instantiate each of the clues and download a number
of pages matching the query  

!
	
*
using the Google API. For example, given the clue
 
!

*  ffi
	
#  
ffi
(
!

*
and the concept conference we would download 100 ab-
stracts matching the query f(conference), i.e. ”such as conferences”.5 For each concept
of interest and for each of the correspondingly instantiated clues, we then process the
downloaded abstracts by matching the corresponding pattern, thus yielding its potential
superconcepts. As described above, for each pair .

, .

we calculate the number of times
.

and .

were found to stand in an isa-relation divided by the number of times .

was
matched in a pattern as subconcept, i.e.
ffi
 
)*)*)
 
	 	 
	
 	ffflfi 	ffi! 

 
	 	 
	
" 	ff"fi #$ 

. The following
table gives the clues used as well as the corresponding Hearst patterns:
Clue Hearst pattern
 
!

* % ffi
	
#  
ffi&
(
!

* (1)
 
!

* 
(
!

*'(
 
fi
(*)
.
#)%

 (3)
 
!

* 
(
!

*'(
)

)
.
#&%

 (3)
 
!

* +N5fi
	-,

(
5fi.%
(
!

* (4)
 
!

* +
%
ffi$/
%
	

 
,ff,0
1
(
!

* (4)
 
!

* 


2Bffi (5)
The top four pairs for the conference concept were:
isa )*)*)  (conference,event) 0.27
isa )*)*)  (conference,activity) 0.17
isa )*)*)  (conference,initiative) 0.03
isa )*)*)  (conference,function) 0.03
Here using the simple threshold-classifier we get an F-Measure of
  %#& !43 
with a
precision of
   fi  ffi
and a recall of "  5 fl .
3.2. WordNet
As a further source of evidence we use the hypernymy information from WordNet6. Ac-
tually, WordNet can not be seen as an unstructured source of evidence, but the informa-
5Here, 6 denotes the concatenation operator defined on two strings.
6We used version 1.7.1 for our experiments.
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tion contained in it is so general and domain independent that when exploiting it in the
context of a specific domain, it has to be treated as an uncertain source of evidence such
as the other sources we consider here. So, given two terms .

and .

, we check if they
stand in a hypernym relation with regard to WordNet. It is important to note that two
terms .

and .

can appear in more than one synset and thus there could be more than just
one ’hypernymic’ path from the synsets of .

to the synsets of .

. Here we normalize the
number of hypernymic paths by dividing by the number of senses of .

, setting

as max-
imum, i.e. we consider the value ffi  )  ! .
 
.
 * 
 
 !
 
	  
	
" 	ff fi 
	
 	ffi"  



	
 	ff$ 

F,*
.
For example, in WordNet there are four such different ’hypernymic’ paths between the
synsets of country and the ones of region. Furthermore, country has 5 senses and so this
value would be 0.8. For conference, which has 3 senses in WordNet, we get the following
candidate taxonomic relations:
isa )  (conference, organization) 1
isa )  (conference,group) 0.67
Further, we also consider a variant of taking into account the WordNet hierarchy in which
we consider only the first, i.e. most frequent, sense of .

as specified by the formula
ffi
 
) 
	

 
 !

/
 
.
#
ffi
!
 


ffi
.
ffi
%
fi:ffi
%!
.
 *  ffi
%
fi:ffi
%
ffi
!
.
 **

F'*
. This value is obviously

or

. The precision for the isa pairs extracted from WordNet is much lower than for the
ones from the Hearst patterns which is due to the fact that WordNet contains so much
ambiguity and it is domain independent. The precision is in fact around P=21.6% when
considering all senses and regarding all relations with a value above 0.2 as correct and
around P=30.55% when taking into account only the first sense. While the recall is higher
than with Hearst’s approach, it is still quite low at R=7.23% and R=5.19%, respectively.
The best F-Measure for the feature considering all senses is thus F=10.84% and F=8.87%
for the feature considering only the first sense.
It is important to emphasize that this does not mean that the relations found in WordNet
are totally wrong, but that they do not appear in our target ontology. After manual in-
spection of the relations in WordNet and the ones in the target ontology we found that
certain terms are modeled in a very different manner, which explains why the precision
of the relations found in WordNet is so low when compared with the target hierarchy. For
example, according to WordNet, presentation is a human activity (most frequent sense),
while according to our target ontology, presentation is a business event. Another exam-
ple here is night, which according to WordNet is a period and according to our target
ontology is a time. Further, according to WordNet, price list is an information, while
according to our target ontology price list is an agreement.
3.3. ’Head Matching’-Heuristic
In order to identify further isa relations, we make use of a heuristic used by [29] which
we will henceforth call ’head matching’-heuristic. Basically, given two terms .  and
.

, if .

matches .

and .

is additionally modified by certain terms or adjectives, we
derive the relation isa( .  , .  ). As an example, according to this heuristic, we might de-
rive that .

=’international conference’ and .

=’conference’ are related by an isa rela-
tion, i.e. isa   (international conference,conference). This is similar to the HeadNoun-
ToClass ModToSubClass rule described in [4]. When evaluating this heuristic on our
dataset, we get a precision of 50%, a very low recall of 3.77% and an F-Measure of
F=7.02%.
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3.4. Corpus-based subsumption
As a further source of evidence we also introduce a corpus-based notion of subsumption
and regard a term .

as a subclass of .

if all the syntactic contexts in which .

appears are
also shared by .

. For this purpose, for each term in question we extract pseudo-syntactic
dependencies from the corpus. These dependencies are not really syntactical as they are
not obtained from parse trees, but with a very shallow method consisting in matching
certain regular expressions over part of speech tags. The motivation for doing this is the
observation in [12] that the quality of using word windows or syntactic dependencies
for distributional analyses depends on the rank or frequency of the word in question.
In this line, our intention is to make a compromise between using word windows and
syntactic dependencies extracted from parse trees. Our pseudo-syntactic dependencies
are surface dependencies extracted by matching regular expressions. In what follows we
list the syntactic expressions we use and give a brief example of how the features are
extracted from these expressions:
 
adjective modifiers, i.e. a nice city  nice  features(city)
  prepositional phrase modifiers, i.e. a city near the river

near river  fea-
tures(city) and city near  features(river), respectively
  possessive modifiers, i.e. the city’s center  has center  features(city)
 
noun phrases in subject or object position. i.e. the city offers an exciting nightlife

offer subj  features(city) and offer obj  features(nightlife)
  prepositional phrases following a verb, i.e. the river flows through the city 
flows through  features(city) and flows subj  features(river)
 
copula constructs i.e. a flamingo is a bird  is bird  features(flamingo)
 
verb phrases with the verb to have, i.e. every country has a capital  has capital
 features(country)
Consider for example the following discourse:
Mopti is the biggest city along the Niger with one of the most vibrant ports and a large
bustling market. Mopti has a traditional ambience that other towns seem to have lost. It
is also the center of the local tourist industry and suffers from hard-sell overload. The
nearby junction towns of Gao and San offer nice views over the Niger’s delta.
Here we would extract the following terms and features:
Term Features
city biggest
ambience traditional
center of tourist industry
junction town nearby
market bustling
port vibrant
tourist industry center of, local
overload suffer from
town seem subj
view nice, offer obj
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On the basis of these term vectors we calculate a directed Jaccard coefficient as follows:
ffi
  



!
.
>
.
O*   
	

 	ff! 

	

 	ffi 

 
	

 	ff! 

, thus computing the number of common
features divided by the number of features of term .

. So, the measure presented here
gives a normalized value between [0..1] indicating in how far   %, .   % ffi ! . +* is included
in   %' .


%
ffi
!
.
 *
.
Here follow the top ten superconcepts for conference according to this method:
isa      (conference,congress) 0.44
isa      (conference,seminar) 0.44
isa      (conference,masseur) 0.43
isa      (conference,banquet) 0.34
isa      (conference,aerobic) 0.37
isa      (conference,pilgrimage) 0.33
isa      (conference,elevator) 0.31
isa      (conference,sanatorium) 0.31
isa      (conference,brochure) 0.30
isa      (conference,cabaret) 0.30
Evaluated on our reference taxonomy, the simple threshold classifier yielded a relatively
high recall of "
  #& 3 fl  but a very low precision and F-Measure of   fi 5 ffi and
   $# 3 
, respectively.
3.5. Document-based Subsumption
Sanderson and Croft [26] have suggested a document-based notion of subsumption ac-
cording to which a term .

is a subclass of term .

if .

appears in all documents in
which .

appears. Instead of computing these results with respect to a corpus we resort
once more the the World Wide Web and use the Google API to calculate the number of
documents in which .

and .

occur, dividing this value by the number of documents in
which .

occurs. Thus we also yield a value between [0..1]. According to these document
coocurrence method, the top ten superconcepts for conference are:
isa      	 (conference,information) 0.17
isa      	 (conference,service) 0.17
isa      	 (conference,day) 0.16
isa      	 (conference,time) 0.16
isa      	 (conference,email) 0.15
isa      	 (conference,event) 0.14
isa      	 (conference,date) 0.14
isa      	 (conference,area) 0.12
isa      	 (conference,place) 0.12
isa      	 (conference,organization) 0.11
Here the best result of the threshold classifier yielded an F-Measure of
   flffiffi
at a
precision of
   flfi 5 3 
and a recall of "  fi  5  .
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4. Results
As classifiers we use a Naive Bayes (NB) classifier, a C4.5 decision tree classifier, a Per-
ceptron (PER) as well as a Multi-layer Perceptron (MLPER) with one hidden layer con-
sisting of as many hidden nodes as input nodes. We use the version of these algorithms
implemented in WEKA7 using standard settings and give results averaged over ten runs.
In particular, we use 60% of the dataset for training and 40% for testing. Further, in or-
der to address the problem of the unbalanced dataset, we experiment with the following
strategies: (i) undersampling [23], (ii) oversampling [23], (iii) varying the classification
threshold as well as (iv) introducing a cost matrix. Additionally, we also report on results
of experimenting with one-class Support Vector Machines, for which we obviously need
not to worry about the unbalanced character of the dataset as they merely make use of
positive examples for training.
4.1. Baselines
As already mentioned above, in order to evaluate our machine learning approach, for
each feature we calculated the results with respect to our dataset of a very simple clas-
sifier assigning an example to the isa class if the value of the corresponding feature is
above a threshold . . For each feature we varied the threshold from 0 to 1 in steps of 0.01.
The F-Measure, precision and recall values for the best threshold parameter . for each
feature are summarized in the table below. Further, as a very simple combination of the
features we experimented with two further classifiers assigning an example to the isa
class if the average or the maximum of the values of features 1-68 is above a threshold .
(compare the results in the table below).
No. Feature . F P R
1
ffi
 
 	 0.03 10.64% 25% 6.76%
2
ffi
 
)*)*) 0.04 18.84% 15.77% 23.43%
3
ffi
 
)*)*) 0 17.58% 16.12% 19.34%
4
ffi
 
)  0.2 10.84% 21.60% 7.23%
5 ffi  )  
	 0 8.87% 30.55% 5.19%
6 ffi     	      0 7.02% 50% 3.77%
7
ffi
 
 


 0.01 1.78% 0.92% 27.83%
8
ffi
 
 



	 0.6 6.32% 13.98% 4.09%
Average(1-6) 0.02 21.28% 18.61% 24.84%
Maximum(1-6) 0.12 21% 19.03% 23.43%
4.2. Undersampling
Undersampling (compare [23]) consists in removing a number of examples of the major-
ity class, in our case the non-isa examples or, which is equivalent, to select only a sub-
set of the examples of the majority class for training. In our experiments we randomly
selected a number of negative examples which equals the number of positive examples
multiplied by an undersampling factor   , i.e. NumberNegatives =   * NumberPosi-
7http://www.cs.waikato.ac.nz/  ml/weka/
8When adding the features 7 and 8 the results are actually worse.
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tives. We varied the factor    from 1 to 30. The results for all classifiers are given in Fig-
ure 2 which shows the F-Measure over the undersampling factor    . The best F-Measure
of
  3  ! 
was obtained with      fl using the Mulitlayer Perceptron (MLPER),
thus being slightly over the baseline.
4.3. Oversampling
In contrast to undersampling, oversampling consists in adding additional examples of the
minority class [23], in our case the isa class. In our experiments we randomly selected
a number of positive examples equal to the original number of positive examples multi-
plied with a factor    , i.e. NumberPositives = NumberPositivesOriginal *    . We varied
the oversampling parameter from 0 to 20 in steps of 1. The corresponding results are
depicted in Figure 3.9 With this oversampling strategy we get better results than with the
undersampling strategy, achieving an F-Measure of 22.86% using the Multilayer Percep-
tron (MLPER) and an oversampling factor        .
4.4. Threshold
Another possibility is to vary the classification threshold of the classifier. Almost all
classifiers internally compute for each example a probability of belonging to each target
class, assigning the example to the class with the highest probability. In our binary case,
an example is thus classified as isa if this probability is greater than 0.5. We varied also
this threshold from 0 to 1 in steps of 0.05. The corresponding results for all the classifiers
are depicted in Figure 4. The best F-Measure of
  3$# 
was achieved using the
Multilayer Perceptron (MLPER) and a threshold of 0.1. With this strategy we did thus
not improve uppon the baseline.
4.5. Cost Matrix
In WEKA it is possible to specify a cost matrix indicating the relative cost of misclas-
sifying an example. In further experiments we made use of this possibility, introducing
a factor   specifying the relative cost of misclassifying an isa example as non-isa with
respect to misclassifying a non-isa as isa. We varied this factor from 1 to 10 in steps of
1. The results in terms of F-Measure over this factor are given in Figure 5. Here the best
F-Measure of F=20.09% was achieved when using the Multilayer Perceptron and a rela-
tive misclassification cost of 6:1. Thus also when using this strategy we do not improve
above the baseline.
4.6. One Class SVM
Further, we also experimented with one-class Support Vector Machines which do rely
only on positive examples for training. Thus, the unbalanced character of the dataset
is not an issue here. In particular, we used the regression SVM implementation of the
TextGarden tool suite10 and used standard settings, performing evaluation with n-fold
9Unfortunately, for the oversampling as well as for the varying cost strategies (see below), we have not been
able to perform our experiments with C4.5 decision trees as WEKA reported not to have enough memory.
10http://kt.ijs.si/dunja/TextGarden/
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Figure 2. Results for undersampling
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  2  4  6  8  10  12  14  16  18  20
F−
M
ea
su
re
Oversampling Factor
NB
PER
MLPER
Figure 3. Results for oversampling
Train/Test split F-Measure Precision Recall
1/1 32.72% 36.98% R=29.38%
2/1 32.96% 37.85% R=29.21%
3/1 32.38% 37.65% R=28.47%
4/1 32.91% 37.64% R=29.35%
Table 1. Results of one-class SVM for different train/test splits
cross validation, where
fi
is the number of data splits. We experimented here with differ-
ent test/training splits obtaining the best result of ff flffi 5ffi  with a split of 2:1. Table
1 shows the F-Measure, Precision and Recall values for the different splits used.
4.7. Discussion
The best results achieved with the one-class SVM (  'fl  5   ) are more than 10 points
above the baseline classifier taking into account the average (   ffi  3  ) or the maxi-
mum ( ff 3  ) of the different approaches considered. Furthermore, the best result is
also more than 14 points better than the best single-feature classifier using the ffi  )+)*)
feature (   3 3 ). The results thus show that our supervised approach to combining
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Figure 5. Results for varying the misclassification cost
different indicators from multiple and heterogeneous sources indeed yields very promis-
ing results. The second best results were achieved using a Multilayer Perceptron as well
as oversampling and undersampling as strategies to cope with the unbalanced charac-
ter of the dataset. Varying the threshold or the misclassification cost did not yield better
results compared to the baseline. Interesting is also a detailed analysis of the weights
assigned to the different features by the one-class SVM classifier as it will allow more
insight in which features are good predictors of an isa-relation and which ones are not.
Figure 6 shows the weight for the different dataset splits used with the SVM classifier.
The most reliable predictor of an isa-relation is clearly the ’Head Matching’-heuristic.
The second most reliable feature is the approach matching Hearst patterns in the corpus.
The third best feature is the version of the WordNet approach using only the first sense.
The version of WordNet using all senses as well as both approaches matching Hearst pat-
terns in the Web do not perform as good, but still reasonably. The feature corresponding
to the corpus-based subsumption seems to be a good negative indicator, which probably
indicates that we should normalize by dividing by the features of .

instead of .
 (see
Section 3). The document-based subsumption feature seems to behave neutrally.
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Figure 6. Weight of each feature for the different train/test splits
5. Related Work
Several paradigms have been applied to the problem of learning concept hierarchies
from textual data. Many researchers follow Hearst’s seminal work [15] who makes
use of lexico-syntactic patterns manually acquired from a corpus to identify hy-
ponym/hypernym relations. The approaches of Hearst and others are characterized by a
(relatively) high precision in the sense that the quality of the learned relations is high.
However, these approaches suffer from a very low recall which is due to the fact that the
patterns are very rare in corpora. For this reason, in addition to matching Hearst-style
patterns in a corpus, we also exploit the WWW to find more instances of these patterns.
Other researchers have made use of the internal structure of noun phrases to derive sub-
/superconcept relations such as in [4] or [29]. In our approach we have also included a
feature regarding a term .

as a subconcept of a term .

if .

matches .

and .

is addi-
tionally preceded by some modifiers.
The approaches in [3], [5], [8], [10], [16] and [21] make use of clustering techniques re-
lying on the assumption that terms are similar to the extent to which they share syntactic
contexts. The directed Jaccard coefficient used in our combination approach is in fact a
directed similarity measure relying on contextual overlap of terms.
Interesting is also the document-based notion of subsumption used in [26], where a hi-
erarchy between nouns is derived automatically by considering the document a certain
term appears in as context. In particular, Sanderson and Croft present a document-based
definition of subsumption according to which a certain term .

is more special than a
term .

if .

also appears in all the documents in which .

appears. In the approach pre-
sented in this paper we have reused this idea by calculating a normalized value indicating
how many of the documents containing .

also contain .

and using this value in our
classification-based approach.
None of the above approaches however considers the possibility of learning taxonomic
relations by combining different learning paradigms. In this respect our approach is novel
and unique, combining in essence all the above mentioned paradigms: (i) the matching
of lexico-syntactic patterns indicating a certain semantic relation, (ii) analyzing the in-
ternal structure of noun phrases, (iii) the corpus-based assessment of similarity and (iv)
the document-based notion of subsumption described above.
14 Cimiano et al. / IOS Press Style Sample
6. Conclusion and Outlook
We have presented a novel and original approach to learning taxonomic relations by con-
sidering various and heterogeneous sources such as a text corpus, the Web, WordNet,
etc. The approach combines state-of-the-art ontology learning paradigms to extract first-
order features from the above sources and uses supervised machine-learning techniques
to derive an optimal combination of the different features with respect to the task of de-
ciding if two given terms stand in a taxonomic relation or not. We have shown that a
successful combination of different sources and techniques indeed improves the results
on the task with respect to a simple combination strategy as well as with respect to all
the approaches and resources considered on their own.
In general, we see this as a first and important step towards learning complete ontologies.
Though the approach presented is supervised, our assumption is that the learned mod-
els are to a certain degree domain-independent. Further research should actually clarify
whether the approach presented in this paper can be (i) improved by using other classi-
fiers or using additional features, (ii) indeed applied to other domains and (iii) extended
to learn other relations than taxonomic ones.
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