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Abstract. Technology is advancing at a rapid pace, automating many everyday 
chores in the process, changing the way we perform work and providing various 
forms of entertainment. Makers of technology, however, often do not consider 
the needs of the disabled in their design of products by, for example, providing 
some alternative means of interaction with their devices. The use of computers 
presents a challenge to many disabled users who are not able to see graphical 
user interfaces, use a mouse or keyboard or otherwise interact with standard 
computers. This paper introduces a head-tracker based on the use of a modified 
Lucas-Kanade optical-flow algorithm for tracking head movements, eliminating 
the need to locate and track specific facial features. The implementation presents 
an alternative to the traditional mouse input device. 
Keywords. Graphical user interface, auditory interaction, Multi-modal 
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Introduction 
It is highly desirable to provide the disabled with an easy means to access a standard 
PC that does not require specialized equipment. The access should in particular allow 
the easy navigation of the graphical user interface in a similar fashion experienced by 
non-disabled users. In this paper we introduce a graphical user interface navigation 
utility similar in functionality to the traditional mouse pointing device for the 
Windows XP operating system.  
Key factors driving development in the area of accessibility for users with 
disabilities are demographic changes and the ageing population, legislation introduced 
by government, including the United States of America (USA) and the European 
Union (EU), as well as the realization of the increasing diversity of people requiring 
access to information technology. 
Our implementation of a head-tracking algorithm, based on the Lucas-Kanade 
optical flow algorithm (henceforth referred to as LK-Tracker), as described by 
Vámossy, Tóth and Hirschberg (2004), avoids any specialized hardware. The system 
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instead relies on a common web camera device, making the technology easily 
available to all computer users at low cost.   
The remainder of this paper discusses available assistive technologies for users 
with a disability in Section 1. Sections 2 and 3 describe our proposed system. Sections 
4 and 5 provide in-depth explanations of the Haar Classifier Cascade and Lucas-
Kanade algorithms, respectively.  Section 6 concludes the paper.  
1. Assistive Technologies Available Today 
A majority of persons with disabilities can now lead more independent lives in their 
communities, attend regular schools, and seek professional careers more than ever 
before in history. Assistive technology providers have changed their focus from 
people with disabilities as requiring treatment and intervention, to a view of the 
person with a disability and the minimization of obstacles to living in the community 
and participating in the workforce. Assistive technologies have been an important key 
to successful community participation.  However, the rate of assistive technology 
non-use, abandonment and discontinuance remains high - the average being about 1/3 
of all devices provided to consumers (Scherer, 1998, 2000, 2002; Taylor and Francis 
Group, 2002; World Health Organization, 2001). 
ABLEDATA (2005), the assistive technology product database sponsored by the 
Institute on Disability and Rehabilitation Research, U.S. Department of Education, 
reports approximately 22,000 current products from over 2,000 different companies 
available to users with a disability. However, the vast majority (>95%) of products 
listed are specialized hardware devices aimed at specific disabilities. These are 
expensive, often hard to handle by the disabled person and only available from 
specialized vendors. Software solutions comprise less than 5% of total available 
products and are typically aimed at specific disabilities, usually screen readers for the 
blind or visually impaired and learning solutions for intellectually disabled computer 
users.   
Traditionally, software and hardware tools for visually disabled users have 
essentially been implemented as text-based interfaces, which return information in the 
form of voice synthesis or Braille in combination with keyboard control. Studies have 
shown the importance of preserving the intrinsic spatial constraints of GUI’s 
(Stephanidis, 2005), while using auditory feedback to create a virtual representation 
of the graphical interface and its components, such as windows and icons (Tominaga 
& Yonekura, 1999; Myatt & Edwards, 1992).  
Ramstein et al. (1996) reports that assistive technologies enabling human-
computer interaction for users with a disability often require some additional 
hardware, which is either worn or manually operated by the user. This additional 
requirement adds expense and inconvenience for the user. LK-Tracker aims to use 
off-the-shelf hardware to interpret the user’s movements to interact with the Windows 
XP graphical user interface.  
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2. The Proposed System 
Development of the LK-Tracker arose out of the need to provide the disabled, who 
may not be able to use traditional interaction devices, with a suitable method to 
control the mouse pointer in Windows XP.  The tracking of head movements with a 
web camera provides a simple solution to this problem. The system utilizes off-the-
shelf hardware and software components in order to make the system easily available 
to the greatest possible number of users. To further reduce implementation costs the 
system utilizes freely available software components available in Windows XP. The 
.Net Framework was chosen as a development platform, as it offers a good level of 
interoperability with Windows XP system components (Microsoft Corporation, 
2005). We also rely on the OpenCV library from Intel Corporation (2001) for feature 
detection and tracking.  
 
 
Figure 1. The integrated framework of our Head-Tracker 
 
3. System Implementation 
A major obstacle, which had to be overcome, was the integration of the OpenCV 
library (unmanaged code) into a managed (.Net) project. Unfortunately, direct 
integration of the OpenCV library was not possible. OpenCV lacks the object-
oriented approach and organization of C# and the .Net Framework. Also, the two 
feature a completely incompatible model for exception handling, making a complete 
 3
integration almost impossible. To address this problem, we created an interface to the 
necessary OpenCV library functions (using the .Net Framework interoperability 
functionality of Platform Invoke or PInvoke), which was compiled into a C# wrapper 
class.   
The LK-Tracker uses a static web camera. Identification of the head has been 
achieved using a Haar Classifier Cascade algorithm (Viola & Jones, 2001). This 
algorithm has the ability to detect faces in an image. Once the user’s face has been 
detected, position and size of a rectangular area encompassing the face is extracted. 
This is used by the Lucas-Kanade optical-flow algorithm to determine significant 
features of the face suitable for tracking, which are highlighted in the frame using 
green dots (see Figures of Section 4). Tracking may be initiated at any time by the 
user, at which point significant features, as determined by the Lucas-Kanade 
algorithm, are locked into place (these are subject to change prior to tracking 
activation, due to subject movements and changes in lighting conditions) and marked 
with a red dot. Red dot coordinates from the first frame are compared to subsequent 
frames to determine head movements. 
4. Haar Classifier Cascade: A Robust Face Detection Algorithm 
The face detection algorithm employed by the LK-Tracker was first described by 
Viola & Jones in 2001. It offers a robust framework for rapid visual detection in grey 
scale images of frontal faces. Working with grey scale images provides a significant 
performance boost compared to other approaches involving color information.  
The algorithm classifies images based on Haar-like features rather than pixel 
data. These features are selected using Adaboost. Successively more complex 
classifiers are put in a cascade structure, which dramatically increases the speed of the 
detector by focusing attention on promising regions of the image. 
 
 
 
 
Figure 2. Head detection using the Haar Classifier Cascade algorithm. Accurate results are demonstrated in 
various lighting conditions. Green dots mark significant features identified by the Lucas-Kanade algorithm. 
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5. Lucas-Kanade Optical Flow: A Reliable Feature Tracking Algorithm 
The optical tracking component uses the pyramidal implementation of the Lucas-
Kanade optical flow algorithm, which first identifies and then tracks features in an 
image. These features are pixels whose spatial gradient matrices have a large enough 
minimum eigenvalue. The iterative implementation of the Lucas-Kanade optical flow 
computation provides sufficient local tracking accuracy.  
 
 
  
Figure 3. Feature extraction using modified Lucas-Kanade algorithm. The algorithm first identifies regions 
of interest in the image (subject to constraints) and tracks these regions in subsequent frames. 
 
   
Figure 4. Demonstrating the low-light tracking capability of the Lucas-Kanade algorithm 
 
 
6. Conclusion 
While about two-thirds of disabled computer users taking part in a recent study by the 
Joseph Rowntree Foundation (2004) did have aids or equipment adaptations to access 
a computer available, almost half were experiencing problems using them. Others did 
not have the aids available to them, which they felt they needed, and still others did 
not know what they would need to effectively access a computer and the range of 
services and information which they could take advantage of. 
According to the U.S. Department of Education (2005), specially adapted 
hardware and software for the blind and visually impaired has always been expensive 
and unfortunately this trend is continuing if not worsening.  
Our implementation for an alternative to the traditional mouse pointer provides a 
low-cost alternative to users with a disability. The system has proven to be robust in 
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various lighting conditions and combined with its capability to exclude distractions, 
such as busy backgrounds, the system is promising to be useful in a number of real-
world situations. Furthermore, the modular architecture of the system allows for ready 
integration in any number of projects requiring a head-tracking component.  
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