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Abstract
We employ the basic properties for the Hasse–Teichmüller derivatives to give simple proofs of
known explicit formulae for Bernoulli numbers (of higher order) and then obtain some parallel
results for their counterparts in positive characteristic.
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1. Introduction
A typical way of taking the coefﬁcient of a term of degree n in a formal power series
over a ﬁeld is to take the nth derivative of it evaluated at zero divided by n!. However,
when the underlying ﬁeld has positive characteristic, this method is no longer true. An
alternative way for avoiding this obstacle is to replace the ordinary higher derivatives
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with the Hasse–Teichmüller derivatives. Over a ﬁeld of characteristic 0, two sets of the
derivatives are closely related by (1) below. On the other hand, the Hasse–Teichmüller
derivatives behave well since they are not a trivial operator over a ﬁeld of positive
characteristic.
It is well known that the Bernoulli numbers have various arithmetical properties
such as the von Staudt–Clausen theorem and the Kummer congruences and so on (see
[IR]). They also occur as special values of the Riemann zeta function. Counterparts
in positive characteristic of the Bernoulli numbers were ﬁrst introduced by L. Carlitz.
In what follows, we shall call them the Bernoulli–Carlitz numbers. Like the classical
case, the Bernoulli–Carlitz numbers are very important in the arithmetic of the rational
function ﬁeld over a ﬁnite ﬁeld. For example, they occur as special values of Goss’s
zeta function and Carlitz [C1,Go1] established the von Staudt–Clausen theorem for the
Bernoulli–Carlitz numbers. Various explicit formulae for Bernoulli numbers are known
in the literature [Sa,Gu] but little is known about an explicit formula for Bernoulli–
Carlitz numbers even if certain classes of such numbers [Ge] are explicitly known.
In this paper, we ﬁrst aim to give simple proofs of known formulae for Bernoulli
numbers (of higher order) and then to derive some parallel results for their counterparts
in positive characteristic. Throughout, as a main tool for proofs, we use the basic
properties for the Hasse–Teichmüller derivatives, which will be brieﬂy summarized in
the next section for ease of reference.
2. Hasse–Teichmüller derivatives
Let k be a ﬁeld of any characteristic, k[z] be a polynomial ring in one variable
z over k. For each integer n0 the Hasse–Teichmüller derivative H(n) of order n is
deﬁned by
H(n)(zm) =
(
m
n
)
zm−n
for any integer m0 and extends to the polynomial ring k[z] by k-linearity. In this
section, we will describe some basic properties of the Hasse–Teichmüller derivatives
in some detail but refer to [H,HS,T,Co] for more details on H(n).
When k has characteristic 0, H(n) is closely related by the ordinary higher derivative
( d
dz
)n:
H(n) = 1
n!
(
d
dz
)n
. (1)
We also see that for np, H(n) is a non-trivial operator even when k has positive
characteristic p. For example, H(p)(zp+1) = z since
(
p+1
p
)
≡ 1 (mod p). Like the
ordinary higher derivatives, the Hasse–Teichmüller derivatives satisfy the product rule
[T], the quotient rule [GN] and the chain rule [H]. For later use, we ﬁrst state the
product rule or the Leibniz rule of H(n) in k[z] whose derivation follows immediately
from the Vandermonde formula.
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Product rule I. For f , g ∈ k[z] and n1, H(n)(fg) =∑ni=0 H(i)(f )H(n−i)(g).
From this product rule we easily see by induction on j that it extends to j2
factors:
Product rule II. For fi ∈ k[z], n1 and j2,
H(n)(f1 · · · fj ) =
∑
i1,...,ij 0,
i1+···+ij=n
H(i1)(f1) · · ·H(ij )(fj ).
In particular, Teichmüller [T] used the product rule I (with induction on n) to derive
the following formula.
Product rule III. For f ∈ k[z], n1 and j2,
H(n)(f j ) =
j∑
k=1
f j−k
∑
i1,···,in0,
i1+···+in=k
i1+2i2+···+nin=n
j (j − 1) · · · (j − k + 1)
i1! · · · in!
×(H (1)(f ))i1 · · · (H (n)(f ))in .
As a special case, when j is equal to p, being prime characteristic of the base ﬁeld
k, we have a simpler formula: For a non-negative integer i,
H(ip)(f p) = (H (i)(f ))p.
By applying this formula iteratively to a pth power we derive the following formula
of Brownawell [B]:
H(ip
e)(f p
e
) = (H (i)(f ))pe .
It is well known that the sequence of the Hasse–Teichmüller derivatives on k[z] extends
uniquely to a higher k-derivation on any localization S−1k[z] of k[z]. In particular, H(n)
on k[z] extends uniquely to a higher k-derivation on the rational function ﬁeld k(z).
Furthermore, the sequence of H(n) on k[z] extends uniquely to the completion of k[z]
at any place v. For example, taking v = (z), H(n) extends continuously to k[[z]], the
ring of formal power series, providing k[[z]] with a higher k-derivation, which then
extends to a higher k-derivation on k((z)). Thus, H(n) on k(z) is extended (by 1/z-adic
continuity) to the completion of k(z) at the inﬁnite place v = 1/z, which we call the
ﬁeld k((z−1)) of formal Laurent series in the variable z−1 over k.
We mention here that the product rule also holds over k((z−1)) hence over k(z) and
it is Teichmüller [T] who gave a ﬁrst proof for this rule. And the quotient rule was ﬁrst
56 S. Jeong et al. / Journal of Number Theory 113 (2005) 53–68
observed by Göttfert [GN]. He derived it to investigate the characteristic polynomial
associated with linear recurrence sequences over a ﬁnite ﬁeld. The proof of the quotient
rule follows from the product rule over k((z−1)) and induction on n.
Quotient rule I. For f ∈ k[[z]] and n1,
H(n)
(
1
f
)
=
n∑
j=1
(−1)j
f j+1
∑
i1,···,ij 1,
i1+···+ij=n
H(i1)(f ) · · ·H(ij )(f ).
There is another quotient rule for H(n) which follows from the formula in [Gu] and
(1), together with the product rule II.
Quotient rule II. For f ∈ k[[z]] and n1,
H(n)
(
1
f
)
=
n∑
j=1
(
n+ 1
j + 1
)
(−1)j
f j+1
∑
i1,...,ij 0,
i1+···+ij=n
H(i1)(f ) · · ·H(ij )(f ).
As for the chain rule, H(n)x (f ) denotes the nth Hasse–Teichmüller derivative of a
function f in k[[z]] with respect to a variable x. The chain rule for H(n)z (f ) was
derived by Hasse [H] but one for the ordinary higher derivatives was observed by
L.F.A. Arbogast [K] in 1800.
Chain Rule. For f ∈ k[[z]] and n1,
H(n)z (f ) =
n∑
j=0
∑
i1,...,in0,
i1+···+in=j
i1+2i2+···+nin=n
(
j
i1, i2, . . . , in
)
H
(j)
x (f )(H
(1)
z (x))
i1 · · · (H (n)z (x))in .
3. Bernoulli numbers
In this section we employ the Hasse–Teichmüller derivatives to provide simple proofs
of known explicit formulas for Bernoulli numbers and their generalization of higher
order. In the literature there is the old book by Saalschütz, which contains 88 explicit
formulas as well as 49 recurrence relations for the Bernoulli numbers. So we recom-
mend the reader to consult this book [Sa] for checking whether the formula he or she
will derive is new or not.
The Bernoulli numbers Bn are deﬁned by the generating function in Q[[z]]:
z
ez − 1 =
∞∑
n=0
Bn
n! z
n. (2)
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Alternatively they are also deﬁned by the recursive formula
B0 = 1, Bn = −
n−1∑
j=0
n!
j !(n+ 1− j)! Bj for n1. (3)
By comparing the coefﬁcients in the expansion of z = (ez − 1) ∑∞n=0 Bnn! zn, one can
derive the recursive formula above.
We now give a simple proof of the following formula for the Bernoulli numbers,
which is equivalent to formula LXXI in [Sa].
Theorem 3.1. For n1,
Bn = n!
n∑
j=1
(−1)j
∑
i1,···,in0,
i1+···+in=j
i1+2i2+···+nin=n
(
j
i1, · · · , in
)
1
2!i13!i2 · · · (n+ 1)!in .
Proof. Using geometric series we rewrite
z
ez − 1 =
1
1+ ( ez−1
z
− 1) =
∞∑
j=0
(−1)j
(
e(z)− 1
z
− 1
)j
. (4)
Apply the Hasse–Teichmüller derivative H(n) of order n1 to (4) and evaluate at z = 0
we get
Bn
n! =
∞∑
j=1
(−1)jH (n)(f j )|z=0,
where f := ez−1
z
− 1 =∑∞i=1 zi(i+1)! . The product rule III yields
H(n)(f j )|z=0 =
j∑
k=1
f j−k
∑
i1,...,in0,
i1+···+in=k
i1+2i2+···+nin=n
j (j − 1) · · · (j − k + 1)
i1! · · · in!
×(H (1)(f ))i1 · · · (H (n)(f ))in |z=0.
By noting f (0) = 0 we see it equals
∑
i1,···,in0,
i1+···+in=j
i1+2i2+···+nin=n
j !
i1! · · · in!
1
2!i13!i2 · · · (n+ 1)!in .
Hence we get the desired formula. 
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We give simple and alternate proofs of the following formula of the Bernoulli num-
bers, which is well known in [J, SS].
Theorem 3.2. For n1,
Bn = n!
n∑
j=1
(−1)j
∑
i1,···,ij>1,
i1+···+ij=n+j
1
i1! · · · ij !
Proof. On applying the Hasse–Teichmüller derivative of order n to (2), we obtain
Bn
n! = H
(n)
(
z
ez − 1
)∣∣∣∣
z=0
= H(n)(1/f )|z=0,
where f := ez−1
z
=∑∞i=0 zi(i+1)! . By the quotient rule I, it equals
n∑
j=1
(−1)j
∑
i1,···,ij 1,
i1+···+ij=n
H(i1)(f )|z=0 · · ·H(ij )(f )|z=0.
By the deﬁnition of the Hasse–Teichmüller derivatives, it also equals
n∑
j=1
(−1)j
∑
i1,···,ij 1,
i1+···+ij=n
1
(i1 + 1)! · · · (ij + 1)! .
So the result follows by shifting indices by 1 in the inner sum, as desired.
An alternate proof follows immediately by applying the product rule II to (4). 
As in the proof of Theorem 3.2 we use the quotient rule II to derive another formula
for the Bernoulli numbers.
Proposition 3.3. For n1,
Bn = n!
n∑
j=1
(−1)j
(
n+ 1
j + 1
) ∑
i1,···,ij>0,
i1+···+ij=n+j
1
i1! · · · ij ! .
We can also reformulate Bn in the Proposition 3.3 in terms of the Stirling numbers
S(n,m) of the second kind deﬁned by
xn =
n∑
m=0
S(n,m)(x)m,
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where (x)m = x(x − 1) · · · (x −m+ 1) for m1, and (x)0 = 1. It is easily seen that
S(n,m) = 1
m!
∑m
i=0(−1)m−i
(
m
i
)
in.
By the binomial theorem we see that
(
ez − 1
z
)j
=
∞∑
i=j
j !S(i, j)z
i−j
i! (5)
and take the product rule II of order n of (5) to get a well-known formula in [J]:
∑
i1,···,ij 0,
i1+···+ij=n
1
(i1 + 1)! · · · (ij + 1)! =
j !
(n+ j)! S(n+ j, j). (6)
From Proposition 3.3 and (6) we get the following simple formula in [Gu,SS]:
Bn =
n∑
j=1
(−1)j
(
n+1
j+1
)
(
n+j
n
)S(n+ j, j).
We now turn to the derivation of an explicit formula of the Bernoulli numbers B(m)n
of higher order m, which are deﬁned by
(
z
ez − 1
)m
=
∞∑
n=0
B
(m)
n
n! z
n. (7)
As is done in the above, when the quotient rule I and product rule II apply to (7),
we derive the following formula for B(m)n using (6). When m = 1, it reduces to the
formula in Theorem 3.2.
Proposition 3.4. For n1,
B(m)n =
n∑
j=1
(−1)j
∑
i1,···,ij 1,
i1+···+ij=n
(
n
i1,···,ij
)
(
i1+m
m
)
· · ·
(
ij+m
m
)
×S(i1 +m,m) · · · S(ij +m,m).
Following the proof of Proposition 3.3 we have:
60 S. Jeong et al. / Journal of Number Theory 113 (2005) 53–68
Proposition 3.5. For n1,
B(m)n =
n∑
j=1
(−1)j
(
n+ 1
j + 1
) ∑
i1,···,ij 0,
i1+···+ij=n
(
n
i1,···,ij
)
(
i1+m
m
)
· · ·
(
ij+m
m
)
×S(i1 +m,m) · · · S(ij +m,m).
When the quotient rule I applies to the expansion in (5) with j replaced by mj we
have an explicit formula for B(m)n :
B(m)n =
n∑
j=1
(−1)j
(
n+1
j+1
)
(
n+mj
n
) S(n+mj,mj).
To compare this formula with an alternate one for B(m)n we refer the reader to [To].
In applying the product rule II to (7), we derive the following identity for B(m)n in
terms of the ordinary Bernoulli numbers (see also [HH]).
Proposition 3.6.
B(m)n =
∑
i1,···,im0,
i1+···+im=n
(
n
i1, · · · , im
)
Bi1 · · ·Bim.
The authors in [HH] used an algebraic theory of residues associated with differentials
to evaluate various sums involving the Bernoulli numbers. We here reinterpret a sum
what they call a complete sum for Bernoulli sums, in terms of the Hasse–Teichmüller
derivatives.
Proposition 3.7. Let fj (z) = zj ( ddz )j zez−1 for an integer j0. Then for given non-
negative integers j1, · · · , jm, and n, we have
∑
i1,···im0,
i1+···+im=n
j1!
(
i1
j1
)
· · · jm!
(
im
jm
)(
n
i1, · · · , im
)
Bi1 · · ·Bim
= n!H(n)(fj1(z) · · · fjm(z))|z=0.
Proof. It follows from product rule II when it applies to fj1(z) · · · fjm(z). 
Proposition 3.7 reduces to Proposition 3.6 when ji are all 0, and we observe by
(1) that the right-hand side of the identity in Proposition 3.7 equals ( d
dz
)n(fj1(z)
· · · fjm(z))|z=0.
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The Bernoulli polynomials B(m)n (x) of high order m are deﬁned by
(
z
ez − 1
)m
exz =
∞∑
n=0
B
(m)
n (x)
n! z
n.
They are also given by
B(m)n (x) = n!Hn
((
z
ez − 1
)m
exz
)∣∣∣∣
z=0
.
We here notice that for m = 1, B(m)n (0) is the ordinary Bernoulli number Bn. By the
product rule II one can deduce the well-known binomial formula for B(m)n (x):
B(m)n (x) =
n∑
i=0
(
n
i
)
B
(m)
i x
n−i .
As is the case with the Bernoulli numbers, the Hasse–Teichmüller derivatives over Q(x)
can be used to obtain various formulas for Bernoulli polynomials of higher order.
4. Bernoulli–Carlitz numbers
Analogues in positive characteristic of the Bernoulli numbers were ﬁrst introduced by
L. Carlitz who did fundamental works on the arithmetic of function ﬁelds. To proceed
further in this context, we shall recall necessary notations and known results in [Go3].
Let Fr be the ﬁnite ﬁeld with r elements and A = Fr [T ] a polynomial ring in one
variable T over Fr with the quotient ﬁeld k = Fr (T ). Set D0 = L0 = 1 and for n1
let
Dn = [n][n− 1]r · · · [1]rn−1 , Ln = [n][n− 1] · · · [1],
where [n] = T rn − T .
The properties of the numbers Dn and Ln in A are well understood. In fact, Dn is
the product of all monic polynomials in A of degree n and Ln is the least common
multiple of all polynomials in A of degree n.
For a non-negative integer n, written r-adically as n =∑tj=0 cj rj with 0cj < r ,
set
(n) :=
t∏
j=0
D
cj
j .
These constants in A are an analogue of the classical factorials.
Carlitz deﬁned his exponential eC(z) and then showed that it has an explicit expansion
as an Fr -linear function:
eC(z) := z
∏
0 =∈A
(
1− z

)
=
∞∑
j=0
zr
j
Dj
,
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where  is the period of the Carlitz module. Via the Carlitz exponential in k[[z]] the
Bernoulli–Carlitz numbers BCn are deﬁned by
z
eC(z)
=
∞∑
n=0
BCn
(n)
zn. (8)
After investigating special values of the zeta function deﬁned by A(i) =
∑
a:monic∈A
a−i , Goss [Go2, Go3] alternatively deﬁned BCn as follows:
BC0 = 1, BCn =
{
(n)A(n)/
n if n ≡ 0 (mod r − 1)
0 if n > 0, n /≡ 0 (mod r − 1).
Like the Bernoulli numbers, Carlitz ﬁrst observed the recursive formula for BCn by
comparing the coefﬁcients in the expansion of z = eC(z)∑∞n=0 BCn(n) zn. Or using the
product rule I one can derive the formula analogous to (3):
BC0 = 1, BCn = −
[logr (n+1)]∑
j=1
(n)
(rj )(n+ 1− rj ) BCn+1−rj for n1,
where [·] is the greatest integer function.
As in the previous section, we shall now derive a closed formula for BCn, which is
analogous to Theorem 4.1. For ease of notation, we denote by ∗i = 1 if i = re − 1
for some non-negative integer e, 0 otherwise.
Theorem 4.1. For n1,
BCn = (n)
n∑
j=1
(−1)j
∑
i1,···,in0,
i1+···+in=j
i1+2i2+···+nin=n
(
j
i1, · · · , in
)(
∗1
(2)
)i1
×
(
∗2
(3)
)i2
· · ·
(
∗n
(n+ 1)
)in
.
Proof. Use geometric series to rewrite
z
eC(z)
= 1
1+ ( eC(z)
z
− 1) =
∞∑
j=0
(−1)j
(
eC(z)
z
− 1
)j
. (9)
Apply the Hasse–Teichmüller derivative H(n) of order n1 to (9) and evaluate at z = 0
we get
BCn
(n)
=
∞∑
j=1
(−1)jH (n)(f j )|z=0,
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where f := eC(z)
z
− 1 =∑∞i=1 zri−1Di . The product rule III yields
H(n)(f j )|z=0 =
j∑
k=1
f j−k
∑
i1,···,in0,
i1+···+in=k
i1+2i2+···+nin=n
j (j − 1) · · · (j − k + 1)
i1! · · · in!
×(H (1)(f ))i1 · · · (H (n)(f ))in |z=0.
By noting f (0) = 0 we see it equals
∑
i1,···,in0,
i1+···+in=j
i1+2i2+···+nin=n
j !
i1! · · · in!
(
∗1
(2)
)i1 ( ∗2
(3)
)i2
· · ·
(
∗n
(n+ 1)
)in
.
Hence we get the formula, as desired. 
We derive a closed formula for BCn, which is analogous to Theorem 3.2.
Theorem 4.2. For n1,
BCn = (n)
n∑
j=1
(−1)j
∑
ri1 ,···,rij >1,
ri1+···+rij=n+j
1
(ri1)(ri2) · · ·(rij ) .
Proof. On applying the Hasse–Teichmüller derivative of order n to (8), we obtain
BCn
(n)
= H(n)
(
z
eC(z)
)∣∣∣∣
z=0
= H(n)(1/f )|z=0,
where f := eC(z)
z
=∑∞i=0 zri−1Di . By the quotient rule I, it equals
n∑
j=1
(−1)j
∑
e1,···,ej 1,
e1+···+ej=n
H(e1)(f )|z=0 · · ·H(ej )(f )|z=0.
By the deﬁnition of the Hasse–Teichmüller derivatives, we see it is equal to
n∑
j=1
(−1)j
∑
ri1 ,···,rij >1,
ri1+···+rij=n+j
1
Di1Di2 · · ·Dij
.
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Finally, the result follows since Di = (ri). As in the classical case, an alternate proof
follows immediately by applying the product rule II to (9). 
Some remarks on the formula in Theorem 4.2 are in order.
1. It is equivalent to Thakur’s formula for (−1)n BCn(n) as determinant of n×n matrix
whose kth row is the vector ( k+1(k+1) ,
k
(k) , · · · , 1(1) , 0, · · · , 0), where i = 1 if i is
a power of r and 0 otherwise [Th]. On the other hand, in the classical case, it is
shown that (−1)
nBn
n! equals determinant of n × n matrix whose kth row is the vector
( 1
(k+1)! ,
1
k! , · · · , 11! , 0, · · · , 0).
2. It can also be rewritten in the following form:
BCn = (n)
[ n
r−1 ]∑
j=1
(−1)j
∑
e1,···,ej 1,
re1+···+rej=n+j
1
(re1)(re2) · · ·(rej ) . (10)
3. We see from the formula that BCn belong to k = Fr (T ), i.e., a rational function
in T . Gekeler [Ge] used a reﬁned analytic technique to derive explicit values of BCn
for n = (1+ s(r − 1))rh − 1 with 1sr .
Since n ≡ 0 (mod r − 1) for all possible indices in the summand appearing in the
formula (see (10)) the following is immediate.
Corollary 4.3. If n /≡ 0 (mod r − 1) then BCn = 0.
It was shown in [C2, Go3] that Corollary 4.3 follows by expressing z/eC(z) as a
Taylor series at the origin:
z
eC(z)
= 1+
∑
0 =∈A
1

z−
∑
0 =∈A
1
2
z2 + · · · .
As in the proof of Theorem 4.2 we use the quotient rule II to derive another formula
for the Bernoulli–Carlitz numbers, which is analogous to Proposition 3.3.
Proposition 4.4. For n1,
BCn = (n)
n∑
j=1
(−1)j
(
n+ 1
j + 1
) ∑
ri1 ,···,rij >0,
ri1+···+rij=n+j
1
(ri1)(ri2) · · ·(rij ) .
The Bernoulli–Carlitz numbers BC(m)n of higher order m are deﬁned by
(
z
eC(z)
)m
=
∞∑
n=0
BC
(m)
n
(n)
zn. (11)
The product rule II applied to (11) yields the following formula for BC(m)n analogous
to Proposition 3.4.
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Proposition 4.5.
BC(m)n = (n)
n∑
j=1
(−1)j
∑
i1,···ij 1,
i1+···+ij=n
M(m)(i1) · · ·M(m)(ij ),
where for each i,
M(m)(i) :=
∑
e1,···,em0,
re1+···+rem=i
1
(re1)(re2) · · ·(rem) .
As a special case where m is a power of r , say m = rs , the following result follows
by imitating the proof of Theorem 4.2.
Proposition 4.6. If m = rs then
BC(r
s)
n = (n)
[ n
rs (r−1) ]∑
j=1
(−1)j
∑
e1,···ej 1,
r(s+e1)+···+r(s+ej )=n+jrs
(
1
(re1)(re2) · · ·(rej )
)rs
.
The following corollary is immediate from Proposition 4.6, so for s = 0, it reduces
to Corollary 4.3.
Corollary 4.7. If n ≡ 0 (mod (r − 1)rs) then BC(rs)n = 0.
The quotient rule II and the product rule II applied to (11) give:
Proposition 4.8.
BC(m)n = (n)
n∑
j=1
(−1)j
(
n+ 1
j + 1
) ∑
i1,···ij 0,
i1+···+ij=n
M(m)(i1) · · ·M(m)(ij ),
where M(m)(i) is as in Proposition 4.5.
Finally, we have another formula for BC(m)n analogous to Proposition 3.6.
Proposition 4.9.
BC(m)n =
∑
i1,···im0,
i1+···+im=n
(n)
(i1) · · ·(im) BCi1 · · ·BCim.
The properties between BCi and BC(#)i were studied in [C1, C2] by Carlitz. We
here point out a simple relation between the Bernoulli–Carlitz numbers of higher order.
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Note that d
dz
eC(z) = 1. For # prime to the characteristic p of Fr , we ﬁnd
#
(
z
eC(z)
)#
e#C(z) = z
d
dz
((
z
eC(z)
)#
e#C(z)
)
= #z
(
z
eC(z)
)#
e#−1C (z)+ ze#C(z)
d
dz
(
z
eC(z)
)#
.
This becomes
z
d
dz
(
z
eC(z)
)#
= #
[(
z
eC(z)
)#
−
(
z
eC(z)
)#+1]
.
Hence by (11), we have
BC
(#+1)
i =
(#− i)BC(#)i
#
.
5. Examples for BCns
Goss [Go3] presented a table of the Bernoulli–Carlitz numbers BCi over F3[T ] for
1 i80 in a direct way using (8). Using the formula in Theorem 4.2 we here list
up the Bernoulli numbers BCi over Fr [T ] for i = (r − 1)i∗ with 1 i∗5r . For each
case below the derivations for BCi require some combinatorial computations, so we
leave the details to the reader.
If 1 i∗r , then
BC(r−1)i∗ = (−1)i∗ 1
D1
.
If r + 1 i∗2r , then
BC(r−1)i∗ =


1
D21
− Dr−11
D2
i∗ = r + 1,
(−1)i∗D2
Dr+21
− (−1)i
∗
(i∗−r)
D1
r + 1 < i∗2r.
If 2r and (2r + 1) i∗3r , then
BC(r−1)i∗ =


(−1)D2
Dr+31
+ 1
D21
i∗ = 2r + 1,
D2
Dr+31
− 2
D21
+ Dr−11
D2
i∗ = 2(r + 1),
(−1)i∗D22
D2r+31
− (−1)i
∗
nD2
Dr+21
+ (−1)i
∗
(i∗−2r)
D1
2(r + 1) < i∗3r.
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If 3r and 3r + 1 i∗4r , then
BC(r−1)i∗ =


D22
D2r+41
− D2
Dr+31
i∗ = 3r + 1,
(−1)D22
D2r+41
+ 2D2
Dr+31
− 1
D21
i∗ = 3r + 2,
D22
D2r+41
− 3D2
Dr+31
+ 3
D21
− Dr−11
D2
i∗ = 3(r + 1),
(−1)i∗D32
D3r+41
− (−1)i
∗
(i∗−3r)D22
D2r+31
+ (−1)i
∗
s(k,i∗−3r−1)D2
Dr+21
− (−1)i
∗
n
D1
3(r + 1) < i∗4r,
where s(k, i∗ − 3r − 1) =∑i∗−3r−1k=1 k.
If 4r and 4r + 1 i∗5r , then
BC(r−1)i∗ =


(−1)D32
D3r+51
+ D22
D2r+41
i∗ = 4r + 1,
D32
D3r+51
− 2D22
D2r+41
+ D2
Dr+31
i∗ = 4r + 2,
(−1)D32
D3r+51
+ 3D22
D2r+41
− 3D2
Dr+31
+ 1
D21
i∗ = 4r + 3,
D32
D3r+51
− 4D22
D2r+41
+ 6D2
Dr+31
− 4
D21
+ Dr−11
D2
i∗ = 4(r + 1),
(−1)i∗D42
D4r+51
− (−1)i
∗
(i∗−4r)D32
D3r+41
+ (−1)i
∗
s(k,i∗−4r−1)D22
D2r+31
− (−1)i
∗
s(k(k+1)/2,i∗−4r−2)D2
Dr+21
+ (−1)i
∗
(i∗−4r)
D1
4(r + 1) < i∗5r,
where s(k, i∗ − 4r − 1) = ∑i∗−4r−1k=1 k and s(k(k + 1)/2, i∗ − 4r − 2) = ∑i∗−4r−2k=1
k(k + 1)/2.
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