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Abstract 
The pattern of change in depression is based upon variables present at the time of 
retirement. Females have been found to have higher scores than males on some mental 
health outcomes but lower scores on others. Better health ratings have been found to be 
predictive of increased positive outcomes and decreased negative outcomes. Level of 
education has been found to be predictive of decreased negative mental health outcomes 
in retirement. Married individuals generally adjust better to retirement life than other 
individuals. Higher levels of income and greater job prestige are related to better 
outcomes in retirement and individuals. 
Results from a cluster analysis in this study identified three groupings of retirees. 
The first group consisted of both males and females working in managerial fields of 
work. The second group consisted largely of married men working in labor fields of 
work. The third group consisted of poor widows. These groups were found to be 
significantly different on a number of measures. 
A fairly strong linear component was found in depression scores over time for the 
sample as a whole, although this component did not quite achieve statistical significance 
(p = .067). The quadratic component was found to not be statistically significant (p = 
.464). The results changed after including the cluster membership in a growth curve 
model. The linear component was found to not be statistically significant for both the 
difference between the male laborer and manager groups (p = .462) and the poor widow 
and manager groups (p = .132). When a quadratic component was added to the growth 
curve model, the significance of the two linear components increased. Although the 
difference between the male laborer and manager groups did not reach statistical 
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significance (p = .097), the difference between the poor widow and manager groups did 
become statistical significance (p = .013). For the non-linear component, the difference 
between the male laborer and manager groups did not reach statistical significance (p = 
.132) whereas the difference between the poor widow and manager groups did reach 
statistical significance (p = .034). 
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Introduction 
Atchley (1976) defines retirement as, "a condition in which an individual is forced or 
allowed to be and is employed less than full-time and in which his income is derived at least 
in part from a retirement pension earned through prior years of service as a job holder" (p. 1). 
This definition allows retirement to be viewed as a process or social role. As a process, 
retirement describes an individual's journey from realizing that one will not work forever and 
ends with the individual no longer being able to fulfill the social role of retirement. The 
social role of retirement describes the expectations, both from the individual and from 
society, upon an individual who has experienced the retirement event. Thus, it has been 
argued that retirement should be viewed as a complex subject rather than a simple factor 
(Atchley, 1976). 
This study examines the progression in levels of depression for participants who had 
retired within the past two years over a time period of six years. Depression levels should 
initially decrease after retirement as the individual finds they now have the time to do all the 
tings they had previously been unable to do. Depression levels should increase as the 
newness of retirement wears off and the participant is faced with managing their new life. 
For individuals with sufficient resources, this increase in depression may not be felt as they 
continue to live out their dreams. Depression levels should decrease as individuals adjust to 
their new life in retirement. Past research has found that individuals who have been retired 
have a greater level of depression than individuals who did not retire during this time 
(Midanik et al., 1995). However, other studies have found beneficial effects after retirement 
(Drentea, 2002; Reitzes and Mutran, 2004; Szinovacz &Davey, 2004). 
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The context of the participant's life at the time of retirement has been identified as 
affecting the progression in levels of depression after retirement (Atchley, 1976). Research 
on depression after retirement has not attempted to identify discrete groupings of retirees but 
rather has identified factors associated with depression. The purpose of this study is to 
identify discrete groupings of recent retirees based upon several demographic variables 
which have been identified as impacting mental health and use these different groupings to 
examine different patterns of change in levels of depression over a six year time span. 
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Literature Review 
In a study examining life satisfaction among different age groups, approximately 50% 
of 62 to 77 year olds identified the ages between 20 and 50 years as being the most satisfying 
time of life, whereas the ages of 50 to 80 years were most often chosen as the least satisfying 
time of life. Although previous research has indicated that ages over 50 are the least 
satisfying years, the differences within these age groups were not clearly identified (Mehlsen, 
Platz, & Fromholt, 2003). Other studies have found differences in post-retirement 
satisfaction when examining short-term intervals near retirement. In a qualitative study by 
Price (2003), participants reported that while the lack of employment obligations was 
initially a pleasant experience, the lack of something to do became a negative experience. 
Retirement has been associated with greater positive affect and lower anxiety and 
distress (Drentea, 2002). Significant decreases in depressive symptoms can be observed 
within a year after both members of a couple have retired, whereas non-significant increases 
in depressive symptoms can be observed after the first year of retirement (Szinovacz & 
Davey, 2004). A study by Reitzes and Mutran (2004) found a statistically significant increase 
in the level of positive attitudes at 6 months after retirement, with a decrease in positive 
attitudes found 12 months after retirement. At 24 months, average scores for men had 
returned to above the average scores prior to retirement, whereas average scores for women 
had reached levels similar to those found prior to retirement. Depression scores have also 
been shown to increase upon retiring. Midanik et al. (1995) found that individuals who had 
retired over a 2 year period were at a significantly increased risk of having higher depression 
scores than those who had not retired. 
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Impact of Context on Adjustment to Retirement 
Research on retirement lacks an emphasis on the role of contextual factors in 
adjustment to retirement. Specifically, the impact of career trajectories and family factors has 
not been examined (Szinovacz, 2003). This lack of contextual research may explain the 
inconsistency in patterns of adjustment to retirement. Employment serves a variety of 
functions and holds different meanings across individuals. It provides individuals with a 
source of income, identity, and status, allows for an expenditure of time and energy, provides 
the context for social interactions, and provides meaningful life experiences (Atchley, 1976). 
Dorfman and Hill (1986) examined the life satisfaction of wives based upon the 
reason for their husband's retirement. Voluntary retirement was associated with increases in 
life satisfaction whereas forced retirement was associated with decreases in life satisfaction. 
The perception that retirement was forced on the individual has also been positively 
associated with depression (Szinovacz &Davey, 2004). Reason for retirement has also been 
researched indirectly through analyzing differences in the effects of demographic variables 
based upon the reason for retirement. 
Henretta et al. (1992) found differences within groups based upon the primary reason 
for retiring. This study examined four different reasons for retirement- lost the job, wanted to 
retire, poor health, and compulsory retirement. Retiring as a result of losing one's job was 
significantly influenced by the person's health and being a blue collar worker. Individuals 
who retired because they wanted to retire were the only group found to be affected by family 
variables such as being married and the absence of children in the home. Other reasons for 
retiring by choice included limitations in ability to work due to health, social security, 
pension plans, lower wages, and being a blue collar worker. Retiring for health reasons was 
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significantly influenced by having possessed a blue collar job and lower wages in addition to 
health status. Individuals retiring for compulsory reasons were significantly influenced by 
lower wages, possessing a blue collar job, pension plan, social security, and limited health. 
Contextual Factors 
Several factors may be involved in determining an individual's adjustment to 
retirement. Szinovacz (2003) identified one's financial situation, health, marital status, family 
situation, human capital, occupational situation, and attitudes as micro level influences on 
adjustment to retirement. 
Gender 
The literature on gender and adjustment after retirement has been mixed. Gender has 
been shown to be significant in predicting life satisfaction following retirement, with women 
being more satisfied than men (Calasanti, 1996). Van Silinge and Henkens (2005) also found 
being female to be associated with better adjustment to retirement. Contradicting these 
results, being female has also been related to increased anxiety and distress in retirement 
(Drentea, 2002). A study by Hyde et al. (2004) found that being female was associated with 
poorer mental health. Gender has also been shown to have inconclusive effects on depressive 
symptoms (Reitzes et al., 1996; Szinovacz &Davey, 2004) and attitudes toward retirement 
(Reitzes & Mutran, 2004) after retirement. 
Health 
In general, better health has been related to more positive outcomes during retirement. 
Health ratings have been found to explain virtually all of the association between race and 
the timing of retirement (Bound, Schoenbaum, & Waidmann, 1996) as well as life 
satisfaction following retirement (Calasanti, 1996). A regression analysis found poor health 
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to be a significant predictor of depression (Kim &Moen, 2002; Reitzes et al., 1996; 
Szinovacz &Davey, 2004) and positive attitudes about retirement at 1 and 2 years following 
retirement (Reitzes & Mutran, 2004). Better health has been shown to be a statistically 
significant predictor of positive attitudes after retirement (Hyde et al., 2004), retirement 
satisfaction (Kupperbusch et al., 2003), life satisfaction (Dorfman &Hill, 1986), and better 
morale (Kim &Moen, 2002). Higher health ratings have also been shown to significantly 
increase the odds of stating that one is currently living in their most satisfying decade 
(Mehlsen et al., 2003). The opposite also holds, with better health significantly decreasing 
the odds of stating that the present decade is the least satisfying decade (Mehlsen et al., 
2003). Contradicting these results, recent studies found health status to be anon-significant 
factor in adjustment to retirement (Van Silinge & Henkens, 2005). 
Level of Education 
Although some studies have found education level to be a significant predictor of 
adjustment to retirement, many studies have found it to be anon-significant factor. Calasanti 
(1996) found education level to approach statistical significance in explaining life 
satisfaction following retirement. Education has reached significance in some regression 
analyses, with higher education being associated with lower levels of depression (Reitzes et 
al., 1996), fewer psychological disorders (Wu et al., 2005), and greater positive affect 
(Drentea, 2002). The study by Drentea (2002) also found education level to be a non- 
significant predictor of anxiety and distress after retirement. Szinovacz and Davey (2004) 
found education level to be anon-significant factor predicting depression for individuals who 
experienced forced retirement and a significant factor predicting depression for individuals 
who experienced early retirement. Finally, education has been found to be non-significant in 
predicting positive attitudes following retirement (Reitzes & Mutran, 2004). 
Marital Status 
Marital status has generally been found to be a statistically significant factor in 
adjustment to retirement, with married individuals being the best adjusted. Being married has 
been associated with increased life satisfaction in retirement whereas being widowed, 
divorced, or separated were found to only approach statistical significance (Calasanti, 1996). 
Price and Joo (2005) found statistically significant differences due to marital status for life 
satisfaction and depression, with married individuals reporting greater life satisfaction and 
lower depression than non-married individuals. Marital status has also been shown to have a 
statistically significant impact on positive affect and distress, with divorced, widowed, and 
single individuals experiencing less positive affect and greater distress (Drentea, 2002). 
Reitzes and Mutran (2004) found being married to be a significant factor in predicting greater 
positive attitudes after retirement. Being married and being divorced have been associated 
with an increased likelihood of reporting the present decade as being the most satisfying 
decade, whereas the loss of a spouse was associated with an increased likelihood of reporting 
the present decade as being the least satisfying decade (Mehlsen et al., 2003). 
Reitzes et al. (1996) found being married to be anon-significant factor in explaining 
depression. Marital status has also been anon-significant factor in predicting anxiety after 
retirement (Drentea, 2002), depression (Szinovacz &Davey, 2004), self-esteem, mastery, 
perceived health (Price & Joo, 2005), and adjustment to retirement (Van Silinge & Henkens, 
2005). Finally, Reitzes and Mutran (2004) found that being married was anon-significant 
predictor of positive attitudes after retirement among men. 
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Occupation 
Income. The literature on income or household assets generally finds that greater 
income from one's job predicts better adjustment after retirement. However, the magnitude 
of the relationship as a predictor of various aspects of adjustment to retirement differs. Many 
studies have found a negative relationship between income and negative mental health, 
although some studies have found greater assets to be associated with greater depression 
(Szinovacz &Davey, 2004) and lower positive attitudes (Reitzes & Mutran, 2004). Greater 
household assets have been shown to be related to lower levels of depression for men 
(Szinovacz &Davey, 2004). Significant negative relationships have been found between 
income and distress (Drentea, 2002) and depression after retirement (Reitzes, et al., 1996). 
Income has also been shown to have a positive relationship with adjustment to retirement that 
approaches statistical significance (Kupperbusch et al., 2005). A similar effect was found by 
Van Silinge and Henkens (2005), although the effect did not achieve statistical significance. 
Reitzes and Mutran (2004) also found income to have anon-significant but positive 
relationship with positive attitudes after retirement for men. Finally, Drentea (2002) found 
income to have anon-significant effect on anxiety and positive affect. 
Job prestige. Similar to income, greater job prestige tends to be associated with better 
outcomes following retirement. Among civil service workers, increased job prestige was 
associated with lower scores on depression, with the difference between the highest and the 
lowest levels of job prestige being statistically significant (Hyde et al., 2004). Reitzes et al. 
(1996) have found job prestige to be a statistically significant predictor of depression, with 
greater prestige associated with less depression. Greater job prestige has also been 
significantly associated with positive attitudes at 2 years after retirement for men (Reitzes & 
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Mutran, 2004). Mental functioning has been shown to significantly improve among higher 
grades of job prestige after retirement (Mein et al., 2003). By contrast, Van Silinge and 
Henkens (2005) found job prestige to have no effect on adjustment to retirement. For women, 
job prestige has been shown to have adverse effects on outcomes after retirement. Dorfman 
and Hill (1986) found a statistically significant negative correlation between job prestige and 
satisfaction with retirement. Although not statistically significant, a negative association was 
also found between job prestige and positive attitudes at 1 and 2 years after retirement for 
women (Reitzes &Mutran, 2004). 
Summary 
Many factors have been found to have conflicting results across previous studies. 
Females have been found to have more positive mental health after retirement in some 
studies but also increased anxiety and distress in other studies. Better health ratings have 
been found to be predictive of decreased depression and increased positive attitudes, 
satisfaction, and morale. Although some studies have found level of education to be a non-
significant predictor, others have found level of education to be associated with less 
depression and other psychological disorders. Married individuals generally adjust better to 
retirement life than other individuals. Higher levels of income are generally related to better 
outcomes in retirement. Finally, individuals who had greater job prestige often adjust better 
in retirement. 
The context of retirement is a complex issue in studying post-retirement outcomes 
such as depression. The contextual factors of gender, health status, level of education, marital 
status, income, and job prestige not only influence adjustment to retirement but they also 
influence one another. These factors may interact with other factors to suppress or inflate the 
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relationship with depression levels. Cluster analyses seek to create homogeneous groups 
which minimize within-group variation and maximize between-group variation. The model 
that will be tested within this paper hypothesizes that the context in which an individual 
retires influences the effect that time since retirement has on depression. Figure 2 portrays 
the model that is proposed and tested. The moderating variables influence the relationship of 
time since retirement and level of depression at the time of retirement. 
Figure 1. Model of Context's Influence on Depression Levels after Retirement 
GROUPS CREATED BY: 
GENDER 
SUBJECTIVE HEALTH 
LEVEL OF EDUCATION 
MARITAL STATUS 
INCOME 
JOB PRESTIGE 
TIME SINCE 
RETIREMENT 
DEPRESSION 
LEVEL 
It is hypothesized that (1) a general increase in depression levels between baseline, 
year 3, and year 6 will exist and that the clusters of retirees will differ significantly across (2) 
the contextual factors at baseline, (3) their initial depression scores, and (4) the change or 
pattern of depression scores over time. This model will be tested by creating different groups 
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of retirees and then examining the trajectory of depression at an initial time point and over 
time across two three year intervals. In order to create the groups or clusters, cluster analysis 
will be employed. Once different contexts have been determined, growth curve methods will 
be used to determine the various paths that each context takes in regards to depression over 
time among retirees. 
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Materials and Methodology 
Sample
The Establishment of Populations for Epidemiologic Studies of the Elderly (EPESE) 
project began in 1980 at three sites: East Boston, Massachusetts; Iowa and Washington 
Counties, Iowa; and New Haven, Connecticut. A fourth site was added in 1984 around 
Durham, North Carolina. The goals of the EPESE study were to (1) identify predictors of 
hospitalization, mortality, and placement in long-term care facilities, and (2) study risk 
factors for chronic diseases and disabilities among the elderly. 
Participants in the East Boston site were identified through a concurrent community 
census in 1982. Of the 4,562 community members aged 65 or older, a total of 3,812 (84%) 
participated in the study. The target population for Iowa included all non-institutionalized 
residents of Iowa and Washington counties aged 65 years or older. These two counties are 
rural in nature as defined by the 1980 U.S. Decennial Census. The Area Agency on Aging 
compiled a list of all individuals 65 and older in the two counties. Of the 4,601 individuals 
who were identified, a total of 3,673 (80%) participated in the study. The New Haven site 
utilized stratified cluster sampling techniques to obtain an initial sample of 3,337 individuals 
aged 65 or older. The sample was stratified based on three different types of residences: 
public housing for the community; private housing for the community; and elsewhere. Males 
were over-sampled in an effort to achieve a balanced gender distribution. A total of 2,811 
individuals (82%) participated in the study; North Carolina utilized a four stage, stratified 
sample using area sampling (i.e., 1980 census blocks, block clusters, and enumeration 
districts). The sample was designed to include at least 50% Black individuals aged 65 or 
older. A baseline sample of 4,162 was obtained representing an 80% response rate. 
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The sample of 14,456 participants across the four sites was reduced to participants 
who had recently retired, defined as those who had been retired for up to two years at the 
time of the first wave of interviews. This new sample consisted of 231 participants from East 
Boston, 202 participants from Iowa, 177 participants from New Haven and 216 participants 
from North Carolina, for a total sample of 869 participants. The gender division of the full 
sample was nearly equal, with 52.6% (n = 457) of the sample being male and 47.4% (n = 
412) of the sample being female. A similar split was found at each site with East Boston 
having the smallest percentage of males at 46.3% (n = 112) and Iowa having the largest 
percentage of males at 60.4% (n = 131). The racial break-down for the sample was 153 
blacks (17.6%) and 716 non-blacks (82.4%), which almost entirely meant white. Most of the 
blacks in the sample came from the North Carolina site (n = 118; 77.1%) with only 35 
(22.9%) of the black participants coming from the New Haven site; none of the participants 
from east Boston or Iowa were black. 
Demographic Variables 
As a result of using secondary data from four different sites, demographic variables 
were not always reported in a consistent manner, as was also the case with responses to the 
depression scale (i.e., the CES-D). The sites collected data on age based upon the date of 
birth of the participant but only reported age in categories. For example, although most sites 
reported age in five categories (i.e., under 70, 70 to 74, 75 to 7~9, 80 to 84, and 85 and older), 
the New Haven site reported only two categories (i.e., under 75, and 75 and older) for black 
respondents. Age significantly differed across the four sites (x2 (4, N = 869)= 12.70, p = 
.005). Table 1 reports the age distributions for each site with the exception of the New Haven 
black sample as well as for the total sample. 
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Table 1 
Age of Participants 
Age East Boston Iowa New Haven North Total 
Carolina Sample 
<70 185 123 104 149 561 
(76.4) (56.7) (72.0) (66.5) (68.0) 
70 to 74 30 44 21 43 138 
(12.4) (20.3) (11.3) (19.2) (15.9) 
75 to 79 16 36 16 19 87 
(6.6) (16.6) (11.3) (8.5) (10.6) 
80 to 84 6 8 6 7 27 
(2.5) (3.7) (3.2) (3.1) (3.1) 
85 and older 5 6 4 6 21 
(2.1) (2.8) (2.2) (2.7) (2.4) 
Note: Numbers in parentheses represent the percent of each category 
The sample generally reported being healthy, with 592 (68.4°Io) participants reporting 
they were in good or excellent health. Table 2 reports the distribution of subjective health 
scores across the sample. The North Carolina and New Haven participants reported a lower 
health status than the other sites, whereas Iowa participants reported a better health status 
than the other sites. These differences were found to be highly significant (x2 = (3, N = 865) 
28.51, p = .001). 
Table 2 
Perceived Health Status of Participants 
Health East Boston Iowa New Haven North Total 
Carolina Sample 
Excellent 58 57 25 39 179 
(24.2) (26.3) (13.4) (17.6) (20.7) 
Good 108 113 98 94 473 
(45.0) (52.1) (52.7) (42.3) (47.7) 
Fair 66 39 53 72 230 
(27.5) (18.0) (28.5) (32.4) (26.6) 
Poor 8 8 10 17 43 
(3.3) (3.7) (5.4) (7.7) (5.0) 
Note: Numbers in parentheses represent the percent of each category 
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Table 3 shows the level of education for the entire sample. Of the 865 participants 
who provided information on their level of education, 521 participants (60.3°Io) reported 
having not completed a high school education. Iowa participants reported a higher average 
level of education than the other sites, whereas the North Carolina participants reported a 
lower average level of education than the other sites. Differences in level of education were 
highly significant (x2 (3, N = 865) = 63.29, p = .000). 
Table 3 
Education of Participants 
Education East Boston Iowa New Haven North Total 
Carolina Sample 
<8t" grade 43 17 38 73 171 
(17.8) (7.8) (20.5) (32.9) (19.8) 
8 -11 grade 103 104 65 78 350 
(42.7) (47.9) (35.1) (35.1) (40.5) 
12 h̀ grade 28.9 60 50 29 209 
(29.0) (27.6) (27.0) (13.1) (24.2) 
> 12 grade 25 36 32 42 135 
(10.4) (16.6) (17.3) (18.9) (15.6) 
Note: Numbers in parentheses represent the percent of each category 
Table 4 
Marital Status of Participants 
Marital Status East Iowa New Haven North Total 
Boston Carolina Sample 
Married 132 149 97 116 494 
(60.6) (72.7) (56.4) (56.0) (61.6) 
Divorced, Separated, 11 3 19 17 50 
Annulled (5.0) (1.5) (11.0) (8.2) (6.2) 
Widowed 75 53 56 74 258 
(34.4) (25.9) (32.6) (35.7) (32.2) 
Note: Numbers in parentheses represent the percent of each category 
Table 4 shows the distribution of marital status across the entire sample. The marital 
status of the participant was reported in a collapsed manner, although the four sites reported 
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this variable in a consistent manner. Participants experiencing separation not due to the death 
of their spouse were combined into one category (i.e., divorce or separated). Marital status 
significantly differed across the four sites (x2( 2, N = 802) =25.30, p = .000). 
Income was measured across all four sites using five unequal income brackets (i.e., 
less than $5,000, $5,000 to $6,999, $7,000 to $9,999, $10,000 to $14,999, and greater than 
$15,000). There was a high response rate for income level within this sample, with 757 
participants (87.1%) reporting their income and 112 (12.9°Io) participants not responding to 
the question. Iowa participants reported having a higher average income than the other sites. 
Table 5 reports the distribution of income across the entire sample. Income significantly 
differed across the four sites (x2 (4, N = 757) = 69.90, p = .000). 
Table 5 
Income of Participants 
Income East Boston Iowa New Haven North Total 
Level Carolina Sample 
< $5,000 36 28 44 52 160 
(16.9) (15.2) (26.0) (27.2) (21.1) 
$5,000- 44 17 32 22 115 
$6,999 (20.7) (9.2) (18.9) (11.5) (15.2) 
$7,000- 53 37 40 22 152 
$9,999 (24.9) (20.1) (23.7) (11.5) (20.1) 
$10,000 - 53 42 23 29 147 
$14,999 (24.9) (22.8) (13.6) (15.2) (19.4) 
> $15,000 27 60 30 66 193 
(12.7) (32.6) (17.8) (34.6) (24.2) 
Note: Numbers in parentheses represent the percent of each category 
Table 6 presents the distributions of the four occupation types across the entire 
sample and for each site. Although each site assessed the same occupation categories, the 
grouping of these categories differed. The Iowa, East Boston, and New Haven sites included 
10 different occupation types for non-black participants and seven occupation types for black 
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participants. North Carolina included eight different occupation types for non-black 
participants. Females had different occupation categories, with non-black participants having 
eight occupation categories, black females from the New Haven site having five occupation 
categories, and black females from the North Carolina site having four occupation categories. 
The original 10 occupation categories were professional, technical, kindred workers, 
managers, administrators, sales workers, clerical workers, craftsmen, operatives, farmers, 
laborers, service workers, private household workers, and housewives. As a result, the 
occupation types from the other sites were collapsed into the four occupation types that were 
used at the North Carolina site. The `managerial' group includes professional, technical, and 
kindred workers, managers, administrators, and sales and clerical workers. The `labor' group 
includes craftsmen, operatives, farmers, and laborers. The `service' group includes service 
workers and private household workers. The last group consists of housewives. Differences 
in occupation types were found to be highly significant (x2 (3, N = 853) = 28.84, p = .001). 
Table 6 
Occupation Types of Participants 
Occupation East Boston Iowa New Haven North Total 
Type Carolina Sample 
Managerial 77 68 73 70 288 
(32.4) (31.5) (39.5) (32.7) (33.8) 
Labor 118 103 83 83 387 
(49.6) (47.7) (44.9) (38.8) (45.4) 
Service 33 45 24 57 159 
(13.9) (20.8) (13.0) (26.6) (18.6) 
Housewives 10 0 5 4 19 
(4.2) (0.0) (2.7) (1.9) (2.2) 
Note: Numbers in parentheses represent the percent of each category 
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Health status. 
The EPESE study contains several measures of health including ability to perform 
activities of daily living (ADL), disabilities, chronic conditions, breathing problems, 
coughing problems, chest problems, vision problems, hearing problems, leg pain, blood 
pressure, pulse, and perceived health. Two of these measures (ADL and disabilities) are 
multi-item inventories whereas the others are single item measures. The Activities of Daily 
Living scale measures an individual's ability to perform habitual and universal activities 
(Katz et al., 1963). The activities measured on this scale are bathing, dressing oneself, going 
to the toilet, transferring oneself, continence, and feeding oneself. In an initial evaluation of 
1,001 adult patients by Katz et al. (1963), 372 (37.2%) of the participants needed help on at 
most one of the activities of daily living, 116 (11.6%) of the participants needed help on two 
or three activities of daily living, 380 (38.0%) of the participants needed help on four or five 
activities of daily living, and 93 (9.3%) of the participants needed help on all six of the 
activities of daily living. 
Disability was measured using four items from a disability scale originally created by 
Nagi (1976). The four items used were, "How much difficulty, on the average, do you have 
lifting or carrying weights of approximately ten pounds," "How much difficulty, on the 
average, do you have stooping, bending, or kneeling," "How much difficulty, on the average, 
do you have using your hands and fingers," and "How much difficulty, on the average, do 
you have reaching with either/or both arms." All four of the items that were used loaded 
heavily on a single physical performance factor. The original response format used for the 
scale was "none," "some," or "great." The response format used within the EPESE study was 
"no difficulty," "a little difficulty," "some difficulty," or "a lot of difficulty." 
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A factor analysis was conducted to reduce the health measures into a smaller number 
of factors. As can be seen in Table 7 most of the correlations among the health measures 
were small although a few were moderate in strength (i.e., vision problems and breathing 
problems, systolic blood pressure and hearing problems). The perceived health rating was 
correlated with limitations in ability to function as well as respiratory problems and chest 
pain. Pulse rate and the two ratings of blood pressure were the only variables that did not 
significantly correlate with perceived health. The strongest correlation was between the two 
measures of blood pressure. These two measures, however, were weakly correlated with 
other health measures. The two respiratory measures, coughing and breathing problems, had 
the second highest correlation. The hearing and vision problem variables were weakly 
correlated with most of the other variables. Pulse rate was not significantly correlated with 
any variable. 
Figure 3 presents the scree plot for the 13 components identified in the factor 
analysis. Looking at the scree plot provides evidence for the selection of three factor 
components being selected. The three components accounted for 40.8% of the variance in the 
13 health measures. However, four components with eigenvalues larger than 1.0 were 
extracted based on the factor analysis. These four components accounted for 49.1 %, an 8.3% 
increase from the three component extraction, of the variance in the 13 health measures. 
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Figure 3. Scree Plot for the Health Measures 
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Table 8 presents the rotated factor loadings of each health measure on the three 
components and Table 9 presents the rotated factor loadings with four components. For the 
factor analysis with three components extracted, seven of the 13 health measures loaded on 
the first component. Although the second component is easily interpreted with only the blood 
pressure measure loading on it, the interpretability of the first component and the third 
component is very difficult. 
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Table 8 
Three Factor Loadings for Health Measures 
Component 
1 2 3 
Hearing .535 
Vision .621 
Perceived Health -.610 
Leg Pain .505 
Pulse Rate .450 
Systolic Blood Pressure .877 
Diastolic Blood Pressure .862 
Activities of Daily Living -.543 
Disabilities -.726 
Chronic Conditions .459 
Chest Problems .463 
Breathing Problems .660 
Coughing .593 
Note: Factor loadings less than .40 have been removed from the table. 
Table 9 
Four Factor Loadings for Health Measures 
Component 
1 2 3 4 
Hearing .441 .433 
Vision .679 
Perceived Health -.460 
Leg Pain 
Pulse Rate .477 
Systolic Blood Pressure .877 
Diastolic Blood Pressure .861 
Activities of Daily Living .788 
Disabilities .712 
Chronic Conditions 
Chest Problems .446 
Breathing Problems .761 
Coughing .824 
Note: Factor loadings less than .40 have been removed from the table. 
The factor analysis with four components being extracted has an easily interpreted 
first component. The second and third components are also easily interpreted. The fourth 
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component, however, remains difficult to interpret. The increased explanation of variance 
and the increased interpretability of the first three components lead to the selection of the 
results from the four component factor analysis as being included in the study rather than the 
three component factor analysis. 
Promax rotation was applied to the extracted factor results. The four factor 
components pulled from the analysis were not strongly correlated (e.g. the strongest 
correlation was between component 1 and component 2 at -.285). Breathing problems and 
coughing problems loaded very strongly on component 1. Perceived health loaded negatively 
on this factor. Thus, component 1 represents individuals with respiratory problems who 
otherwise reported being in good health. For component 2, the activities of daily living and 
disability measures strongly loaded whereas hearing problems loaded moderately strongly on 
this component. Thus component 2 represents individuals with chronic problems which 
affect their daily life. Component 3 represents individuals with high blood pressure, with 
strong loadings from both the systolic and diastolic blood pressure measures. Component 4 
included a moderately strong loading for vision problems as well as moderate loadings for 
hearing, pulse and chest pains. Thus, component 4 represents individuals with possible heart 
complications and sensory problems. 
Depression 
The Center for Epidemiological Studies- Depression scale (CES-D) was used to 
measure depression at all four sites. The CES-D was originally developed for use in 
examining the epidemiology of depressive symptoms in the general population with an 
emphasis on the affective component of depression (Radloff, 1977). Items for the CES-D 
were selected from previously validated depression scales. The average score from the initial 
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testing by Radloff (1977) of the CES-D was 8.65 among a sample of 4,996 adults. Of this 
sample, 17.0°Io scored at or above 16 on the measure- the cut off for being depressed. Strong 
internal consistency for the measure was found for the general population (a= .85). Internal 
consistency was found to be greater than .80 for individuals older than 64 years of age. 
Studies have consistently found reliability of the CES-D scale based upon coefficient alpha 
to be between .85 and .91. Mean scores are typically between 8 and 9 (Radloff &Teri, 1986). 
Because the CES-D scale was designed to measure current symptoms of depression, the test-
retest correlations were only moderate at .49 one year after the initial assessment. Scores on 
the CES-D correlated strongly with several other measures of depression including the Lubin 
(~ _ .51), Bradburn Negative Affect (r = .60), Bradburn Balance (r = .61), Langner (Y = .54), 
and the Cantril Ladder (r = .43) scales (Radloff, 1977). 
Although each site administered the CES-D scale at three different time points to 
their samples, the format of the scale differed across the four sites. The New Haven and 
North Carolina sites used all 20 questions from the CES-D although the response format 
varied. New Haven used the original four category response format of "Rarely or none of the 
time," "Some of the time," "Occasionally or a moderate amount of the time," or "Most or all 
of the time." This format gave scores on the CES-D with a possible range of 0 to 60 for the 
New Haven site. The North Carolina site collapsed the responses into "yes" or "no." Each 
item therefore reflected either the presence or absence of the symptom of depression. 
Therefore, the range of scores was 0 to 20 at that site. 
The East Boston and Iowa sites each used a shortened version of the CES-D based on 
the factor analysis results presented in Radloff (1977). The selected items loaded on the four 
factors of positive affect, depressed affect, interpersonal problems, and somatic complaints. 
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The East Boston site used a "yes" or "no" response format, resulting in scores that ranged 
from 0 to 10. Iowa included the same 10 questions as East Boston but also included an 1 
ltn 
question ("My appetite was poor") in order to further represent the somatic complaint factor. 
Iowa used a three category response format of "Hardly ever," "Some of the time," and "Most 
of the time," resulting in scores that ranged from 0 to 22. Table 10 provides all the items 
included in the original CES-D Scale as well as indicating which sites administered each 
item. 
Table 10 
CES-D Items and Use by Site 
Item Sites that used this item 
I was bothered by things that don't usually 
bother me. 
I did not feel like eating; my appetite was poor. 
I felt that I could not shake off the blues even 
with help from my friends and family. 
I felt that I was just as good as other people. 
I had trouble keeping my mind on what I was 
doing. 
I felt depressed. 
I felt that everything I did was an effort. 
I felt hopeful about the future. 
I thought my life had been a failure. 
I felt fearful. 
My sleep was restless. 
I was happy. 
It seemed that I talked less than usual. 
I felt lonely. 
People were unfriendly. 
I enjoyed life. 
I had crying spells. 
I felt sad. 
I felt that people disliked me. 
I could not get going. 
North Carolina, New Haven 
North Carolina, New Haven, Iowa 
North Carolina, New Haven 
North Carolina, New Haven 
North Carolina, New Haven 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven 
North Carolina, New Haven 
North Carolina, New Haven 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
North Carolina, New Haven, East Boston, Iowa 
Note: Bolded items are the items used in the study 
As a result of the simplified response format that was used by both the East Boston 
and North Carolina sites along with the shortened scales used by the East Boston and Iowa 
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sites, the CES-D scale at the other sites was reduced to match the version of the scale that 
was used at the East Boston site. Responses of "Hardly Ever," "Some of the time," 
"Occasionally or a moderate amount of the time," and "Most of the Time" were coded as 
"yes." Through the reduction in the number of items and the response format, scores on the 
CES-D could range from 0 to 10. Converting the cut off score of 16 to this new format 
provides a cut off score of 3 with a converted standard deviation of 1.33. The reliability of 
the measure based on the dichotomous items response format was estimated based on the 
Kuder-Richardson 20 (K-R 20) rather than Cronbach's alpha (Nunnally, 1978). Table 11 
presents the estimates of the K-R 20 at each time point for each site as well as for the 
combined sample. The reliability of the CES-D was generally similar across the four sites for 
each of the three time points despite the changes needed at the various sites to create a 
uniform version of the CES-D scale. 
Differences in the reliabilities between the four sites were assessed using Feldt's test 
for equality among reliability coefficients. At the baseline, significant differences were found 
between the North Carolina site and the East Boston and New Haven sites. For the year 3 
time point, differences were found between the East Boston site and the New Haven and 
North Carolina sites. Differences were also found between the Iowa site and New Haven and 
North Carolina sites and the New Haven and North Carolina sites. The reliabilities were least 
consistent for the depression measure in year 3 and most consistent for year 6. 
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Table 11 
K-R 20 Values of CES-D Over 3 Time Points 
Site Baseline Year 3 Year 6 
East Boston .794 .797 .752 
5.34 4.55 3.73 
(n = 231) (n = 187) (n = 145) 
Iowa .768 .816 .827 
5.03 5.96 7.25 
(n = 202) (n = 188) (n = 158) 
New Haven .772 .722 .790 
5.92 5.03 6.33 
(n = 177) (n = 136) (n = 113) 
North Carolina .722 .612 .768 
3.39 1.77 3.66 
(n = 216) (n = 174) (n = 147) 
Total .771 .745 .820 
4.99 4.42 5.96 
(n = 869) (n = 685) (n = 563) 
Note: Italicized numbers represent the variance 
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Results 
The first step in the series of analyses was to create clusters based upon the variables 
identified in the literature review as possible predictors of adjustment to retirement- gender, 
health status, marital status, education, income, and occupation. A total of 238 participants 
(27.4%) were excluded from the analyses because of missing information on at least one of 
the contextual variables. Two-step cluster analysis, an exploratory procedure which reveals 
natural clusters or groupings that may not be apparent, was used to determine the number of 
and membership in the clusters. There are three features which differentiate two-step cluster 
v 
analysis from traditional clustering techniques: (1) clusters can be created using both 
categorical and continuous variables, (2) the analysis automatically selects the optimal 
number of clusters, and (3) the procedure can efficiently analyze large data sets. 
Two-step cluster analysis first uses sequential clustering to create clusters based upon 
the multivariate distance between the cases. Analyses which use categorical variables utilize 
the log-likelihood distance rather than Euclidean distance. Each case is compared to 
previously established clusters and grouped into the cluster most similar to itself or 
alternatively, a new cluster is created if the case does not match well with the previous 
clusters. In order to automatically detect the number of clusters, either Schwartz's Bayesian 
Criterion or Akaike's Information Criterion is utilized to determine the initial number of 
clusters. Schwartz's Bayesian Criterion allows for the inclusion of categorical variables in 
the creation of clusters and was therefore used for this particular analysis. 
The second step involves clustering these pre-clusters into a smaller number of 
clusters. The agglomerative hierarchical clustering method is utilized in the creation of these 
new clusters. In this second step, the initial estimate of cluster membership is refined by 
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finding the largest distance increase between the two closest clusters in each hierarchical 
clustering stage. Methods similar to the pre-clustering step are utilized in refining the cluster 
selections. Table 12 presents information used in the selection of the number of clusters. The 
change in Schwartz's Bayesian Criterion is calculated from the previous number of clusters. 
The ratio of change was based on the Schwartz's Bayesian Criterion from using the current 
cluster and the second cluster as a reference. The ratio of distance measures are based upon 
the previous number of clusters. 
Table 12 
Criterion Information for the Number of Clusters 
Number of 
Clusters
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Schwarz's 
Bayesian 
Criterion (BIC) 
8852.966 
8059.257 
7450.569 
7214.998 
7046.391 
6904.042 
6811.243 
6738.819 
6724.875 
6715.231 
BIC Ratio of BIC 
Change Changes 
-793.709 
-608.688 
-235.570 
-168.608 
-142.349 
-92.799 
-72.424 
-13.945 
-9.644 
1.000 
.767 
.297 
.212 
.179 
.117 
.091 
.018 
.012 
Ratio of 
Distance 
Measures 
1.249 
2.006 
1.220 
1.095 
1.217 
1.098 
1.392 
1.030 
1.027 
The two-step cluster analysis identified three groups or clusters based upon the six 
predictor variables. Justification for three groups of retirees is found in the ratio of the 
distance measures for the three clusters (2.006) which is the largest ratio for the clusters. Chi-
square estimates were calculated for the categorical variables (i.e., level of education, marital 
status, occupation category, and level of income) as well as for age and race. Results from 
these analyses are presented in Table 13. Age was the only category which did not have a 
significant chi-square value. All the other predictor variables (i.e., race, gender, level of 
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education, marital status, income, and occupation) contain different values across cluster 
membership. 
Table 13 
Chi-square for Categorical Variables across Cluster Membership 
Pearson Chi-Square df p 
Race 36.013 2 .000 
Age 5.680 2 .058 
Gender 312.279 2 .000 
Level of Education 272.513 6 .000 
Marital Status 169.677 4 .000 
Income 246.467 8 .000 
Occupation 537.411 6 .000 
Cluster 1 was the largest cluster, consisting of 226 cases (26.0% of the sample). 
Cluster 2 had 198 cases (22.9°Io of the sample) and was the smallest cluster. Finally, cluster 3 
had a size of 207 cases(23.8°Io of the sample). Cluster 1 consisted of a gender split of 119 
female participants (52.7%) and 107 male participants (47.3°Io). Cluster 2 was exclusively 
male with no females being included in the cluster. Cluster 3 consisted of 181 female 
participants (87.4%) and 26 male participants (12.6%). 
In cluster 1, 157 participants were married (69.5%), 4 participants were separated, 
divorced, or annulled (1.8%), and 65 were widowed (28.8%). In cluster 2, 172 participants 
(86.9°Io) in the cluster were married, 19 participants (9.6%) in the cluster were widowed, and 
7 participants (3.5%) in the cluster were separated, divorced, or annulled. In cluster 3, 122 
participants (58.9%) in the cluster were widowed, 56 participants (27.1 %) in the cluster were 
married, and 29 participants (14.0%) in the cluster were separated, widowed, or annulled. 
Cluster 1 was well educated, with 180 (79.6°Io) participants in the group having 
graduated from high school, 34 participants (15.0°Io) having some high school education, and 
only 12 participants (5.3%) having less than an 8th grade education. Cluster 2 was moderately 
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well educated, with 13 participants (6.6°Io) in the cluster having an education beyond high 
school, 40 participants (20.2%) in the cluster having a high school education, 96 participants 
(48.5%) having received some high school education, and 49 participants (24.7%) in the 
cluster having received less than an 8th grade education. Cluster 3 was the least educated, 
with 67 participants (32.4°Io) receiving less than an 8 h̀ grade education, 127 participants 
(61.4°Io) in the cluster receiving some high school education, 12 (5.8%) participants having 
completed a high school, and 1 (0.5%) participant had more than a high school education. 
Participants in cluster 1 largely held occupations within the managerial category, with 
181 participants having worked in this type of job (80.1%). Thirty-three of the participants 
(14.6%) in the cluster had held jobs in the service category and 12 of the participants (5.3°Io) 
in the cluster had held jobs in the labor category. All of the participants in cluster 2 were in 
the labor category of occupation. Cluster 3 contained all 16 (7.7°Io) participants in the 
housewife category. Eighty-seven participants (42.0%) had worked in the labor category, 71 
participants (34.3%) had worked in the service category, and 33 participants (15.9%) had 
worked in the managerial category. 
Participants in cluster 1 were financially well-off, with only 27 of the participants 
(11.9%) in the cluster receiving less than $7,000 annually. Fifty-one participants (22.6%) in 
the cluster received an income between $7,000 and $9,999, 60 participants (26.5%) in the 
cluster received an income between $10,000 and $14,999, and 88 participants (38.9°Io) in the 
cluster received $15,000 or more. Participants in cluster 2 tended to be moderately 
financially sound, with 13 participants (6.6%) receiving less than $5,000 annually, 23 
participants (11.6%) in the cluster received between $5,000 and $6,999, 51 participants 
(25.7%) in the cluster received between $7,000 and $9,999, 45 participants (22.7°Io) in the 
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cluster received between $10,000 and $14,999, and 66 participants (33.3°Io) in the cluster 
received $15,000 or more. Cluster 3 was a financially poor cluster with 103 participants 
(49.8%) received less than $5,000, 50 participants (24.2%) received $5,000 to $6,999, 29 
(14.0%) participants received $7,000 to $9,999, 18 participants (8.7%) received $10,000 to 
$14,999, and 7 participants (3.4%) received $15,000 or more. 
For participants in cluster 1, the mean score on the respiratory health factor was .10 
(SD = .94), the mean score on the disruptive conditions health factor was -.11 (SD = .72), the 
mean score on the blood pressure health factor was -.08 (SD = .92), and the mean score on 
the heart and senses health factor was -.09 (SD = .81). For participants in cluster 2, the mean 
score on the respiratory health factor was .Ol (SD = .98), the mean score on the disruptive 
conditions health factor was -.23 (SD = .74), the mean score on the blood pressure health 
factor was -.O1 (SD = 1.03), and the mean score on the heart and senses health factor was 
-.14 (SD = 1.08). For participants in cluster 3, the mean score on the respiratory health factor 
was -.15 (SD = 1.04), the mean score on the disruptive conditions health factor was .41 (SD = 
1.34), the mean score on the blood pressure health factor was .OS (SD = 1.07), and the mean 
score on the heart and senses health factor was -.12 (SD = 1.01). 
Statistics from an ANOVA on between and within cluster differences on health status 
are presented in Table 14. The only health status factor to have been explained more by 
within cluster differences than between cluster differences was the score for the blood 
pressure health factor loading (p = .403). The effect sizes for cluster membership on the four 
health status factors were small. Cluster membership had an effect size of .074 for disruptive 
conditions, an effect size of .014 for heart and senses problems, an effect size of .011 for 
respiratory problems, and an effect size of .003 for blood pressure problems. 
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Table 14 
ANOVA of Health Status. 
Source clf F ~l p 
Respiratory Problems 
Group 2 3.584* .011 
S within-group error 628 (.968) 
.028 
Disruptive Conditions 
Group 2 25.097** .074 .000 
S within-group error 628 (.358) 
Blood Pressure 
Group 2 .911 .003 .403 
S within-group error 628 (1.008) 
Heart and Sensory Problems 
Group 2 4.411 * .014 
S within-group error 628 (.935) 
.013 
Note: Values enclosed in parentheses represent mean square errors. S =subjects. 
*p < .05. **p<.01. 
Cluster 1 can be characterized as having high levels of education, having held careers 
in managerial positions, having financial security, and in good health with problems only in 
respiratory functions. Since the level of education and the occupation category were the two 
variables that most impacted the creation of this cluster, this cluster will be identified as the 
educated manager group. Cluster 2 can be characterized as married males working in the 
labor category. Most of the participants did not complete high school. This cluster had the 
least amount of disruptive conditions and heart and senses problems. Therefore, this cluster 
will be identified as the male laborer group. Cluster 3 can be characterized as widowed 
females. This cluster had the smallest level of education and income. Health problems were 
persistent for this cluster as they had the largest score for the disruptive conditions and blood 
pressure health factors. Gender, marital status, and income were the strongest variables in the 
creation of this cluster and therefore the cluster will be identified as the poor widow group. 
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Information on the significance for each of the demographic variables in creating each cluster 
can be found in Appendix A. The distribution of scores for each demographic variable within 
each of the three groupings is located in Appendix B . 
Repeated measures ANOVA was run to examine linear and quadratic trends in the 
change in depression scores over time without including the effect of group membership. 
One of the assumptions that is made with repeated measures ANOVA is that the error 
covariance matrix is proportional to an identity matrix. The sphericity assumption was met, 
with a Mauchly's statistic of .991 (x2 (2, 869) ~ 4.723, p = .094). Since the error covariance 
matrix is proportional to an identity matrix, calculations for within-subject effects are 
presented assuming sphericity. Table 15 presents the results for the within-subject effects. 
Depression scores were found to be significantly different across time. 
Table 15 
Tests of Within-Subject Effects 
Measure: Depression 
Source clf F p 
Time 2 4.306 .014 
Error 842 (2.743) 
.010 
Note: Values enclosed in parentheses represent mean square errors. S =subjects. 
~p < .05. *gyp<.01. 
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Table 16 
Within Subjects Contrasts 
Measure: Depression 
Source Time df F p r~ 
Time Linear 1 3.369 .067 .006 
Error Linear 554 (2.892) 
Time Quadratic 1 .537 .464 .001 
Error Quadratic 554 (2.436) y
Note: Values enclosed in parentheses represent mean square errors. S =subjects. 
*p < .05. * *p<.O 1. 
Table 16 presents statistics for the within-subjects contrasts. Two contrasts, linear and 
quadratic, were selected to determine the pattern of change in depression scores over time. 
Three time points is the minimum number of points required to detect quadratic and linear 
trends of change. The analysis should have no problem detecting linear trends if that is the 
pattern of change that exists. However, quadratic trends may be difficult to detect as a result 
from only having three time points to analyze. 
In testing linear and quadratic changes in depression scores, time was found to have a 
linear component that approached statistical significance and anon-significant quadratic 
component. Figure 3 illustrates the linear component in depression scores over time. The 
difference between year 3 and baseline was not a significant difference (p = .903). There was 
a significant difference between year 6 and baseline. The difference between year 3 and year 
6 approached statistical significance (p = .052). 
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Figure 3. Depression Means across Time 
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As can be seen in Figure 4, the depression scores of the male laborer group and the 
poor widow group share a near parallel pattern of change over time with the poor widow 
group having average depression scores that are 1 unit higher than the male laborer group. 
The managerial group shows a very different model of change in depression scores over time 
than either the male laborer or poor widow groups. A plot of the mean depression scores 
provides support for a quadratic relationship of depression scores over time based upon 
cluster membership. Despite the graphical support for a quadratic trend in the interaction 
between cluster membership and time, the quadratic component was not found to be 
significant although it approached statistical significance (p = .098). 
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Figure 4. Mean Depression Scores by Cluster across Time 
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Linear and non-linear growth curve models were tested to examine the differences in 
initial depression and the change of depression scores over time as a function of group 
membership. A linear model was run first to examine differences in linear trends. The results 
of this analysis are presented in Table 17. 
Table 17 
Growth Curve Estimates with Linear Component 
Intercept Linear 
Beta Std Err Z-score Beta Std Err Z-score 
Group 2 -.173 .243 -.711 -.035 .048 -.735 
Group 3 .886 .238 3.723 -.071 .047 -1.506 
Note: Reference group is the manager group. 
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The linear model fit the data well (x2 (6, N = 631) = 10.335, p = 0.11). The Goodness 
of Fit Index indicated a good fit to the data with a value of .990. The Comparative Fit Index 
indicated a good fit with a value of .989. The Standardized Root Mean Square Residual 
indicated a good fit with a value of .035. The initial depression score for the poor widow 
group was significantly greater than that of the educated manager group. However, no 
significant difference in the linear trend across groups was found. Next, a quadratic 
component was added to the model to examine differences in non-linear trends. Initially a 
negative variance was found for the quadratic term. To solve this problem, the variance in 
error terms was held constant. Once the negative variance was dealt with, the model would 
run but not converge. Low correlations were found between the intercept, linear, and 
quadratic components. Setting the correlations to zero allowed for the model to converge. 
The results of this analysis are presented in Table 18. 
Table 18 
Growth Curve Estimates with Quadratic Component 
Intercept Linear Quadratic 
Beta Std Err z -score Beta Std Err Z-score Beta Std Err Z-score 
Group 2 -.057 .254 -.224 -.267 .161 -1.659 .039 .026 1.507 
Group 3 1.046 .249 4.198 -.392 .158 -2.481 .053 .025 2.126 
Note: Reference group is the manager group. 
The constraints made on the model did not adversely affect its predictive ability as 
indicated by the goodness of fit indices. The non-linear model also fit the data well (x2 (2, N 
= 631) = 5.393, p = 0.07). The Goodness of Fit Index indicated a good fit with a value of 
.995. The Comparative Fit Index indicated a good fit with a value of .992. The Standardized 
Root Mean Square Residual indicated a good fit with a value of .028. There was no 
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significant difference between group 2 and group 1 in the initial level of depression, the 
linear trend, or the quadratic trend. There was a significant difference between the poor 
widow group and the educated manager group for the initial level of depression, the linear 
trend, and the quadratic trend. 
Predicted levels of depression were calculated from the non-linear growth curve 
model. Figure 5 displays the mean level of depression for each cluster as well as the 
predicted mean level of depression for each cluster. The non-linear growth curve model did a 
very good job predicting the change of depression scores over time. However, the model did 
not predict the initial level of depression was off for the male laborer group. In the data, the 
male laborer group had the middle level of depression but the growth curve model predicted 
it to have the lowest level of depression. 
Figure 5. Mean and Predicted Depression Scores across Time 
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Conclusions 
When examining the entire sample, there was a general increase in the levels of 
depression between baseline and year 6. This increase in level of depression was not a 
uniform increase between the time points. The difference in the slope of baseline to year 3 
did not differ significantly from the slope of year 3 to year 6. The slope between year 3 and 
year 6, however, was slightly larger. Thus the first hypothesis was confirmed. 
The second hypothesis concerning the creation of discrete clusters which differ across 
the demographic variables was confirmed. The cluster analysis created three different 
clusters from analyzing gender, level of education, marital status, income, occupation, and 
four health factor scores. One of the advantages of cluster analysis was confirmed in the 
analysis of the significance behind the creation of the three clusters. Gender was a significant 
variable in the creation of two of the groups but not the third. This pattern of a variable being 
significant in the creation of two groups but not the third continued for the remaining 
categorical variables. However, three of the four health factor variables were not significant 
variables in the creation of the three clusters but did differ significantly across the clusters. 
The cluster analysis was successful in creating three discrete groups or clusters. One 
of the groups was characterized by poorly educated widows, another by married male 
laborers, and the last by highly educated males and females in manager and administrative 
positions. Age was not significantly different across the three clusters although it approached 
statistical significance. The blood pressure health factor also was not significantly different 
across of the clusters. Unlike age, however, the blood pressure factor did not approach 
statistical significance. 
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The third hypothesis concerning differences in initial levels of depression across 
clusters was partially confirmed. Differences in initial depression levels based on cluster 
membership did exist for two of the three possible comparisons. The cluster which included 
the widows was more depressed than either of the other two clusters. The remaining two 
clusters, however, did not differ in their initial depression levels. The higher level of 
depression among the widowed cluster provides further support for the research findings of 
several of the demographic variables. Support for the gender differences found in previous 
studies was not supported by this study's findings. The cluster of managers, which had an 
almost even gender split, did not differ in their levels of depression from the all male cluster. 
Support was also found for the previous research findings related to health status. The 
cluster with the highest level of depression also had the worst health status in terms of 
respiratory problems, disruptive conditions, and blood pressure problems. The findings of 
previous research concerning level of education and depression were supported by our 
analyses. Widowhood has long been associated with higher levels of depression, while being 
married has been associated with lower levels of depression. These findings were supported 
in the analyses as clusters with a higher percentage of married participants reported lower 
levels of depression and clusters with a higher percentage of widowed participants reported 
higher levels of depression. The effects of income and job prestige previously found in 
literature were somewhat supported by our analyses. The cluster which had the lowest 
average income also had higher levels of depression. However, the cluster with the highest 
average income, which began with the lowest level of depression, had increasing levels of 
depression over time. The effects of job prestige were not clear, as the widows in cluster 3 
possessed a wide range of occupations from housewives to managers and administrators. The 
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cluster exclusively consisting of managers and administrators began with the lowest levels of 
depression but showed the greatest increase in depression scores over time. 
The cluster analysis was able to confirm the findings of the regression analysis 
conducted in past research. In addition to providing the same results, the cluster analysis was 
able to go one step further. For example, although females were largely found within the 
group with the highest depression scores, widowhood, a poor education, and a low income 
also significantly impacted the creation of this cluster. Thus, it is not merely enough to state 
that individuals who are widowed or have low incomes report higher levels of depression. 
The case for an interaction between these variables or some of the variables causing other 
variables is strongly supported. Not obtaining a good education has an impact on the level of 
income that one can make. Being forced to accept a low income can have effects on one's 
health. Impoverished individuals have less access to health care which puts them at increased 
risk for poor health and a shorter life span. 
The fourth hypothesis concerning differences in the pattern of change in depression 
over time across cluster membership was somewhat confirmed. There was not a statistically 
significant difference between the managerial group and the laborer group on either the linear 
or quadratic component of change in levels of depression. There was a significant difference 
between the widow group and managerial group. This is an odd finding as the patterns of 
change for the laborer group and widow group appeared to be nearly parallel. 
When examining a plot of the mean level of depression by cluster membership, it 
became clear that two differing patterns of change emerged across the clusters. The manager 
and administrative cluster possessed a quadratic pattern with a decreasing rate of change over 
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time. The other two clusters possessed lower levels of depression at the second time point 
and higher levels of depression at the first and third time points. 
The major limitation of this study was the changes made to the variables of interest 
(i.e. age, race, occupation, and levels of depression). Studies in which data are collected from 
multiple sites must be careful in administering variables in a similar manner. Including more 
levels of the variables by either adding additional categories or creating a more continuous 
variable will typically lead to more accurate findings. Including a job prestige scale would be 
beneficial for future research. This study required the collapsing of several job categories into 
a single category. While every attempt was made to create similar categories of jobs it is still 
possible that certain combinations affected the results. The changes made by the sites in the 
utilization of the CES-D scale could have also decreased the efficiency of the measure. The 
reliability on the CES-D scale was significantly lower in the North Carolina site for the 
baseline and year 3 data collections than any of the other sites. North Carolina was also the 
only site to use the CES-D in its original form. 
Race was removed from the analyses because it was reported only as black and non-
black. Additional sites were added to the EPESE study in the early 1990s that focused on 
Hispanic participants. This site was not added to the study because of the time difference 
between data collection. Adding additional minorities to a follow-up study would help 
explain the different patterns of depression and possibly even uncover additional patterns of 
depression. An increased sample size in general would provide additional opportunities for 
developing a more accurate representation of the progression of depression in different 
groups of retirees. 
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Another way in which the study can be expanded would be to collect additional data 
points. Three time points were enough for this study to identify a strong non-linear 
component to the change in depression levels over time. Additional time points would help 
discern whether the pattern of change shown by the widow group and the labor group were 
truly similar over time. The increase between year 3 and year 6 found in the laborers group 
suggests that additional time points will reveal a divergence in pattern. An additional time 
point measured prior to the retirement event would also be able to provide important 
additions to the study. By examining the conditions prior to retirement, one can examine 
whether the progression in levels of depression is a continuation of prior conditions or 
whether the retirement event is impacting the levels of depression. 
The two different patterns of change in levels of depression presented in these 
analyses imply two different methods of interventions for depression following retirement. 
The intervention for the widowed cluster experiencing a decrease followed by an increase in 
depression should focus on ways to prevent the increase in levels of depression. Efforts to 
identify the circumstances that explain the decrease in depression levels between the first and 
fourth year of this study would further the efficiency of interventions intended to decrease 
depression. The variables that predict the decrease in depression should be incorporated into 
the intervention. Efforts to increase the presence of these variables in the participants' life 
would help with coping for the participant. The increased presence of these variables should 
help prevent the increase back to the original level of depression experienced by this group. 
Interventions for widows should concentrate on physical and social resource management. 
This group possessed the lowest number of financial resources as well as the lowest level of 
education and the lowest income among the clusters. Bereavement counseling would also be 
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important for this group since their higher initial level of depression could be from the loss of 
their spouse. 
The laborer group had a similar pattern of change in levels of depression as the 
widowed group. The decrease in levels of depression experienced by this group was smaller 
than that experienced by the widowed group and the subsequent increase in levels of 
depression was larger than that experienced by the widowed group. While the laborer group 
had the lowest levels of depression by the end of the seventh year of the study, the ending 
level of depression was higher than their initial level. This progression in levels of depression 
may anticipate increased levels of depression in later years. The goal of interventions for this 
group is prevention of variables that may be influencing the increasing levels of depression. 
Depression levels may be increasing as the participants' health decreases. Health levels for 
laborers are very important as their health has been the means to them making a living. 
Interventions for the managerial and administrative cluster should focus on coping 
with the loss of one's job. The increase in depression between the baseline and time 3 
measurements for the managerial group may be explained by a negative view of life after 
retirement. Three years later the group had appeared to have adjusted to their new life as 
levels of depression became stable. However, a decrease in depression was not found 
suggesting that, while the retirees had become accustomed to their new life, they still felt a 
sense of loss over their career. Increased job attachment has been associated with feelings of 
grief (Archer &Rhodes, 1993; Archer &Rhodes, 1995). A mixture of career and grief 
counseling would benefit these individuals. The focus of this counseling should be on replace 
the role of a career worker with other roles such as volunteering or participation in social 
activities. 
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Appendix A: Significance of Variables in Cluster Creation 
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Appendix B : Distribution and Critical Values of Predictor Variables 
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Appendix C: Approval for Study 
Dear Dan and Bruce, 
Thank you both for requesting clarification regarding the need for IRB review of Bruce's 
research. 
Dianne Anderson and I have reviewed Bruce's project involving the EPESE data set, publicly 
available through the University of Michigan website. We both agree that review of the 
project by the Institutional Review Board (IRB) is not required because the data is 1) 
publicly available and 2) the data that is available does not contain any identifiers. 
When information is publicly available the research does not involve a human subject 
according to the regulations, which is defined is collecting "private information about an 
individual." Further, when the data is stripped of any identifiers, the Office for Human 
Research Protections (the federal regulatory body that oversees research involving human 
participants) has determined that the data no longer involves human subjects, because 
identification of an individual's responses is impossible. 
Please keep in mind that there are instances where use of secondary data would require IRB 
review. Examples include using research data collected by another investigator that is not 
publicly available which contains identifiers or collecting information from records collected 
for reasons other than research (e.g., student records, medical records). In those cases, the 
research may be exempt, but only the IRB can make that determination. 
Thank you again for checking to ensure that the project was in compliance with the 
regulations and ISU policy. If we can provide additional assistance in the future, please 
contact us. 
Sincerely, 
Diane Ament 
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