In this paper, a linear univariate representation for the roots of a zero-dimensional polynomial equation system is presented, where the roots of the equation system are represented as linear combinations of roots of several univariate polynomial equations. The main advantage of this representation is that the precision of the roots can be easily controlled. In fact, based on the linear univariate representation, we can give the exact precisions needed for isolating the roots of the univariate equations in order to obtain the roots of the equation system to a given precision. As a consequence, a root isolation algorithm for a zero-dimensional polynomial equation system can be easily derived from its linear univariate representation.
Introduction
Solving polynomial equation systems is a basic problem in the field of computational science and has important engineering applications. In most cases, we consider zero-dimensional polynomial systems. We will discuss how to solve this kind of systems in this paper. In particular, we will consider how to isolate the complex roots for such a system.
One of the basic methods to solve polynomial equation systems is based on the concept of separating elements, which can be traced back to Kronecker (14) and has been studied extensively in the past twenty years (1; 2; 4; 8; 9; 10; 11; 12; 13; 15; 19; 20; 24) . The idea of the method is to introduce a new variable t = i c i x i which is a linear combination of the variables to be solved such that t = i c i x i takes different values when evaluated at different roots of the polynomial equation system P = 0. In such a case, we say that t is a separating element for P = 0. If t = i c i x i is a separating element for P = 0, the roots of P = 0 have the following rational univariate representation (RUR):
f (t) = 0, x i = R i (t), i = 1, ..., n, where f ∈ Q[t] and R i (t) are rational functions in t. As a consequence, solving multi-variate equation systems is reduced to solving a univariate equation f (t) = 0 and to substituting the roots of f (t) = 0 into rational functions R i (t). Along this line, better complexity bounds and effective software packages for solving polynomial equations such as the Maple package RootFinding by Rouillier (20) and the Magma package Kronecker by Giusti, Lecerf, and Salvy (11) are given.
The above approaches still have the following problem: for an isolation interval [a, b] of a real root α of f (u) = 0, to determine the isolation interval of x i = R i (α) under a given precision is not a trivial task. In this paper, we propose a new representation for the roots of a polynomial system which will remedy this drawback. In the ISSAC paper (3), based on ideas similar to separating elements, a local generic position method is introduced to solve bivariate polynomial systems and experimental results show that the method is quite efficient for solving equation systems with multiple roots. In this paper, we extend the method to solve general zero-dimensional polynomial systems. A local generic position for a polynomial equation system P = 0 is also a linear combination of the variables to be solved: t = i c i x i which satisfies two conditions. First, t k = k i=1 c i x i is a separating element of P k = (P) ∩ Q[x 1 , . . . , x k ] for k = 2, . . . , n, and the roots of P k = 0 have a one-to-one correspondence with the roots of a univariate equation T k (t k ) = 0. Second, for a root ξ = (ξ 1 , . . . , ξ k ) of P k = 0 represented by a root η of T k (t k ) = 0, all the roots η j of T k+1 (t k+1 ) = 0 corresponding to the roots of P k+1 = 0, say ξ j = (ξ, ξ k+1,j ), "lifted" from ξ are projected into a fixed square neighborhood of η. This "local" property is illustrated in Figure 1 . We prove that if t n = n i=1 c i x i is a local generic position for P, then the roots of P = 0 can be be represented as special linear combinations of the roots of univariate equations T k (t k ) = 0, k = 1, . . . , n:
where s j are certain positive rational numbers and the α j+1 matching α j are in certain square neighborhood of α j to be defined in Section 2. Such a representation is called a linear univariate representation (LUR for short) of the polynomial system. The main advantage of the LUR representation is that the precision of the roots can be easily controlled. For RUR, computing solutions with a given precision is not a trivial task as we mentioned before. It is not easy to know with which precision to isolate the roots of f (t) = 0 is enough in order for the roots of the system x i = R i (t) to satisfy a given precision. For LUR, precision control becomes very easy. We can give an explicit formula for the precision of the roots of T i (x) = 0 in order to obtain the roots of the system with a given precision. So we can obtain the solutions of the system by refining the roots of T i (x) = 0 at most once. Another advantage of LUR is that when we isolate the roots of T i+1 (x) = 0, we need only to consider a fixed neighborhood of each root of T i (x) = 0.
We propose an algorithm to compute an LUR for a zero-dimensional polynomial system. The key ingredients of the algorithm are to estimate the root bounds of P = 0 and to estimate the separating bounds for the roots of P k+1 = 0 lifted from a root of P k = 0. We adopt a computational approach to estimate such bounds in order to obtain tight bound values. For the root bounds of P = 0, we use Gröbner basis computation to obtain the generating polynomial of the principal ideal (P) ∩ Q[x i ] and use this polynomial to estimate the root bound for the x i coordinates of the roots of P = 0. The separating bounds for P k = 0 are obtained from the isolating boxes for the roots of the T k (x) = 0. These bounds in turn will be used to compute the isolating boxes for the roots of P k+1 = 0. Hence, the algorithm to compute an LUR also gives a set of isolating boxes for the roots of P = 0.
In Section 2, we give the definition of LUR and the main result of the paper. In Section 3, we present an algorithm to compute an LUR of a zero-dimensional polynomial system as well as a set of isolation boxes of the roots of the equation system. In Section 4, we provide some illustrative examples. We conclude the paper in Section 5.
Linear univariate representation
In this section, we will define LUR and prove its main properties. Let P = {f 1 (x 1 , . . . , x n ), . . . , f s (x 1 , . . . , x n )} be a zero-dimensional polynomial system in Q[x 1 , . . . , x n ], where Q is the field of rational numbers. Let
. . , n, where (P) is the ideal generated by P. We use V C (P) to denote its complex roots in C n . Since we will use rectangles to isolate complex numbers, we adopt the following norm for a complex number c = x + yi:
The "distance * " between two complex numbers c 1 and c 2 is defined to be |c 1 −c 2 |. It is easy to check that this is indeed a distance satisfying the inequality |c 1 − c 2 | ≤ |c 1 − c 3 | + |c 3 − c 2 | for any complex number c 3 . Let c 0 be a complex number and r a positive rational number.
Then the set of points having distance less than r with c 0 , that is {c 1 ∈ C | |c 1 − c 0 | < r}, is an open square with c 0 as the center.
By an LUR, we mean a set like
where T i (x) ∈ Q[x] are univariate polynomials, s i and d i are positive rational numbers. The roots of (2) are defined to be
. . , n and
where s 0 = 1. Geometrically, we match a root α i of T i (x) = 0 with those roots of T i+1 (x) = 0 inside a squared neighborhood centered at α i . See Figure 1 for an illustration. An LUR for P is a set of form (2) whose roots are exactly the roots of P = 0. It is clear that an LUR represents the roots of P as linear combinations of the roots of some univariate polynomial equations. The LUR representation has the following advantage: we can easily derive the precision of the roots of P = 0 from that of the univariate equations as shown by the following lemma. For a zero-dimensional polynomial system P, let d i , r i (i = 1, . . . , n), and s i (i = 1, . . . , n − 1) be positive rational numbers satisfying
where s 0 = 1, d 0 = +∞. Geometrically, D i is half of the root separation bound for roots of I i considered as points on a "fiber" over each root of I i−1 , r i is twice the root bound for the i-th coordinates of the roots of I i , and s i , the inverse of the slope of certain line, is a key parameter to be used in our method. If ∀η ∈ V C (I i−1 ), #{α|(η, α) ∈ V C (I i )} = 1, we can choose any positive number as d i .
For s i satisfying (7), consider the ideal 
The following is the main result of this paper. (5), (7) and T i is defined in (9) , then the corresponding set (2) is an LUR for P.
We will prove two lemmas which will lead to a proof for the theorem. For a root η i of T i (x) = 0, let
where
is an open square whose center is η i and whose edge has length 2ρ i . With this notation, the roots of (2) can be written as
In Figure 1 , S ηi are interior parts of the squares. We have Lemma 3. Under assumptions of Theorem 2, we have
) and
Proof. From the definition ofĪ i in (8), η i is a root of T i (x) = 0, η i+1 is a root of T i+1 (x) = 0, and each root of T i+1 (x) = 0 has the form (13). We first prove that η i+1 ∈ S ηi . Using (6) and (7), we have
As a consequence, η i+1 is in S ηi . We now prove that S ηi+1 ⊂ S ηi . By (5), we have
Hence η ∈ S ηi and the lemma is proved. For rational numbers a j , we call
Theorem 2 follows from (d) of the following lemma.
Lemma 4. Under assumptions of Theorem 2, for
Proof. We will prove the lemma by induction on k = i. For k = 1, since (I 1 ) = (T 1 (x)), statements (a) and (d) are obviously true. We do not need prove (b). From (5), we have
Suppose that the result is correct for k = 1, . . . , i. We will prove the result for k = i + 1. We first prove statement (a). Let ξ = (ξ 1 , . . . , ξ i+1 ) and β = (β 1 , . . . , β i+1 ) be two distinct elements in V C (I i+1 ). We consider two cases. If (ξ 1 , . . . , ξ i ) is different from (β 1 , . . . , β i ), then by the induction hypothesis
Then, in this case we have η i+1 = θ i+1 . In the second case, we have (
We now prove statement (b). Use notations in (12) and (13) . By Lemma 3, we have
We claim that (β 1 , . . . , β i ) must be the same as (ξ 1 , . . . , ξ i ). Otherwise, by the induction hypothesis (a),
By the induction hypothesis (c), S ηi and S θi are disjoint which is impossible since by Lemma 3, θ i+1 ∈ S ηi and θ i+1 ∈ S θi . Thus, (β 1 , . . . , β i ) = (ξ 1 , . . . , ξ i ) and hence θ i+1 = η i + s 1 · · · s i β i+1 . This proves equation (15) and hence statement (b).
We now prove statement (c). Use notations in (12) and (13) . By Lemma 3, S ηi+1 ⊂ S ηi . As a consequence, we need only to prove that the squares S ηi+1 contained in the same S ηi are disjoint. Let η i+1 , θ i+1 be two roots of T i+1 (x) = 0 in S ηi . By statement (b) just proved, we have
Note that the inequality is equivalent to that η j+1 ∈ S ηj . By (15), we can recover the ξ i+1 with the following equation
We thus proved that the roots of I i+1 are the same as the roots of the LUR and hence statement (d).
We have the following corollaries.
Corollary 5. If (2) is an LUR for a polynomial system P, then the roots of I i = 0 are in a one to one correspondence with the roots of T i (x) = 0 for i = 1, . . . , n.
By (a) of Lemma 4, this mapping is injective. This mapping is clearly surjective.
Corollary 6. The real roots of P = 0 are in a one to one correspondence with the real roots of T n (x) = 0. More precisely, if α n is a real root of T n (x) = 0, then in the corresponding root (α 1 , α2−α1 s1 , . . . ,
Proof. For each root η of T i−1 (x) = 0, let S η be the open square neighborhood of η defined in (10) . We claim that a real root of T i (x) = 0 cannot be in S η for a complex root η of T i−1 (x) = 0. Since T i−1 (x) has rational numbers as coefficients, the complex roots of T i−1 (x) = 0 appear as pairs which are symmetric with the real axis and the open square neighborhoods for a pair of complex roots are disjoint. Then the open square neighborhood of any complex root has no intersection with the real axis. This proves the claim. As a consequence, if α n is a real root of T n (x) = 0, then α n is in the open square neighborhood of a real root α n−1 of T n−1 (x) = 0. Repeating the process, we obtain a real root (α 1 , α2−α1 s1 , . . . , αn−αn−1 s1··· sn−1 ) for P = 0 where all α i are real numbers. The other side is obvious: a real root of P = 0 will correspond to a real root of T n (x) = 0.
From the lemma, we can consider the real roots of an LUR if we only interest in the real roots of P = 0.
Algorithm for computing an LUR and roots isolation
In this section, we will present an algorithm to compute an LUR for a zero-dimensional polynomial system. The algorithm will isolate the roots of the system in C n at the same time.
Complex isolation intervals and isolation boxes
We introduce some basic concepts of interval computation. For more details, we refer to (17) .
Let Q denote the set of intervals of the form [a, b], where a ≤ b ∈ Q. The length of an interval I = [a, b] ∈ Q is defined to be |I| = b − a. Assuming a 1 ≤ a 2 , we define the distance between two intervals as
A
be | I, J | = max{|I|, |J|}. We define the distance between two complex intervals as
A set S of disjoint complex intervals is called isolation intervals of T (x) = 0 if each interval in S contains only one root of T (x) = 0 and each root of T (x) = 0 is contained in one interval in S. Methods to isolate the complex roots of a univariate polynomial equation are given in (5; 18; 22; 23) .
Let C denote the set of complex intervals. An element
is called a complex box. A set S of isolation boxes for a zero dimensional polynomial system P in Q[x 1 , . . . , x n ] is a set of disjoint complex boxes in C n such that each box in S contains only one root of P = 0 and each root of P = 0 is in one of the boxes. Furthermore, if each box
Gröbner basis and computation of r i and T i (x)
In this subsection, we will show how to use Gröbner basis to compute r i defined in (6) and T i (x) defined in (8) supposing the parameters s i are given.
Let P ⊂ Q[x 1 , . . . , x n ] be a zero-dimensional polynomial system. Then A = Q[x 1 , . . . , x n ]/ (P) is a finite dimensional linear space over Q. Let G be a Gröbner basis of P with any ordering. Then the set of remainder monomials
tn n is not divisible by the leading term of any element of G} forms a basis of A as a linear space over Q, where t i are non-negative integers.
Let f ∈ Q[x 1 , . . . , x n ]. Then f gives a multiplication map
It is clear that M f is a linear map. We can construct the matrix representation for M f from B and G. The following theorem is a basic property for M f (16).
Theorem 7 (Stickelberger's Theorem). Assume that P ⊂ Q[x 1 , . . . , x n ] has a finite positive number of solutions over C. The eigenvalues of M f are the values of f at the roots of P = 0 over C with respect to multiplicities of the roots of P = 0.
Let s i be rational numbers satisfying (7) and
We can compute g i (x i ) and T i (x) such that
In fact, we can construct the matrixes for M xi and M x based on B and G, and g i (x i ) and T i (x) are the minimal polynomials for M xi and M x , respectively (See reference (6)). Note that we can also use the method introduced in reference (7) to compute g i (x i ), T i (x).
From Theorem 7 and (a) of Lemma 4, the i-th coordinates of all the roots of P = 0 are roots of g i (x i ) = 0, and all the possible values of x = i j=1 s 1 · · · s j−1 x j on the roots of P = 0 are roots of T i (x) = 0. Now we show how to estimate r i defined in (6) . At first, compute (g i (x i )) = (P) ∩ Q[x i ]. Then we have the following result.
Lemma 8. Use the notations introduced before. Then
satisfies the condition (6), where RB(g) is the root bound of a univariate polynomial equation g = 0.
Proof. The lemma is obvious since for any root (ξ 1 , . . . , ξ i ) ∈ V C (I i ), ξ i is a root of g i (x i ) = 0.
Theoretical preparations for the algorithm
In this subsection, we will outline an algorithm to compute an LUR for P and to isolate the roots of P = 0 under a given precision ǫ. The algorithm is based on an interval version of Theorem 2.
We define the isolation boxes for an LUR defined in (2) as:
where B i is a set of isolation boxes for the complex roots of T i (x) = 0 and
In Theorem 16 to be proved below, we will give criteria under which the isolation boxes for P are the isolation boxes of an LUR.
Let P ⊂ Q[x 1 , . . . , x n ] be a zero-dimensional polynomial system. We will compute an LUR for P and a set of ǫ-isolation boxes for the roots of P = 0 inductively.
At first, consider i = 1. We compute T 1 (x) as defined in equation (17) . Let B 1 be a set of isolation intervals for the complex roots of T 1 (x) = 0. Then, we can set d 1 to be the minimal distance between any two intervals in B 1 .
For i from 1 to n − 1, assuming that we have computed
• A set of ǫ-isolation boxes for I i .
• The parameter d i . We will show how to compute r i+1 , s i , T i+1 (x), d i+1 , and a set of ǫ-isolation boxes of the roots of I i+1 = 0. The procedure consists of three steps.
Step 1. We will compute r i+1 , s i as introduced in (6) and (7). With s i , we can compute T i+1 (x) as defined in (17) .
Here r i+1 can be computed with the method in Lemma 8. Note that d i is known from the induction hypotheses. Then we can choose a rational number s i such that condition (7) is valid. Finally, T i+1 (x) can be computed with the methods mentioned below equation (17) .
Step 2. We are going to compute the isolation intervals of the roots of I i+1 = 0. Let ξ = (ξ 1 , . . . , ξ i ) be a root of I i = 0. We are going to find the roots of I i+1 = 0 "lifted" from ξ, that is, roots of the form
To do that, we need only to find a set of isolation intervals for ξ i+1,j with lengths no larger than ǫ, since we already have an ǫ-box for ξ. Let
Then, η i is a root of T i (x) = 0. By (b) of Lemma 4 the roots θ j of T i+1 (x) = 0 correspond to ζ j are
We have (21) are in the following complex interval
Furthermore, the intervals I η are disjoint for all roots η of T i (x) = 0.
Proof. In Figure 2 , let square ABCD be S ηi = {θ ∈ C | |θ − η i | < ρ i } and square
. By equation (14), we know |θ j − η i | < For any θ ∈ I Ii , we have |θ − η i | ≤ |θ − P | where P is one of the points A 2 , B 2 , C 2 , D 2 to make |θ − P | maximal. It is clear that |θ − P | ≤ ρ i /2 + |I i | = The following lemma shows what is the precision needed to isolate the roots of T i+1 (x) = 0 in order for the isolation boxes to be contained in some I Ii . It can be seen as an effective version of the fact η i+1 ∈ S ηi proved in Lemma 3.
Lemma 10. Use the notations introduced in Lemma 9. Let {B j , j = 1, . . . , m} be a set of Proof. From the proof of Lemma 9, the distance from η i to line BC in Figure 2 is ρ i and the distance from η i to line B 3 C 3 is less than 3 4 ρ i . So, the distance between line BC and B 3 C 3 is at least 
Isolate the roots of T i+1 (x) = 0 with precision 1 4 ρ i . By Lemma 10, all the roots are in one of the intervals I I where I is an isolation interval for a root η of T i (x) = 0.
Let
be the isolation intervals for the roots θ j of T i+1 (x) = 0 inside I Ii . Then from (21), the isolation intervals of ξ i+1,j (1 ≤ j ≤ m) are
We have Lemma 11. With the notations introduced above, if the following conditions
are valid, then J i+1,j defined in (24) are ǫ-isolation intervals of ξ i+1,j in equation (20) .
Proof. It is clear that condition (25) is used to ensure the precision: |J i+1,j | < ǫ. We consider (26) below. Assume that J i+1,j , J i+1,k (1 ≤ k = j ≤ m) are any two intervals defined in (24) for the (i+1)-th coordinates of the roots (ξ 1 , . . . , ξ i , ξ i+1,j ), (ξ 1 , . . . , ξ i , ξ i+1,k ) of I i+1 = 0, respectively. Since we have derived the ǫ-isolation boxes for the roots of I i = 0, we need only to ensure that the intervals of the (i + 1)-th coordinates of the roots of I i+1 = 0 lifted from a fixed root of I i = 0 are isolation intervals. That is, to show
and
K j and K k are disjoint since they are isolation intervals of T i+1 (x) = 0. So
Then we conclude if inequality (26) is true, then Dis(J i+1,j , J i+1,k ) > 0. This proves the lemma.
Geometrically, S ηi is the separation bound for the roots of T i+1 (x) = 0 corresponds to those roots of I i+1 lifted from the root of I i = 0 corresponding to the root η i of T i (x) = 0.
Remark 12. Note that in (26), we obtain
later. We will refine the isolation interval I i of T i (x) = 0 such that inequality (26) is true. After the refinement, all other conditions are still valid. We need to do this kind of refinement only once.
As a consequence of the above lemma, we have Corollary 13. Let B be an ǫ-isolation box for the root ξ of I i = 0 and J i+1,j defined in (24) . If (25), (26) are valid, then B × J i+1,j , j = 1, . . . , m are ǫ-isolation boxes for the roots ρ j of I i+1 = 0, which are lifted from ξ.
Step 3. We will show how to compute d i+1 from the isolation intervals of T i+1 (x) = 0.
where S i+1 is the minimal distance between any two isolation intervals of T i+1 (x) = 0. Then d i+1 satisfies conditions (5).
Proof. Let θ j and θ k be two different roots of T i+1 (x) = 0 defined in (21) . Then we have
} is the parameter defined in (4), where S η is determined as in (26). It is clear that D i+1 is not larger than S i+1 which is the minimal distance between any two isolation intervals of T i+1 (x) = 0. Then, the first condition in (5) is satisfied. In order for the second condition in (5) to be satisfied, we also require
. So the lemma is proved.
We can summarize the result as the following theorem which is an interval version of Theorem 2.
Theorem 15. Let (2) be an LUR such that d i , r i , and s i satisfy (27), (6) , and (7) respectively, B i the ǫ i -isolation boxes for the roots of T i (x) = 0, and
where (19) is a set of ǫ-isolation boxes for P.
Proof. We first explain the functions of the inequalities in (28). The first two inequalities in (28) are introduced in (25) to ensure the ǫ precision for the isolation boxes. The third inequality in (28) is introduced in Lemma 9 to ensure θ j ∈ I Ii and I Ii are disjoint. The fourth inequality is introduced in Lemma 10 to ensure the isolation intervals of the roots of T i+1 (x) = 0 are inside their corresponding interval I Ii . The last inequality is introduced in (26) to ensure the recovered isolation boxes of P are disjoint. Now the theorem is a consequence of Corollary 13. Here, we give the explicit expression for the isolation boxes. The expression for interval J i+1,j in (24) is directly given. The matching condition Dis(B i+1 , B i ) < ρ i /2 is from condition (23) .
We have the following effective version of Theorems 2 and 15 by giving an explicit formula for ǫ i .
Theorem 16. Using the same notations as Theorem 15. Let ǫ be the given precision to isolate the roots of P. Let
where i = 2, ..., n, s 0 = 1, s n = 1, S n+1 = +∞. If we isolate the roots of T i (x) = 0 with precision ǫ i , then (19) is a set of ǫ-isolation boxes for P = 0.
Proof. By (29), we have ǫ i ≤ s1···siǫ 2 and ǫ i+1 ≤ s1···siǫ 2
. Then the second inequality in (28), ǫ i + ǫ i+1 ≤ s 1 · · · s i ǫ, is valid. All other inequalities in (28) are clearly satisfied and the theorem is proved.
We can also compute the multiplicities of the roots with the LUR algorithm.
Corollary 17. If we compute the last univariate polynomial T n (x) in the LUR as the characteristic polynomial of M x , then the multiplicities of the roots of P = 0 are the multiplicities of the corresponding roots of T n (x) = 0.
Proof. By (a) of Lemma 4, x = x 1 + s 1 x 2 + · · · + s 1 · · · s n−1 x n is a separating element. By Theorem 7, the characteristic polynomial of M x keeps the multiplicities of the roots of the system. The corollary is proved.
Algorithm
Now, we can give the full algorithm based on LUR. Algorithm 1. The input is a zero dimensional polynomial system P = {P 1 , . . . , P t } in Q[x 1 , . . . , x n ] and a positive rational number ǫ. The output is an LUR for P and a set of ǫ-isolation boxes for the roots of P = 0. S1 Compute a Gröbner basis G of P with the graded reverse lexicographic order and a monomial basis B for linear space A = Q[x 1 , . . . , x n ]/(P) over Q. S2 Compute T 1 (x) as defined in (17) with the method given in Section 3.2; compute a set of ǫ-isolation boxes B 1 for the complex roots of T 1 (x) = 0; set
. . , n − 1, do steps S4-S9; output the set of boxes (19) . S4 Compute r i+1 with the method in Lemma 8. Select a rational number s i such that condition (7) is valid. S5 Compute T i+1 (x) as defined in (17) Remark 18. From Lemma 9, the roots of T i+1 (x) = 0 are in the rectangle I Ii . So, we need only to isolate the roots of T i (x) = 0 inside these rectangles. This property is very useful in practice, see Figure 1 for an illustration.
Examples
In this section, we will give some examples to illustrate our method. We first use the following example to show how to isolate the roots of a system with our method. Note that with an LUR, we can also use floating point numbers to compute the roots of P = 0 if the floating point number can provide the required precision as shown in the following example.
Example 19. Consider the system P := [ coordinate order is (x, y, z) .
The Gröbner basis G with the graded reverse lexicographic order z > y > x of P is:
[−x − y + z, x 2 + 2 yx + 3 x − 4 + 3 y, −3 x + x 2 + 1 − 3 y + 2 y 2 , 6 x 3 − 30 + 9 x 2 + 25 y + 5 x].
The leading monomials of the basis are {z, x y, y 2 , x 3 }. So the monomial basis of the quotient algebra A = Q[x 1 , ..., x n ]/(P) is B = [1, x, y, x 2 ].
Let t = x, we can compute: Computing the roots distance with formula (16), we obtain d 1 ≤ 0.6365871918. We can set
In a similar way, we compute M y and its minimal polynomial g 2 (y) = −29 − 66 y + 60 y 2 + 12 y 4 . The root bound of g 2 (y) is 3. So we have r 2 = 6. Since Let t = x + s 1 y. We can compute a matrix M t and its minimal polynomial T 2 (t) = 863337 − 6119640 t + 360000 t 2 + 1920000 t 3 + 640000 t 4 .
Computing its complex roots, we have Computing the minimal distance between any two roots, we have S 2 = 0.5986995174. From equation (27), we can obtain
Compute M z and its minimal polynomial g 3 (z) = 121 − 132z − 36z 2 + 36z 3 + 12z 4 . Then the root bound of g 3 (z) is 5. We have r 3 = 10. We can set
Let t = x + s 1 y + s 1 s 2 z. Compute M t and its minimal polynomial T 3 (t) = 53294617 − 309903360 t + 11884800 t 2 + 94464000 t 3 + 30720000 t
.
Computing its complex roots, we have is a root of P = 0. In a similar way, we can find all other complex roots of P = 0. And from Theorem 16, we can set ǫ 1 = 1 40 ǫ, ǫ 2 = ǫ 3 = 1 80 ǫ, where ǫ is the given precision. So if we refine the roots of T i (t) = 0 to five digits, we can obtain the roots of P = 0 with three digits.
We also obtain an LUR for P as follows:
