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The purpose of this study is to train an artificial neural network model for predicting
student failure in the academic leveling course of the Escuela Politécnica Nacional
of Ecuador, based on academic and socioeconomic information. For this, 1308
higher education students participated, 69.0% of whom failed the academic leveling
course; besides, 93.7% of the students self-identified as mestizo, 83.9% came from
the province of Pichincha, and 92.4% belonged to general population. As a first
approximation, a neural network model was trained with twelve variables containing
students’ academic and socioeconomic information. Then, a dimensionality reduction
process was performed from which a new neural network was modeled. This dimension
reduced model was trained with the variables application score, vulnerability index,
regime, gender, and population segment, which were the five variables that explained
more than 80% of the first model. The classification accuracy of the dimension reduced
model was 0.745, while precision and recall were 0.883 and 0.778, respectively.
The area under ROC curve was 0.791. This model could be used as a guide to
lead intervention policies so that the failure rate in the academic leveling course
would decrease.
Keywords: neural network, predictive modeling, student success, academic leveling course, learning analytics,
academic performance
INTRODUCTION
The concern of universities about the quality of the educational service they offer has triggered
several and continuous evaluation processes to detect the underlying problems and act in this
regard (Sandoval et al., 2019). The problems identified through these evaluation processes include
several aspects of the education system; nevertheless, one of the most serious is the high rate of
student failure in university education, which is significantly higher during the first year of studies.
For instance, in South America during the last decade, about 50% of students failed their university
studies during their first year (Parrino, 2010). The results of several studies provide evidence that
student failure is influenced by an interaction of various factors which are decisive throughout
the academic process (Amaya et al., 2015; Montoya Gutiérerz, 2016; Amo and Santelices, 2017;
Lara et al., 2017).
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In Ecuador, several studies have been performed to
identify factors influencing student failure. In this context,
factors such as family monthly income, type of school,
type of housing, and even gender have been identified as
components that intervene in the phenomenon of student
failure (Sandoval et al., 2018). At the same time, the government
and universities have proposed affirmative action policies
to help students overcome the difficulties triggered by
the influence of these factors. Therefore, identifying these
factors and analyzing their influence on students’ academic
performance is an important process to be performed in order
to early identify at-risk students and, consequently, implement
corrective actions in the educational process (Di Caudo, 2015;
Sandoval et al., 2019).
Artificial neural networks (ANNs) have optimal features to
conduct this type of analysis due to its excellent prediction
and classification performance. An artificial neural network is a
reticular computer system that learns from experience by self-
modifying its connections; in this way, data prediction can be
estimated based on a wide range of information (Cao et al., 2018;
Zhou et al., 2018; Bouwmans et al., 2019).
Artificial neural networks are helpful tools used for data
analysis with which functional relationships between variables
can be found and modeled. Indeed, they allow exploring
relationships or models that otherwise could not be found,
for example, by using traditional statistical procedures
(Bouwmans et al., 2019). In addition, due to the fact that
they are a type of machine learning algorithm, ANNs
have advantages over traditional statistical methods when
applied to studies in which input data are incomplete or
ambiguous by nature. They also have good performance
when studying non-linear problems or data with a lot
of “noise” and can be applied even without meeting
theoretical assumptions related to traditional statistic
because ANNs decode the information implicit in the data
(Cao et al., 2018).
Currently, ANNs are widely applied to solve prediction and
classification problems in areas as diverse as Meteorology and
Spectroscopy (Timoshenko et al., 2018; Lee and Kim, 2019).
The application of ANN for studying academic performance has
gained significance in recent years not only because of its higher
performance but also because of the findings regarding factors
that influence the educational process (Vandamme et al., 2007;
Marbouti et al., 2016; Baars et al., 2017; Mason et al., 2018;
Figueiredo et al., 2019).
The purpose of this study was to develop a neural network
model for predicting student failure in the academic leveling
course of the Escuela Politécnica Nacional of Ecuador based on
academic and socioeconomic information.
METHODS
Participants
The participants in this study were 1308 higher-education
students from the Escuela Politécnica Nacional of Ecuador whose
characteristics are shown in Table 1.




Ethnicity 93.7% mestizo 0.9% Mulatto
2.7% indigenous 0.3% black
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The variables to predict (levpass) states whether a
student failed the academic leveling course while
the following twelve variables were considered
as predictors:
1. Application score (appscore): The score achieved by the
students in the university application exam. This exam
is graded between 400 and 1000 points. The higher
the score, the higher the student’s performance in the
exam. The application score does not consider students’
high school GPA.
2. Vulnerability index (vulnind): This index shows the
relative socioeconomic vulnerability of a student. It
is rated over 1000 points. The higher the index, the
lower the socioeconomic vulnerability. The index
is calculated from the information stated by the
students in a socioeconomic survey during the university
application process.
3. Gender (gender): student’s gender.
4. Population segment (popsgmnt): It is a way of classifying
students according to their academic performance and
socioeconomic characteristics. There are four types of
population segments:
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FIGURE 1 | (A) ROC curve of neural network 48–39–1. (B) Garson’s weighted importance of the variables of neural network 48–39–1.
• High-performance group (HPG): This group is
formed by the applicants best scored in the university
application exam.
• Territorial merit: This group is formed by the
best graduates of the educational institutions
whether these are public, municipal, or
fisco-misional schools.
• Affirmative action: This group is formed by the
applicants in a situation of vulnerability which
considers their socioeconomic situation, disability,
territoriality (provinces with a lower rate of
access to higher education), and other conditions
of vulnerability.
• General population: This group is formed by the
students who do not belong to any of the other
population segments.
5. Application priority (appprior): The priority of the
chosen degree made by the student during the university
application process.
6. Application instance (appinstance): The instance in which
a student applied to the university. It can be the first, the
second, or the third instance.
7. Assignation instance (assiginstance): The instance in which
the student was assigned a place in the university. It can
be the first, the second, the third, the fourth, or the fifth
instance of assignment of places.
8. School type (schooltype): The type of school a student
comes from. It can be public, municipal, private, lay
private, lay, religious private, fisco-misional, or foreign.
9. Regime (regime): The academic regime in which a student
enters the university. It can be Costa or Sierra. The Sierra
regime is analogous to the autumn semester, which runs
from September to February, whereas the Costa regime
is analogous to the spring semester, which runs from
March to August.
10. Province (province): the province a student comes from.
11. Ethnicity (ethnicity): The ethnic group to which a student
belongs. This information is self-stated by each student.
12. Disability (disability): This variable states whether a
student has a disability.
Procedures
Data were collected from the existing computer records in the
administration of the Escuela Politécnica Nacional of Ecuador
with permission granted by the academic staff of the Institution.
The data provided by the institution were anonymous.
Artificial Neural Network Modeling
In this study, an ANN model was used to predict student failure
from their academic and socioeconomic information.
First, data were partitioned into training (70% of cases),
validation (15% of cases), and testing (15% of cases) sets by a
random sampling process. Then, an ANN model was trained
on the training data set. The hyperparameters of the ANN
model were one hidden layer, logistic activation function, Adam
optimization algorithm, learning rate of 0.0001, and 4000 as
the maximum number of iterations. Different ANN models
with varying numbers of neurons in the hidden layer were
validated. The number of neurons in the hidden layer was defined
according to Eq. (1):
2
3
NIL+ NOL ≤ NHL ≤ 2NIL (1)
where NHL is the number of neurons in the hidden layer, NIL is
the number of neurons in the input layer, and NOL is the number
of neurons in the output layer.
Once the model reached the maximum fit on the validation set,
the ANN model was tested on the testing set in order to measure
its performance (Teoh et al., 2006).
Dimensionality Reduction
As a first approximation, the ANN model was trained
with the twelve variables containing students’ academic and
socioeconomic information which resulted in a complex model.
Therefore, in order to reduce the dimensions of the model, three
tests were performed: Garson test, ANOVA, and chi-squared test.
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From Garson test, the relative importance of each of the variables
considered in the model was determined, whereas, from ANOVA,
it was determined whether there was a significant difference in
the application score and the vulnerability index between the
students who failed and those who passed the leveling course. On
the other hand, the chi-squared test was performed to determine
whether categorical variables were independent of each other.
For ANOVA and chi-squared test, a significance level of p = 0.05
was chosen. Consequently, only those variables that had a relative
importance greater than 5% and with a p-value less than 5% were
chosen to train a new model. This dimension reduced model was
trained according to the criteria stated in the preceding section
(Vandamme et al., 2007; Helal et al., 2018).
Model Performance Evaluation Criteria
Although the procedure used to train the models allows obtaining
a first approximation of their performance, this procedure is
very susceptible to problems of overfitting on the training and
validation sets. Therefore, the general performance of the models
was determined by cross-validation with k = 10, which minimizes
the effects of overfitting and selection bias (Cawley and Talbot,
2010; Juba and Le, 2019). The performance of the model was
evaluated through the following indicators:
• Accuracy: the ratio of the total number of correct
predictions to the total number of predictions.
• Precision: the ratio of positive class predictions that
actually belong to the positive class.
• Recall: the ratio of positive class predictions made out of
all positive cases.
• Area under the receiver operating characteristic
(ROC) curve, which provides an aggregate measure
of performance across all possible classification thresholds.
Data analysis and modeling were performed in SPSS 22,
Orange 3.22.0, and RStudio Version 1.2.1335.
RESULTS
The ANN trained with the twelve predictor variables was
modeled on an architecture of forty-eight neurons in the input
layer and one neuron in the output layer. Each of the neurons in
the input layer corresponds to each of the possible categories in
the predictor variables. The highest performance for this model
was achieved with thirty-nine neurons in the hidden layer; hence,
the resulting architecture of this ANN can be written as 48–39–
1. The classification accuracy for this model was 0.732, while
precision and recall were 0.833 and 0.789, respectively. Figure 1A
shows the ROC curve; the resulting value for the area under this
curve was 0.757.
The results of the Garson test are presented in Figure 1B.
Application score, vulnerability index, regime, gender, and
population segment were the five variables that showed a
relative importance greater than 5%, where the application
score and vulnerability index resulted to be the most important
for the model. Also, these variables explained more than
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FIGURE 2 | (A) ROC curve of neural network 7–4–1. (B) Garson’s weighted importance of the variables of neural network 7–4–1.
Chi-squared test and ANOVA’s p-values are presented in
Table 2. The application score and the vulnerability index of
the students who passed the leveling course were significantly
different from those who failed. Also, it is noted that disability,
province, and ethnicity are not only variables with less
relative importance according to the Garson test but also
independent of student failure according to the chi-squared
test. Additionally, regime is not independent of application
priority, application instance, assignation instance, school type,
and province, then, when including regime in the new
model, the effect of the aforementioned five variables will be
considered indirectly.
According to the results presented above, a dimension
reduced model was trained with the variables application score,
vulnerability index, regime, gender, and population segment.
The dimension reduced ANN model had seven neurons in
the input layer and one neuron in the output layer. The highest
performance for this model was achieved with four neurons in
the hidden layer, which resulted in a 7–4–1 architecture. The
classification accuracy for this model was 0.745, while precision
and recall were 0.883 and 0.778, respectively. Also, the area under
the ROC curve, shown in Figure 2A, was 0.791. The dimension
reduced model was not only far simpler than the initial one but
also higher on classification performance.
The results of the Garson test for the dimension reduced
model are presented in Figure 2B, which indicates that all the
five chosen variables had a relative importance greater than 5%,
and, again, the two most important were application score and
vulnerability index.
DISCUSSION
The purpose of this study was to identify as early and reliable
as possible students that might fail the academic leveling course.
Even though both models did not achieve a classification accuracy
higher than 0.800, the dimension reduced model could be
used as a guide to lead intervention policies so that the high
rates of failure in the academic leveling course would decrease
(Marbouti et al., 2016).
There are multiple reasons why both models could not classify
correctly failing students. First, from a theoretical perspective,
it is not possible to accurately model student failure because
more factors could influence this phenomenon and it is almost
impossible to include them all in the model. Therefore, any
model will have limitations, resulting in misclassifying problems
(Vandamme et al., 2007; Marbouti et al., 2016). Another
reason is that biased and unbalanced data can significantly
influence the classification performance of a model. However,
for machine learning algorithms, omitting variables that have
bias and balancing data should be performed cautiously (Cawley
and Talbot, 2010). For instance, in this study, the variables
ethnicity, province, and population segment have a considerable
bias since 93.7% of the students self-identifies as mestizo,
83.9% comes from Pichincha, and 92.4% belongs to general
population. Nevertheless, although ethnicity and province were
not considered in the dimension reduced model, population
segment was actually included to train this model. This is
because, according to historical information from the Escuela
Politécnica Nacional, students of affirmative action are more
likely to fail the leveling course in comparison to students from
other population segments. Thus, omitting variables that have
bias and balancing data should only be done to decrease the bias
in the sample data and make them more closely represent the real
population. In fact, if population segment had not been included
in the model, the omitted-variable bias would have occurred
(Cawley and Talbot, 2010).
On the other hand, the variables that describe students’
behaviors were not considered in this study. This information is
of utmost importance since aspects such as previous motivation
and the attitude with which students face their studies might be
decisive when defining student success. However, variables that
describe behavior are very likely to vary over time, so the model
might present different results depending on the stage in which
it is used (Marbouti et al., 2016; Helal et al., 2018; Mason et al.,
2018). This last statement raises the question of whether an early
diagnosis of student failure is effective.
Identifying students at risk of failing as early as possible
is crucial. Nevertheless, there is important information that is
generated as the semester elapses. Student academic performance
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during the semester might be the best indicator of student
success, but predictions based only on this information could
provide results when there was not enough time to help students
in need of academic support. Furthermore, predictions made too
early are likely to be somewhat inaccurate (Helal et al., 2018; Yang
and Li, 2018). Thus, in future research, finding the optimal time
to utilize a prediction model should be an important point to
focus on. Besides, this whole process should be kept as simple as
possible so that time and resources would be optimized, and that
is one of the most important reasons why the dimension reduced
model turns out to be more attractive in terms of applicability
(Mason et al., 2018).
The variables considered in the dimension reduced model
not only describe socioeconomic as well as academic factors
but also confirm their historical influence on student failure.
Thus, for example, according to historical data, women have a
higher failure rate compared to men, and students with a lower
application score and in a situation of vulnerability tend to fail the
leveling course. Also, students from the Costa regime are more
likely to fail the leveling course in comparison to students from
the Sierra regime (Sandoval et al., 2018, 2019). In this context,
interventions by the government and the university should aim
to mitigate students’ economic difficulties, through financial aid
or the strengthening of scholarship programs. On the other
hand, regarding academic factors, efforts should focus on offering
academic support before the academic leveling course as well
as peer tutoring programs during the semester so that student
failure and even dropout rates would decrease.
CONCLUSION
This study took the first step in identifying factors that
influence student failure in the academic leveling course of
the Escuela Politécnica Nacional of Ecuador. A dimension
reduced artificial neural network was modeled from five variables
containing students’ academic and socioeconomic information.
The variables used for training this model were application score,
vulnerability index, regime, gender, and population segment. The
model correctly classified 74.5% of the students that actually
failed the leveling course, then, even though the model does not
reach the maximum classification performance, it could be used
as a guide to lead intervention policies, such as financial aid or
academic support, so that the high failure rates in the academic
leveling course would decrease.
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