Abstract New imaging methodologies in quantitative fluorescence microscopy and nanoscopy have been developed in the last few years and are beginning to be extensively applied to biological problems, such as the localization and quantification of protein interactions. Fluorescence resonance energy transfer (FRET) detected by fluorescence lifetime imaging microscopy (FLIM) is currently employed not only in biophysics or chemistry but also in bio-medicine, thanks to new advancements in technology and also new developments in data treatment.
Introduction
In recent decades, the use of fluorescence microscopy has become a very useful approach to ascertain protein-protein interactions both in vitro and in vivo. During this time, what can be considered as classic techniques in spectroscopy, such as fluorescence resonance energy transfer (FRET) (Förster 1948) , have been extensively used in fluorescence microscopy to investigate many biological systems and particularly protein interactions (Periasamy and Day 1999; Haj et al. 2002; Nikolaev et al. 2010) When studying protein-protein interactions by FRET, the fraction of interacting protein is the more relevant biological parameter to be followed. In contrast to standard based-intensity methods,fluorescence lifetime imaging microscopy (FLIM) applied to live cells to quantify FRET is the appropriate method because it allows determining independently the FRET efficiency (E) and the fraction of interacting donor (f D ). f D quantification is particularly important, since it determines the percentage of the interacting protein population, and makes it possible to follow the spatio-temporal evolution of the interaction under investigation. Usually, analyses based on the leastsquares method to fit fluorescence data coming from single photon detection systems are employed to recover fluorescence kinetics parameters (i.e. least squares or the maximum entropy method). In FRET-FLIM experiments, f D is related to the fluorescence decay behavior of the donor and its quantification is most of the time carried out by fit procedures based on non-linear least squares methods. This approach becomes difficult (1) when donors' decays are better fitted with a multi-exponential function, for example employing the cyan fluorescent protein (CFP) (Tramier et al. 2006); and (2) when the number of acquired photons is too low; here, a compromise between the acquisition times and the high accuracy of quantitative analysis is required and fitting becomes a difficult task.
In this review, we stress the importance of novel analyses based on "non-fitting" approaches which allow recovering of direct quantitative data employing fast acquisition times (at the second time scale, even using multi-lifetime donors) like the minimal fraction of interacting donor method (mf D ) (Padilla-Parra et al. 2008; Yamada et al. 2009 ) or the phasor plot approach (Digman et al. 2008; Caiolfa et al. 2007; Leray et al. 2009 Leray et al. , 2011 Grecco et al. 2009 Grecco et al. , 2010 . A high number of events (at least thousands of photons per pixel) are needed to get statistically reasonable values to recover the mechanistic parameters of the system (i.e. lifetimes, pre-exponential factors, FRET efficiency) applying fitting procedures; hence, the time required for such measurements is too long: in the order of minutes. Under these circumstances, the FRET signal is averaged out (in a biological system, the kinetics of the interaction should not be faster than the acquisition time; within minutes, this situation is quite likely to occur). Observe that this "FLIM resolution" is not related to the optical resolution but to the impact of long acquisition times in the final lifetime image. On the contrary, since non-fitting approaches allow quantitative analysis of signals with considerably fewer events compared to the referred fitting techniques (Lakowicz 2006) , they are more convenient when working with living cells. The minimal fraction of interaction approach and the phasor plot approach permit one to obtain a quantitative image with small amounts of photons per pixel (i.e. 100) by hypothesizing a two-population system (FRET and no-FRET); a situation that in biology is quite likely to occur.
Instrumentation
Different instrumentation can be utilized in order to acquire FLIM data. We focus here on time domain (TD) approaches, (other techniques based on frequency domain (FD) are not discussed here; the reader is directed, for example, to Kremers et al. 2008; Buranachai et al. 2008) . For TD-FLIM, one can distinguish between two different detection systems:(1) time correlated single photon counting (TCSPC-) and time-and space-correlated single photon counting (TSCSPC)-based devices, and (2) sequential acquisition (such as TriM-FLIM) using a time-gatedbased method. Figure 1 shows a simplified schematic of both approaches.
In Fig. 1a , one can see a TCSPC detection-based system (Becker et al. 1999; Tramier et al. 2002; Becker and Bergmann 2004; Angelier et al. 2005; Yasuda et al. 2006; Padilla-Parra et al. 2008) . The fluorescence coming from the sample (excited with a pulsed laser tuned, for example, at 80 Mhz) is imaged with a high numerical aperture objective and is directed to a single photon-counting detector. The detector converts the incident photon, coming from the fluorescence emission light of the sample. For time correlation, a time-to-amplitude converter is normally used that combines the information on the delay between the signal coming from the detector and the pulsed excitation recovered with a fast photodiode. A histogram describing the fluorescence decay for each pixel of an image is then obtained, giving rise to the FLIM image. The sequential acquisition approach (Fig. 1b) is based on the detection system using a gated light intensifier coupled to a charged-couple device (CCD) camera (Owen et al. 2007; Padilla-Parra et al. 2008; Grant et al. 2008) . The gate of the intensifier (adjusted to 1 or 2 ns depending on the experiment) is triggered by an electronic signal coming from the pulsed laser and a programmable delay box, together used to acquire a stack of time-correlated images, in which each image corresponds to a particular time delay of the fluorescence decay.
FLIM data analysis: non-fitting-based methods
Many different methods are at hand in order to analyze fluorescence intensity decay profiles: the method-ofmoments, Laplace transformation, the maximum entropy method, Prony's method, sine transform, phase-plane approaches and the non-linear least squares method (NL-LSM). Above all, the last one is by far the most used nowadays because it helps to resolve complex decays for biological applications, even when the number of photons detected is relatively small. Normally NL-LSM is applied to TCSPC data assuming different mathematical models. The complete evaluation of the least squares analysis of fluorescence data has been discussed in depth in the literature (Lakowicz 2006) . Finally, a promising method based on Bayesian analysis (Rowley et al. 2011) has recently been developed. By taking relatively low numbers of photons (50 counts per pixel), the authors showed that this approach is quite accurate for mono-exponential fluorophores (comparable to maximum likelihood, least squares, and phasor analysis). Further developments are, however, still needed in the context of multi-exponential situations to test its applicability for protein-protein interactions.
In this section, we review novel non-fitting-based methods: the minimal fraction of interacting donor (mf D ) approach (Padilla-Parra et al. 2008 ) and the phasor approach (Digman et al. 2008) . It must be noted that a third technique is not extensively considered: the rapid lifetime determination (Woods et al. 1984; Ballew and Demas 1989; Sharman et al. 1999) . RLD is another nonfitting technique widely used for fast-FLIM applications. RLD has been applied in the context of fast-FLIM, especially for fluorophores exhibiting mono-exponential decays by taking only two time-windows Requejo-Isidro et al. 2004 ); however, its applicability for multi-exponential decays and hence quantitative FLIM is still challenging and therefore out of the scope of this review (which is more focused on quantitative methods for FRET-FLIM).
The mean lifetime approach applied to Fast-FLIM acquisitions
The mean lifetime calculation is an alternative approach to quantitatively analyze a given fluorescence decay and is defined as
In which t is the time and i(t) the intensity of the corresponding fluorescence signal. Considering a discrete sampling, the last expression can be resolved numerically resulting in
in which Δt i is the time position of the corresponding time-gated window and I i the intensity. Observe that a given stack of time-gated images on which the last expression is applied pixel by pixel could be obtained either by acquiring on-line with a fast FLIM system (i.e. fast-gated CCD camera (Hartmann and Ziegler 1996) or confocal time-gated detection (Sytsma et al. 1998 )) or treating off-line a decay acquired with a system equipped with a TCSPC detector (Chang and Mycek 2010) . Considering the accuracy and deviation of lifetime measurement, if we consider an infinite number of counted photons, the best measurement will be done using time channels of as few ps as with TCSPC devices. But the signal to noise ratio and the size of the time channels has to be considered simultaneously. By increasing the time window, the number of counted photons in each channel is increased and the deviation of the measurement is diminished. For live cell measurements, we have adjusted the measurement to five time-gated images of 2 ns channel width; in this situation, the deviation is reasonable and the accuracy is sufficient. For FRET quantification, if one hypothesizes a biological two,population system (FRET and no-FRET) for a multi-lifetime donor, as is generally the case with a few exceptions (such as EGFP or mTFP1; Peter et al. 2005; Padilla-Parra et al. 2008 Ai et al. 2006; Walther et al. 2011) , with a narrow distribution of possible FRET efficiencies (E) one can write the next expression:
In which f D is the fraction of interacting donor, a i the pre-exponential factors of different τ Di lifetime species of the donor, and τ Fi the corresponded FRET lifetime.
By using Eq.3 in Eq.1, if we isolate f D , we have
Eq. 4 is not really useful since all the discrete lifetimes τ Di and τ Fi have to be known. But, we introduced the minimization of f D (mf D ). f D depends on three variables < t > F = < t > D; < t >= À < t > D and KÞ. In order to obtain mf D , we minimize f D following K and < t > F = < t > D (for details, see PadillaParra et al. 2008) . One obtains a general equation that can be applied to multi-lifetime donors and is particularly useful in biology:
In the particular case of a chromophore which plays the role of the donor, it can be fitted to a single exponential model and Eq. 3 becomes
Then, using Eq.6 in Eq.1 and isolating f D , we get
In a similar approach, minimization of f D following τ F / τ D (for details, see Padilla-Parra et al. 2008 ) results in a minimal fraction of interacting donor expression:
Observe that in Eqs. 5 and 8 τ D (or <τ> D ) is the lifetime of donor alone. This means that, regardless of the behavior of the donor (adjustable either to a multiple exponential model, Eq. 4, or to a single exponential, Eq. 8) with a single experiment, and utilizing very fast acquisition times, we have access to the mean lifetime, an apparent FRET efficiency which depends on the mean lifetime of the isolated donor and the mean lifetime of donor in the presence of acceptor, and a minimal fraction of interacting donors which is related to the relative concentration the interaction between Histone H4 tagged to mCherry and the Bromodomain TAF II 250 tagged to EGFP. It is interesting to highlight that mf D can be applied to both TCSPC detection-based systems and sequential acquisition systems. mf D can be recovered on-line during acquisition since the computation of <τ> and mf D is straightforward, regardless of the behavior of the donor (applying the corresponding model for single or multilifetime donor fluorophores). This is a major advantage when studying protein interactions in live cells, since the user has quantitative information immediately at hand.
The phasor plot approach
The phasor plot approach (Fig. 3) is also interesting in terms of fast acquisitions, since no fitting is required in order to obtain quantitative results. One of the most attractive features of phasor plot analysis is that, with this type of 2D representation, one can take into consideration the contribution of the background and/or auto-fluorescence.
The phasor plot representation is based on a 2D histogram in which each pixel of an image has a vector assigned to it (Fig. 3a) , defined by the sine-cosine
Control
Co c The phasor plot approach is here utilized to detect the interaction between Hisotne H4 tagged with mCherry and the bromodomain (BD) of the acetyl-transferase TAF 250 tagged with eGFP in HEK293T cells. This interaction is seen because the red circle is shifted toward the right-hand side (4th panel) compared to the control BD-eGFP alone (2nd panel). The 1st and 3rd panels show the pixels which correspond to the selected phasors within the red circle transform, (Digman et al. 2008 ) with two coordinates (s and g):
In these equations, m i,j and φ I,j are the modulation and phase relative to the excitation for each pixel of the related image This approach can also be applied to time domain data for which the next equations apply:
I i,j (t) is the fluorescent intensity decay for every pixel of a given image and ω is the laser frequency used. Fig. 3a shows a schematic example of the polar plot. The blue circle represents all points of a given image for a fluorophore playing the role of the donor in a FRET experiment. One can also see that the blue circle lies on the black semicircle that represents, according to the expressions for the calculation of the phasor in a singleexponential situation (Digman et al. 2008) , the "universal circle" of all possible single lifetimes t D ¼ t ϕ ¼ t M À Á for an interacting fluorophore. When FRET occurs, the corresponding phasor will shift towards the right-hand side of the plot, and in this case, the green circle represents an ideal FRET situation in which the fractional contribution of the quenched signal is 100%, and therefore the short lifetime prevails t
. The blue line between the blue and green circles represents the fractional contribution of each lifetime. In Fig. 3b , an example usually employed to calibrate the system is shown: Rhodamine 6 G. The blue circle is placed on the universal circle, and this underscores the single exponential behavior of this fluorophore.
The strength points of this method are (1) one can compare a big set of different analyses (i.e. different cells in different conditions), and (2) it allows the discrimination of the FRET signal from the auto-fluorescence (both phenomena fall in different regions of the phasor plot), and finally (3) the phasor plot allows data from different devices [both in time domain (TCSPC-based systems and sequential acquisition with a CCD camera) and frequency domain systems]. In Fig. 3b is a biological example based on histone acetylation (Padilla-Parra et al. 2008) . The acquisition was carried out taking 21 time-gated images of 1-ns delay each. HEK293 cells expressing mCherry-H4 alone (left panel, control) and in the presence of BD-EGFP (right panel, FRET) were employed for this example. It can also be said that, in this situation, a significant reduction in the lifetime was previously calculated, and the phasor approach was able to reproduce the same qualitative results (detection of the interaction and localization) as the minimal fraction of interacting donor (Fig. 2) . Observe that both analyses are equivalent in terms of localization of the FRET signal (top right panel Fig. 3b highlighted in red, compared to the cotransfected FLIM image and also the mf D image in Fig. 2 ). All points coming from uncorrelated pixels will fall in the lower region of the plot, allowing the user to distinguish between the contributions of FRET and auto-fluorescence. However, the quantitative results with the phasor approach were not found since multiple solutions were found for the position of the same spot in terms of FRET efficiency, percentage of background and percentage of donor unquenched (1 -f D ). The fact that one finds multiple solutions for one spot represents a caveat for this approach.
Outlook
The development of non-fitting models is crucial to studying the spatio-temporal dynamics of a given proteinprotein interaction. Putting aside the loss of spatial resolution of any FLIM micrograph obtained acquiring ∼2 or 3 min, the study of the temporal dynamics of protein interactions requires speeding up the process of data collection. This increase in acquisition speed leads to a limited number of photons per pixel, and therefore fittingbased approaches fail to produce reliable data in situations in which only a few photons per pixel are available (i.e. 100). Thanks to the development of non-fitting approaches like the phasor plot and the minimal fraction of interacting donor approach (for single and multi-lifetime donors) easily applicable to both systems: (1) sequential acquisition using time-gated images (such as Trim-FLIM; LaVision Biotech, Bielefeld, Germany) and (2) TCSPC detector-based systems [both wide-field (Europhoton, Berlin, Germany) and confocal scanning microscopy (Becker and Hickl, Berlin, Germany and Picoquant, Berlin, Germany)] it is possible to create movies in which a certain protein interaction can be quantitatively followed as a function of time (Padilla-Parra et al. 2010) . The possibility to obtain FLIM movies in which the FRET phenomenon is quantified gives rise to a field of study in which image correlation techniques could directly be applied on quantitative data. Several authors have already presented results in the form of a time-lapse in FLIM studies (Clayton et al. 2002; Cremazy et al. 2005; Gadella and Jovin 1995; Jares-Erijman and Jovin 2003; Pepperkok et al. 1999; Lee et al. 2009 ). Moreover, Rickman and Duncan (2010) followed the dynamics of syntaxin and Munc18 at the plasma membrane targeting the laser excitation beam at the membrane and acquiring the evolution of the fluorescence decay with a total acquisition time of 100 ms; it must be said that in this experiment the information was restricted to one single point. Nevertheless, few studies have been conducted in which the time resolution between frames is short enough to facilitate following the interaction spatio-temporally in the whole image focusing on the quantification of the interaction and not only in lifetime analysis.
Other approaches to quantify FRET by FLIM based on global analysis like the acceptor rise (Laptenok et al. 2010) , or the phasor plot combined with global analysis improving the signal-to-noise ratio (Grecco et al. 2009 ) are also very promising. In that respect, Laptenok and co-workers quantified FRET by using the rise time of the acceptor, hence they increased the precision of their measurements since their approach globally correlates donor lifetime diminution with acceptor lifetime rise; however, total acquisition times in order to obtain reliable data to fit all curves globally were longer than 2 min (150 s).
Altogether, this mini-review highlights the importance of non-fitting approaches for quantitative FRET-FLIM in the context of quantifying protein-protein interactions in single living cells. Interestingly, these non-fitting approaches are compatible with very fast acquisitions since high photon statistics are not required in order to obtain a close estimate of the fraction of interacting donor (i.e. mf D ).
