765 n e w s a n d v i e w s threat and safety are found in the prefrontal cortex and amygdala, forming a critical bidirectional highway for encoding complex emotional information 1 . To investigate this reciprocal pathway, one approach in the field has been to divide and conquer by studying top-down communication of threat-evoked fear expression and suppression of threatrelated memories through extinction of conditioned aversion. This approach has shown that the prelimbic region (PL) of the medial prefrontal cortex (mPFC) is involved in signaling fear expression 2 , whereas neurons in the infralimbic (IL) region signal the fear decrease seen during extinction 3 . Information from the PL and IL is sent to the basolateral following DBS 12,13 . It has also been demonstrated that PV-and Lhx6-GPe neurons' axonal projections show distinct innervation patterns in the STN. Lhx6-GPe axons are clustered around the periphery of the STN, whereas PV-GPe projections are evenly distributed throughout the entire STN 11 . Consequently, we might expect that enhancing PV-GPe and suppressing Lhx6-GPe neurons should differentially affect neural firing in the STN, which might lead to distinct behavioral rescues. However, targeting different cell types yielded similar movement-restoration effects, suggesting the main effect of this optogenetic DBS on behavior might not necessarily be caused by neural plasticity at GPe-STN synapses but rather by transiently resetting the synchrony between STN and GPe. As a consequence, this may drive the basal ganglia network into a distinct state in which cortical motor control information can propagate through the basal ganglia network. In the future, recording oscillatory activity in STN and GPe while using the same optogenetic stimulation approach in Parkinson's disease mouse models may reveal additional circuit mechanisms.
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The conceptual advance of this work toward treating motor deficits in Parkinson's disease is that it reveals the therapeutic possibilities of transiently interfering with the firing of a distinct subset of neuronal populations within an identified anatomical nucleus. The canonical view of basal ganglia circuits had not led us to expect this result. Because of the nonselective nature of electrical stimulation, translating a similar idea into human clinical applications with traditional DBS devices may be challenging. Applying optogenetics to primates will require several technical leaps in order to successfully deliver optogenetic actuators for cell-typespecific targeted stimulation 14 . Another potential challenge is whether the molecular classifications of GPe neurons remain the same in the equivalent primate and human brain nucleus. Even within a single subfamily of rodents, the molecular markers for identifying GPe neural types in mice do not easily translate to rats: nearly all PV-GPe neurons express Lhx6 in the rat 15 . DBS devices with an array of microelectrodes capable of recording neural spiking and delivering electrical stimulation in a spatially confined area may provide an alternative approach to selectively targeting subregions within a small nucleus.
It is worth noting that most Parkinson's disease animal models, including those used in the study by Mastro et al. 2 , use acute denervation of midbrain dopaminergic neurons by neurotoxic lesion, limiting the experimental period to days after dopamine depletion. Data from acute dopamine depletion models might not fully reflect the true nature of aging-related slow neurodegenerative processes observed in Parkinson's disease. Nevertheless, Mastro et al. 2 provide strong evidence that changes in electrophysiological firing patterns of SNr are correlated with behavioral rescue, and they identify at least one locus of plasticity in the basal ganglia circuit. This work also brings up many other important questions: do STN neurons also have reduced pathological firing patterns in dopamine-depleted mice after activating PV-GPe or suppressing Lhx6-GPe neurons? Does similar optogenetic stimulation alter the reciprocal connectivity between GPe and STN? Does the effective optogenetic stimulation protocol produce long-term synaptic plasticity in molecularly distinct cell types? These will be important questions for future investigation.
Fear from the bottom up

Joseph M Stujenske & Ekaterina Likhtik
Two groups demonstrate the importance of inputs from the amygdala to the medial prefrontal cortex for signaling aversion across a range of behaviors and motivational drives.
In introductory neuroscience classes, we often learn that the amygdala is the seat of emotion, but as we now well know, there is a distributed network-sometimes loosely referred to as the limbic circuit-that works in concert with the amygdala to mediate emotional processing. In particular, neural signatures encoding amygdala (BLA), driving aversion-or safetyrelated amygdala microcircuits, respectively 4 . However, the amygdala rapidly fires to incoming sensory cues 5 , and integration of the BLA message with the mPFC is crucial to understanding communication along this information highway. With this in mind, two groups reporting in this issue of Nature Neuroscience, Klavir et al. 6 and Burgos-Robles et al. 7 , specifically investigated the direction of information flow from the BLA to the mPFC. Together, they show that amygdala inputs to both PL and IL, irrespective of behavioral task, convey the association between a stimulus and aversion. No matter what we're learning, if there is any trace of threat, the amygdala will signal © 2017 Nature America, Inc., part of Springer Nature. All rights reserved.
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Klavir et al. 6 developed a technique involving optogenetic high-frequency stimulation (HFS) to reversibly depress BLA input to the mPFC in mice, allowing temporally specific downregulation in BLA drive of either the PL or IL. Surprisingly, despite data suggesting a regional segregation of top-down function in the PL and IL 2,3 , Klavir et al. 6 found that suppressing BLA input to either region, before either fear learning or fear extinction, was sufficient to degrade fearful associations. BLAto-PL or BLA-to-IL HFS before fear learning weakened consolidation of subsequent defensive behavior to the aversive stimulus, while BLA-to-PL or BLA-to-IL HFS before fearextinction training hastened the extinction of defensive behavior. These data suggest that amygdalar inputs to both the PL and IL convey aversive information, and impairment of these inputs results in decreased vigilance to threat. Interestingly, the fear-diminishing effect of depressing BLA input to the PL was most pronounced early in subsequent defensive behavior, whereas depressing BLA input to the IL had a stronger and longer-lasting impact on behavior. This suggests different time-courses for BLA-evoked network effects in the PL and IL, with a faster BLA-mediated drive of the PL network and slower, longer-term BLA-driven changes in the IL.
Burgos-Robles et al. 7 probed the role of BLA input to the PL using a combined electrophysiological and optogenetic approach during a task that created competition between appetitive and aversive associations. When aversive stimuli were presented alone, BLA inputs showed pronounced excitatory recruitment of downstream PL cells. Similarly, optogenetic activation of BLA inputs to the PL was sufficient to promote defensive behavior during aversive stimuli without altering responses to rewarding stimuli. Furthermore, when both stimulus types were present, activation of BLA-to-PL input was sufficient to bias behavior toward a defensive response, even in the presence of a competing reward. Silencing amygdalar inputs had the opposite effect, indicating that BLA inputs to the PL selectively convey aversive but not appetitive associations. Consistent with this hypothesis, PL-projecting BLA cells were primarily active in response to aversive but not appetitive stimuli. Burgos-Robles et al. 7 also provide evidence of pronounced recruitment of inhibition by amygdala inputs to the PL during appetitive stimulus processing, suggesting that amygdalar inputs signal aversion via PL excitation and selectively inhibit the PL when other modes of behavior are more appropriate.
Recent in vitro data suggest that, despite the primarily excitatory projection from the amygdala to the mPFC, there is also recruitment of strong feedforward inhibition specifically onto cortico-amygdala neurons with reciprocal projections back to the amygdala 8 . Data from Burgos-Robles et al. suggests that this mechanism may be active during reward processing 7 . Critically, prefrontal projections have also been shown to recruit not only excitation but also inhibition in the amygdala 9 . Thus, both bottom-up and top-down control occur in the mPFC-BLA circuit, which underlies dynamic alterations in the direction of information transfer between these structures 4 . This view is consistent with recent work in primates 10 that implicates the amygdala in signaling purely 'unsigned' information to the prefrontal cortex, which then becomes 'signed' by prefrontal processing, assigning either positive or negative valence through training. This signed information is then transmitted back to the BLA 10 . As Klavir et al. 6 and Burgos-Robles et al. 7 demonstrate, amygdala inputs to the prefrontal cortex also shape neural activity upstream. Thus, proper reciprocal excitation and inhibition between the prefrontal cortex and amygdala is a critical step in altering these circuits during stimulus processing in a changing environmentfor instance, as defensive behavior to a previously aversive stimulus is extinguished.
Previous investigation of the bottom-up roadway showed that separate cell-groups in the BLA are active during fear expression and fear suppression seen during extinction, termed 'fear' and 'extinction' cells 11 , respectively, which we will refer to as On and Off cells. Since the BLA directly projects to the central amygdala, which then orchestrates such physiological and behavioral responses as changes in heart rate and freezing, a simplistic model for the induction of defensive responses would have On cells promoting sympathetic responses while Off cells would suppress them. The role of the prefrontal cortex in this model is unclear, although from both lesions 12 and finer optogenetic manipulations 13 , we know that changing activity in the mPFC directly affects fear learning and fear expression. On and Off cells are differentially connected with the PL and the IL 11, 14 , suggesting that the formation of On and Off responses may require recurrent activity between these two regions. Previous work has shown that the BLA is an important contributor to PL activity during fear expression 15 , but the degree to which this input guides behavioral output was unknown. Now, Klavir et al. 6 show that BLA projections to the IL and PL participate in consolidating and maintaining aversive associations, and Burgos-Robles et al. 7 show that aversive signaling from the BLA to PL prevails in the face of competing rewards (Fig. 1) .
It is likely that BLA inputs to the PL and IL in fact shape the dialog between these subregions, which contributes to behavioral output. Klavir et al. 6 in particular suggest that this input engages both the PL and IL in the acquisition and extinction of fear memories, with roles that are not as clearly distinct as those found in previous studies. BLA input to both structures seems to be involved in short-term encoding and maintenance of fear memories, while BLA inputs to the IL were also required for long-term maintenance of memory for threat. Contrary to the conclusions drawn in a previous study, in which activity of PL-and IL-projecting BLA cells were suggested to be associated with fear and extinction, respectively 14 , the data from Klavir Enhances:
Update of associations
• Fear acquisition • Fear expression • Fear consolidation n e w s a n d v i e w s single neurons in its frontal and parietal cortex exhibit sustained patterns of activity 2, 3 .
A seemingly open-and-shut case, the traditional notion of sustained spiking in frontal areas as neural substrate for working memory has been seriously challenged by neuroimaging studies 4,5 decoding memory contents from brain areas where spikes are not generally observed during such tasks 6, 7 . This includes primary sensory regions such as area V1, the first port of entry for visual information in cortex. This suggests that spiking activity may not constitute the whole story when it comes to working memory. Below the directly observable surface could lie an activity-silent state of working memory, possibly in the form of short-term synaptic plasticity [8] [9] [10] [11] . The supposition of hidden states begs the question of how one would even go about finding something that is by definition hidden. This is where Wolff et al. deploy an ingenious tactic: they 'ping' the brain 1, 10 .
A ship using active sonar will emit pings of sound to reveal what lies below the surface by sensing how underwater objects reflect the sound waves back, a method known as 'pinging' . The authors employ this analogy to explain how they reveal hidden states during working memory. The idea is simple: if working memories are indeed hiding in an activitysilent network of altered synaptic weights, one can ping that network by pushing a wave of activity through it. Activity will more easily propagate through parts of the network with stronger synaptic weights, and recording et al. 6 and Burgos-Robles et al. 7 suggest that aversive information is transferred by both PL-and IL-projecting BLA cells. Indeed, it is likely that the manipulation of aversive information instrumental in extinguishing fear associations occurs primarily in the mPFC, which then projects back to the BLA. Thus, the extinction-related pattern of activity in IL-projecting BLA cells may emerge as a result of reciprocal connectivity from the IL back down to these cells.
Together, these two papers suggest that amygdala projections to the prefrontal cortex convey the identity of aversive stimuli. This has important implications for our understanding of psychiatric disease. Post-traumatic stress disorder, in particular, is associated with hyperactivity in the amygdala, which may indicate unconstrained output of aversive associations. Hyperactive inputs into the prefrontal cortex could underlie resistance of fear memories to extinction in patients, which may reinforce persistent hyperactivity downstream in the amygdala. Finding and fine-tuning the most appropriate circuit-breakers in this loop could constitute an important step forward in developing treatment.
