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1. Introduction
L-functions are fundamental objects in number theory which carry rich arithmetic information.
Bounds for L-functions on the critical line (Re(s) = 12 ) are related to interesting problems like the
problem of equidistribution of integer points on surfaces [7] and Hilbert’s eleventh problem [27,7].
Sharp upper bounds for central values for an individual L-function could be easily derived from
the Riemann hypothesis, while strong unconditional bounds are more diﬃcult to obtain. Important
works for GL(1) and GL(2) L-functions have been done by many people.
Conrey and Iwaniec developed a spectral method to ﬁnd the current best unconditional bounds
for GL(1) L-functions in a landmark paper [2] using harmonic analysis (Petersson–Kuznetsov trace
formula). They proved that L( 12 ,χ)  q
1
6+ε for a Dirichlet L-function with character χ (mod q). Much
less is known for higher rank groups.
X. Li further exploited this method to study the Rankin–Selberg convolutions of GL(3) × GL(2)
Maass forms and proved non-vanishing of central values [20] and subconvexity bounds [21]. Remark-
ably, she used the Voronoi formula [5,4] for SL(3,Z) which was ﬁrst discovered by S.D. Miller and
W. Schmid [25,24].
✩ This work is part of the PhD thesis of the author at Columbia University.
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Rankin–Selberg convolution for Hecke–Maass forms, we consider that of a GL(3) Eisenstein series
and a spectral family of GL(2) forms (or Γ0(q) forms). In this case, the Rankin–Selberg convolutions
split into third powers of L-functions for GL(2) forms, or sixth powers of the shifted Riemann zeta
function, or products of such L-functions. As a consequence we establish bounds for these L-functions,
as well as a similar result of [2] for the twisted case but in the t-aspect. The main tools used are
the Kuznetsov trace formula, the approximate functional equation and the Voronoi formula for GL(3)
Eisenstein series.
Outline of the article. The main results are stated in Section 2. Sections 3 and 4 provide a review of the
spectral decomposition of L2(SL(2,Z) \ h2) and L2(Γ0(q) \ h2). In Section 5, we sketch the theory of
the Rankin–Selberg convolution for a GL(3) Eisenstein series (minimal parabolic or maximal parabolic
twisted by a GL(2) Maass form) with a GL(2) form (or a Γ0(q) form in the twisted case).
Section 6 contains the proof of Theorem 2.1. Section 6.1 is a brief summary of the main idea.
In Sections 6.2–6.5, we prepare all the lemmas needed in the proof, especially the Kuznetsov trace
formula, the approximate functional equation and the Voronoi formula for GL(3) Eisenstein series. In
Section 6.6, we carry out the estimation and obtain the desired bound. The proofs of Theorems 2.3
and 2.5 are similar and we omit the details.
2. Main results
Theorem 2.1. Let {u j} be an orthonormal basis of even Hecke–Maass forms for SL(2,Z) corresponding to the
Laplacian eigenvalue ( 14 + t2j ) with t j  0. Then for ε > 0, large T and T
3
8+ε  M  T 12 , we have
∑′
j
e
− (t j−T )
2
M2 L
(
1
2
,u j
)3
+ 1
4π
∞∫
−∞
e
− (t−T )2
M2
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
6
dt ε T 1+εM (2.1)
where ′ means summing over the orthonormal basis of even Hecke–Maass forms.
Together with the nonnegativity of L( 12 ,u j) (cf. [6,14]), the theorem above implies
Corollary 2.2. L( 12 ,u j)  t
11
24+ε
j .
Remark. The convexity bound of L( 12 ,u j) is t
1
2
j . Ivic´ proved a stronger bound L(
1
2 ,u j)  t
1
3+ε
j which
is the current world record [8]. Iwaniec also proved L( 12 ,u j)  t
1
3+t
j conditionally [9]. This proof can
now be made unconditional. In [22] Luo proved L( 12 + it j,u j)  t
1
4+ε
j . Our result is weaker but is
proven by a new approach.
Theorem 2.3. Let ψ be an even Hecke–Maass form for SL(2,Z), {u j} j as in Theorem 2.1. Then for ε > 0, large
T and T
3
8+ε  M  T 12 , we have
∑′
j
e
− (t j−T )
2
M2 L
(
1
2
,u j
)
L
(
1
2
,ψ × u j
)
+ 1
4π
∞∫
−∞
e
− (t−T )2
M2
∣∣∣∣ζ
(
1
2
+ it
)
L
(
1
2
+ it,ψ
)∣∣∣∣
2
dt
ε T 1+εM (2.2)
where ′ means summing over the orthonormal basis of even Hecke–Maass forms.
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1
2 ,ψ × u j)  t
11
8 +ε
j and |ζ( 12 + it)L( 12 + it,ψ)|  t
11
16+ε .
Remark. In [18], Lau, Liu and Ye proved the bound k
2
3+ε for Rankin–Selberg L-functions in the weight
k-aspect. In [13], Jutila and Motohashi obtained the bound t
2
3+ε
j in the t-aspect.
Theorem 2.5. Let q be an odd square-free positive integer, χ(n) = (nq ) the Jacobi symbol. Let {u j} be an
orthonormal basis of even Hecke–Maass forms for Γ0(q) corresponding to the Laplacian eigenvalues (
1
4 + t2j )
with t j  0 and n-th Hecke eigenvalues λ j(n). We associate to u j the L-function
L(s,u j,χ) =
n∑
j=1
λ j(n)χ(n)n
−s. (2.3)
For ε > 0, large T and T
3
8+ε  M  T 12 , we have
∑′
j
e
− (t j−T )
2
M2 L
(
1
2
,u j,χ
)3
+ 1
4π
∞∫
−∞
e
− (t−T )2
M2
∣∣∣∣L
(
1
2
+ it,χ
)∣∣∣∣
6
dt ε T 1+εM (2.4)
where ′ means summing over {u j}.
Corollary 2.6. L( 12 ,u j,χ)  t
1
3+ε
j .
Corollary 2.7. |L( 12 + it,χ)|  t
1
6+ε .
Remark. In [2], Conrey and Iwaniec proved L( 12 ,u j,χ)  q
1
3+ε in the aspect of level q. Our result,
however, is in the aspect of Laplacian eigenvalue t j .
3. A review of the SL(2) spectral decomposition
Since the proof of the main theorems is based on a spectral method, we ﬁrst recall some standard
facts about the spectral decomposition of L2(SL(2,Z) \ h2), where h2 = {x+ iy ∈C | x ∈R, y ∈R+}
is the classical upper half plane. The SL(2,Z)-invariant Laplace operator 	 = −y2( ∂2
∂x2
+ ∂2
∂ y2
) has a
spectral decomposition:
L2
(
SL(2,Z) \ h2)=C⊕ C(SL(2,Z) \ h2)⊕ E(SL(2,Z) \ h2).
Here C is the space of constant functions, C(SL(2,Z) \ h2) is the space of Hecke–Maass cusp forms
and E(SL(2,Z) \ h2) is the space of Eisenstein series.
Let U = {u j | j  1} be an orthonormal basis for the space C(SL(2,Z) \ h2), where u j ’s are Hecke–
Maass cusp forms with Laplacian eigenvalues ( 14 + t2j ) (t j  0) and Hecke eigenvalues λ j(n).
Each u j(z) has the Fourier expansion
u j(z) =
∑
n =0
ρ j(n)W 1
2+it j (nz)
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Ws(z) = 2|y| 12 Ks− 12
(
2π |y|)e(x)
is the Whittaker function. Here Ks(y) is the K -Bessel function, and e(x) := e2π ix.
Furthermore, for n > 0, we have ρ j(±n) = ρ j(±1)λ j(n)n− 12 .
A Maass form φ ∈ C(SL(2,Z) \ h2) is called even if φ(−z¯) = φ(z), and is called odd if φ(−z¯) =
−φ(z).
The space E(SL(2,Z) \ h2) is spanned by Eisenstein series {E(z, 12 + it) | t ∈R}.
E(z, s) has Fourier expansion of the form
E(z, s) = ys + c(s)y1−s + 1
ξ(2s)
∑
n =0
σ1−2s(n)|n|− 12 · Ws(nz) (3.1)
where ξ(s) = π−s/2Γ (s/2)ζ(s) is the complete Riemann zeta function, c(s) = ξ(2s−1)
ξ(2s) , and σs(n) =∑
d|n ds is the divisor function. In fact, σ1−2s(n) is the n-th Hecke eigenvalue of E(z, s).
To simplify notation we write Et(z) for E(z, 12 + it), write λEist (n) = σ1−2( 12+it)(n) for the n-th Hecke
eigenvalue of Et , and write ρEist (n) = 1ξ(2s) λEist (n)|n|−
1
2 for the n-th Fourier coeﬃcient of Et .
4. A review of the Γ0(q) spectral decomposition
Let h2 and 	 be deﬁned as before. Then we have the spectral decomposition
L2
(
Γ0(q)
∖
h2
)=C⊕ C(Γ0(q)∖h2)⊕ E(Γ0(q)∖h2),
where C is the space of constant functions, C(Γ0(q) \ h2) is the space of cusp forms and E(Γ0(q) \ h2)
is the space of Eisenstein series.
Let Uq = {u j | j  1} be an orthonormal basis for the space C(Γ0(q) \ h2), where u j ’s are Hecke–
Maass cusp forms with Laplacian eigenvalues ( 14 + t2j ) (t j  0) and Hecke eigenvalues λ j(n).
Each u j(z) has the Fourier expansion
u j(z) =
∑
n =0
ρ j(n)W 1
2+it j (nz).
We may take Uq to be the Hecke basis, i.e., each u j ∈ Uq is also an eigenfunction of all the Hecke
operators:
Tnu j = λ j(n)u j if (n,q) = 1.
We may furthermore require that the u j ’s are even, i.e., u j(−z¯) = u j(z).
The space E(Γ0(q) \ h2) is spanned by Eisenstein series Ea(z, 12 + it) for all t ∈R+ and all cusps a,
where Ea(z, s) is deﬁned by
Ea(z, s) =
∑
γ∈Γa\Γ0(q)
(
Imσ−1a γ z
)s
,
for Re s > 1 and by analytic continuation for all s ∈ C. Here Γa = {γ ∈ Γ0(q) | γ a= a} and σa ∈
SL(2,R) is such that σa∞ = a and σ−1a Γaσa = Γ∞ .
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Ea(z, s) = ρa ys + ρa(s)y1−s +
∑
n =0
ρa(n, s)Ws(nz)
where ρa = 1 if a ∼ ∞, and ρa = 0 otherwise. The Fourier coeﬃcients ρa(n, s) can be computed
explicitly.
All Ea(z, s) are even and are eigenfunctions of the Hecke operators (cf. [2]):
TnEa(z, s) = λEisa (n, s)Ea(z, s) if (n,q) = 1.
To lighten notation we write Ea,t(z) = Ea(z, 12 + it), ρa,t(n) = ρa(n, 12 + it) and λEisa,t(n) =
λEisa (n,
1
2 + it).
5. Rankin–Selberg convolution of a GL(3) Eisenstein series with a GL(2) form or a Γ0(q) form
We hereby deﬁne the Rankin–Selberg convolution of a GL(3) Eisenstein series (minimal parabolic
or maximal parabolic, respectively) with a GL(2) form (a Hecke–Maass form or an Eisenstein series,
respectively).
5.1. GL(3) minimal parabolic Eisenstein series
We adopt the same notations as in [3]. Let the generalized upper half plane h3 associated to
GL(3,R) be the set of all 3× 3 matrices of the form z = x · y where
x =
(1 x2 x3
0 1 x1
0 0 1
)
, y =
( y1 y2
y1
1
)
,
with xi ∈R for 1 i  3 and yi > 0. By [3], h3 ∼= GL(3,R)/(O (3,R) ·R×). Let
Pmin :=
{(∗ ∗ ∗
∗ ∗
∗
)}
∩ SL(3,Z).
Let ν = (ν1, ν2) ∈C2. For z ∈ h3, deﬁne
Iν(z) := yν1+2ν21 y2ν1+ν22 .
We deﬁne the GL(3) minimal parabolic Eisenstein series Emin,ν by
Emin,ν(z) :=
∑
γ∈Pmin\SL3(Z)
Iν(γ z). (5.1)
It is known that Emin,ν is well-deﬁned, converges absolutely and uniformly on compact subsets of h3
to an SL(3,Z) invariant function provided Re(ν1) and Re(ν2) suﬃciently large (cf. [3]). Moreover,
Emin,ν has Fourier expansion of the form
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∑
γ∈U2(Z)\Γ
∞∑
m=1
∞∑
n=1
Aν(m,n)
· W Jacquet
(( |m1m2|
|m1|
1
)(
γ
1
)
z,ν,ψ1, m2|m2 |
)
. (5.2)
Here C(z,ν) denotes the degenerate terms in the Fourier expansion associated to m1 = 0 or m2 = 0,
and for a character ψ of U3(R),
W Jacquet(z,ν,ψ) :=
∞∫
−∞
∞∫
−∞
∞∫
−∞
Iν(w0uz)ψ(u)du1 du2 du3
and
w0 =
( 1
−1
1
)
, u =
(1 u2 u3
1 u1
1
)
.
See Theorem 10.8.1 in [3].
In the case of ν = ν0 = ( 13 , 13 ), we have
Aν0(m,1) =
∑
c1c2c3=m
1= d3(m) = O ε
(
mε
)
,
Aν0(1,m) = Aν0(m,1) = d3(m),
Aν0(m,n) =
∑
d | (m,n)
μ(d) Aν0
(
m
d
,1
)
Aν0
(
1,
n
d
)
where μ denotes the Möbius μ-function.
5.2. GL(3) maximal parabolic Eisenstein series
Let
P2,1 :=
{(∗ ∗ ∗
∗ ∗ ∗
0 0 ∗
)}
∩ SL(3,Z).
For z ∈ h3, we deﬁne
mP2,1(z) :=
(1 x1,2 0
0 1 0
0 0 1
)( y2 y1 0 0
0 y1 0
0 0 1
)
.
Let ψ be a GL(2) Hecke–Maass form of type w ′ whose Fourier expansion is
ψ(z) =
∑
n =0
bnn
− 12 Ww ′(nz). (5.3)
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series Emax,ψ,ν twisted by the GL(2) Maass form ψ by
Emax,ψ,ν(z) :=
∑
γ∈P2,1\SL(3,Z)
Det(γ z)ν · ψ(mP2,1(γ z)) (5.4)
where Det(z)ν := (y21 y2)ν (cf. §10.5 in [3]).
According to Proposition 10.9.3 in [3], the (n,1)-th Fourier coeﬃcient of Emax,ψ,ν is
Aψ,ν(n,1) = n−1
∑
k1k2=n
bk1k
1
2+ν
1 k
−2ν+2
2 =
∑
k|n
bkn
ν+1k3ν−
3
2 , (5.5)
where bk is the k-th Fourier coeﬃcient of ψ(z), as in (5.3).
5.3. L-functions associated to GL(3) Eisenstein series
Let Emin,ν and Emax,ψ,ν be the GL(3) Eisenstein series deﬁned in (5.1) and (5.4) with Fourier expan-
sions (5.2) and (5.5), respectively. Then we deﬁne the L-functions associated to Emin,ν and Emax,ψ,ν
as follows:
L(s,Emin,ν) :=
∞∑
n=1
Aν(n,1) · n−s, (5.6)
L(s,Emax,ψ,ν) :=
∞∑
n=1
Aψ,ν(n,1) · n−s. (5.7)
They have Euler products due to the Hecke theory, and it follows that
L(s,Emin,ν) = ζ(s + ν1 + 2ν2 − 1)ζ(s − 2ν1 − ν2 + 1)ζ(s + ν1 − ν2),
L(s,Emax,ψ,ν) = ζ(s − ν2 − 1)L
(
s − ν1 + 1
2
,ψ
)
.
Now we choose ν = ν0 = ( 13 , 13 ) so that L(s,Emin,ν0) takes the following simple form:
L(s,Emin,ν0) = ζ 3(s) =
∏
p
3∏
i=1
(
1− 1
ps
)−1
.
Similarly, we choose ν = 12 so that L(s,Emax,ψ,ν) takes the following simple form:
L(s,Emax,ψ, 12
) = ζ(s)L(s,ψ) =
∏
p
(
1− p−s)−1(1− α′p p−s)−1(1− β ′p p−s)−1.
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Let Et be a GL(2) Eisenstein series (cf. Section 3) with Hecke eigenvalues λEist (n), and φ an even
GL(2) Hecke–Maass form with Hecke eigenvalues an . The L-functions associated to Eμ and φ are
deﬁned to be
L(s, Et) :=
∞∑
n=1
λEist (n) · n−s, L(s, φ) :=
∞∑
n=1
ann
−s.
They have Euler products due to the Hecke theory. As shown in Sections 3.13, 3.14 and 10.8 in [3],
L(s, Et) = ζ(s + it)ζ(s − it), L(s, φ) =
∏
p
(
1− αp p−s
)−1∏
p
(
1− βp p−s
)−1
.
5.5. L-functions associated to Maass cusp forms and Eisenstein series for Γ0(q)
Let q be a square-free odd integer, and χ(n) = (nq ) the real, primitive character of conductor q. To
any even Maass cusp form u j in the Hecke basis of L2(Γ0(q) \ h2), we associate the L-functions
L(s,u j,χ) :=
∞∑
n=1
λ j(n)χ(n)n
−s =
∏
p |q′
(
1+ λ j(p)χ(p)p−s + p−2s
)−1
.
To the Eisenstein series Ea,t(z) = Ea(z, 12 + it), we associate the L-function
L(s, Ea,t ,χ) =
∞∑
n=1
λEisa,t(n)χ(n)n
−s. (5.8)
It can be shown that the L(s, Ea,t,χ) are independent of the cusps a, and
L(s, Ea,t ,χ) = L(s + it,χ)L(s − it,χ) (5.9)
where L(s,χ) is the Dirichlet L-function for the character χ . Therefore, L(s, Ea,t,χ) has meromorphic
continuation and functional equation (cf. [2]).
5.6. Rankin–Selberg convolutions for GL(3) × GL(2) case
We shall study the following Rankin–Selberg convolutions
L(s,Emin,ν × Et) :=
∞∑
m=1
∞∑
n=1
Aν(m,n)λEist (n)
(m2n)s
, (5.10)
L(s,Emin,ν × φ) :=
∞∑
m=1
∞∑
n=1
Aν(m,n)an
(m2n)s
, (5.11)
L(s,Emax,ψ,ν × Et) :=
∞∑
m=1
∞∑
n=1
Aψ,ν(m,n)λEist (n)
(m2n)s
, (5.12)
L(s,Emax,ψ,ν × φ) :=
∞∑ ∞∑ Aψ,ν(m,n)an
(m2n)s
. (5.13)m=1 n=1
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Now we apply Theorem 12.3.5 in [3] to (5.10) and (5.11), and take the special choice ν0 = ( 13 , 13 ).
We have
L(s,Emin,ν0 × Et) =
∏
p
3∏
i=1
(
1− 1 · p
it
ps
)−1(
1− 1 · p
−it
ps
)−1
= ζ 3(s + it)ζ 3(s − it), (5.14)
L(s,Emin,ν0 × φ) =
∏
p
3∏
i=1
(
1− α
ps
)−1(
1− β
ps
)−1
= [L(s, φ)]3. (5.15)
Therefore, when s = 12 ,
L
(
1
2
,Emin,ν0 × Et
)
= ζ 3
(
1
2
+ it
)
ζ 3
(
1
2
− it
)
=
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
6
. (5.16)
This explains why |ζ( 12 + it)|6 and [L( 12 , φ)]3 enter the main theorem naturally.
Similarly, we have
L(s,Emax,ψ, 12
× Et) = ζ(s + it)ζ(s − it)L(s + it,ψ)L(s − it,ψ) =
∣∣ζ(s + it)L(s + it,ψ)∣∣2,
L(s,Emax,ψ, 12
× φ) = L(s, φ)L(s,ψ × φ).
The analytic properties of the Rankin–Selberg L-function on the left sides, such as meromorphic
continuation, functional equations and nonnegativity at s = 12 follow from the right sides.
For an even Hecke–Maass form φ with Laplacian eigenvalue 14 + t2 (t  0), we deﬁne
Λ(s,Emin,ν0 × φ) = π−3sΓ 3
(
s − it
2
)
Γ 3
(
s + it
2
)
L(s,Emin,ν0 × φ). (5.17)
By (5.15) and Proposition 3.13.5 in [3], it is easy to see that Λ(s,Emin,ν0 × φ) is an entire function
and satisﬁes the functional equation Λ(s,Emin,ν0 × φ) = Λ(1 − s,Emin,ν0 × φ). (This is only true for
even Maass forms. If φ were an odd Maass form, there is a (−1) factor on the right side of the
functional equation.)
For a GL(2) Eisenstein series Et , deﬁne
Λ(s,Emin,ν0 × Et) := π−3sΓ 3
(
s − it
2
)
Γ 3
(
s + it
2
)
L(s,Emin,ν0 × Et). (5.18)
By (5.16), we see that Λ(s,Emin,ν0 × Et) is entire and has functional equation
Λ(s,Emin,ν0 × Et) = Λ(1− s,Emin,ν0 × Et).
5.7. Rankin–Selberg convolutions for GL(3) × Γ0(q) case
Similarly, we shall study the following Rankin–Selberg convolutions
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∞∑
m=1
∞∑
n=1
Aν(m,n)λEisa,t(n)
(m2n)s
, (5.19)
L(s,Emin,ν × φ) :=
∞∑
m=1
∞∑
n=1
Aν(m,n)an
(m2n)s
. (5.20)
One can show that
L(s,Emin,ν0 × Ea,t) = L3(s + it,χ)L3(s − it,χ), L(s,Emin,ν0 × φ) =
[
L(s, φ,χ)
]3
.
Take s = 12 , we see that L( 12 ,Emin,ν0 × Et) = |L( 12 + it,χ)|6.
6. Proof of the Main Theorems
6.1. Outline of the proof
The left side of (2.1) is a spectral sum over SL(2,Z) forms. This suggests using a relative trace
formula (the Kuznetsov trace formula, Proposition 6.4) to transform the spectral sum into a geometric
sum.
The geometric side thus obtained would be a weighted sum of the product of the Fourier coeﬃ-
cients A(n,m) of the SL(3,Z) Eisenstein series and Kloosterman sums. We will estimate the sum term
by term. Various analytic tools are utilized, especially the Voronoi formula.
6.2. Preliminaries
Lemma 6.1 (Nonnegativity of the Rankin–Selberg L-functions). Let ψ be a GL(2) Maass–Hecke form. Let
Emin,ν0 and Emax,ψ, 12
be the GL(3) Eisenstein series deﬁned as before (see (5.1) and (5.4)), where ν0 = ( 13 , 13 ).
(i) Let φ be a GL(2) even Maass form. Then
L
(
1
2
,Emin,ν0 × φ
)
 0, L
(
1
2
,Emax,ψ, 12
× φ
)
 0.
(ii) Let Et be the GL(2) Eisenstein series deﬁned as before. Then
L
(
1
2
,Emin,ν0 × Et
)
 0, L
(
1
2
,Emax,ψ, 12
× Et
)
 0.
Proof. (i) follows from (5.15) together with the facts L( 12 , φ)  0 and L(
1
2 ,ψ × φ)  0 by [16,17,6],
and (ii) follows from (5.14) and (5.16) directly. 
Lemma 6.2. Let Emin,ν be the GL(3) Eisenstein series deﬁned in Section 3. Let Aν(m,n) be the (m,n)-th Fourier
coeﬃcients of Emin,ν (see (5.2)). Then we have
∑∑
m2nN
∣∣Aν(m,n)∣∣2  N. (6.1)
Proof. See [21,23,26]. 
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nN
∣∣Aν(m,n)∣∣ N|m|. (6.2)
Proof. Applying Cauchy’s inequality to Lemma 6.2 and the result follows. 
6.3. The Kuznetsov trace formula for GL(2)
The Kuznetsov trace formula [15] is a special form of relative trace formula. It plays a key role
here since it transforms the spectral sum into a sum of weighted Kloosterman sums which we have
tools to estimate.
Let {u j} be the GL(2) Hecke–Maass eigenforms spanning C(SL(2,Z) \ h2) with Laplacian eigenval-
ues t j and Fourier coeﬃcients λ j(n). Let {Et} be the GL(2) Eisenstein series spanning E(SL(2,Z) \ h2)
with Fourier coeﬃcients λEist (n). (For notations, see Section 3.)
Let h(t) be an even function, holomorphic in |Im t| 12 + ε, and h(t)  (|t| + 1)−2−ε in this strip.
Let
ω j = 4π
∣∣ρ j(1)∣∣2/ coshπt j,
ω(t) = 4π ∣∣ρEist (1)∣∣2 cosh−1 πt,
H = 2
π
∞∫
0
h(t) tanh(πt)t dt,
H+(x) = 2i
∞∫
−∞
J2it(x)
h(t)t
coshπt
dt,
H−(x) = 4
π
∞∫
−∞
K2it(x) sinh(πt)h(t)t dt. (6.3)
In the above, Jν(x) and Kν(x) are the standard J -Bessel function and K -Bessel function respec-
tively.
Proposition 6.4.With the above notations, for any m, n 1, we have the following Kuznetsov formula
∑′
j1
h(t j)ω jλ j(m)λ j(n) + 14π
∞∫
−∞
h(t)ω(t)λ¯Eist (m)λ
Eis
t (n)dt
= 1
2
δ(m,n)H +
∑
c>0
1
2c
{
S(m,n; c)H+
(
4π
√
mn
c
)
+ S(−m,n; c)H−
(
4π
√
mn
c
)}
where
∑′ is restricted to the even Maass forms, δ(m,n) is the Kronecker symbol, and
S(a,b; c) =
∑
dd¯≡1 (mod c)
e
(
da+ d¯b
c
)
is the classical Kloosterman sum.
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6.4. Approximate functional equations
To study the central values of L-functions with a single pole, one may appeal to the approx-
imate functional equation (Theorem 5.3 in [11]). For our purpose of studying the Rankin–Selberg
L-functions (5.10)–(5.13), which may have more than one pole, a slight modiﬁcation is needed.
Theorem 6.5. Let Emin,ν0 and Et be the Eisenstein series deﬁned in (5.1) and in Section 3. Let F (u) be any even
function which is holomorphic and bounded in the strip −4 < Re(u) < 4, and F (0) = 1. Let X > 0. Then for s
in the strip 0 σ  1 we have
L
(
1
2
,Emin,ν0 × u j
)
= 2
∑
m1
∑
n1
A(n,m)λ j(n)
(m2n)
1
2
V
(
m2n, t j
)
, (6.4)
L
(
1
2
,Emin,ν0 × Et
)
= 2
∑
m1
∑
n1
Re
A(n,m)λEist (n)
(m2n)
1
2
V
(
m2n, t
)+ REis
(
1
2
, t
)
(6.5)
where
V (y, t) = 1
2π i
∫
Reu=3
y−u F (u)
γ ( 12 + u, t)
γ ( 12 , t)
du
u
, γ (s, t) = π−3s
(
Γ
(
s − it
2
)
Γ
(
s + it − γ
2
))3
.
Here REis(
1
2 , t) can be calculated explicitly and has fast decay with respect to t.
The following is Lemma 2.3 in [21] which describes the growth of V (y, t) appearing in Theo-
rem 6.5.
Lemma 6.6. Set F (u) = (cos πuA )−3A for Im t  1000, where A is a positive integer, and
V (y, t) := 1
2π i
∫
Reu=1000
y−u F (u)
γ ( 12 + u, t)
γ ( 12 , t)
du
u
. (6.6)
Here γ (s, t) = π−3sΓ ( s−it−α2 )Γ ( s−it−β2 )Γ ( s−it−γ2 )Γ ( s+it−α2 )Γ ( s+it−β2 )Γ ( s+it−γ2 ) for some constants α,
β and γ . Then for y > 0, t > 0, i = 1, 2,
(i) the derivatives of V (y, t) with respect to y satisfy
ya
∂a
∂ ya
V (y, t) 
(
1+ y|t|3
)−A
, ya
∂a
∂ ya
V (y, t) = δa + O
((
y
|t|3
)c)
,
where 0< c  16 , δ0 = 1 for a = 0 and δ = 0 for a = 0. The implied constants depend only on c, a, A.
(ii) If 1 y  t3+ε , then as t → ∞, we have
V (y, t) = 1
2π i
∫
( 12 )
(
t3
8π3 y
)u
F (u)
·
[
1+ p1(Imu)
t
+ · · · + pn−1(Imu)
tn−1
+ O
(
pn(Imu)
tn
)]
du
u
+ O (t−B)
where pi are polynomials and B is arbitrarily large.
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6.5. The Voronoi summation formula for a GL(3) Eisenstein series
The Voronoi summation formulae are generalizations of the Poisson summation formula and serve
as a useful tool to study the subconvexity problem. It concerns weighted sums of Fourier coeﬃcients
of automorphic forms, possibly with twists. More precisely, the Voronoi formulae relate sums of the
form
∑
n∈Z
ane(nα) f (n) =
∑
n∈Z
anS(n,α)F (n)
where an are Fourier coeﬃcients of an automorphic form, α ∈Q, and S(n,α) is an exponential sum.
(For the GL(2) case, S(n,α) is a single exponential, while for GL(3) it is a Kloosterman sum.) Finally,
f and F are a pair of test functions related by an integral transform, an analogue of the Fourier
transform in the Poisson summation formula. For a survey, see [12].
A classical approach to prove the Voronoi formula for GL(2) is to apply Mellin inversion to the
functional equation of the standard L-function with twists.
The Voronoi formula for GL(3) Maass forms with twists by additive characters was ﬁrst proven by
Miller and Schmid using the theory of automorphic distributions [25]. Goldfeld and Li developed a
purely analytic proof in [4] and [5] in the spirit of taking Mellin inversion of functional equation of
certain L-functions.
The Voronoi formula for GL(3) Eisenstein series (Proposition 6.7) can be derived in a similar man-
ner, yet one needs to consider the residue terms coming from the pole of Eisenstein series. Here we
omit the details. (In an unpublished notes by X. Li [19], the Voronoi formula for the triple divisor
function is established by using a minimal GL(3) Eisenstein series.)
Let us introduce some notations before we present the formula. Let
w1 =
( −1
1
1
)
, w2 =
( 1
1
1
)
.
For ν = (ν1, ν2) ∈ C2, set ν˜ = (ν2, ν1), α = −ν1 − 2ν2 + 1, β = −ν1 + ν2, γ = 2ν1 + ν2 − 1. For s ∈C,
k ∈ Z, Deﬁne
G(s,k, ν) = Γ (
1−s+2k+α
2 )Γ (
1−s+2k+β
2 )Γ (
1−s+2k+γ
2 )
Γ ( s−α2 )Γ (
s−β
2 )Γ (
s−γ
2 )
.
Let f be a GL(3) Maass form or an Eisenstein series of type ν = (ν1, ν2) for SL(3,Z). We deﬁne
the dual form f˜ by f˜ (z) := f (wt1z−1w1).
Proposition 6.7 (The Voronoi formula for GL(3) Eisenstein series). Let Emin,ν(z) be a GL(3) Hecke–Maass form
of type ν = (ν1, ν2) ∈C2 . Suppose Aν(n,m) is the (n,m)-th Fourier coeﬃcient of Emin,ν(z). Let a, a¯, c, δ ∈ Z
with δ > 0, c = 0, (a, c) = 1, and aa¯ ≡ 1 (mod c). Let ν0 = ( 13 , 13 ). Let φ(x) ∈ C∞c (0,∞) be a test function, φ˜
its Mellin transform, and
Φk(x) :=
∫
Re s2=σ
(
π3x
)−s2G(−s2,k, v)φ˜(−s2 − k)ds2 (k = 1,2),
Φ00,1(x) := Φ0(x) +
π−3c3δ3
m2m i
Φ1(x), Φ
1
0,1(x) := Φ0(x) −
π−3c3δ3
m2m i
Φ1(x). (6.7)1 2 1 2
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∑
m>0
Aν0(δ,m)e
(
ma¯
c
)
φ(m)
= δcπ− 32
∑
n|δc
∑
m>0
n−1m− 23
ξ(1)3
∑
n1|n
∑
n2| nn1
σ0,0
(
n
n1n2
,m
)
S
(
m, δa; δcn−1)Φ00,1
(
mn2
(δc)3
)
+ δcπ− 32
∑
n|δc
∑
m>0
n−1m− 23
ξ(1)3
∑
n1|n
∑
n2| nn1
σ0,0
(
n
n1n2
,m
)
S
(−m, δa; δcn−1)Φ10,1
(
mn2
(δc)3
)
+ 3φ˜(1)
ξ(1)δ2c2
π
3
2 Γ −3
(
1
2
)∑
n|δc
nS
(
0, δa; δcn−1)σ0(n). (6.8)
Here σ0,0(n,m) :=∑d1|m,d1>0∑d2| md1 ,d2>0, (d2,n)=1 1 for n, m ∈ Z.
6.6. Proof of Theorem 2.1
Recall that the inequality we are going to prove is
∑′
j
e
− (t j−T )
2
M2 L
(
1
2
,Emin,ν0 × u j
)
+ 1
4π
∞∫
−∞
e
− (t−T )2
M2 L
(
1
2
,Emin,ν0 × Et
)
dt ε T 1+εM.
To apply the Kuznetsov formula (cf. Proposition 6.4), we insert two factors ω j and ω(t) and deﬁne
W :=
∑′
j
e
− (t j−T )
2
M2 ω j L
(
1
2
,Emin,ν0 × u j
)
+ 1
4π
∞∫
−∞
e
− (t−T )2
M2 ω(t)L
(
1
2
,Emin,ν0 × Et
)
dt
where ω j and ω(t) are deﬁned in (6.3). Since ω j  t−εj and ω(t)  t−ε for any ε > 0 (cf. [10,28]), it
suﬃces to show that W ε T 1+εM . Since the test function in the Kuznetsov trace formula has to be
even, we set k(t) = e− (t−T )
2
M2 + e− (t+T )
2
M2 and replace W by
W :=
∑′
j
k(t j)ω j L
(
1
2
,Emin,ν0 × u j
)
+ 1
4π
∞∫
−∞
k(t)ω(t)L
(
1
2
,Emin,ν0 × Et
)
dt.
Applying the approximate functional equations for L( 12 ,Emin,ν0 × u j) and L( 12 ,Emin,ν0 × Et)
(cf. Proposition 6.5), we get:
W = 2
∑′
j
k(t j)ω j
∑
m1
∑
n1
Aν0(n,m)λ j(n)
(m2n)
1
2
V
(
m2n, t j
)
+ 1
2π
∞∫
k(t)ω(t)
∑
m1
∑
n1
Aν0(n,m)λ
Eis
t (n)
(m2n)
1
2
V
(
m2n, t
)
dt +
∞∫
REis
(
1
2
, t
)
dt. (6.9)−∞ −∞
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∫∞
−∞ REis(
1
2 , t)dt is convergent. It does not depend on T or M and hence can be
omitted.
By smooth dyadic subdivision, it suﬃces to estimate
R :=W · g
(
m2n
N
)
= 2
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
)
·
[∑′
j
k(t j)ω jλ j(n)V
(
m2n, t j
)+ 1
4π
∞∫
−∞
k(t)ω(t)λEist (n)V
(
m2n, t
)
dt
]
where g is a ﬁxed smooth function of compact support on [1,2] and N  T 3+ε , ε > 0. Viewing
k(t)V (m2n, t) as the test function, we apply the Kuznetsov trace formula to transform R into a sum
R= D + R+ + R− and estimate it term by term:
D =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
)
δ(n,1)Hm,n =
∑
m1
Aν0(1,m)
m
g
(
m2
N
)
Hm,1,
R+ =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
)∑
c>0
c−1S(n,1; c)H+m,n
(
4π
√
n
c
)
,
R− =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
)∑
c>0
c−1S(n,1; c)H−m,n
(
4π
√
n
c
)
.
Here H+m,n(x) = 2i
∫∞
−∞ J2it(x)
V (m2n,t)t
cosh(πt) k(t)dt and H
−
m,n(x) = 4π
∫∞
−∞ K2it(x)V (m
2n, t)t sinh(πt)k(t)dt .
6.6.1. Estimation for D
The estimation for D is the same as in [21]. We omit the details here.
6.6.2. Estimation for R+
We split R+ into R+ = R+1 + R+2 + R+3 , where
R+1 =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
cC1/m
c−1S(n,1; c)H+m,n
(
4π
√
n
cl
)
,
R+2 =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
C2/mcC1/m
c−1S(n,1; c)H+m,n
(
4π
√
n
c
)
,
R+3 =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
cC2/m
c−1S(n,1; c)H+m,n
(
4π
√
n
c
)
.
Here C1 = T and C2 =
√
N
1−ε . Now we estimate each term separately.T M
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1 exactly follows Li’s method. We start by estimating
H+m,n(x) = 2i
∞∫
−∞
J2it(x)
V (m2n, t)t
coshπt
k(t)dt.
By moving the line of integration to Re t = −100, ﬁnding the bound for J2it(x) by an inte-
gral representation and ﬁnding the bound for V (m2n, t) by Stirling’s formula, we get H+m,n(x) 
x200T 100(m2n)−100TM .
By Section 6.2 and Cauchy’s inequality,
∑
m2nN |Aν0(m,n)|  N . We also have Weil’s bound for
the Kloosterman sum S(n,1; c) ε c 12+ε . Recall that g is a function supported in [1,2], and that
N  T 3+ε and T 38+ε  M  T 12 . Combining these, we get
R+1 
∑
Nm2n2N
Aν0(n,m)
mn
1
2
∑
cC1/m
n100c−200−
1
2+εT 100
(
m2n
)−100
TM
 T−99− 12+εN 34 TM  1.
Estimation for R+2 . We will show that R
+
2 is negligible. Let us ﬁrst estimate H
+
m,n(x). Using an integral
representation of the J -Bessel function and a change of variable, we get
H+m,n(x) =
4iM
π
∞∫
t=− TM
T ε∫
ζ=−T ε
(T + tM)e−t2V (m2n, tM + T )
· cos(x cosh ζ ) · e
(
(tM + T )ζ
π
)
dt dζ + O (T−A)
for A arbitrarily large. Now we split (T + tM) and extend the range of integral with negligible error:
H+m,n(x) = H+,1m,n(x) + H+,2m,n(x) + O
(
T−A
)
,
where
H+,1m,n(x) :=
4iMT
π
∞∫
t=−∞
ζ=T ε∫
ζ=−T ε
e−t2V
(
m2n, tM + T ) cos(x cosh ζ )e( tMζ
π
)
e
(
T ζ
π
)
dt dζ,
H+,2m,n(x) :=
4iM2
π
∞∫
t=−∞
T ε∫
ζ=−T ε
te−t2V
(
m2n, tM + T ) cos(x cosh ζ )e( tMζ
π
)
e
(
T ζ
π
)
dt dζ.
By assumption, T
3
8+ε  M  T 12 . Hence it suﬃces to estimate H+,1m,n(x) since H+,2m,n(x) is a lower
order term. Deﬁne
k∗(t) := e−t2V (m2n, tM + T ), kˆ∗(ζ ) :=
∞∫
k∗(t)e(−tζ )dt. (6.10)
−∞
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H+,1m,n(x)
(− Mζπ →ζ )= 4iT
MTε
π∫
ζ=− MTεπ
kˆ∗(ζ ) cos
(
x cosh
ζπ
M
)
e
(
− T ζ
M
)
dζ.
Since kˆ∗(ζ ) is Fourier transform of k and hence a Schwartz function, the integral can be extended
to (−∞,∞) with a negligible error term. Now let
Wm,n(x) = T
∞∫
−∞
kˆ∗(ζ ) cos
(
x cosh
ζπ
M
)
e
(
− T ζ
M
)
dζ,
W ∗m,n(x) = T
∞∫
−∞
kˆ∗(ζ )e
(
− T ζ
M
− x
2π
cosh
ζπ
M
)
dζ.
Then we have
Wm,n(x) =
W ∗m,n(−x) − W ∗m,n(x)
2i
, H+,1m,n(x) = 4iWm,n(x) + O
(
T−A
)
with A arbitrarily large. Thanks to the factor e(−T ζM ) and the assumption T
3/8+ε  M  T 12 , the contri-
bution to Wm,n(x) from |ζ | T ε (here ε > 0 arbitrarily small but ﬁxed) is negligible. So we need only
consider |ζ | T ε . The method of stationary phase implies that W ∗m,n(x) is negligible if |x| T 1−εM .
Therefore we may assume T 1−εM  |x|  M4. We need the asymptotic expansion of W ∗m,n(x). By
Lemma 5.1 of [18],
Proposition 6.8.
(1) For |x| T 1−εM with ε > 0,
W ∗m,n(x) ε,A T−A
where A > 0 is arbitrarily large.
(2) For T 1−εM  |x| M4 , T 38+ε  M  T 12 and L2, L1  1,
W ∗m,n(x) =
TM√|x|e
(−x
2π
+ T
2
πx
) L1∑
l=0
∑
0l12l
∑
l1
4 l2L2
cl,l1,l2
M2l−l1 T 4l2−l1
xl+3l2−l1
·
[
kˆ∗(2l−l1)
(−2MT
πx
)
− 2π
6ix
1440M6
(
y6kˆ∗(y)
)(2l−l1)(−2MT
πx
)]
+ O
(
TM√|x|
(
T 4
|x|3
)L2+1
+ T
(
M√|x|
)2L1+3
+ T |x|
M8
)
where cl,l1,l2 are constants depending only on l, l1 and l2, especially c0,0,0 = 1+i√π .
The above proposition implies that R+2 is negligible [21].
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+
3 . We apply Proposition 6.8 again, with L2 and L1 chosen
to be suﬃciently large. The contribution to R+3 from the error term in (6.11) can be checked to be
negligible [21]. To estimate the contribution to R+3 from the main term of (6.11), it suﬃces to consider
the leading term when l = l1 = l2 = 0. Therefore we are led to estimate
R˜+3 :=
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
cC2/m
c−1S(n,1; c)H+m,n
(
4π
√
n
c
)
= √2iπ−1MTe
(
−1
8
)∑
m1
∑
n1
Aν0(n,m)
mn
3
4
g
(
m2n
N
)
·
∑
cC2/m
c−
1
2 S(n,1; c)e
(
2
√
n
c
− T
2c
4π2
√
n
)
kˆ∗
(
MTc
2π2
√
n
)
.
Let
φ(y) = y− 34 g
(
m2 y
N
)
e
(
2
√
y
c
− T
2c
4π2
√
y
)
kˆ∗
(
MTc
2π2
√
y
)
where k∗(t) and kˆ∗(ζ ) are deﬁned as before. Then
R˜+3 =
√
2iπ−1MT
∑
m1
∑
cC2/m
c−
1
2
∑
dd¯≡1 (mod c)
e
(
d
c
− 1
8
)∑
n1
Aν0(n,m)
m
e
(
d¯n
c
)
φ(n).
Using the Voronoi formula for Eisenstein series, we get
∑
m>0
Aν0(δ,m)e
(
ma¯
c
)
φ(m)
= δcπ− 32
∑
n|δc
∑
m>0
n−1m− 23
ξ(1)3
∑
n1|n
∑
n2| nn1
σ0,0
(
n
n1n2
,m
)
S
(
m, δa; δcn−1)Φ00,1
(
mn2
(δc)3
)
+ δcπ− 32
∑
n|δc
∑
m>0
n−1m− 23
ξ(1)3
∑
n1|n
∑
n2| nn1
σ0,0
(
n
n1n2
,m
)
S
(−m, δa; δcn−1)Φ10,1
(
mn2
(δc)3
)
+ residue terms, (6.11)
where the residue terms are
3φ˜(1)
ξ(1)m2c2
π
3
2 Γ −3
(
1
2
) ∑
n1|mc
n1S
(
0,md;mcn−11
)
σ0(m).
So the contribution from the residue term to R˜+3 is
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√
2π iΓ −3
(
1
2
)
φ˜(1)ζ−1(1)MT
∑
m1
σ0(m)
m2
·
∑
cC2/m
c−
5
2
∑
dd¯≡1 (mod c)
e
(
d
c
− 1
8
) ∑
n1|mc
n1S
(
0,md;mcn−11
)
. (6.12)
The main term can be estimated in the same way as in [21]. Now we estimate the contribution
from the residue terms. Since
S(0,a; c) =
∑
v (mod c)
(v,c)=1
e
(
av
c
)
 (a, c),
we deduce that
∑
dd¯≡1 (mod c)
e
(
d
c
)
S
(
0,md;mcn−11
)= ∑
u (modmcn−11 )
uu¯≡1 (modmcn−11 )
S(0,1+ un1; c)e
(
n2u¯
mcn−11
)
(6.13)
is bounded by mc1+ε with ε > 0. Therefore
∑
m1
σ0(m)
m2
∑
cC2/m
c−
5
2
∑
dd¯≡1 (mod c)
e
(
d
c
) ∑
n1|mc
n1S
(
0,md;mcn−11
)
=
∑
m1
σ0(m)
m2
∑
cC2/m
c−
5
2
∑
n1|mc
n1
∑
dd¯≡1 (mod c)
e
(
d
c
)
S
(
0,md;mcn−11
)

∑
m1
σ0(m)
m2
∑
cC2/m
c−
5
2
∑
n1|mc
n1mc
1+ε =
∑
1mC2
σ0(m)
m
∑
cC2/m
c−
3
2+εσ0(mc). (6.14)
By [1], σ0(n) = o(nε) for all ε < 0. Recall that C2 =
√
N
T 1−εM , N  T
3+ε , and T 38+ε  M  T 12 . Combining
all these, we see that (6.14) is bounded by T ε and therefore (6.12) is bounded by T 1+εM .
6.6.3. Estimation for R−
We split R− into two parts for c big and c small. Take C = √N + T , and
R−1 =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
cC/m
c−1S(n,1; c)H−m,n
(
4π
√
n
c
)
, (6.15)
R−2 =
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
cC/m
c−1S(n,1; c)H−m,n
(
4π
√
n
c
)
. (6.16)
With similar procedure in [21] one proves that R−1  1. To estimate R−2 , we ﬁrst estimate H−m,n:
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(1) For |x| 100T or x 1100 T ,
Y ∗m,n(x)  T−A
where A > 0 is arbitrarily large and the implied constant depends only on A.
(2) For 1100 T  |x| 100T , T
3
8+ε  M  T 12 and L2  1,
Y ∗m,n(x) = T
L2∑
l=0
l∑
j=0
b j,l
xl
M5l−2 j
k∗(5l−2 j)
(
x− 2T
2M
)
+ O
(
T |x|L2+1
M3L2+3
+ T |x|
M7
)
,
where b j,l are constants depending only on j and l. Especially, b0,0 = 1.
Since H−,1m,n = 4Ym,n(x) + O (T−A) and Ym,n(x) = 12 (Y ∗m,n(x) + Y ∗m,n(−x)), this proposition ﬁnishes
the estimation of H−,1m,n .
According to Part (1) of the proposition, the contribution from c <
√
N
100TM and c >
100
√
N
TM can be
omitted. By Lemma 6.2 and the trivial bound for the Kloosterman sum, the contribution R−2 from the
error term O ( T |x|
M7
) in Part (2) is O (T 1+εM). The error term O ( T |x|
L2+1
M3L2+3 ) becomes negligible if L2 is
suﬃciently large. Now we estimate the contribution from the main term of Y ∗m,n in Part (2). It suﬃces
to take the leading term l = 0 since all the other terms are of lower order. It reduces to estimate
R˜−2 := T
∑
m1
∑
n1
Aν0(n,m)
(m2n)
1
2
g
(
m2n
N
) ∑
√
N
100Tmc 100
√
N
Tm
c−1S(n,1; c)k∗
( 4π√n
c − 2T
2M
)
.
If we apply Weil’s bound for the Kloosterman sum S(n,1; c) ε c 12+ε and sum over n trivially, we
can only obtain R˜−2  T
1
2 N
3
4+ε  T 114 +ε which is not suﬃciently small for our purpose. To improve,
we shall sum over n nontrivially by applying Voronoi formula for GL(3) Eisenstein series (cf. Proposi-
tion 6.7). Take
φ(y) = g
(
m2 y
N
)
k∗
( 4π√y
c − 2T
2M
)
y−
1
2
to be the test function in the Voronoi formula. Then
∑
n1
Aν0(n,m)e
(
na¯
c
)
φ(n) = cπ
− 52
4i
∑
n1|cm
∑
n2>0
Aν0(n2,n1)
n1n2
S
(
ma,n2;mcn−11
)
Φ00,1
(
n2n21
c3m
)
+ cπ
− 52
4i
∑
n1|cm
∑
n2>0
Aν0(n2,n1)
n1n2
S
(
ma,−n2;mcn−11
)
Φ00,1
(
n2n21
c3m
)
+ residue terms. (6.17)
The residue term in the Voronoi formula only involves φ˜(1), and hence does not essentially depend
on the test function φ. To estimate the main term, it suﬃces to bound the ﬁrst term on the right side
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Since
n2n21
c3m
N
m2
 T 3
N
1
2
 T 32−ε , we apply Lemma 2.1 in [21] for x = n2n21
c3m
and it can be shown that
Φ0(x) = 2π4xi
∞∫
0
φ(y)
d1 sin(6πx
1
3 y
1
3 )
(π3xy)
1
3
dy + lower order terms  x 23
(
N
m2
)− 56
T 1+εMc2. (6.18)
Combining (6.17), (6.13), (6.18) and M  T 38 , we have
R˜−2  T
∑
m
√
N
1
m
∑
√
N
100Tmc 100
√
N
Tm
∑
n1|cm
∑
n2 N
1
2 Tε
M3n21
|Aν0(n1,n2)|
n1n2
mc1+ε
(
n2n21
c3m
) 2
3
(
N
m2
)− 56
T 1+εMc2
 N 12 M−1T ε  T 1+εM.
This concludes the estimation of R− and hence the proof of the main theorem.
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