Abstract: The paper discusses the usefulness of Gr obner bases methods in a variety o f control problems for a class of polynomial systems. Polynomial systems are described by di erence or di erential equations in which the transition map or vector eld are polynomials. Gr obner bases methods are useful in both the analysis and the design of polynomial control systems.
INTRODUCTION
The topic of this article is to highlight the effectiv eness of symbolic computation softw arein the analysis and design of con trol systems. In particular the usefulness of Gr obner bases (D. Cox and O'Shea, 1992) in the context of polynomial contr ol systemsis illustrated. A more detailed exposition of this material and a more complete list of references can be found in (Ne si c et al., 2001) . We are motivated to consider polynomial systems, as they are the natural generalization of linear systems. Also, because polynomials are universal approximators, polynomial control models can be used as valid models for almost any p h ysical system. This also implies that most likely any possible di culty that can be encountered in nonlinear systems will also occur in the class of polynomial systems. Finally observe that any nonlinear function (trogonometric, exponential functions) that can be considered as a solution of a polynomial di erential or algebraic equation can be treated within the same framework through the introduction of a number of extra states in the model. The class of polynomial systems considered here is described by:
x(t) = f(x(t) u (t)) y(t) = h(x(t) u (t)):
(1) Here x 2 R n y 2 R p u 2 R m represent respectively the state, the observed output and the manipulated con trol input of the system. The operator is either the deriv ativ e x(t) = dx(t) dt functions in all their variables. The coe cients are assumed to be either rational numbersorintegers. In the context of polynomial control systems, the problems of determination of equilibria and the domain of attraction of a stable closed loop system, as well as testing controllability and observability reduce naturally to the analysis of sets of algebraic polynomial equations and can e ectively be addressed using the Gr obner basis method. For an overview of the usefulness of Gr obner basis ideas in the context of linear control systems refer to (Munro, 1999) .
THE GR OBNER BASIS METHOD
The central objects in the Gr obner basis theory are polynomial ideals and a ne varieties (D. Cox and O'Shea, 1992 Cox and O'Shea, 1992) ) In the sequel we only consider the so called lexicographic or lex ordering. Let be two n-tuple of integers ( = ( 1 : : : n ), = ( 1 : : : n ) 2 N n ).
is said to succeed (in the lex ordering), denoted as if in the vector di erence ; = ( 1 ; 1 : : : n ; n ), the left-most nonzero entry is positive. One can de ne n! lex orderings for polynomials in n variables. For the polynomial f = 2x In general, an ideal I does not have a unique basis, but given any t wo di erent b a s e s hp 1 : : : p s i and hg 1 : : : g t i of I, the varieties V(p 1 : : : p s ) and V(g 1 : : : g t ) are equal. In other words, a variety only depends on the ideal generated by its de ning equations. Some bases of an ideal may be simpler or better in some sense than some other bases. Intuitively, if all the polynomials in a given basis of an ideal have a degree that is lower than the degree of any other polynomial in the ideal with respect to a particular monomial ordering, then this basis must be in some sense the simplest basis. In particular, a Gr obner basis of an ideal for a given monomial ordering has such a property and can be thought of as the simplest or canonical basis. Given an ideal I and monomial ordering, denote the set of leading terms of elements of I as LT(I). The ideal generated by elements of LT (I) is denoted hLT (I)i. In general, the ideal generated by the leading terms of a particular ideal I is not the same as the ideal generated by the leading terms of polynomials in a basis for that particular ideal I. A G r obner basis is a special basis for which this property does hold and it is formally de ned as the set of polynomials g 1 : : : g t for which hLT (I)i = hLT (g 1 ) : : : L T (g t )i. In computation of Gr obner bases, the user speci es the monomial ordering and di erent monomial orderings produce di erent Gr obner bases. Given a monomial ordering, the two most important properties of Gr obner bases are:
(1) Every ideal I k x 1 : : : x n ] other than the trivial ideal f0g has a Gr obner basis.
Furthermore, any Gr obner basis of an ideal I is a basis for I. (2) Given an ideal I k x 1 : : : x n ] other than the trivial ideal f0g, a Gr obner basis of I can be computed in a nite number of algebraic operations. The rst algorithm for computation of Gr obner bases, published in 1960's, is attributed to B. Buchberger (D. Cox and O'Shea, 1992) . Since then a number of improvements have been reported and the algorithm has been implemented in most commercial symbolic software packages. The Buchberger's algorithm generalizes two well known algorithms: Gauss elimination for sets of multivariate linear algebraic equations and Euclid's algorithm for computing the greatest common divisor of a set of univariate polynomials.
CONTROL RELEVANT APPLICATIONS OF GR OBNER BASES

Finding equilibria and periodic solutions
Gr obner bases facilitate solving a set of multivariate polynomial equations (2) in the same way a s the Gauss elimination algorithm facilitates solving a set of linear algebraic equations. Indeed, in a given lex ordering the Gr obner basis has a triangular structure reminiscent of the triangular structure in Gauss elimination. If the Gr obner basis is equal to f1g, then the system of polynomial equations has no common solutions. Consider a polynomial system without inputs x(t) = f(x(t)). The equilibria for this polynomial system are obtained as solutions of f(x) = 0 or f(x) = x, for continuous-time or discretetime systems respectively. Gr obner bases facilitate nding all equilibria. By construction g i = 0 i = 1 2 3 4 has the same solutions as p j = 0 j = 1 2 3 but the polynomials g i have a better structure than the polynomials p j . Indeed, polynomial g 4 depends only on x 3 and g 4 = 0 can be solved numerically. The solutions can be substituted into g 2 = 0 and g 3 = 0 to obtain polynomials in x 2 only that are again solved numerically. This process of backsubstitution can be continued until all solutions are found.
Periodic solutions of the polynomial system x(k + 1) = f(x(k)) can be found in a similar way. It su ces to solve the polynomial x = f p (x) to determine the p-periodic solutions.
To illustrate how to nd periodic solutions in the continuous time case, consider the polynomial system f d n y dt n : : : dy dt y t = 0, where y can be thought of as the output of a closedloop control system. To approximately compute a periodic solution of this system, the method of harmonic balancing can be used (Mees, 1981) . It can be shown under certain conditions that if an approximate periodic solution exists, then the system has a periodic solution that is close to the approximate one. A truncated Fourier series can be considered as a candidate approximate solution y(t) = P +N k=;N c k e ;j k!t , with c k 2 C , and such that c k and c ;k are complex conjugates. Postulating that y(t) is a solution, leads to a set of equations and since f is polynomial, all these equations are polynomial. Using the Gr obner basis method with lex ordering, this set of equations can be solved for c 0 c 1 : : : c N and ! to obtain y(t). 
Observability and controllability
A special type of Gr obner basis can be used to compare if two ideals are the same or not. This is the so called reduced Gr obner basis. A reduced Gr obner basis for an ideal I is a Gr obner basis G for I such that: LC(p) = 1 for all p 2 G and for all p 2 G, no monomial of p lies in hLT (G ; f pg)i. The main property of reduced Gr obner bases is that given an arbitrary ideal I 6 = f0g and monomial ordering, I has a unique reduced Gr obner basis. Hence, two ideals J 1 and J 2 are the same if and only if their reduced Gr obner bases G 1 and G 2 that are computed with the same monomial ordering are the same. Most commercial computer algebra systems, such as Maple and Mathematica, have nite algorithms for computation of the reduced Gr obner basis.
