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Abstract
Whiston proved that the maximum size of an irredundant gener-
ating set in the symmetric group Sn is n− 1, and Cameron and Cara
characterized all irredundant generating sets of Sn that achieve this
size. Our goal is to extend their results. Using properties of tran-
sitive subgroups of the symmetric group, we are able to classify all
irredundant generating sets with sizes n−2 in both An and Sn. Next,
based on this classification, we derive other interesting properties for
the alternating group An. Finally, using Whiston’s lemma, we will
derive the formulas for calculating dimension-like invariants of some
specific types of wreath products.
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1. Introduction
This paper is the report for summer undergraduate research program at
Cornell University. The paper mainly deals with an irredundant generating
set and dimension-like invariants of a finite group. The paper consists of
three main parts.
In the first part, we will classify all irredundant generating sets of length
n − 2 in An. Then, from this classification, we will prove many other prop-
erties of the alternating group An
Cameron and Cara, in their paper, classify all irredundant generating
sets of length n − 1 in Sn. In the second part of this paper, we will try to
study a more general problem, which is the classification of all irredundant
generating sets of arbitrary length in Sn.
In the final part, we will derive the formulas for calculating dimension-like
invariants of some specific types of wreath products.
We start with definitions of dimension-like invariants for a finite group.
Definition 1. For a finite group G, and a set H ⊂ G, let 〈H〉 denote the
subgroup of G generated by H.
For a finite group G, the set s = (g1, ..., gn) of elements of G is called
irredundant if 〈{gi}i 6=j〉 6= 〈{gi}〉 ∀j ∈ 1, n
Let i(G) be the maximal size of an irredundant set in G, and m(G) be the
maximal size of an irredundant generating set in G. Then, clearly, m(G) ≤
i(G).
For |G| =
k∏
i=1
pαii , let λ(G) denote the sum
k∑
i=1
αi. Then it is easy to see
that i(G) ≤ λ(G).
A finite group G is flat if m(H) ≤ m(G) for all subgroup H of G, and is
strongly flat if m(H) < m(G) for all proper subgroup H of G. In both cases,
i(G) = m(G).
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Notation 1. We denote the cycle in the symmetric group Sn that maps xi
to xi+1 for i ∈ 1, k, with xk+1 = x1, by (x1, x2, . . . , xk).
2. Properties of irredundant generating sets in the alternating
group
Lemma 1. (Whiston) Suppose (g1, . . . , gm) is an irredundant generating set
of some group G, and N E G is a normal subgroup of G. Then, possibly after
reordering the gi, there exists some k ≤ m and some elements hk+1, . . . , hm ∈
N such that the projections g1, . . . , gk form an irredundant generating set of
G/N and g1, . . . , gk, hk+1, . . . , hm form a new irredundant generating set for
G.
Definition 2. Assume that H is an imprimitive subgroup of Sn or H ≤
SΓ o S∆ ≤ Sn with n = |Γ||∆|. Suppose also that Γ1, . . . ,Γ|∆| are copies of
|Γ| or blocks such that we can consider H as a group that acts on n points
of Γ1 ∪ . . . ∪ Γ|∆| by permuting points of each individual block Γi, and by
permuting blocks Γi themselves.
Let {g1, g2, . . . , gl} be an irredundant generating set for H. By lemma 1
for G = SΓ o S∆, and its normal subgroup S|∆|Γ =
|∆|∏
i=1
SΓi, we can assume that
for some k, g1, . . . , gk generates block action for H, and gk+1, . . . , gl fix the
blocks.
Lemma 2. (Whiston) Suppose H is the subgroup of Sn that is defined as in
definition 2. If the subgroup generated by {gk+1, . . . , gl} acts as SΓ1 or AΓ1
on Γ1, then m(H) = l ≤ |Γ|+ 2|∆| − 3. Note that the lemma is true if Γ1 is
replaced by any Γi.
Theorem 1. (O’Nan-Scott’s theorem. See references) If H is any proper
primitive subgroup of Sn other than An, then H is a subgroup of one of the
following subgroups:
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1. A primitive wreath product, Sk o Sm, where n = km;
2. An affine group AGLs(p), where n = p
s
3. A group of shape T k · (Out(T )× Sk), where T is a non-abelian simple
group, acting on the cosets of ’diagonal’ subgroup of Aut(T )×Sk, where
n = |T |k−1
4. H ≤ Aut(T ) with some simple group T ≤ Sn
Lemma 3. H 6= An is a primitve subgroup of Sn, n ≥ 13. Then m(H) ≤
n− 4. More generally, there exists n0 ∈ Z such that for any n ≥ n0, and any
primitive subgroup H of Sn, we have m(H) ≤ n2 .
Proof. We will follow Whiston’s proof to prove for m(H) ≤ n− 4. To prove
the more general inequality, we just need to follow exactly every case Whiston
considered in his proof.
Based on O’Nan-Scott’s theorem and the classification of finite simple
groups, we will primitive subgroup of Sn other than An cases by cases to
prove that m(H) ≤ n− 4:
Case 1: H is a subgroup of the affine group AGLs(p). Then |H| ≤
|AGLs(p)| ≤ ps2+s, so m(H) ≤ λ(H) ≤ log2 |H| ≤ (s2 + s) log2(p), while
n = ps.
For s ≥ 3 and p ≥ 5, we have s−1 ≤ log2(s+ 1). Hence, (s−1) log2(p) +
log2(
2
3
) ≥ 2 log2(54) + log2(23) + (s − 1).2 ≥ 0 + 2. log2(s + 1) > log2(s2 + s).
As a result, (s2 + s) log2 p ≤ (s2 + s)p ≤ 23ps ≤ ps − 4.
For s ≥ 3 and p = 3, n = 3s ≥ (s2 + s) log2 3 + 4 ≥ m(H) + 4
For s ≥ 6 and p = 2, n = 2s ≥ s2 + s+ 4 ≥ m(H) + 4
For s = 2 and p ≥ 5, p2 ≥ 6 log2 p+ 4 ≥ m(H) + 4.
For p = 3, s = 2, m(H) ≤ 9 ≤ n− 4.
For p = 2, s = 3, |AGL3(2)| = 26.3.7 so m(H) ≤ 8 < n− 4.
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For p = 2, s = 5, |AGL5(2)| = 215.32.5.7.31, so m(H) ≤ 20 < 25 − 4 =
n− 4.
For p = 2, s = 4, AGL4(2) ∼= C24 .A8, and by Whiston’s lemma and
the second isomorphism theorem for normal subgroup N = C24 of AGL4(2),
m(H) ≤ i(H∩N)+m(H/H∩N) ≤ i(N)+m(HN/N) ≤ i(N)+i(AGL4(2)/N) =
i(N) + i(A8) = 1 + 6 = 7 < n− 4
Case 2: H ≤ T k ·(Out(T )×Sk) with n = |T |k−1. T is non-abelian simple
group so |T | ≥ 60. Because |T k · (Out(T ) × Sk)| ≤ |T |k · |Sk||Out(T )| ≤
|T |k · kk|T |log2 |T |, m(H) ≤ λ(H) ≤ k log2 |T |+ k log2 k + (log2 |T |)2.
For k ≤ 3, we have: |T |k−1 = |T |k−2|T | ≥ k · 4 log2 |T |, |T |k−1 ≥ 4k2 ≥
4k log2 k, and |T |k−1 ≥ |T |2 ≥ (2 log2 |T |)2
Hence n− 4 = |T |k−1 − 4 ≥ 3
4
|T |k−1 ≥ k log2 |T |+ k log2 k + (log2 |T |)2 ≥
m(H).
Let d(G) be the minimal degree of a permutation representation of G.
Now we need to handle the case where H ≤ Aut(T ) where T is simple and
d(T ) ≤ n. By the classification of finite simple groups we have the following
cases:
Case 3: H ≤ Aut(T ), with T = PSL(m, q). We have n ≥ d(T ) =
qm − 1
q − 1 , and m(H) ≤ λ(H) ≤ λ(Aut(T )) ≤ m
2 log2(q) + 1.
Case 3a: For m ≥ 4, d(T ) − 4 ≥ qm−1 + 1. We have (m − 2) log2 q ≤
2 log2m except for (m, q) = (7, 2), (6, 2), (5, 2), (4, 3), (4, 2), and therefore,
(m − 1) log2 q ≥ 2 log2m + log2 q, and so qm−1 ≥ m2q ≥ m2 log2(q). As a
result, n− 4 ≥ d(T )− 4 ≥ qm−1 + 1 ≥ m2log2(q) + 1 ≥ m(H).
For (m, q) = (7, 2), (6, 2), (5, 2), n − 4 = q
m − 1
q − 1 − 4 ≥ m
2 log2 q + 1 ≥
m(H).
For (m, q) = (4, 2), |Aut(PSL(4, 2))| = 27.32.5.7 so m(H) ≤ 11 =
6
24 − 1
2− 1 − 4 ≤ n− 4.
For (m, q) = (4, 3), |Aut(PSL(4, 3))| = 29.36.5.13 so m(H) ≤ 17 <
34 − 1
3− 1 − 4 ≤ n− 4.
Case 3b: m = 3. We have
q3 − 1
q − 1 ≥ 9 log2 q + 5 ∀q ≥ 5, and so m(H) ≤
n− 4.
For q = 2, |Aut(PSL(3, 2))| = 24.3.7, so m(H) ≤ 6 < n− 4.
For q = 3, |Aut(PSL(3, 3))| = 25.33.13, so m(H) ≤ 9 ≤ n− 4.
Case 3c: m = 2. We have q ≥ 4 log2 q+4 ∀q ≥ 22, and so m(H) ≤ n−4.
For q ≤ 5, m(H) ≤ b4 log2 5c = 9 ≤ n− 4.
Now for other q, we show that m(H) ≤ 9 ≤ n − 4 by considering the
following tables:
q 7 8 9 11
|Aut(PSL(2, q))| 24.3.7 23.33.7 25.32.5 23.3.5.11
m(H) ≤ λ(H) ≤ 6 7 8 6
q 13 16 17 19
|Aut(PSL(2, q))| 23.3.7.13 26.3.5.17 25.32.17 24.34.5
m(H) ≤ λ(H) ≤ 5 9 8 9
Case 4: H ≤ Aut(T ), with T = PSp(2m, q),m ≥ 2. n ≤ d(T ) =
q2m − 1
q − 1 , and m(H) ≤ λ(H) ≤ λ(Aut(T )) ≤ (2m
2 +m+ 1) log2(q).
We have
q2m − 1
q − 1 > q
2m−1 + 4. Now for (m, q) 6= (3, 2), (2, 2), (2, 3),
(2m− 1) log2(q) ≥ log2(2m2 +m+ 1), and so (2m− 1) log2(q) ≥ log2(2m2 +
m + 1) + log2(log2(q)). Therefore, q
2m−1 ≥ (2m2 + m + 1) log2(q), and so
n− 4 ≥ m(H).
For (m, q) = (3, 2), (2, 2) or (2, 3), we have the following table:
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T PsP (4, 2) PsP (4, 3) PsP (6, 2)
|Aut(T )| 25.32.5 27.34.5 29.34.5.7
m(H) ≤ λ(H) ≤ 8 < 24−1
2−1 − 4 12 < 3
4−1
3−1 − 4 15 < 2
6−1
2−1 − 4
Case 5: Now we consider the case when T = PΩ(n, q).
Case 5a: H ≤ Aut(T ), with T = PΩ(2l + 1, q), l ≥ 3, q odd.
For q ≥ 5, n ≥ d(T ) = q
2l − 1
q − 1 , and m(H) ≤ λ(H) ≤ λ(Aut(T )) ≤
(2l2 + l) log2(q). Therefore, d(T ) > q
2l−1 + 4. q2l−2 ≥ 52l−2 ≥ 2l2 + 2, and so
n ≥ d(T ) ≥ m(H)− 4.
For q = 3, n ≥ d(T ) = 1
2
3l(3l − 1) ≥ 2(l2 + l) log2 3 + 4 ≥ m(H)− 4.
Case 5b : H ≤ Aut(T ), with T = PΩ+(2l, q), l ≥ 4
For q 6= 2, n ≥ d(T ) = (q
l − 1)(ql−1 + 1)
q − 1 , and m(H) ≤ λ(H) ≤
λ(Aut(T )) ≤ (2l2 + 1) log2(q) + log2 6.
We have d(T ) ≥ (ql−1 + q2 + q + 1)(ql−1 + 1) ≥ (ql−1 + 8)(ql−1 + 1) >
q2l−2 + 8. Also note that q ≥ log2 q and q2l−3 ≥ 32l−3 ≥ 2l2 + 1. Therefore
n ≥ d(T ) ≥ q2l−2 + 8 ≥ (2l2 + 1) log2 q + 8 > m(H) + 4.
For q = 2, n ≥ d(T ) = 2l−1(2l − 1) ≥ 2l2 + 7 > m(H) + 4
Case 5c: H ≤ Aut(T ), with T = PΩ−(2l, q) with l ≥ 4, q ≥ 3 or
l ≥ 5, q = 2.
We have n ≥ d(T ) ≥ q2l−3, and m(H) ≤ λ(H) ≤ λ(Aut(T )) ≤ (2l2 +
2) log2(q) + 1.
Note that for q ≥ 3, l ≥ 4, q2l−4 ≥ 32l−4 ≥ 2l2 + 4, log2(q) ≤ q, and
5 ≤ 2q. Therefore, m(H) + 4 ≤ (2l2 + 2)q + 2q ≤ q2l−3 ≤ n.
For q = 2, l ≥ 4, n ≥ 22l−3 ≥ 2l2 + 7 ≥ m(H) + 4.
Case 6: H ≤ Aut(T ), with T = U(n, q), andm(H) ≤ λ(H) ≤ λ(Aut(T )) ≤
n2 log2(q + 1) + 1.
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Case 6a: n ≥ 5 and (n, q) is neither (6m, 2) or (6m, 3). We have n ≥
d(T ) ≥ (q
n − 1)(qn−1 − 1)
q2
, and so d(T ) ≥ q2n−3 − qn−2 − qn−3 + 1 ≥ (q −
1)q2n−4 + 4 + 1.
For q ≥ 3, log2(q + 1) ≤ q − 1, and q2n−4 ≥ 32n−4 ≥ n2 for n ≥ 5. Hence,
n ≥ d(T ) ≥ n2(q) + 5 ≥ n2 log2(q + 1) + 5 ≥ m(H) + 4.
For q = 2, 22n−4 ≥ n2 log2 3 ∀n ≥ 5, so again we get n ≥ m(H) + 4.
Case 6b: T = U(6m, 3). Then d(T ) ≥ 1
4
(3n − 1)3n−1 ≥ 2n2 + 5 with
n ≥ 6, so n ≥ m(H) + 4.
Case 6c: T = U(6m, 2). Then d(T ) ≥ 1
3
2n−1(2n− 1) ≥ n2 log2 3 + 5 with
n ≥ 6, so n ≥ m(H) + 4.
Case 6d: T = U(4, q). Then d(T ) ≥ (q + 1)(q3 + 1) ≥ 16 log2 q + 5 with
n ≥ 6, so n ≥ m(H) + 4.
Case 6e: T = U(3, q). Then d(T )− 1 ≥ q3 ≥ 9 log2 q + 4 with n ≥ 6, so
n ≥ m(H) + 4.
The case where H is a subgroup of primitive wreath product and the case
when H ≤ Aut(T ) with T is either Lie-type group (twisted Chevalley group
or the Tits group) or sporadic group are already handled by Whiston
Remark 1. Using GAP, Sophie Le analyzes primitive subgroup of Sn for
n = 9, 12, and obtained the result that m(H) ≤ n − 4. Therefore, lemma 3
holds for n ≥ 9.
Lemma 4. Let P = {X0, X1, . . . , Xm} be a partition of Σ = {1, 2, . . . , n}
with m ≥ 1. Then for every h ∈ SΣ = Sn, there exists α, β0 and {βi}pi=1 such
that h = α.β0.
p∏
i=1
βi, and α ∈ SX1 × SX2 × . . . . × SXm, β0 ∈ SX0, and each
βi 6∈ SXt ∀t ∈ 0,m is a single cycle such that for each j ∈ 1,m, elements
in Xj that are not fixed by h are all in the some same cycle βi. Moreover,
β0 commutes with α and βi ∀i ∈ 1, p, and βi with i ∈ 1, p commutes with
each other. We call this representation h = α.β0.
p∏
i=1
βi the M-decomposition
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of h ∈ Sn. Also note that if we let Yi be the set of all j ∈ 1,m such that
elements in Xj are in the cycle βi, then Q = {Y1, . . . , Yp} is a partition of
µ for some subset µ ⊂ {1, 2, . . . ,m}. We call this partition Q the associated
partition of the M-decomposition of h ∈ Sn.
Now suppose that P is a partition {X, Y } of Σ instead. Then each element
h ∈ SΣ = Sn can be represented as α.β, where α ∈ SX × SY and β is 1 or is
a single cycle of the form (x1, y1, x2, y2, . . . , xk, yk) with xi ∈ X, and yi ∈ Y .
We will call this representation the strong M-decomposition of h ∈ Sn.
Proof. Consider an element h ∈ Sn. Write the cycle decomposition of h.
First, group all cycles that are in
∏m
i=1 SXi into α0, and all cycles in SX0 into
β0.
We say that 2 cycles in are equivalent if they both have elements that
are in some same Xj. Then we will have p equivalent classes of cycles.
Note that from the definition of equivalent relation, if we let Yi be the set
of all j such that some element in Xj are in some cycle of the ith equiv-
alent classes, then Yi are all disjoint and Q = {Y1, . . . , Yp}, is therefore a
parition of {1, . . . ,m}. Then using the identity (a, x1 . . . , xk)(b, y1, . . . , yl) =
(a, b)(a, x1, . . . , xk, b, y1, . . . , yl) with a, b ∈ Xj, we can represent product of
all cycles in the same ith equivalent classes as αiβi, where αi ∈
∏
j∈Yi Xj,
and βi is a single cycle containing elements in X0 and Xj with j ∈ Yi.
Therefore, we get h = α0.β0.
∏p
i=1 αiβi. Now note that αj commutes
with βk for k 6= j so we can push all αj to the top positions, and so
h = α0α1 · · ·αpβ0β1 · · · βp, and if we let α =
∏p
i=0 αi, then we have the
M -decomposition of h.
For the case P = {X, Y }, based on M - decompostion of h, we will get
h = M.N , where M ∈ SX × SY and N is 1 or is a single cycle containing
both elements of X and Y .
Now suppose that N 6= 1 and has at least 2 adjacent elements that are
both ∈ X or both ∈ Y . WLOG, assume that N = (x1, x2, t1, t2, . . . , tk)
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with x1, x2 ∈ X, then N can also be rewritten as (x1, x2)(x2, t1, t2, . . . , tk).
Continuing this process, we can represent N in term of N1.T where T =
(x1, y1, x2, y2, . . . , xk, yk) or 1 with some N1 ∈ SX × SY , and xi ∈ X, yi ∈ Y .
If we let α = M.N1 ∈ SX × SY , and β = T , we will get the strong
M -decomposition of h.
Definition 3. Given m ∈ Z, and a partition P = {X0, X1, . . . Xp} of Σ =
{1, 2, . . . ,m}, we say that a subgroup G of Sm = SΣ has M-property wrt P
if for any h ∈ G, and σ ∈
p∏
i=1
SXi, σhσ
−1 ∈ G
Now for a subset T of Sm, we define G(T,P) to be the smallest subgroup
of Sm that contains T and has M-property wrt P. It is easy to see that
G(T,P) is the subgroup generated by {σhσ−1, h ∈ T, σ ∈
p∏
i=1
SXi}
Lemma 5. Suppose m ∈ Z, and Sm = SΣ′ with Σ ⊂ Σ′ = {1, 2, . . . ,m}.
Let P = {Σ′ \ Σ, X, Y } be a partition of Σ′ such that |Σ| > 4. Assume
that a subgroup G of Sm has M-property wrt P, and α(aby) ∈ G for some
α ∈ SX × SY , a, b ∈ X, and y ∈ Y . Then AΣ = AX∪Y ⊂ G
Proof. Starting with arbitrary α ∈ SX×SY , we will try to find α′ with much
simpler form such that α′(a, b, y) is still in G.
First, we notice that (a, b, y).α ∈ G. Hence α(a, b, y)(a, b, y)α ∈ G, and
therefore α2(a, y, b) ∈ G. Repeating this argument, we get α4(a, b, y) ∈
G. So first, we can always eliminate all transpositions, if any, in the cycle
decomposition of α.
Moreover, if some cycle (. . . ,m, n, . . . ), which is not a transposition, ap-
pears the cycle decomposition of α such that m,n is not a, b, and all elements
in this cycle are in X, then we can consider σ ∈ SX that swap m and n.
We have
α(σασ−1)−1 = (x1, . . . , xk,m, n, y1, . . . , yl).(yl, . . . , y1,m, n, xk, . . . , x1)
= (n,m, y1) ∈ G.
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Therefore, AX ⊂ G. Using this observation, we can eliminate all even per-
mutation of SX , and therefore all elements of SX that are in the cycle de-
composition of α.
As a result, we can assume that in the cycle decomposition of α, its only
possible non-identity term in SX is a single 3-cycles that contains a, b and
some other element c ∈ X. Using similar argument, we can further assume
that α contains no non-identity element of SY . Therefore, we must have
either (a, b, y) ∈ G or (a, b, c)(a, b, y) = (a, c)(b, y) ∈ G or (a, c, b)(a, b, y) =
(b, y, c) ∈ G.
In short, we have (a, b)(c, y) ∈ G or (a, b, y) ∈ G, with some a, b, c ∈
X, y ∈ Y .
If (a, b, y) = (y, a, b) ∈ G, then (y, c, d) ∈ G with any c, d ∈ X, and so
AX∪{y} ∈ G. As a result, (a, b, c) ∈ G with any c 6= a, b in X, if any. Since
(a, b, y) ∈ G, (a, b, z) ∈ G for each z ∈ Y . Therefore, (a, b, t) ∈ G with every
t 6= a, b. Hence AΣ ⊂ G.
The case when (a, b)(c, y) ∈ U is handled in a similar fashion.
Lemma 6. Let H be a subset of Sn (n ≥ 10), and P = {X, Y } is a partition
of Σ = {1, 2, . . . , n}. There exists a subset K of H with |K| ≤ 9 such that
H ⊂ G(K,P)
Proof. P is fixed throughout the proof of this lemma so we can just write
G(T ) instead of G(T,P).
Now we consider the following cases:
Case 1: Now assume that for some hi0 , the β component in its M -
decomposition (lemma 4) is not 1 and doesn’t contain some b ∈ X. We have
β = (. . . , a, c, . . . ) for some a ∈ X, c ∈ Y . Consider element σ ∈ SX × SY
that swaps a and b.
Let U = G({hi0}). Then α2σβσ−1 = σhi0σ−1 ∈ U with α2 = σασ−1 ∈
SX×SY . Therefore, αβ(σβσ−1)−1(α2)−1 ∈ U . Hence, α−12 αβ(σβσ−1)−1 ∈ U .
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In other word,
α3β(σβσ
−1)−1 = α3(x1, . . . , xk, a, c, y1, . . . , yl)(yl, . . . , y1, c, b, xk, . . . , x1)
= α3(cba) ∈ U
for some α3 = α
−1
2 α ∈ SX × SY . Hence, its inverse (abc).α−13 ∈ U .
As a result, α−13 (a, b, c) ∈ U , and by lemma 5, An ⊂ U .
Now if all hj are even permutation then U already contains all hj. Oth-
erwise, we just need at most one element hj0 together with U to generate the
whole SΣ, and therefore generate all hi. Therefore, our set K needs at most
2 elements hi0 and hj0 .
Case 2: Now we only need to handle the case when the M -decomposition
of h ∈ H has the form h = αβ with α ∈ SX×SY , and β = (x1, y1, . . . , xk, yk),
where k = |X| = |Y |, xi ∈ X, yi ∈ Y or β = 1. Note that n ≥ 10 so k ≥ 5.
Let H1 = {hi ∈ H : β = 1}, and H2 = {hi ∈ H : β = (x1, y1, . . . , xk, yk)}.
We now prove that K needs at most four hi ∈ H1, and needs five more
hj ∈ H2 to generate all elements in H = H1 ∪H2.
Suppose there exists some h1 = α = A.B ∈ SX×SY , where A,B are non-
trivial permutations of SX and SY . Then consider U = G({h1}). For any
σ ∈ SX , σh1σ−1h−11 = σAσ−1A−1 ∈ U . Since A is not identity, there exists σ
such that σAσ−1A−1 is a non-trivial permutation of SX . Therefore, AX ∈ U .
Similarly, AY ∈ U . We say that hi ∼ hj with hi, hj ∈ H1 if hih−1j ∈ AX×AY .
Note that, for any equivalent class C, C ⊂ G({gi}∪{h1}) ∀gi ∈ C. Therefore,
we need ≤ 3 other hi to generate the whole H1 because there are at most 4
equivalent classes, and so K only needs ≤ 4 elements of H1 to generate all
elements in H1. If H1 ∈ SX ∪ SY , then by similar arguments, K only needs
≤ 2 + 2 = 4 elements from H1.
Now we will handle H2. Choose a fixed cycle C = (u1, v1, . . . , uk, vk), ui ∈
SX , vi ∈ SY . For each hi = α(x1, y1, . . . , xk, yk), there exist σi ∈ SX × SY
such that: σihiσ
−1
i = (σiασ
−1
i )(σi(x1, y1, . . . , xk, yk)σ
−1
i ) = αi.C. If αi are
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the same for all i, then G({hi}) contains H1 for any hi ∈ H1.
Now suppose there is some i0 and j0 such that αi0α
−1
j0
= A.B, A and B
are non-trivial permutations in SX and SY . Then again, AX , and AY are
both subsets of G({αi0 , αj0}).
We say that hm ∼ hn if αmα−1n ∈ AX × AY . Using the same argument
for H1, we only need at most 3 more hk so that G({hi0 , hj0 , hk1 , hk2 , hk3})
contains H2.
The case αiα
−1
j ∈ AX ∪ AY ∀i, j is handled in a similar way.
As a result, our set K needs ≤ 4 + 5 = 9 elements.
Theorem 2. Suppose that H 6= An is a proper subgroup of the symmetric
group Sn, and H is transitive. Then m(H) ≤ n−4 ∀n ≥ 25. If H is a proper
subgroup of An, then m(H) ≤ n− 4 ∀n ≥ 9.
Proof. First, by lemma 3, we only need to handle the case when H is an
imprimitive but transitive subgroup of Sn. Therefore, we can assume that
H ≤ SΓ oS∆. Using the same notation as in definition 2, we have n copies of
Γ or n blocks, Γ1, Γ2, . . . ,Γ|∆|, and an irredundant generating set of length
m(H) = l, {g1, . . . , gl}, so that {g1, . . . , gk} generates block permutations
while K = {gk+1, . . . , gl} contains elements fixing the blocks.
The proof of theorem 2 is based on Whiston’s proof for Sn with one
exceptional case that is handled by lemma 6.
Whiston proved that for n ≥ 7, if H 6= An is a transitive subgroup of the
symmetric group Sn, and is not a subgroup of S2 o Sn
2
, then m(H) ≤ n − 3.
Cameron and Cara further showed that m(H) ≤ n− 3 even if H ≤ S2 o Sn
2
.
Using GAP, Sophie Le checked for S5 and S6 and found that no transitive
subgroup of Sn other than An has m(H) > n − 3 for n = 5, 6. Therefore, if
H 6= An is a transitive subgroup of Sn, n ≥ 5, then m(H) ≤ n− 3.
Let X1 be the smallest subset of {gk+1, . . . , gl} such that X1 generates
the action of K on Γ1, and suppose that X1 = {gk+1, . . . , gr}. Then there
exists hi generated by X1 such that g
′
i = higi with i > r fixes Γ1 pointwise.
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Let K1 = {g′i, i > r}. We have K1 is irredundant because K is irredundant.
Now take X2 to be a subset of K1 that generates the action on Γ2. Then
we will have an irredundant set K2 that fixes Γ1 and Γ2. We continue this
process to build Xi that generates the action of Ki−1 on Γi, and Ki be the
set built from remaining gi: Ki = {tjgj, tj ∈ 〈X1 ∪ . . . ∪Xi〉. Notice that Ki
must be irredundant, and therefore K|∆| must be an empty set, and so we
have l − k = |K| = ∑i |Xi|. Hence, l − k ≤ ∑im(Xi). We now consider
several cases to prove the inequality m(H) ≤ n− 4:
Case 1: If there is no i such that the subgroup generated by H1 =
{gk+1, . . . , gl} acts as SΓ or AΓ on Γi. Since Xi cannot acts as SΓ on Γi,
m(Xi) ≤ |Γ| − 2, so we get l − k ≤
∑
im(Xi) ≤ |∆|(|Γ| − 2), and therefore
m(H) = l ≤ n− |∆| − 1 ≤ n− 4 for |∆| ≥ 3.
Now suppose that |∆| = 2. Then |Γ| ≥ 5. If either X1 or X2 acts
transitively on Γ1 or Γ2, then m(X1) or m(X2) ≤ |Γ|−3. Hence l ≤ 1+ |Γ|−
2 + |Γ| − 3 = n− 4. So now we just need to consider the case where X1 and
X2 both acts intransitively on Γ1 and Γ2. In this case, there are partitions
Pi = {Ui, Vi} of Γi such that Xi acts seperately on the sets Ui, Vi. Therefore
m(Xi) ≤ m(XUii ) + i(XVii ) ≤ |Ui| − 1 + |Vi| − 1 = |Γ| − 2 (XTi is the group
action of Xi on T ). Hence, l ≤ 1 + |Γ| − 2 + |Γ| − 2 = n− 3.
If the equality occurs, then Xi must acts as SUi × SVi on Γi for i = 1, 2.
If H is a subgroup of An, this case cannot happen.
If, however, H is just a subgroup of Sn, then we will use lemma 6 to
handle this case.
Let h21 be the element that move block 2 to block 1. Suppose that
h21, after moving the block, performs a permutation σ on Γ1. Let hδ be
an element in L, the subgroup generated by {h−121 gk+1h21, . . . , h−121 grh21} such
that hδ fixes the blocks and performs permutation δ on Γ2. Note that δ ∈
σ−1XΓ11 σ = SU ′1 × SV ′1 for some partition {U ′1, V ′1} of Σ.
Now the elements h−1δ g
′
ihδ (here g
′
i = higi ∈ X2 = K1) will again fixes
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Γ1 and performs the permutation δ
−1g′iδ on Γ2. Then by lemma 6, we only
need ≤ 9 elements of X2 together with {g1, . . . , gr} to generate the whole X2.
Hence we must have: m(H) ≤ 1 + n/2− 1 + 9 ≤ n− 4 for n ≥ 25.
Case 2: If |Γ| > 2, and there is some i such that H acts as An or Sn on
Γi. Then by lemma 2, m(H) ≤ |Γ|+ 2|∆| − 3 = n− (|Γ| − 2)(|∆| − 1)− 1 ≤
n− 3− 1 = n− 4 for n = |Γ||∆| ≥ 10 and |Γ| > 2.
For n = 9, |Γ| = |∆| = 3. WLOG, suppose i = 1. If m(H) = n− 3 = 6,
then the block permutation of H must be isomorphic to S3, which is 2-
transitive, and then by lemma 21, we only need at most 5 elements to generate
the whole H. Contradiction. Hence m(H) ≤ 5 ≤ n−4, and so the case n = 9
is also handled.
Case 3: Now we need to handle the case when |Γ| = 2, |∆| ≥ 5. By
lemma 15 (for k = 4), and the fact that m(K) ≤ n − 3 for all transitive
subgroup K 6= An ≤ Sn with n ≥ 5, m(H) ≤ 2|Γ| − 4 = n− 4.
Corollary 1. An is strongly flat for n ≥ 9.
Proof. For any proper subgroup H of An, we will prove that m(H) < n−2 =
m(An).
By theorem 2, we only need to consider the case when H is intransitive.
Then there exists a partition P = {X, Y } of Σ = {1, 2, . . . , n} so that H ⊂
SX × SY ≤ Sn = SΣ. Suppose piX : SX × SY → SX is the projection from
SX × SY to its first factor, and HX = piX(H). Similarly, we have piY , and
HY . Therefore, m(H) ≤ m(HX) + m(HY ) ≤ |X| − 1 + |Y | − 1 = n − 2.
The equality holds if and only if HX = SX and H
Y = SY , and therefore,
H must be SX × SY . Contradiction since SX × SY is not a subgroup of An.
Therefore, m(H) ≤ n− 3, and we finish the proof for corollary 1.
Now to classify all irredundant generating set of size n− 2 in An, we will
consider graphs which are similar to the one used in Cameron and Cara’s
paper.
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Definition 4. Let G be the group Sn or An. Suppose {h1, h2, . . . , hn−2} is
an irredundant generating set of length n − 2 of G. Let Gi be the proper
subgroup of Sn generated by (hi)i 6=j. Then by theorem 2, for G = An, and
n ≥ 9, or for G = Sn and n ≥ 25, Gi is an intransitive subgroup if Gi 6= An.
Now we will build the original graph Gro. We start with the set of vertices
Σ = {1, 2, · · · , n}.
Now for each i ∈ 1, n− 2 such that Gi is intransitive, there exists x and
y in Σ such that hi maps x to y, and x, y are not in the same Gi − orbit.
Such x, y exist because if x, y are in the same Gi− orbit whenever hi maps x
to y, then the orbits of G are the same as the orbits as Gi. This is impossible
because Gi is intransitve while G is transitive. Add the edge that connects x
to y, (x, y), to the graph and named this edge hi. Then we have a graph Go
with either n − 2 or n − 3 edges. Here note that the edge (x, y) is different
from the transposition (x, y) even though they are related to each other.
Lemma 7. The graph Go is a forest
Proof. If there is a cycle, then consider an edge (x, y) that correponds to some
hi in this cycle. Then we can go around the cycle from x to y through other
edges correponding to hj with j 6= i. This leads to contradiction because x
and y are not in the same Gi-orbit.
Lemma 8. If G = An, then the corresponding forest Gro has n − 2 edges.
Moreover, each element hi is the product of exactly 2 transpositions, one
of which correponds to an edge lying in Gro If G = Sn then there are two
possible cases:
• There is exactly one Gi = An, and we can assume i = 1. Then Go has
n− 3 edges. Moreover, h1 is a transpositions, and other n− 3 elements hi
are product of exactly 2 transpositions, one of which already appear in Gro.
• Or if for every i, Gi 6= An, then Gro has n− 2 edges, and each element hi
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is product of ≤ 2 transpositions, one of which corresponds to an edge lying
in Gro.
Finally, let E1(hi) be the edge that connects x to y and lies in Gro and
corresponds to one transposition (x, y) of hi, and let E2(hi) be the edge that
correponds to the other transposition, if any. For the transposition h1 in Sn
case, we just use the notation E1(h1)
Proof. Consider a particular hi, and write the cycle decomposition of hi.
Then represent each cycle (u1, u2, . . . , uk) in the decompostion in term of
products of transpositions (u1, u2), (u2, u3), . . . , (uk−1, uk). Now, add to the
original graph Gro edges that connect these ui to ui+1. Suppose that there’s
a cycle in the resulting graph. If this cycle contains some edges {x, y} that
corresponds to hj with j 6= i, then by going along the other edge of this cycle,
we can connect x to y by edges corresponding to elements in Gj, and this is
again impossible. Therefore, the only edges that can be in the cycle is the
edges built from cycle decomposition of hi as we described above. But those
edges clearly cannot create a cycle. Therefore, the resulting graph must be
forest and can only have at most n− 1 edges.
Now if G = An or G = Sn and Gi 6= An∀i, then Gro already has n − 2
edges. So one can only add at most one edge from the cycle decomposition
of some hi. Hence, hi can be product of at most 2 transpositions, and one
of those transpositions has already appeared in the graph Go. In the case
G = An, hj, therefore, must be product of exactly 2 transpositions.
If G = Sn and G1 6= An, then there are already n−3 edges corresponding
to hi with i 6= 1 in Go. If we add k transpositions from h1’s decomposition,
then by a similar argument as above, the new graph is still a forest, and
k + n − 3 ≤ n − 1 or k ≤ 2. Since h1 is an odd permutation, k must be 1,
and, therefore, h1 is a transpositions. Similarly, for i 6= 1, hi must be product
of ≤ 3 transposition. Because hi, i 6= 1, is an even permutation, it must be
the product of exactly 2 transpositions.
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Theorem 3. All irredundant generating sets of length n − 2 in An, H =
{h1, h2, . . . , hn−2}, has the form {sge11 , sge22 , . . . , sgen−2n−2 , ei ∈ {1,−1}}, where
s, gi are transpositions such that the graph associated with these transpositions
is a tree.
Proof. Now start with the forest (original graph) Gro associated to G = An
that is defined above. If all E2(hi) are the same and are some edge E, then
we can add E to Go, and the resulting graph is still a forest, and, therefore,
is a tree. Therefore the irredundant generating set H = {hi} has the form
as desired.
Now for some j 6= i such that E2(hi) 6= E2(hj), add E2(hi) and E2(hj) to
the forest Gro. Then we will get n edges in the resulting graph, and there
must be some cycle C(i, j) in this new graph. Notice that E1(hk) for k 6= i, j
cannot be in this cycle, so the cycle has ≤ 4 edges. Also, note that the cycle
must has at least 3 edges so it must contains both E1(ht) and E2(ht) for t = i
or t = j. WLOG, suppose that the cycle C(i, j) contains E1(hi) and E2(hi),
and has 4 vertices 1, 2, 3, 4. Now we have 2 following cases :
Case 1: E1(hi) and E2(hi) share no common vertex. Then the cycle must
have at least 4 edges and therefore have exactly 4 edges Ek(ht), k = 1, 2, t ∈
{i, j}. WLOG, suppose that E1(hi) = (1, 2), E2(hi) = (3, 4), E1(hj) = (2, 3)
and E2(hj) = (1, 4). Then 3 and 4 must be in different Gi-orbits while 1 and
4 must be in different Gj-orbit .
Clearly, E2(hk) 6= E2(hi), for k 6= j, so we can consider the cycle C(i, k)
instead. C(i, j) must contain E2(hk). This is impossible because no two
vertices in {1, 2, 3, 4} can be in the same Gi or Gj-orbits and cannot be
connected by an edge correponding to hk with k 6= i, j.
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Case 2: If two edges of hi share a common vertex. Again, WLOG,
suppose E1(hi) = (1, 2), and E2(hi) = (1, 3). Hence 1 and 3 are not in the
same Gi-orbit. For any k 6= i, j, we again consider the cycle C(i, k). 1, 2, and
3 are in different Gi-orbits, so C(i, k) must contain both E1(hi) and E2(hi).
Therefore, this cycle has only two possible forms:
First, we will change hi to h
′
i = h
2
i so that E2(h
′
i) = (2, 3). In the second
form, if any, we can change hk to h
′
k = h
2
k so that all edges E2(h
′
t) with the
new h′t = ht or h
2
t are the same and are the edge (2, 3). As a result, {h′j} and
{hj} has the form indicated.
Remark 2. Sophie Le found that theorem 3 is also true for A7 and A8. It
is easy to see that theorem 3 is true for A4 and A3, and therefore theorem 3
is true for all n 6= 5, 6 ≥ 3.
Lemma 9. Let {X, Y } be a partition of Σ = {1, 2, .., n}. Suppose that G =
(SX ×SY )∩An. Then either G is maximal subgroup of An or |X| = |Y | = n2
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and there is an unique maximal subgroup M = (Sn
2
o S2) ∩ An that contains
G.
Proof. Suppose we have an element h ∈ An \G.
Write the M -decomposition of h: h = M.N , where M ∈ SX × SY , and
N = (x1, y1, . . . , xk, yk) with xi ∈ X, yi ∈ Y .
Let F be the subgroup generated by h and G. Suppose that there is some
x ∈ X that not in the cycle N of h. Let σ ∈ SX be the permutation that
swaps x1 and x. Because h ∈ F , h′ = (ab).N ∈ F , where (ab) is some trans-
postion in SX . We have N.(a, b)(a, b).N = N
2 = (x1, . . . , xk)(y1, . . . , yk) ∈ G,
so N.(a, b) is also in F .
Because h ∈ F , and σ−1(a, b) ∈ G, M.σ−1σN(σ−1(a, b)) ∈ F . Hence
σNσ−1(a, b) = (x, y1, . . . , xk, yk)(a, b) ∈ F since M.σ−1 is in G = (SX ×
SY ) ∩ An. But we also have N.(a, b) ∈ F , so (a, b).N−1 ∈ F .
Therefore, (x, y1, . . . , xk, yk)(a, b)(a, b)(yk, xk, . . . , y1, x1) = (y1, x1, x) ∈
F . As a result, An = F .
Consequently, if G is not maximal, and F0 is some maximal subgroup con-
tainingG, then F0 can only contain elements of the formM(x1, y1, . . . , xk, yk),
where M ∈ SX ×SY , and {xi, yi}ki=1 is exactly the set Σ. Hence, F0 must be
(Sn
2
o S2) ∩ An. Moreover, because of the same reason, F0 = (Sn
2
o S2) ∩ An
must also be a maximal subgroup of An.
Theorem 4. Let {h1, h2, . . . , hn−2} be any irredundant generating set in An
of length n− 2 (n 6= 5, 6 ≥ 3). There is an unique collection of maximal sub-
groups M1,M2, . . . ,Mn−2 that are certified by hi. In other word, An satisfies
the uniqueness property
Proof. By theorem 3, we can assume that hi = ssi, with i = 1, n− 2 so that
the edge E(s) = E2(hi) and E(si) = E1(hi) corresponding to transpositions
s and si create a tree T on the set of vertices Σ = {1, 2, . . . , n}.
Again, if Gi be the subgroup generated by {hj}j 6=i, then we have Gi =
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SX×SY ∩An, whereX and Y are sets of vertices of two connected components
of T \{E1(hi) = E(si)}. Then by lemma 9, Gi is almost maximal. Therefore,
the uniqueness property is satisfied.
Definition 5. A group G with m = m(G) satisfies the replacement property
if for any irredundant generating set H = {h1, h2, . . . , hm} of length m of G
and any non-identity element h ∈ G, there exists some i ∈ 1,m so that the
set {hj}j 6=i ∪ {h} still generates G.
Theorem 5. An satisfies the replacement property for all n > 0.
Proof. Using GAP, G. Frieden and Sophie Le found that An satisfies re-
placement property for n = 1, 8. So we just need to consider the case when
n ≥ 9.
Again, by theorem 3, we can consider an irredundant generating set of
length n−2 of the form H = {hi = ssi, i = 1, n− 2} so that edges E(s) and
E(si) corresponding to transpositions s and si create a tree T on the set of
vertices Σ = {1, 2, . . . , n}.
Consider any element h ∈ An. Then there are at least 2 pair of elements
in Σ, (x, y) and (z, t), such that h maps x to y, and maps z to t. Consider
the paths Li in T that connect xi to yi for all distinct pairs (xi, yi) such that
h maps xi to yi.
Suppose that there exists two edges E(si) and E(sj) with si, sj 6= s in
∪ki=1Li (k ≥ 2). Then h 6∈ Gi and h 6∈ Gj. By lemma 9, either Gi or Gj must
be maximal because (Sn
2
o S2) ∩ An cannot contain Gi ∪ Gj = An. WLOG,
suppose that Gi is a maximal subgroup. Then we can replace hi by h.
Otherwise, if ∪ki=1Li = {E(si), E(s)} for some i, then k = 2, and h must
be ssi, and we can replace hi by itself.
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3. Properties of irredundant generating set of arbitrary length in
the symmetric group
3.1. Classification of irredundant generating sets of length n − 2
of symmetric group
Cameron and Cara classified all irredundant generating sets of length n− 1
in Sn. Now we will classify all irredundant generating sets of length n− 2 in
Sn.
Definition 6. Let Σ = {1, 2, . . . , n}. For a subset S ⊂ Sn consisting of
transpositions, we define GrS to be the graph on the set of vertices Σ such
that x and y is connected to by an edge E(s) if there exists some transposition
s ∈ S such that s = (xy).
Theorem 6. (Classification of irredundant generating sets of length n − 2
for Sn with n > 24)
Let H = {h1, h2, . . . , hn−2} be an irredundant generating set of length
n − 2 of Sn. Then we can change some of the element hi of H to h−1i so
that the resulting set has one of the following types: (Here s, t, r, and si are
always distinct transpositions)
1. H = {ss1, . . . , ssk, sk+1, . . . , sn−2} with 1 ≤ k < n−2 such that Gr{s,si}
is a tree.
2. H = {s1s2, s3s4, s5, . . . , sn} such that Gr{s,si} is connected and contains
exactly 1 cycle (E(s1), E(s3), E(s2), E(s4)).
3. H = {ts1, . . . , tsk, s, ssk+1, . . . , ssn−3, } with 1 ≤ k ≤ n − 3 such that
Gr{t,s,si} is a tree.
4. H = {s1s2, s3s4, s, ss5, . . . , ssn−1} such that Gr{s,si} is connected and
contains exactly 1 cycle (E(s1), E(s3), E(s2), E(s4)).
5. H = {s1s2, ts3, . . . , tsk, s, ssk+1, . . . , ssn−2} with 3 ≤ k ≤ n − 2 such
that Gr{s,t,si} is connected, and contains exactly 1 cycle (E(s1), E(s), E(s2), E(t)).
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6. H = {s1s2, s3s4, s, ss5, . . . , ssn−1} such that Gr{s,si} is connected and
contains exactly 1 cycle (E(s1), E(s3), E(s2), E(s4), E(s)).
7. H = {ts1, . . . , tsk, rsk+1, . . . , rsl, s, ssl+1, . . . , ssn−3} with 1 ≤ k <
l ≤ n − 3 such that Gr{s,t,r,si} is connected and contains exactly 1 cycle
(E(s), E(t), E(r)).
Proof. Recall that Gi is the subgroup of G = Sn generated by {hj}j 6=i. We
divide the problem into 2 following cases:
Case I: Gi 6= An ∀i. In this case, by ??, Gro is a tree with n− 2 edges.
Moreover, each hi is product of ≤ 2 transpositions, and E1(hi), the edge
corresponding to the first transposition of hi, lies in Gro.
Starting with Gro, if hi and hj are not transpositions, and E2(hi) 6=
E2(hj), then we add E2(hi) and E2(hj) to Gro. We will have a new graph
Gr(i, j) with n edges. Therefore, there must be some cycle C(i, j). If C(i, j)
contains some edge E1(hk) = (x, y), then by going along the other edge of the
cycle, we would get that x and y are in the same Gk-orbit, and that cannot
happen. Therefore, edges of C(i, j) can only be E1(hi), E1(hj), E2(hi), and
E2(hj).
There exists hi such that it is the product of 2 transpostions because
otherwise the set {hj} cannot generate Sn. So now we have 2 subcases:
Case I.1: Suppose that all hi have the same second transpositions s.
Then add the edge corresponding to s to Go, we will get a tree T . This
means that H has type 1.
Case I.2: Suppose that there are hi and hj such that E2(hi) 6= E2(hj).
Then consider the graph Gr(i, j), and the resulting cycle C(i, j). WLOG,
we can assume that C(i, j) contains both E1(hi) and E2(hi). As a result,
E2(hi) must have 2 vertices that are in different Gi-orbit, and therefore,
E2(hi) 6= E2(hk) for any k 6= i, so there exists the cycle C(i, k) for any k 6= i
that hk is not a transposition. Now we consider different possible forms of
C(i, j):
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Case I.2.a: If for some C(i, j), E1(hi) and E2(hi) share no common
vertices. Then C(i, j) must be a 4 cycles and contains E1(hi), E2(hi), E1(hj),
and E2(hj). Hence, E2(hi) must have 2 vertices that are in different Gi-orbits.
Similarly, E2(hj) also has 2 vertices that are in different Gj-orbits.
Because vertices in both edges correponding to hi are in different Gi-
orbits, C(i, k) must contain both these edges. Therefore, C(i, k) must con-
tain, E2(hk), E1(hi), E2(hi). However, in no way, two vertices of E2(hk) can
be 2 of 4 vertices of E1(hi) and E2(hi). Contradiction. Therefore, for k 6= i, j,
hk must be a transpositions. As a result, H has type 2.
Case I.2.b: If two edges E1(hi) and E2(hi) in C(i, j) share a common
vertex instead. We can again assume that E1(hi) = (1, 2) and E2(hi) = (1, 3).
Then for any k 6= i such that hk is not a transposition, E2(hk) 6= E2(hi), and
C(i, k) can only have two possible forms:
As a result, we can change hi to h
2
i = h
−1
i , and change some other hj to
h2j = h
−1
j so that H will have type 1.
Case II: Assume that there is some Gi = An. Again, by ??, h1 is a
transposition, and other n− 3 hi’s are product of 2 transpositions such that
E1(hi), the edge corresponding to the first transposition of hi, lies in Gro.
Suppose that h1 = (x, y).
If E2(hi) 6= E2(hj), and they are different from E1(h1) = (x, y), then we
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add E1(h1), E2(hi) and E2(hj) to Gro so that we have a new graph Gr(i, j)
with n edges. There must be some cycle C(i, j). C(i, j) cannot contain some
edge E1(hk) = (x, y) for k 6= i, j and 1 because otherwise x and y will be in
the same Gk-orbit by going the other way from x to y along the cycle. So
C(i, j) can only contains ≤ 5 edges: E1(hi), E1(hj), E2(hi), E2(hj), E1(h1).
Let M be the set of hi such that both hi and h
2
i doesn’t map x to y.
Note that for hi 6∈ M and hi 6= h1, the second transposition of hi or h2i is
exactly h1. Now M must have at least 1 element because otherwise H cannot
generate Sn.
Case II.0: If |M | = 1, then by changing hi to h2i appropriately, we will
get H = {h1, h1x1, . . . , h1xn−4, xn−3xn−2}. Moreover, edges corresponding to
transpostions h1 and xi with i ∈ 1, n− 2 will create a forest (and therefore
a tree) on the set of vertices Σ. So H has type 3.
Now suppose |M | ≥ 2.
Case II.1: Assume that there is some element hi of M such that E1(hi)
and E2(hi) have no common vertex, and E2(hi) = (u, v), with u and v are in
different Gi-orbit.
For another hj ∈ M , E2(hj) 6= E1(h1). Also E2(hi) 6= E2(hj), E1(h1)
because of our assumption that u and v are in different Gi-orbits. Then we
can consider the graph cycle C(i, j) that we defined above. Note that C(i, j)
cannot contain only 1 edge of hi because 2 vertices of that edge cannot
be in the same Gi-orbit. Moreover, C(i, j) cannot be a cycle with 3 edges
E1(hj), E2(hj), and E1(h1) because hj 6∈M . As a result, C(i, j) must contain
both E1(hi) and E2(hi)
Now this cycle C(i, j) has only 4 possible forms:
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If C(i, j) has form 1, then 2 vertices of E2(hj) must be in different Gj-
orbits. Moreover, if there exists hk ∈ M with k 6= i, j, then C(i, k) must
contains both edges correponding to hi, and also E2(hk). Again, similar to
Case I.2.a, we see that this cannot happen. Hence M must be {hi, hj}, and
H has type 4.
Assume that C(i, j) has form 2. For hk ∈ M,k 6= i, j, consider the cycle
C(i, k). C(i, k) must contain both edges correponding to hi and also E2(hk).
As a result, either E2(hk) = E2(hj) = B or C(i, k) has the following form:
Therefore, for hk ∈ M , we can change hk to h2k = h−1k , if necessary, so
that E2(hk) = E2(hj) = B. So H has type 5.
Now suppose that C(i, j) has form 3. Then, by a similar argument we
used for form 2, we can show that H must also have type 5.
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Finally, we handle the case when C(i, j) has form 4. If there is any
hk ∈M , k 6= i, j, then we can consider C(i, k). This cycle again must contain
both edges correponding to hi, E2(hk), and possibly E1(h1). If C(i, k) has 4
edges, then we can connect 2 vertices of E1(hj) by edges other than E1(hj)
and E2(hj), and therefore these vertices have to be in the same Gj-orbit.
Contradiction. So C(i, j) must have 5 edges, and must contain E1(h1). But
with such arrangment of edges E1(h1), E1(hi) and E2(hi) in form 4, this
cycle must contain all 5 vertices of C(i, j). Again, we get that two vertices of
E1(h1) are in the same Gj-orbit, and this is impossible. Therefore M must
be {hi, hj}. As a result, H must have type 6.
Case II.2: For each hi ∈ M , either E1(hi) and E2(hi) have a common
vertex or E2(hi) = (x, y), with x and y are in the same Gi-orbit.
Suppose that there exists some hi ∈M such that E2(hi) has two vertices
in the same Gi-orbit.
If for every hj ∈ M , E2(hj) = E2(hi) or E2(h2j) = E2(hi), then H must
have type 3.
If there is some hj ∈ M , both E2(hj) and E2(h2j) 6= E2(hi), then we
can consider the cycle C(i, j). This cycle cannot contain E1(hi). Also, ei-
ther E1(hj) is not in C(i, j) or E1(hj) and E2(hj) have a common vertex.
Moreover, this cycle cannot be (E2(hi), E1(hj), E2(hj)) because otherwise,
E2(h
2
j) = E2(hi)
Therefore, the cycle C(i, j) must be either (E1(h1), E2(hi), E2(hj)) or
(E1(h1), E2(hi), E2(hj), E1(hj)).
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In each case, for any other hk ∈ M , then we can change hk to h2k = h−1k ,
if necessary, so that all E2(hk) can only be the edge A or B. As a result, H
has type 7.
We now can assume that for every hi ∈ M , E1(hi) and E2(hi) have
a common vertex, and 2 vertices of E2(hi) are not in the same Gi-orbit.
Therefore, for any hi, hj ∈ M , E2(hi) 6= E2(hj), and both are different from
E1(h1). Moreover, the cycle C(i, j) cannot be a 3 cycles and can only has 1
of the following forms:
If for alll hj ∈ M, j 6= i, C(i, j) has the first form, then we can change
hk ∈ M to h2k, such that for all new hk, E2(hk) is A. Therefore, H has type
3.
If there is some C(i, j) with the second form. Then, again we can change
some hk ∈ M to h2k = h−1k such that E2(hk) is either B or C. Therefore H
has type 7.
Finally, it is easy to check that each sequence of type 1 to 7 is irredundant
and generates Sn, and so our proof is complete.
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3.2. Elements in an irredundant generating set of arbitrary length
in the symmetric group
Lemma 10. There exists an integer-valued function f = f(k, q) with 2 vari-
ables q and k ∈ Z > 0 such that
k∏
i=0
di ≤ f(k, q) for any {di}ki=1 ∈ Z that
satisfies
k∑
i=1
1
di
= q (q ∈ Q > 0)
Proof. For any q ∈ Q > 0, let f(1, q) = b1
q
c ∈ Z.
We define f(k, q) recursively: f(k, q) = max
1
q
<t∈Z≤ k
q
tf(k − 1, q − 1
t
) ∀k ≥ 2
and q > 0 ∈ Q.
Now we prove that
k∏
i=0
di ≤ f(k, q) for any {di}ki=1 ∈ Z that satisfies
k∑
i=1
1
di
= q by induction on k.
If k = 1, it is obvious from the definition of f(1, q). Now suppose {di}ki=1 ∈
Z that satisfies
k∑
i=1
1
di
= q, and WLOG, suppose that d1 = min
i∈1,k
di. Then we
get
k
d1
≥ q, and so d1 ≤ k
q
. Suppose d1 = t with
1
q
< t ∈ Z ≤ k
q
. Then
k∑
i=2
di = q − 1
t
> 0, and so by induction hypothesis on k − 1, we get
k∏
i=2
di ≤
f(k − 1, q − 1
t
). As a result, d1d2 . . . dk ≤ max
1
q
<t∈Z≤ k
q
tf(k − 1, q − 1
t
) = f(k, q)
as desired.
Definition 7. Consider two partitions P = {X0, X1, . . . , Xm}, and P′ =
{Y0, Y1, . . . , Ym′} of Σ = {1, 2, . . . , n} with m,m′ ≥ 1. (Note that these are
special partitions because |X0| and |Y0| can be zero). We say that P < P′ (or
P′ > P) if one of the following conditions holds:
• m′ = m and there exists i0, and x0 ∈ X0 such that Y0 = X0 \ {x0},
Yi0 = Xi0 ∪ {x0}, and Xi = Yi ∀i 6= i0.
• m′ = m− 1, and for some i0 > 0, Xi = Yi ∀i < i0, Yi0 = Xi0 ∪Xi0+1, and
Xi+1 = Yi ∀i > i0.
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Now for each partition P of Σ, let d(P) = |X0|+m ≤ 1. Then for each pair
of partitions P < P′, d(P′) = d(P)− 1
Therefore, for a partition P = P0 of Σ, any increasing chain of partitions
starting at P0, P0 < P1 < . . . . < Pt−1, has at most d(P0) elements.
Lemma 11. There exists a function φ(k, l) so that if H be a subset of Sn
(n ≥ 10), and P = {Xi}mi=0 is a partition of Σ = {1, 2, . . . , n} such that
|Xi| ≥ 4 ∀i ∈ 1,m and |X0| = k ≥ 0 (X0 can be empty), then:
• Either there exists h0 ∈ H such that there is a partition P′ > P so that if
G ≤ Sn has M-property wrt P (defined in definition 3), and contains h0,
then G also has M-property wrt P ′
• Or there exists a subset K of H with |K| ≤ φ(|X0|,m) such that if some
G ≤ Sn has M-property wrt P and contains K, then G also contains H.
Proof. For u ∈ Z > 0, k, l ∈ Z ≥ 0, and µ is a set, we define the following
integer-valued functions:
f1(u, k) = k!
k∑
t=0
f(u+ t, 1), where the function f is defined in lemma 10 ,
g(k, µ) = k!
∑
Q={Y1,...,Yp}
p∏
i=1
f1(|Yi|, k), where the sum is taken over all par-
tition Q of µ,
g1(k, l) = max
µ⊂{1,2,...,l}
g(k, µ),
and finally, φ(k, l) = (2l + 1)g1(k, l),
Now assume by contradiction that the lemma does not hold.
Consider an element h0 of H, and let G ≤ Sn be the subgroup that has
M -property wrt P (defined in definition 3), and contains h0.
Write the M -decomposition wrt P (defined in lemma 4) of h0: h0 =
α.β0.
p∏
i=1
βi (α ∈
m∏
i=1
SXi , β0 ∈ SX0 , and βi commute with each other). Let Q =
{Y1, . . . , Yp} be the partition of {1, 2, . . . ,m′} (m′ ≤ m) that is associated
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with this decomposition so that βi 6∈ SXt ∀t ∈ 0,m is a single cycle that
contains all elements of Xj that are not fixed by h with j ∈ Yi.
Now we prove that for each 1 ≤ j ≤ m′, elements in Xj lies in the cycle βi
with j ∈ Yi in such a way that the distance between 2 consecutive elements
is the same. Assume by contradiction that this is not the case for some Xj0 ,
then if we let d0 be the smallest distance between 2 elements of Xj0 that lies in
the cycle βi0 , we will have β
d0
i0
= Z.T = (y1, y2, . . . , yl, a, b, x, x1, x2, . . . , xk).T ,
where a, b ∈ Xj0 while x ∈ Xj1 , j1 6= j0. Here Z and T are products of distinct
terms in the cycle decomposition of βd0i0 .
First, we have h0 = α.
p∏
i=0
βi ∈ G, so
p∏
i=0
βi.α ∈ G.
Therefore, α.
p∏
i=0
βi.
p∏
i=0
βi.α = α
p∏
i=0
β2i α ∈ G. Again, we get α2
p∏
i=0
β2i ∈ G.
In a similar manner,we will get L = αd0
p∏
i=0
βd0i ∈ G.
Hence,
L1 = (a, b)α
d0
p∏
i=0
βd0i (a, b)
= (a, b)αd0(a, b).(y1, y2, . . . , yl, b, a, x, x1, x2, . . . , xk)T.
∏
i 6=i0
βd0i ∈ G.
As a result,
LL−11 = α
d0(y1, y2, . . . , yl, a, b, x, x1, x2, . . . , xk)·
(xk, . . . , x2, x1, x, a, b, yl, . . . , y2, y1)(a, b)α
−d0(a, b)
= αd0(x, b, a)(a, b)α−d0(a, b) ∈ G
Hence, (a, b)α−d0(a, b)αd0(x, b, a) = α1(x, b, a) ∈ G with α1 ∈ SXj0 .
If j1 > 0, then let Σ
′ = Xj0 ∪ Xj1 . Applying lemma 5 for the parti-
tion {Σ \ Σ′, Xj0 , Xj1}, we get AΣ′ ⊂ G. For σ ∈ SΣ′ and h ∈ G, if σ
is an even permutation, σhσ−1 ∈ G because AΣ′ ⊂ G. Otherwise, if σ
is an odd permutation, σhσ−1 = σ(a, b)(a, b)h(a, b)(a, b)σ−1 ∈ G because
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(a, b)h(a, b) ∈ G, and σ(a, b) ∈ AΣ′ ⊂ G. Therefore, G has M -property wrt
P′ = {Xi, Xj0 ∪Xj1}i 6=j0,j1 .
Now if j1 = 0 instead, then we get A{x}∪Xj0 ⊂ G. By a similar argument
as above, we get σhσ−1 ∈ G ∀h ∈ G, σ ∈ S{x}∪Xj0 . Hence, G has M -property
wrt P′ = {X0 \ {x}, {x} ∪Xj0 , Xi}i 6=j0>0.
In either cases, P′ > P, and the first statement in the lemma holds, and
this contradicts with our initial assumption.
In a similar manner, we can prove that all elements of Xj with j ∈ Yi
appear in the cycle βi by using the identity:
(y1, y2, . . . , yl, a, x, x1, x2, . . . , xk)(xk . . . , x2, x1, x, b, yl · · · y2, y1) = (x, b, a)
, for a, b ∈ Xj, and x ∈ Xj1 6= Xj.
As a result, for all h ∈ H, the M -decomposition of h is h = α.β0.
p∏
i=1
βi
with the associated partition Q = {Y1, . . . , Yp} of {1, 2, . . . ,m′}(m′ ≤ m)
such that all elements of Xj appear in βi, and the distance between any 2
elements of Xj in this cycle is the same and is dj ∀j ∈ Yi.
Then there exists h′, which is a conjugate of h by an element in
m∏
i=1
SXi ,
such that the cycle βi (1 ≤ i ≤ p) in the M -decomposition of h′ contains all
elements Xj with j ∈ Yi which are in an increasing order and the distance
between any 2 elements in Xj is the same and is dj (j ∈ Yi). Therefore, if
βi contains k elements and t elements in X0, then k = t +
∑
j∈Yi
k
dj
, t ≤ |X0|.
Therefore, we get 1 = 1
k
+ . . . + 1
k
+
∑
j∈Yi
1
dj
(with t terms 1
k
). By lemma 10,
for t ∈ 1, |X0|,
∏
j∈Yi
dj ≤ kt
∏
j∈Yi
dj ≤ f(|Yi|+ t, 1).
Notice that the first element of Xj that is in the cycle βi must appear
in the lth position for some l ∈ 1, dj, and subsequent element of Xj in βi is
determined by adding a multiple of dj to that first element. Therefore,
p∏
i=0
βi
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of h′ has at most
|X0|! ·
∑
k=t+
∑
j∈Yi
k
dj
∏
j∈Yi
dj ≤ |X0|!
X0∑
t=0
f(|Yi|+ t, 1) = f1(|Yi|, |X0|)
possible forms.
Therefore, h′ = α′.T where α′ ∈ ∏mi=1 SXi so that T = can only have ≤
|X0|!
∑
Q={Y1,...,Yp}
p∏
i=1
f1(|Yi|, |X0|) = g(X0, µ) ≤ max
µ⊂{1,2,...,m}
g(X0, µ) = g1(X0,m)
possible forms, where Q is a partition of some subset µ of {1, 2, . . . ,m}.
Now for h, k ∈ H, we say that h ∼ k if the correponding h′ = αh.T and
k′ = αk.T for some αh and αk ∈
∏m
i=1 SXi . So we have at most g1(X0,m)
equivalent classes in H.
Consider a particular equivalent class C and h0 ∈ C. Suppose G has
M -property wrt P, and h0, k ∈ G for some k ∈ C, then αh0α−1k =
∏
i∈J xi ∈∏
i∈J SXi ∈ G with xi 6= 1. Then AXi ⊂ G for all i ∈ J . Let J0 =
{i0 such that ∃k so that αh0α−1k =
∏m
i=1 xi ∈
∏m
i=1 SXi so that xi0 6= 1}.
Then G needs to contain at most m elements k 6= h0 ∈ C so that A{Xi} ⊂
G ∀i ∈ J0. Because elements xi from the product αh0α−1k =
∏m
i=1 xi ∈∏m
i=1 SXi can be odd permutations, we will need at most other m elements
k′ ∈ C so that if G contains these k and k′ together with h0, then G will
contain C . Therefore, if G is some subgroup that has M -property wrt P,
then G just needs to contain at most (2m+1) elements in an equivalent class
C to contain all elements in this class.
As a result, there exists K ⊂ H |K| ≤ (2m + 1)g1(X0,m) = φ(X0,m)
such that if G contains K, then G contains H.
Lemma 12. (Generalization of lemma 6) There exists a function ψ = ψ(k, l)
such that for any partition P = {X0, X1, . . . , Xm} of {1, 2, . . . , n} with |Xi| ≥
4 ∀i = 1,m, and any subset H ⊂ Sn, there exists a subset K ⊂ H such
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that |K| ≤ ψ(|X0|,m) and that any subgroup G with M-property wrt P that
contains K also contains H.
Proof. Consider ψ(k, l) = φ(k, l) + k + l, where the function φ is defined in
lemma 11
Let P0 = P, and start with an empty set K0. For i ≥ 0, if we have
partition Pi and there exists some hi ∈ H such that any group G that has
M -property wrt Pi containing hi also has M -property wrt Pi+1 with some
Pi+1 > Pi, we will add that hi to K0. Because the longest chain of increasing
paritions has size |X0|+m, |K0| ≤ |X0|+m.
Suppose that G is some subgroup of Sn that has M -property wrt P|K0|.
Because P|K0| is the final partition obtained from the previous process, there
is no partition Q = {Q0, Q1, . . . , Qm′} > P|K0| of {1, 2, . . . , n} such that
there is some h ∈ H so that any group G that has M -property wrt P|K0|
containing h also has M -property wrt Q.
Therefore, by lemma 11, there exist K1 ≤ H with |K1| ≤ φ(|X0|,m) so
that any G that has M -property wrt P|K0| and contains K1 also contains
H. Now consider any G ≤ Sn containing K0 ∪K1 and has M -property wrt
P . Because K0 ⊂ G, G must have M -property wrt P|K0|. Now because G
contains K1, G must contain H. Finally, we have |K0 ∪K1| ≤ |K0|+ |K1| ≤
|X0|+m+ φ(|X0|,m) = ψ(|X0|,m), so we can finish the proof here.
Definition 8. For a partition P = {X0, X1, . . . , Xm} of {1, 2, . . . , n}. A
subgroup I ≤ Sn has SP-property wrt P if given any m transpositions si ∈
SXi for i ∈ 1,m, for any s ∈
m∏
i=1
SXi, there exists t ∈ {0, 1} so that s ·∏m
t=1 s
t
t ∈ I.
It is obvious that if I ′ has SP-property wrt P, and I ′ ≤ I ≤ Sn, then I
also has SP-property wrt P
Given a subgroup I ≤ Sn with SP-property wrt P, we define G(I,K,P)
to be the subgroup of Sn that is generated by xkx
−1 with x ∈ I, k ∈ K.
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Lemma 13. Assume P = {X0, X1, . . . , Xm}, m ≥ 1, is a partition of
{1, 2, . . . , n}, and X is a subset of ∪mi=1Xi such that |X| = k, and |Xi \
X| ≥ 4 ∀i ∈ 1,m. Moreover, assume that I ≤ Sn has SP-property wrt P.
Then there exists K ⊂ H, with |K| ≤ k(m + |X0|) such that there exists
{gh}h∈H ⊂ G(I,K,P) so that ∀h ∈ H, ghh fixes all points in X.
Proof. We prove by induction on k ≥ 0.
For k = 0, there is nothing to prove.
Suppose the statement is true for k − 1 (k ≥ 1). We prove that it is also
true for k. Consider a point x ∈ X. Applying the induction hypothesis on
k−1 for X\{x}, there exists K1 ⊂ H, with |K1| ≤ (k−1)(m+|X0|) such that
there exists lh = ghh fixed all points in X \{x}. Here {gh}h∈H ⊂ G(I,K1,P)
Consider the set S = {lh(x), h ∈ H, lh(x) 6= x}, which is the set of points
6= x that lh maps x to. For s, t ∈ S, we say that s ∼ t if s and t are in the
same Xi for some i ≥ 1. Then we have t ≤ m+ |X0| equivalent classes in S.
Now suppose that {si}ti=1 are representatives of these equivalent classes
such that lki(x) = si. LetK2 = {ki}ti=1 ⊂ H. We will prove thatK = K1∪K2
is the set K that we need to find. First notice that |K| ≤ |K1| + |K2| ≤
(k − 1)(m+ |X0|) + (m+ |X0|) = k(m+ |X0|)
For h ∈ H such that lh(x) = x, then lh(x) fixes all points in X, and we
have ghh = lh fixes all points in X with gh ∈ G(I,K1,P) ≤ G(I,K,P).
We now prove that for other h ∈ H, there exists mh = glkig−1 for some
i ∈ 1, t, and some g ∈ I such that m−1h lh fixes all points in X. Consider
h ∈ H such that lh(x) 6= x. Assume that lh(x) = sh ∼ si for some i ∈ 1, t. If
sh = si, then choose mh = lki , and we will have m
−1
h lh fixes x and all points
in X \ {x}.
We suppose that sh 6= si are in some same set Xj (1 ≤ j ≤ m). First, sh
and si 6∈ X \ {x} because lh and lki don’t fixes sh and sj.
Now choose two other elements yj 6= zj 6= sh, si ∈ Xj \X, and yt 6= zt ∈
Xt \ X for 1 ≤ t 6= j ≤ m (yj, zj, yt, and zt exist because |Xi \ X| ≥ 4).
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By definition, nh = (shsi) ·
m∏
t=1
(ytzt)
t ∈ I for some t ∈ {0, 1}. As a result,
mh = nhlkin
−1
h = nhlkinh will still fixes all points in X \ {x} because sh, si 6∈
X \ {x}, and yt, zt 6∈ X \ {x} for t ∈ 1,m. Furthermore, mh maps x to sh,
and therefore m−1h lh fixes all points in X.
Now note that we have m−1h lh = m
−1
h ghh = uhh fixes all points in X.
Moreover, uh = m
−1
h gh = nhl
−1
ki
nhgh = nhgkin
−1
h nhkin
−1
h gh ∈ G(I,K,P) be-
cause nhgkin
−1
h and gh ∈ G(I,K1,P) ⊂ G(I,K,P), and nhkin−1h ∈ G(I,K2,P) ⊂
G(I,K,P). Therefore, K is the set that we need to find to finish the induc-
tion step on k and, therefore, to finish the proof.
Definition 9. Let P = {X0, X1, . . . , Xm} be a partition of {1, 2, . . . , n}, and
I be a subgroup of Sn that has SP-property wrt P. We say that G ≤ Sn has
K-property wrt P and I if xgx−1 ∈ G ∀g ∈ G, x ∈ I.
Lemma 14. There exists a function ω = ω(u, v) so that for any partition
P = {X0, X1, . . . , Xm} of {1, 2, . . . , n} with |Xi| ≥ 6 ∀i ∈ 1,m, any subgroup
I ≤ Sn that satisfies SP-property wrt P, and subset H ⊂ Sn, there exists
a subset K ⊂ H such that |K| ≤ ω(|X0|,m) and that any subgroup G with
K-property wrt P and I that contains K also contains H.
Proof. By lemma 12, there exists a function ψ(k, l) so that for any partition
P′ = {X0, X1, . . . , Xm′} of {1, 2, . . . , n} with |Xi| ≥ 4, and any subset U ⊂
Sn, there exists a subset V ⊂ U with |M | ≤ ψ(|X0|,m) such that any
subgroup G ≤ Sn that has M -property wrt P and contains V also contains
U . Then we define ω(k, l) = ψ(k, l) + 2l(k + l) for k, l ∈ Z ≥ 0.
Now consider any subset H ⊂ Sn.
Let X = ∪mi=1{xi, yi}, in which xi and yi are two fixed elements of Xi.
By lemma 13 for H, X, and partition P, there exists K1 ⊂ H with |K1| ≤
|X| · (m+ |X0|) = 2m(m+ |X0|) such that ∀h ∈ H, ghh fixed all points in X
for some gh ∈ G(I,K1,P).
Let H ′ = {ghh, h ∈ H}. Then by definition of ψ, there exists a subset
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K ′ ⊂ H ′ with |K ′| ≤ ψ(X0,m) so that any subgroup G ≤ Sn with M-
property wrt P that contains K ′ also contains H ′. We can assume that
K ′ = {gkiki}ti=1 for some ki ∈ H and t ≤ ψ(|X0|,m).
Now let K = K1 ∪ {ki}ti=1. We will prove that K is the subset of H that
we need to find.
Suppose that G′ is the subgroup of Sn that is generated by gk′g−1 with
k′ ∈ K ′ and g′ ∈
m∏
i=1
SXi . Then G
′ has M -property wrt P and also contains
K ′. Therefore, G′ contains H ′.
Now for each generator l = glgkikig
−1
l of G
′ with gl ∈
∏m
j=1 SXi . By
definition of I, there exists t ∈ {0, 1} such that nl = gl ·
m∏
t=1
(xtyt)
t ∈ I.
Because gkiki ∈ H fixes xj and yj,
nlgkikin
−1
l = gl(
m∏
t=1
(xtyt)
tgkiki
m∏
t=1
(xtyt)
t)g−1l = gl(gkiki)g
−1
l = l
As a result, l ∈ G(I,K,P) because gki ∈ G(I,K1,P) ⊂ G(I,K,P), and
ki ∈ K ⊂ G(I,K,P). Therefore, G′ ≤ G(I,K,P), and so H ′ ⊂ G(I,K,P).
Then for any h ∈ H, ghh ∈ H ′ ⊂ G(I,K,P), and because gh ∈ G(I,K1,P) ⊂
G(I,K,P), h ∈ G(I,K,P). Hence H ⊂ G(I,K,P).
Finally, any subgroup of Sn with K-property wrt P and I that contains K
also containsG(I,K,P) and, therefore, containsH. Because |K| ≤ |K1|+t ≤
2m(m+ |X0|) + ψ(|X0|,m) = ω(|X0|,m), we finish our proof here.
Lemma 15. Suppose that H ≤ S2 o Sm, and ∀n ≥ n0, if K 6= An ≤ Sn, then
m(K) ≤ n− k + 1. Then for all m ≥ max{n0, k + 1}, m(H) ≤ 2m− k
Proof. By Whiston’s lemma, we can assume that there is an irredundant
generating set {g1, . . . , gl} with l = m(H) such that {g1, . . . , gr} generates
block permutation, and {gr+1, . . . , gl} ⊂ Sm2 .
Case 1: The subgroup generating block permutation and generated by
{g1, . . . , gr} doesn’t act as Sm or Am on m blocks, then r ≤ m− k + 1.
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If K = {gr+1, . . . , gl} doesn’t generate the whole vector space Sm2 = Fm2 ,
l − r ≤ m− 1. Hence, m(H) = l ≤ m− k + 1 +m− 1 = 2m− k.
Now suppose K generates the whole vector space Fm2 . Take some gi that
is not (1, 1, . . . , 1). Then there is some entry 0 of gi, and WLOG, assume
that there is one entry 0 on gi’s last coordinate. Also, WLOG, assume that
1 appears in the first coordinate of gi. Because H is transitive, there exists h
generated by g1, . . . , gr that moves mth block to the first block. Hence h
−1gih
will have the last entry turned to 1 and therefore is of the form
∑
αjgj with
some αj 6= 0 and j 6= i. Hence {g1, . . . , gˆj, .., gl} generates the whole space.
This is impossible because the original set {g1, . . . , gl} must be irredundant.
Case 2: The subgroup generating block permutation and generated by
{g1, . . . , gr} acts as Sm or Am on m blocks.
Then, since F2 is abelian, for any element gi, after performing an even
permutation on the coordinates of gi, the new vector will be generated
by {g1, . . . , gk} and gi. Now, WLOG, suppose that the element gk+1 of
{gk+1, . . . , gl} = (1, , . . . , 1, 0, . . . , 0) 6= (1, 1, , . . . , 1). First permute 2 zero
entries or 2 one entries, if any, of gk+1, and then move the first entry, which
is 1, to the position of the first zero entry. Hence, we get the new vector of
the form (0, 1, . . . 1, 0, . . . , 0) that is generated by {g1, . . . , gk+1} . Continue
doing this until we get the set of vectors (0, ..0, 1, ..1, 0, .., 0) with i first zero
entries for any i. Therefore, by using only {g1, . . . , gk}, and gk+1, we can
already cover the subspace {(x1, . . . , xm) : x1 + . . .+xm = 0} of Fm2 . To gen-
erate the whole space, we only need at most 1 more vector. So, in total, we
only need ≤ 2 elements gi together with {g1, . . . , gk} to generate all elements
in K. Therefore m(H) = l ≤ m−1 + 2 = m+ 1 ≤ 2m−k for m ≥ k+ 1.
Notation 2. For any direct product G =
∏k
i=1Gi for some finite group
Gi, pii : G → Gi denotes the projection map from G to its factor Gi, and
pi{i1,i2,...,ij} : G→
j∏
t=1
Git denotes the projection map from G to the product of
its factors Git for t = 1, j. Note that pii = pi{i}.
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In particular, for g =
k∏
t=1
gt ∈ G with gi ∈ Gi, pii(g) = gi, and
pi{i1,i2,...,ij}(g) =
j∏
t=1
git.
If H is a subset or subgroup of G, pii(H) denotes the image of H under
the projection map pii. Similarly, we also have pii1,i2,...,ij(H).
Lemma 16. Let H be a subgroup of G =
k∏
i=1
Gi for some finite group Gi, and
let m(H) = m. Assume also that pii : G→ Gi be the projection map from G
to its factor Gi. Then there exists Hi ⊂
k∏
j=i
Gj ∩ H, so that m =
k∑
i=1
|Hi| ≤
k∑
i=1
m(Ti), Ti = pii(〈Hi〉). (pii is defined in notation 2)
Proof. Suppose K = {h1, . . . , hm} is an irredundant generating set of H.
Let H1 be the smallest subset of K0 = K = {h1, . . . , hm} such that pi1(H1)
generates T1 = pi1(H). Then pi1(H1) is an irredundant generating set of T1,
and so |H1| ≤ m(T1). Then there exists gi generated by H1 such that h′i =
gihi with i > r and pi1(h
′
i) = 1. As a result, 〈K1〉 = 〈{h′i, i > r}〉 ≤
k∏
i=2
Gi.
The set K1 is irredundant because K is irredundant.
Now takeH2 to be the smallest subset ofK1 that generates T2 = pi2(〈K1〉) ≤
G2. So pi2(〈K1〉) = pi2(〈H2〉). Then we will again have an irredundant set K2
so that pi1(K2) = pi2(K2) = 1. We continue this process to build Hi ⊂ Ki−1
that generates pii(〈Ki−1〉) ≤ Gi. From this, we will have an irredundant set
Ki that are built from remaining hi: Ki = {tjhj, tj ∈ 〈X1 ∪ . . . ∪ Xi〉 that
fixes first i factors or pi1(Ki) = . . . = pii(Ki) = 1}. Since Ki must be irre-
dundant, Kk must be an empty set. As a result, we have m =
k∑
i=1
|Xi| ≤
k∑
i=1
m(pii(〈Hi〉)) =
k∑
i=1
m(Ti).
Now using previous results, we will try to characterize elements that can
be in an irredundant generating set of length n− 3, n− 4, or n− 5 in Sn
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Theorem 7. For k ≤ 7, there exists function Ψ such that m(H) = m ≤ n−k
for any transitive subgroup H of Sn that is not either An or Sn with n ≥ Ψ(k)
Proof. Now we will define Ψ(k) recursively:
Ψ(1) = 1.
Ψ(k) = max{2Ψ(k − 1) · (k − 1), (k + max
x≤Ψ(k−1)
y≤3
ω(x, y)) · (k − 1), n0, k2}
for k ≥ 2, where ω is defined in lemma 14
First, by lemma 3, for n ≥ Ψ(k) ≥ n0, m(H) ≤ n2 ≤ n− k (n ≥ k2 ≥ 2k)
if H is primitive subgroup of Sn. So we only need to handle the case when H
is an imprimitive but transitive subgroup of Sn. Therefore, we can assume
that H ≤ SΓ o S∆ (n = |Γ||∆|, |Γ|, |∆| ≥ 2)
By Whiston’s lemma, if {g1, g2, . . . , gm} is an irredundant generating set
of H, then we can asssume that {g1, . . . , gl} generates block permutation
while {gl+1, . . . , gm} is an irredundant set in
|∆|∏
i=1
SΓ. So l ≤ |∆| − 1.
We will prove that for n ≥ Ψ(k),m(H) = m ≤ n − k by induction on
1 ≤ k ∈ Z ≤ 9.
If k = 1, then it is true from Whiston’s paper. Suppose that the statement
is true for k − 1, we prove that it is true for k (k ≤ 7)
Consider n ≥ Ψ(k). Suppose by contradiction that we have an im-
primitive but transitive subgroup H ≤ SΓ o S∆ so that n = |Γ||∆|, and
m(H) > n− k.
By lemma 16 for K = 〈{gl+1, . . . , gm}〉 ≤
∏|∆|
i=1 SΓ, there exists Ki ⊂
k∏
i=1
Gj ∩ K. so that m − l ≤
|∆|∑
j=i
m(Ti) with Ti = pii(〈Ki〉) ≤ SΓ. Here pii is
the projection from K to ith copy of SΓ (defined in notation 2)
If K acts as SΓ or AΓ on Γi for some i ∈ 1, |∆|. Then, by lemma 2, we
have m(H) ≤ |Γ|+2|∆|−3 = n−(|Γ|−2)(|∆|−1)−1 ≤ n−(k−1)−1 = n−k
for n = |Γ||∆| ≥ k2 − 1 and |Γ| > 2.
If |Γ| = 2 then |∆| ≥ Ψ(k − 1), and by lemma 15, m(H) ≤ n− k.
Therefore, we can suppose that K cannot acts as SΓ or AΓ on Γi, or
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pii(K) 6= SΓ or AΓ ∀i ∈ 1, |∆|. Then Ti ≤ pii(K) 6= SΓ, and, therefore,
m(Ti) ≤ |Γ| − 2 because of the strongly flatness of SΓ.
As a result, m(H) = m = l+m− l ≤ |∆|−1+ |∆|(|Γ|−2) = n−|∆|−1 ≤
n − k if |∆| ≥ k − 1. So we must have 2 ≤ |∆| < k − 1. As a result,
|Γ| ≥ 2Ψ(k − 1), and |Γ| ≥ max
x≤Ψ(k−1)
y≤3
ω(x, y) + k
Lemma 17. For i ∈ 1, |∆|, m(Ti) ≤ |Γ| − 4 or Ti, and therefore, pii(K) has
SP-property (defined in definition 9) wrt some partition P = {P0, P1, . . . , Pk}
of ζ = {1, 2, . . . , |Γ|} with |P0| < Ψ(k − 1) and k ≤ 3.
Proof. Suppose that for some i0 ∈ 1, |∆|, m(Ti0) = t ≥ |Γ| − 3, and we have
an irredundant generating set U0 = {u1, u2, . . . , ut} of Ti0 .
Start with an empty collection of disjoint subsets of ζ = {1, 2, . . . , |Γ|},
χ. There exists a partition Q1 = {R1, R2, . . . , Rk1} of ζ so that U0 and Ti0
are subsets of
k1∏
i=1
SRi , and Ti0 acts transitively on each Ri. By lemma 16,
m(Ti0) ≤ |Γ| − k1, and so k1 ≤ 3. WLOG, assume that |R1| = min
i∈1,k1
|Ri|,
and add R1 = L1 to χ. Moreover, assume that V1 = {u1, . . . , ur} (r ≤ t) so
that pi1(V1) generates pi1(U0), where pi1 :
k1∏
i=1
SRi → SR1 is the projection map
defined in notation 2. Then there exists an irredundant set U1 = {giui}i>r ⊂
Sζ\R1 with gi generated by {u1, . . . , ur}.
If k1 ≥ 2, there exists a partition Q2 = {R′1, R′2, . . . , R′k2} of ζ \L1 so that
U1 ⊂
k2∏
i=1
SR′i , and the subgroup generated by U1 acts transitively on each Ri.
Assume again that R′1 has the smallest size among R
′
i, and add R
′
1 = L2 to
χ. If k2 ≥ 2, continue this process as before to get V2 ⊂ U1 that generates
pi1(U1), where pi1 :
k1∏
i=1
SR′i → SR′1 is the projection map defined in notation 2,
and an irredundant set U2 ⊂ Sζ\(L1∪L2). We will continue this process as long
as ki ≥ 2 in step i.
The process cannot reach L4 because otherwise, m(Ti0) ≤
3∑
i=1
|Vi| +
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m(〈U4〉) ≤
3∑
i=1
(|Li| − 1) + |ζ \ ∪3i=1Li| − 1 = n− 4. Contradiction.
As a result, we get the partition χ = {L1, . . . , Lu} of ζ so that Ui ⊂∏u
j=i SLj is an irredundant set, and the group generated by Ui acts transi-
tively on Li. Moreover, m(Ti0) ≤
j∑
i=1
m(pii(Ui)), where pii :
∏u
j=1 SLj → SLi
is the projection map defined in notation 2. From the choice of Li, we also
get |Lu| ≥ |Γ|
2u−1
We have m(Ti0) ≤
u∑
i=1
(|Li| − 1) = |Γ| − u. So u ≤ 3.
If u = 3, then |Γ| − 3 ≤ m(Ti0) ≤
3∑
i=1
m(pii(Ui)) ≤
3∑
i=1
(|Li| − 1) = |Γ| − 3.
Hence the equality holds, and pii(Ui) = SLi and therefore, SL1 ×SL2 ×SL3 ⊂
Ti0 , and so Ti0 has SP-property wrt the partition {P0, L1, L2, L3}, where P0
is an empty set.
If u = 2, then |L2| ≥ |Γ|
2u−1
≥ Ψ(k − 1). By induction hypothesis on
k− 1 for U2 ≤ SL2 , we must have AL2 ⊂ U2 because otherwise, m(pi2(U2)) ≤
|L2| − k, and so m(Ti0) ≤ |Γ| − k. As a result, m ≤ |∆| − 1 + |Γ| − k+ (|∆| −
1)(|Γ| − 2) = n − k + 1 − |∆| < n − k. Contradiction. If |L1| ≥ Ψ(k − 1),
then we also have AL1 ≤ pi1(U1), and therefore Ti0 satisfies SP- property wrt
the partition {P0, L1, L2}, where P0 is empty. Otherwise, Ti0 satisfies SP-
property wrt the partition {P0, L2}, where P0 = L1 and has size less than
Ψ(k − 1).
Now come back to the proof of theorem 7.
If m(Ti) ≤ |Γ| − 4 ∀i ∈ 1, |Γ|, then m ≤ |∆| − 1 + |∆|(|Γ| − 4) =
n− 3|∆| − 1 ≤ n− 7 ≤ n− k.
Otherwise, by lemma 17, there is some Ti0 that has SP-property wrt some
partition of P = {P0, P1, · · · , Pq} of {1, 2, . . . , |Γ|} (q ≤ 3)
WLOG, suppose that i0 = 1. Suppose that T1 = {gl+1, . . . , gr} such that
{pi1(gt)}rt=l+1 generates G = pi1(K).
Suppose further that T = {higi, i > r, hi generated by T1} is the set
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that fixes Γ1 pointwise.
By lemma 14, there exists T ′ ⊂ T with |T ′| ≤ ω(|P0|, q) so that any
subgroup G with K-property wrt P and G that contains pi2(T
′) also contains
pi2(T ) ⊂ SΓ. WLOG, suppose T ′ = {higi}si=r+1, with S ≤ ω(|P0|, q).
There exist γ generated by {g1, . . . , gl} that moves block 1 to block 2.
Then pi2(γgγ
−1) = xpi1(g)x−1 ∀g ∈ H. By renaming elements in the second
copy of Γ, Γ2, we can assume that x = 1, and therefore, pi2(γgγ
−1) = pi1(g).
Now consider the group M = N ∩
|∆|∏
i=1
SΓi , where N = 〈{g1, . . . , gs}〉.
Now suppose pii :
|∆|∏
i=1
SΓi → SΓi is the projection map defined in nota-
tion 2.
From our previous observation, if g = pi1(tg) ∈ G for some tg ∈ T1, then
pi2(mg) = pi2(γtgγ
−1) = pi1(tg) = g (mg ∈
|∆|∏
i=1
SΓ). Therefore, for m ∈ M
with pi2(m) = t, mgmm
−1
g also in M , and pi2(mgmm
−1
g ) = gtg
−1. Therefore
pi2(M) has K-property wrt P and G. pi2(M) contains pi2(T
′), and, therefore,
pi2(M) must contain pi2(T ).
As a result, there exists T2 = {htgt, t > s} that fixes both Γ1 and Γ2
pointwise, in which ht generated by {g1, .., gs}}.
By a similar argument as before, we get m(H) = m = l+ r− l+ s− r +
m− s ≤ |∆| − 1 + |Γ| − 1 + ω(|P0|, q) + (|∆| − 2)(|Γ| − 2).
Since ω(|P0|, q) ≤ max
x≤Ψ(k−1)
y≤3
ω(x, y) ≤ |Γ| − k, m(H) ≤ |∆| − 1 + |Γ| − 1 +
|Γ| − k + (|∆| − 2)(|Γ| − 2) = n− |∆| − k + 2 ≤ n− k. Contradiction.
As a result, m(H) ≤ n−k, and we finish the proof by induction on k.
Definition 10. For a cycle c = (u1u2 . . . us) ∈ Sn with ui ∈ {1, 2, . . . , n},
we define d(c) = s − 1. For x ∈ Sn, we write the cycle decomposition of
x = c1.c2 . . . ck, where ci is one cycle, and then define d(x) =
k∑
i=1
ci.
Theorem 8. Given a positive integer k ≤ 5 and n ∈ N such that n ≥ Ψ(k+
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2), where Ψ is the function defined in theorem 7. Suppose that {h1, h2, . . . , hn−k}
is an irredundant generating set of Sn of length n− k. Then d(hi) ≤ k + 1.
Moreover, if d(hi) = k + 1, then hi must be an even permutation.
Proof. Let Gi be the proper subgroup of Sn generated by {hi}i 6=j. Then, by
theorem 7, if Gi 6= An, then Gi has to be intransitive, because otherwise, Gi
will have m less than n − k − 1. Note that there is at most one i so that
Gi = An.
Now consider a graph Ω on the set of vertices Σ = {1, 2, . . . , n}. For each
i ∈ 1, n− k such that Gi is intransitive, there exists x and y in Σ so that
hi maps x to y such that x and y are not in the same Gi-orbit. Such x, y
exists because if x, y are in the same Gi-orbit whenever hi maps x to y, then
the orbits of G are the same as the orbits of Gi. Contradiction since Gi is
transitive while G is not.
Now take hi1 with any i1 ∈ 1, n− k, write the cycle decomposition of
hi1 , and represent each cycle (u1, u2, . . . , uk) in terms of product of k − 1
transpositions (ut−1, ut). We add edges that connect ut−1 to ut ∈ Σ to the
graph Ω to create new graph Ω′.
Let E(Gr) be the number of edges in a graph Gr.
If there is hi0 so that Gi0 = 1, then E(Ω) = n− k − 1, and
E(Ω′) =
 n− k − 1 + d(hi1)− 1 if i1 6= i0n− k − 1 + d(hi1) if i1 = i0
Note that in this case, hi with i 6= i0 will be in An and is therefore, an
even permutation.
If there is no hi0 so that Gi0 = 1, then E(Ω) = n − k, and E(Ω′) =
n− k + d(hi1)− 1.
Therefore, E(Ω′) ≥ n − k + d(hi1) − 2, and the equality holds only if
i1 6= i0, and hi1 ∈ An.
Now we prove that Ω′ is a forest. Suppose that there is a cycle in Ω′. If
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Therefore, edges that can be in this cycle are edges (ui−1, ui) that correponds
to the cycle decomposition of H. But clearly, the edges are union of straight
lines with k − 1 edges (ui−1, ui) that correspond to cycles (u1, u2, . . . , uk).
Therefore, they cannot create a cycle.
As a result, Ω′ is a forest, and E(Ω′) ≤ n− 1. Therefore, either n− k +
d(hi1)−1 ≤ n−1 or n−k+d(hi1)−2 ≤ n−1, and hi1 ∈ An. In other word,
d(hi1) ≤ k or d(hi1) = k + 1 and hi1 must be an even permutation.
Lemma 18. Given n ∈ N ≥ 3k+ 3. Suppose that x ∈ Sn such that d(x) ≤ k
or x ∈ An and d(x) = k + 1, with k odd. Then there exists an irredundant
generating set of Sn of length n− k that contains x.
Proof. By renaming elements of Σ = {1, 2, . . . , n}, we can assume that x =
m∏
i=1
ci, where ci is the cycle (di + 1, di + 2, . . . , di+1), where d1 = 0, and
d(x) =
m∑
i=1
(di+1 − di − 1) = dm+1 −m. Here
Suppose that d(x) ≤ k.
Now consider the set H that includes x, m−1 transpositions (di+1, di+1 +
1) for i = 1,m− 1, l−dm+1 other transpositions {(t, t+1)}l−1t=dm+1 , and finally
a cycle (l, l + 1, . . . , n) with n− k ≤ l = n− k + d(x)− 1 ≤ n− 1.
Note that dm+1 = m + d(x) ≤ 2d(x) ≤ 2(k + 1) ≤ n − k − 1 < l, so we
have at least 1 transposition of the form {(t, t+ 1)}l−1t=dm+1 .
Then H has 1 +m− 1 + l − dm+1 + 1 = l + 1− d(x) = n− k elements.
If we remove one transposition (u, u+1) in H or the cycle (l, l+1, . . . , n),
then the subgroup generated by the remaning elements cannot map u to u+1
or l to l + 1. If we remove x then it cannot even map 1 to 2. Therefore, H
is irredundant.
Because x and the first m − 1 transpositions (di+1, di+1 + 1) generate a
single cycle that includes all elements from 1 to dm+1, and, therefore, together
with the transposition (dm+1, dm) will generates the whole S{1,2,..,dm+1}. As a
result, H will generate Sn, and so H an irredundant generating set of length
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n− k of Sn that contains x.
Now for even permutation x with d(x) = k + 1, we consider the set K
that includes x, the transposition (1, 2), m − 1 products of 2 transpositions
(1, 2) · (di+1, di+1 + 1) for i = 1,m− 1, n − dm+1 = n − m − k − 1 other
products of 2 transpositions {(1, 2) · (t, t+ 1)}n−1t=dm+1
By a similar argument, K is also an irredundant generating set of length
n− k of Sn that contains x, and we finish the proof for lemma 18.
Corollary 2. Given a positive integer 1 ≤ k ≤ 5 and a natural number
n so that n ≥ max{Ψ(k + 2), 3k + 3}, where Ψ is the function defined in
theorem 7. Then ιn−k(Sn) = {x ∈ Sn : d(x) ≤ k} ∪ {even permutation x :
d(x) = k + 1, k odd}. Here ιm(G) is the set of elements in a finite group G
that lies in some irredundant generating set of length m of G.
Proof. This follows from theorem 8 and lemma 18.
4. Dimension-like invariants of wreath product
4.1. Computing m of wreath product of simple group and 2-transitive
permutation group
Lemma 19. (Goursat’s lemma for simple group) Let S be a simple group,
and K be a subdirect product of S2. Then either K = S2 or K = {(s, φ(s)), s ∈
S}, for some automorphism φ of S.
Lemma 20. Let S be a non-abelian simple group, and K be a subdirect
product of Sn. If the projection piij : K → S2 onto ith and jth coordinates is
surjective for any i 6= j, then K = Sn.
Theorem 9. (P. Hall) Let S be a non-abelian simple group, and s1, . . . , sn
be n elements in Sk. Then k coordinate of s1 × s2 × . . .× sn generates Sn if
and only if si generate S, and for any i 6= j, there is no automorphism of S
that maps si component-wise into sj.
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Theorem 10. Let S be a non-abelian simple group, and P 6= Z2 be a 2-
transitive permutation group. Then m(S) + m(P ) ≤ m(S o P ) ≤ m(S) +
m(P ) + 1. Moreover,
• If S doesn’t satisfy replacement property, then m(S oP ) = m(S)+m(P )+1
• If S satisfies replacement property, then m(S o P ) = m(S) +m(P )
Proof. For K ⊂ Sn and 1 ≤ i 6= j ≤ n, let pii(K) ⊂ S be the image of the
projection from K to the ith coordinate, and piij(K) ⊂ S2 be the image of
the projection from K to the ith and jth coordinates.
Now assume that P is a 2-transitive subgroup of Sn for n > 2, and
G = S o P = Sn o P , where P acts on Sn by permuting n copies of S.
First, suppose that {s1, . . . , sm(S)} is an irredundant generating set of
S, and {p1, p2, . . . , pm(P )} is an irredundant generating set of P . Let H =
{s1× (1S)n−1, s2× (1S)n−1, . . . , sm(S)× (1S)n−1, k1, k2, . . . , km(P )}, where si×
(1S)
n−1 ∈ Sn and ki = (1, si) ∈ 1Sn × P such that si acts on Sn by purely
permuting copies of S. It is easy to see that H is an irredundant generating
set of S o P , and so m(S o P ) ≥ m(S) +m(P )
Suppose that m(G) = m(S oP ) = m, and take an irredundant generating
set of length m, H = {h1, h2, . . . , hm}. Applying Whiston’s lemma for G and
its normal subgroup Sn, we can assume that images of H1 = {h1, h2, . . . , hr}
in G/Sn = P is an irredundant generating set of P , and hr+1, . . . , hm ∈ Sn.
It is obvious that r ≤ m(P ) .
Let G1 be the group generated by H1. Now note that S
n = G ∩ Sn
is generated by elements in the set X = X1 ∪ X2 = {ghig−1, i > r, g ∈
G1}∪ (G1∩Sn) ⊂ Sn. As a result, pi1(X) generates S, and so some subset of
the set pi1(X) must be an irredundant generating set of S. Therefore, there
exists Γ ⊂ X such that |Γ| ≤ m(S), and pi1(Γ) is an irredundant generating
set of S. Consider all hi with i > r such that some ghig
−1 is in Γ. Since
|Γ| ≤ m(S), there are at most m(S) such hi’s. WLOG, we can assume
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that those hi’s are hr+1, . . . , hl with l − r ≤ m(S). As a result, if we let
K0 = 〈h1, . . . , hl〉 ∩ Sn, then pi1(K0) = S.
Lemma 21. If K = L ∩ Sn is some subgroup of Sn such that H1 ⊂ L ≤ G,
and pi1(K) = S, then either K = S
n or K = {(s, φ2(s), . . . , φn(s)), s ∈ S},
where φi is some inner automorphism of S.
Proof. First we show that such K is a subdirect product of Sn. For i ∈ 2, n,
there exists σi ∈ G generated by H1 that move ith copy of S to the 1st
copy. Suppose that σi = a.b, where a ∈ Sn, and b is a pure permutation
of copies of S. Then, for any k ∈ K, k′ = σ−1i kσi is also in K, and so
pi1(a)
−1pi1(k)pi1(a) = pii(k′) ∈ pii(K). Therefore S = pi1(a)−1pi1(K)pi1(a)−1 ⊂
pii(K) ∀i 6= 1. Hence, K is a subdirect product of Sn.
This means that piij(K) is also a subdirect product of S
2. By Goursat’s
lemma, either piij(K) = S
2 or piij(K) = {(s, φ(s)), s ∈ S} for some automor-
phism φ of S.
Suppose that for all i 6= j, piij(K) = {(s, φ(s)), s ∈ S}. If pi1i(K) =
{(s, φi(s)), s ∈ S} for some automorphisms φi of S, then it is obvious that
K = {(s, φ2(s), . . . , φn(s)), s ∈ S}.
For any i 6= j ∈ 1, n, choose k ∈ 1, n such that i, j 6= k. Note that K
can also be rewritten as {φ−1k (s), . . . , φ−1k φk−1(s), s, . . . , φ−1k φn(s)), s ∈ S} or
{(ψ1(s), . . . ., ψk−1(s), s, ψk+1(s), . . . , ψn(s)), s ∈ S} for some automorphisms
ψi of S. There exists σij ∈ G generated by H1 that moves jth copy to ith
copy of S and doesn’t move the kth copy because P is 2-transitive. For any
h ∈ K, h′ = σ−1ij hσij ∈ K with pik(h′) = aijpik(h)a−1ij , and pij(h′) = bijpii(h)b−1ij
for some a = aij, b = bij ∈ S that only depends on σij. Because pij(h′) =
ψj(pik(h
′)), bpii(h)b−1 = ψj(apik(h)a−1) = ψj(a)ψj(pik(h))ψj(a)−1. Hence if we
let cij = b
−1ψj(a), then pii(h) = cijψj(pik(h))c−1ij = cijpij(h)c
−1
ij ∀h ∈ K. As a
result, for any i 6= j ∈ 1, n, there exists cij ∈ S, pii(h) = cijpij(h)c−1ij ∀h ∈ K.
Therefore, for i > 1, φi is an inner automorphism such that φi(s) = ci1sc
−1
i1 .
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Now suppose pii0j0(K) = S
2 for some i0 6= j0 ≤ n instead. Then because
P is 2-transitive, by a similar argument as above, (axa−1, byb−1) ∈ piij(K)
for each (x, y) ∈ pii0j0(K) = S2. Hence, piij(K) = S2 ∀i 6= j ≤ n. Then, by
lemma 20, K must be Sn.
Now we come back to the proof of theorem 10.
If K0 = S
n, then m = l = r + l − r ≤ m(P ) + m(S). Otherwise, by
lemma 21, K0 must be {(s, φ2(s), . . . , φn(s)), s ∈ S} for some automorphisms
φi. If m > l, then because of the irredundancy of {hi}, hl+1 6∈ K0. Then
K1 = 〈h1, . . . , hl+1〉∩ Sn is also a subdirect product of Sn. If K1 has the form
{(s, φ′2(s), . . . , φ′n(s)), s ∈ S}, then because K0 ⊂ K1, φi(s) = φ′i(s) for each
s ∈ S. Hence K1 = K0, and this is impossible since hl+1 ∈ K0. Therefore,
by lemma 21, K1 = S
n, and so m = l+ 1 = r+ l− r+ 1 ≤ m(P ) +m(S) + 1.
If S doesn’t satisfy the replacement property, then there exists an irre-
dundant generating set T = {t1, t2, . . . , tm(S)}, and a t ∈ S such that t cannot
replace any ti in T .
Consider the set H = {(t1, t1, . . . , t1), . . . , (tm(S), tm(S), . . . , tm(S)),
(t, 1, . . . , 1), p1, . . . , pm(P )}, where the first m(S) + 1 elements are in Sn, and
pi acts as pure permutations such that {pi} is an irredundant generating set
of P . If we remove some (ti, ti, . . . , ti), then we cannot even generate the first
coordinate. Using this observation, it is easy to see that H is irredundant.
Because P is transitive, H, in fact, generates H ′ = H ∪ {ui}ni=1 where ui =
(1, 1, . . . , t, . . . , 1) ∈ Sn such that t = pii(ui). By P. Hall’s theorem, H ′ ∩ Sn
generates Sn, and therefore H generates G. As a result, m(G) = m(P ) +
m(S) + 1.
Now suppose that S satisfies the replacement property. We will prove
that m(S o P ) = m(S) +m(P ).
Assume by contradiction that m(S oP ) = m(S)+m(P )+1. Then K0 must
be {(s, φ2(s), . . . , φn(s)), s ∈ S} for some inner automorphisms φi. Also, the
set Γ we considered must be {gihig−1i , i ∈ r + 1, l, gi ∈ G1}, with l−r = m(S)
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elements. Moreover, ∀i ∈ 1, n, the set of ith coordinates of these elements is
an irredundant generating set of S. Therefore, WLOG, we can assume that
the first coordinate of hl+1 6= 1Sn is a non-identity element of S. Assume
further that we can replace first coordinate of gr+1hr+1g
−1
r+1 by that of hl+1
so that the first coordinates of elements in {gihig−1i , i ∈ r + 2, l, gi ∈ G1} ∪
{hl+1} still generate S. Hence, if we let K1 = 〈h1, . . . , hr, hr+2, . . . , hl+1〉∩ Sn,
then pi1(K1) is still S.
By lemma 21, we get K1 = {(s, φ′2(s), . . . , φ′n(s)), s ∈ S} for some inner
automorphisms φ′i.
Let si = pi1(gihig
−1
i ) for i ∈ r + 1, l, and sl+1 = pi1(hl+1). Assume also
that ∀s ∈ S, φi(s) = cisc−1i , and φ′i(s) = c′isc′i−1. First, we have that
{sr+1, sr+2, . . . , sl} is an irredundant generating set of length m(S) in S.
Suppose there is a proper subset I of J = {r+ 2, . . . , l+ 1} such that 〈si〉i∈I
generates S. Then pi1(KI) = S, with KI = 〈{h1, h2, . . . , hr} ∪ {hi}i∈I〉 ∩ Sn.
Hence KI = K1, and for any i0 ∈ J \ I, hi0 ∈ 〈{hi}i 6=i0〉. This is impossible
because of the irredundancy of {hi}. Therefore, {sr+2, . . . , sl+1} is also an
irredundant generating set of S.
For k > 1, there is a σk generated by H1 that swap the 1st copy and the k
copy. Hence, there exists ak and bk that depend only on σk such that for any
x ∈ S, and y = φk(x), σk(x, . . . , y, . . . )σ−1k = (akya−1k , . . . , bkxb−1k , . . . ) ∈ K.
Let a = ak, b = bk, and c = ack. Now we have the following observation.
Lemma 22. Suppose that T = 〈H1 ∪ {hi}i∈I1〉 is a subgroup of K0 for some
subset I1 of J1 = {r + 1, . . . , l}. If there is some h ∈ T such that pi1(h) = x,
then for any k ∈ Z ≥ 0, there exists h′ ∈ T such that pi1(h′) = ckxc−k.
Proof. We will prove the statement by induction on k ∈ Z ≥ 0.
For k = 0, the statement is trivial. Suppose the statement is true for
k − 1 (k ≥ 1). We will prove that this is true for k.
By induction hypothesis, for any h ∈ T such that pi1(h) = x, there exists
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some h′ ∈ Sn = (x′, . . . , y′, . . . ) with x′ = ck−1xc−k+1 and y′ = φk(x′) =
ckx
′c−1k such that h
′ ∈ T . Therefore, h′′ = σkh′σ−1k = (ay′a−1, . . . , bx′b−1, . . . )
is also in T .
Note that pi1(h
′′) = ay′a−1 = ackx′c−1k a
−1 = cx′c−1 = cck−1xc−k+1c−1 =
ckxc−k. Hence, we can finish the induction step here.
Now suppose that c 6= 1. Because {sr+1, . . . , sl} is an irredundant gener-
ating set of length m(S) in S, and S satisfy replacement property, there exist
j0 such that 〈c, {si}r+1≤i 6=j0≤l〉 = S. Let K2 = 〈H1 ∪ {hi}r+1≤i 6=j0≤l〉 ∩ Sn is
a subgroup of Sn.
By lemma 22, M = 〈{cksic−k}r+1≤i 6=j0≤l, k∈Z〉 must be a subgroup of
pi1(K2). Because S is simple, S is exactly the set of elements x such that x
can be represented as product of s and si in a way that the sum of exponents
u in su term in this representation is 0. As a result, S is generated by
generators of M , and so pi1(K2) = S = M . Again by lemma 21, we get
K2 = {(s, φ′′2(s), . . . , φ′′n(s)), s ∈ S}. As a result, |K2| = |K0| = |S| and
therefore, hj0 ∈ 〈H1 ∪ {hi}r+1≤i 6=j0≤l〉. This is impossible because of the
irredundancy of {hi}.
Therefore, c = 1 and ck = a
−1
k . Similarly, c
′
k = a
−1
k . As a result, ck = c
′
k,
and φk = φ
′
k ∀k > 1. Hence, K0 = K1. However, hl+1 ∈ K0, which is a
subgroup of 〈{hi}i≤l〉. This yields contradiction with the irredundancy of
{hi}. As a result, m(S o P ) = m(S) +m(P ) as desired.
Corollary 3. We have m(An o An) = 2n − 4 for all n > 0. In particular,
m(A5 o A5) = 6.
Proof. This follows from theorem 5 and theorem 10
Remark 3. Sophie Le found that M23, J1, J2, and PSL2(p) for p = 17, 23, 29,
41, 47 don’t satisfy the replacement property, and she calculated m of these
groups. Furthermore, G.Frieden discovered that groups PSL2(p) with p = 7
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and p = 31, which has m = 4, satisfy replacement property. As a re-
sult, we can replace S in theorem 10 by M23, J1, J2, or PSL2(p) with
p = 7, 17, 23, 29, 31, 41, 47
For instance, thanks to Sophie, we can now calculate m(G) = m(M23 o
M23) = m(M23) +m(M23) + 1 = 6 + 6 + 1 = 13 (Here M23 acts on 23 copies
of M23, so the order of G should be very big!)
4.2. Computing i of wreath product of strongly flat simple group
and permutation group
Lemma 23. Suppose that H ⊂
k∏
i=1
Si, where Si ∼= S, which is a strongly flat
group. Moreover, assume that m = m(S) = i(S) ≥ 3, and pii(〈H〉) 6= S ∀i ∈
1, k. Then there exists a subset H ′ ⊂ H with |H ′| ≤ (m − 1)k so that the
group generated by H ′, 〈H ′〉, is exactly 〈H〉. Here pii :
k∏
j=1
Sj → Si is the
projection map defined in notation 2
Proof. We will prove by induction on k. For k = 1, it is obvious from the
definition of m = m(S) = i(S).
Suppose that the lemma is true for k − 1. We will prove that the lemma
is also true for k (k ≥ 2).
Choose the smallest subset K of pi1(H) that generates pi1(〈H〉) 6= S. Then
K must be irredundant, and, by definition of i(S) = m(S), for strongly flat
S, |K| ≤ m − 1. Suppose that K = {pi1(k), k ∈ K1 ⊂ H} for some subset
K1 ⊂ H with |K1| ≤ m− 1.
Therefore, for every h ∈ H, there exists kh generated by K1 so that
khh ∈
k∏
i=2
Si.
Consider H ′ = {khh, h ∈ H} ⊂
k∏
i=2
Si ∩ 〈H〉. Hence, pii〈H ′〉 ⊂ pii(〈H〉) 6=
S ∀i = 2, k. Using induction hypothesis on H ′ = {khh, h ∈ H} ⊂
k∏
i=2
Si,
there exists some K ′ ⊂ H ′ with |K ′| ≤ (m− 1)(k − 1) so that 〈K ′〉 = 〈H ′〉.
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Assume that K ′ = {khh, h ∈ K2} for some K2 ⊂ H, |K2| ≤ (k − 1)(m− 1).
As a result, 〈K1 ∪K2〉 = 〈H〉, and |K1 ∪K2| ≤ |K1| + |K2| ≤ m − 1 +
(k − 1)(m − 1) = k(m − 1). So we finish induction step here, and therefore
finish the proof for lemma 23
Theorem 11. For a simple strongly flat group S with m = m(S) = i(S), and
permutation group P of degree n = deg(P ), i(S o P ) = i(S).deg(P ) = m.n
Proof. Suppose there is an irredundant set {h1, . . . , hi(G)} in G = S o P . Let
H ≤ G be the subgroup generated by these hi. Let N = Sn =
n∏
i=1
Si E G
(Si ∼= S).
Using Whiston’s lemma for H and its normal subgroup (H ∩N) E H, we
can assume that for some g1, . . . , gl ∈ Sn, and the images of {h1, h2, . . . , hk}
under the projection map: H → H/(H ∩N), h1, h2, . . . , hl is an irredundant
generating set of K = H/(H∩N) ∼= HN/N ≤ G/N ∼= P ≤ Sn (i(G) = l+k).
There exists a partition P = {X1, X2, . . . , Xp} (p ≥ 1) of {1, 2, . . . , n} so
that K ≤
p∏
j=1
SXj , and acts transitively on each of Xi. WLOG, assume that
Xi = {di−1 + 1, . . . , di}, with d0 = 1 and dp = n
Lemma 24. For 1 ≤ q ≤ p + 1 that, after reordering gi, there exists
g1, . . . , gs with s ≤
q−1∑
i=1
max{m + |Xi| − 1, (m − 1)|Xi|} such that ∀t ∈ 1, l,
xtgt ∈
n∏
i=dq−1+1
Si for some xt generated by g1, . . . , gs and h1, h2, . . . , hk (Here
n∏
i=dp+1
Si = {1}).
Proof. We will prove lemma 24 by induction on q. For q = 1, we don’t need
to prove anything. Assume that the statement is true for q. We will prove
that it is true for q + 1 (1 ≤ q ≤ p).
By induction hypothesis on q, there exists g1, g2, . . . , g
′
s with
s′ ≤
q−1∑
i=1
max{m+ |Xi| − 1, (m− 1)|Xi|} so that T = {xigi}li=1 ⊂
n∏
i=dq−1+1
Si,
with some xi generated by g1, . . . , gs′ and h1, . . . , hk.
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Now let pii : S
n =
n∏
i=1
Si → S be the projection map from Sn to its ith
factor, and pii1,i2,...,ik : S
n →
k∏
j=1
Sij be the projection map from S
n to some of
its factors (defined in notation 2). We have two following cases to consider:
Case 1: pii(〈T 〉) 6= S ∀i = dq−1 + 1, dq. By lemma 23 for pi{dq−1+1,...,dq}(〈T 〉),
there exists T ′ ⊂ T with |T ′| ≤ (m − 1)(dq − dq−1) = (m − 1)|Xq| so that
pi{dq−1+1,...,dq}(〈T ′〉) = pi{dq−1+1,...,dq}(〈T 〉). Suppose that T ′ = {xigi, i ∈ I}
for some |I| ≤ (m − 1)|Xq|. Hence, there exists zi generated by {xigi}i∈I
and, therefore, by {gi} with i ∈ {1, 2, . . . , s} ∪ I and by {h1, . . . , hk} so that
x′igi = zixigi ∈
n∏
i=dq+1
Si ∀i ∈ 1, l. By reordering gi, we can assume that
I = {s+ 1, . . . , s′} with s′ ≤ s+ (m− 1)|Xq| ≤
q−1∑
i=1
max{m+ |Xi| − 1, (m−
1)|Xi|} + (m − 1)|Xq| ≤
q−1∑
i=1
max{m + |Xi| − 1, (m − 1)|Xi|}, and because,
x′i is generated by {g1, . . . , gs′} and {h1, h2, . . . , hk}, we can finish induction
step here.
Case 2: If pii(〈T 〉) = S for some i ∈ dq−1 + 1, dq. WLOG, we can assume
that i = dq−1 + 1 = d′. Moreover, after reordering qi, assume that images of
{xigi}s′′i=s′+1 under the map pid′ , which are pid′(xs′gs′), . . . , pid′(xs′′gs′′), gener-
ates S. (s′′ − s′ ≤ m = m(S) = i(S)). As a result, there exists yi generated
by {g1, . . . , gs′′} and {h1, . . . , hk} so that {yigi}li=1 ⊂
n∏
i=dq−1+2
Si
Lemma 25. For any 0 ≤ j ≤ |Xi| − 1, after reordering gj, there exists
zi generated by {g1, g2, . . . , gj+s′′} and {h1, h2, . . . , hk} so that {zigi}li=1 ⊂
n∏
i=d′+1+j
Si
Proof. We will prove lemma 25 by induction on j. For j = 0, this is true
obviously. Suppose that this is true for j− 1. Then there exists zi generated
by {g1, g2, . . . , gj−1+s′′} and {h1, h2, . . . , hk} so that {zigi}li=1 ⊂
n∏
i=d′+j
Si. We
will prove that the statement is also true for j.
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If {zigi}li=s′′+j ⊂
n∏
i=d′+1+j
Si, then we are done already. Otherwise, there
will be some gi0 with s
′′ + j ≤ i0 ≤ l so that pid′+j(zi0gi0) 6= 1S, and, by
reordering gi, we can assume that gi0 = gs′′+j with pid′+j(zs′′+jgs′′+j) = u0
K is transitive on Xq = {dq−1 + 1, . . . , dq} so there exists γ generated by
{hi} that moves dq−1 + 1 + j = (d′+ j)th copy of S to dq−1 + 1 = d′th copy of
S. Then there exists x ∈ S depending on γ so that ∀k ∈
n∏
i=1
Si, pid′+j(k
′) =
pid′+j(γ
−1kγ) = xpid′(k)x−1. Since pid′(xs′gs′), · · · , pid′(xs′′gs′′) generate S, and
xSx−1 = S, there exists k′ ∈
n∏
i=1
Si generated by {h1, . . . , hk} and g1, . . . , gs′′
so that pid′+j(k
′) = v for any v ∈ S.
Then, for any v ∈ S, pid′+j(k′zi0gi0k′−1) = vu0v−1 (i0 = s′′+ j) with some
k′zi0gi0k
′−1 ∈
n∏
i=d′+j
Si generated by {g1, . . . , gs′′+j} and {h1, . . . , hk}. Because
S is simple, S is generated by {vu0v−1, v ∈ S}. As a result, for any u ∈ S,
there exists k′′ ∈
n∏
i=d′+j
Si generated by {g1, . . . , gs′′+j} and {h1, . . . , hk} so
that pid′+j(k
′′) = u, and so for all i ∈ 1, l, there exists z′′i ∈
n∏
i=d′+j
Si generated
by {g1, . . . , gs′′+j} and {h1, . . . , hk} so that pid′+j(z′′i ) = pid′+j(zigi)−1. Hence,
{z′′i zigi} ⊂
n∏
i=d′+j+1
Si, and we finish induction step here.
Applying lemma 25 for j = dq − dq−1 − 1 = |Xq| − 1, then we finish the
induction step for lemma 24
Now by lemma 24, we must have l ≤
p∑
i=1
max{m+ |Xi| − 1, (m− 1)|Xi|}.
Also, by definition of partition P, we must have k ≤ m(K) ≤ n− p.
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As a result,
i(G) ≤ n− p+
p∑
i=1
max{m+ |Xi| − 1, (m− 1)|Xi|}
= n− p+
∑
i:|Xi|=1
m+
∑
i:|Xi|>1
(m− 1)|Xi|
= n− p+
∑
i:|Xi|=1
m+ (m− 1)(
∑
i:|Xi|>1
|Xi|)
= n− p+ tm+ (m− 1)(n− t) (t = |{i : |Xi| = 1}| ≤ p)
= n− p+ tm+mn− n− tm+ t
= mn+ t− p ≤ mn
Now take any irredundant generating set {s1, . . . , sm} of S.
Consider the set H = {(1, 1, . . . , si, 1, . . . , 1)} ⊂ Sn, where si can be
in any jth positions for 1 ≤ j ≤ n, and i can be any number between 1
and m. It is easy to see that H is irredundant, and because Sn ≤ S o P ,
i(S o P ) ≥ |H| = mn.
As a result, i(S o P ) = mn.
Corollary 4. i(An o An) = n2 − 2n for n ≥ 9.
Proof. This follows from theorem 11 and corollary 1.
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