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Abstract
This dissertation is concerned with spectroscopy of correlated nanowires, in particular carbon nanotubes
and La2/3Sr1/3MnO3 (LSMO) nanowires. The technique of nonequilibrium superconducting tunnel spec-
troscopy is performed on carbon nanotube devices, and after subsequent deconvolution, the nonequilibrium
distribution function is calculated. The distribution function provides information on how electrons interact
as they traverse the nanotube, and its spatial dependence indicates whether electron transport is ballistic or
diffusive. This technique is also used to identify inelastic scattering from local defects that are tunable with a
gate voltage. In the case of LSMO nanowires, competition between conducting and insulating domains exist
in the same crystal and at the same time. This manifests as random telegraph noise in electron transport
experiments. This noise gives information on the lifetime, genesis, memory, and size of the domains, which
arise from competing microscopic processes that are energetically degenerate at low temperatures.
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Chapter 1
Introduction to One-dimensional
Correlated Systems
A virtuous cycle exists in condensed matter physics in which an understanding of interactions in materials
allows improvements in fabrication and characterization, thus allowing the investigation of smaller and/or
more complex systems to be studied. One method that has lead to interesting results is the reduction of
dimensionality. Confining electrons to move in a line or plane, in that the quantum energy level spacing
along the confined dimensions is much greater than the energy of the electrons, leads to observable quantum
effects. For example, electrons confined to move in a two-dimensional plane formed by a semiconducting
heterointerface were found to exhibit exactly quantized conductance with the application of a magnetic
field, i.e. the quantum Hall effect. This dissertation will be focused on confinement to one dimension, where
different and exciting new physics not observed in higher dimensions can be found in nanowires. The exper-
iments utilize spectroscopy, which is the study of interactions as a function of energy. In particular, electron
interactions in carbon nanotubes are studied by a novel “superconducting tunneling spectroscopy” technique
that describes the spatial distribution of energy. Spectroscopy of interactions in magnetic wires will also be
discussed: in this case, two competing and nearly degenerate domain structures found in LSMO fluctuate as
evidenced by noise in transport, yielding information on the energetics describing domain formation. The
strength of electron interactions with charge, spin, and lattice degrees of freedom is important in both carbon
nanotubes and magnetic nanowires, and the experiments performed in this dissertation may increase our
understanding of these interesting and technologically relevant materials.
1.1 Strongly Correlated Electron Systems
A remarkable feature of the theory of metals is that electron interactions can be effectively ignored. Electrons
traveling in the background of positive ions forming a crystal lattice transform from plane waves into Bloch
waves described by electronic band theory, loosely a relationship between energy and momentum. They must
organize their energies in accordance with the Pauli exclusion principle, and in fact only a sliver of them at
the highest energies take part in electrical and thermal conduction. Thanks to Fermi liquid theory, electron
1
interactions with themselves merely result in a renormalization of mass and other dynamical properties. The
electrons’ spins do not interact with anything in the absence of impurities. And impurities are responsible
for the scattering that electrons suffer every time they traverse a mean free path. Of course this is quite a
simplification, but in general when one considers the workings of conductors, electron interactions are absent
from the conversation.
The situation is quite different in strongly correlated systems, in which electrons are strongly affected by
charge, orbital, spin, and lattice degrees of freedom. By doping these materials in the right way, effectively
changing the carrier concentration by replacing some atoms with different atoms, several competing states
can coexist. While sometimes the microscopic interactions between these are understood, the collective
behavior of competing phenomena in strongly correlated systems is often emergent, that is, not a natural
extension of the underlying mechanisms. Examples of this emergent behavior are high-temperature su-
perconductivity, colossal magnetoresistance, and the metal-insulator transition, to name a few. Reducing a
system’s dimensionality can also create strongly correlated systems having novel states. Nobel Prize-winning
physicist Philip Anderson wrote in his oft-cited article describing emergence, More is Different, that “The
ability to reduce everything to simple fundamental laws does not imply the ability to start from those laws
and reconstruct the universe” [1]. Even though the physical laws these systems obey are understood, the
next level of complexity in which many interactions take place require a new understanding. Dealing with
this complexity is one of the most active areas of condensed matter research today.
1.2 Carbon Nanotubes as Correlated Electron Systems
Carbon nanotubes, cylindrical molecules consisting solely of hexagonally arranged carbon atoms, posses
many fascinating properties that make them both technologically applicable and physically interesting.
Commercially production of carbon nanotubes is up to several thousand tons per years with applications
utilizing their mechanical strength and high electrical and thermal conductivity, among others [2]. They are
an active area of research across the scientific and engineering disciplines. From a recent review of carbon
nanotubes, Shahal Ilani and Paul McEuen write “[from] the point of view of a chemist, a nanotube is a
periodic, stiff aromatic macromolecule approximately the same width as a strand of DNA. From the point
of view of an electrical engineer, it is a nanoscale conductor with properties reminiscent of bulk metals and
semiconductors. From the point of view of a condensed matter physicist, it is a laboratory for understanding
the physics of electrons in one dimension (1D)” [3]. As a researcher in the field of condensed matter physics,
it is exactly this last point of view that is explored.
2
In two and three dimensions, electrons tend to ‘screen’ each others electric fields. As negative charges
are repelled, electrons do not like to be next to each other, and the space between them becomes positively
charged due to the background of the lattice. This effectively reduces the electric field felt by other electrons,
and is a step in the direction of being able to effectively ignore electron-electron interactions. However in
one dimension, electrons can not effectively screen their electric fields, and thus the Coulomb interaction
is stronger. The strength of the electron-electron interaction in carbon nanotubes and other 1D systems
changes the excitation spectrum profoundly. By Luttinger liquid theory, these excitations are actually
collective modes of all of the electrons in the system because each change in one electron strongly affects all
those around it, and so on. Normally an electron carries with it its own spin and charge, but these collective
modes are waves consisting of separate charge and spin densities that propagate at different velocities. Thus
the strength of electron-electron interactions in carbon nanotubes makes them strongly-correlated materials.
Carbon nanotubes also tend to exhibit strong spin and charge dependence when electrical leads are
formed to them to make devices. Nanotubes are 1D and the leads attached to them typically 3D, causing
a minimum contact resistance of 6.5kΩ to take place at the interface (3-4 orders of magnitude greater
than contacts between two 3D metals). Indeed they can be much greater than that, acting effectively as
a 0D quantum dot weakly coupled to the leads. Here the charging energy of adding a single electron to
the dot determines transport behavior. At times the spin of a single electron on the dot-like nanotube
can affect transport across it. A favorite example is the Kondo effect, which is essentially just magnetic
screening, similar to the electric screening discussed earlier. In 3D metals with magnetic impurities, the
Kondo effect tends to localize electrons by forming a ‘singlet cloud’ around the impurities, thus decreasing
the conductivity. With a spin on a dot-like nanotube, the same kind of screening takes place, but from
the leads, which actually then are coupled by the screening, increasing conductance. The many regimes of
transport that can occur in carbon nanotube devices make charge and spin effects of utmost importance in
classifying these devices.
This work will be concerned with presenting a novel method of directly measuring the spatial dependence
of electron interactions in carbon nanotubes. This method can distinguish between no scattering (ballistic
transport) and elastic scattering (diffusive). Inelastic scattering due to defects is examined, and inelastic
electron-electron scattering and electron-phonon scattering are determined to be negligible. Electron inter-
actions in carbon nanotubes are important to guide the theory of 1D conductors, and also have practical
implications as nanotubes are increasingly used in electrical applications.
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1.3 Electron Correlations in Manganites
Manganites are a class of magnetic materials that can exhibit a strongly-correlated phenomenon known
as colossal magnetoresistance (CMR), whereby the electrical resistance can vary by orders of magnitude
with an applied magnetic field. Interest in the manganites, particularly those composed of lanthanum,
has exploded over the past couple decades due to their technological applications for magnetic storage and
sensing as well as the realization that the original microscopic theory proposed to describe them, known
as the ‘double exchange’ mechanism, fails to completely describe their behavior. It has been proposed and
evidence supports that another mechanism, known as ‘charge ordering,’ competes with double exchange in
the CMR manganites. This competition is a wonderful example of strongly-correlated electron systems.
Electrons, by way of double exchange, are allowed to hop around the manganite, and this hopping aligns the
spins of the manganese valence electrons, or conversely the alignment of the spins allows the hopping to occur
in the first place. Thus electrical conduction and ferromagnetism are intimately related. However, sometimes
electrons find that they can lower their energy by distorting the crystal structure (lattice). This distortion
results in a net polarization that couples strongly to the electron, thus trapping it and preventing it from
contributing to the conductivity. Hence an alternate relation exists between lattice distortions (phonons),
electrical insulation and lack of ferromagnetism, as the distortion also affects the alignment of manganese
spins. As it turns out, these remarkably different behaviors caused by the charge, spin, and lattice degrees
of freedom can occur in the same crystal and at the same time.
This particular study of manganites at the University of Illinois has its origin in the cousin of the mangan-
ites, the cuprates. The cuprates posses a similar structure to the manganites, with manganese replaced with
copper, and are best known for high-temperature superconductivity (HTSC). HTSC differs from ‘metallic’
superconductivity not just in its observation at temperatures exceeding 100K (while that for ‘metallic’ super-
conductors is less than 30K), but that the pairing mechanism responsible for superconductivity is unknown,
whereas it is mediated by phonons in the ‘metallic’ superconductivity to be discussed in Sec. 2.4.1. Other
features of HTSC such as linear resistivity and the pseudogap phase are still not well-understood. In one
study of a prototypical HTSC, YBCO patterned into nanowires was found to exhibit telegraphic fluctua-
tions above the superconducting temperature [4], shown in Fig. 1.1. Telegraphic fluctuations indicate the
dynamics of domain formation, whereby competing microscopic processes introduce noise into an electrical
transport measurement. Random telegraph noise is noise that switches between two or more states, at
random times, but typically on the order of seconds or milliseconds. The mechanism behind the telegraphic
fluctuations is not known for sure, although stripe formation was posited as a possibility [4]. In order to
study the domain fluctuations further, another experimental technique was enlisted, that of resonant soft
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Figure 1.1: Telegraphic fluctuations in YBCO nanowires. a) Noise as a function of time, and b) histogram
of noise indicating bimodality. Reproduced from [4].
Figure 1.2: Five-fold periodicity of resonant soft X-ray scattering in an array of LSMO nanowires. The
peaks with a spacing of 0.2 with respect to nanowire spacing indicates ordering across five nanowires. This
order is only apparent below the Curie temperature [Compliments of Xiaoqian Chen].
X-ray scattering.
But of course there is a lot going on in HTSCs, certainly more than is currently understood. So it is
then prudent to first study a system whose mechanisms are more or less well understood, which is how
manganites come back into the picture. In particular, resonant soft X-ray scattering was performed by the
Abbamonte group to study spin-dependent scattering at the manganese absorption edge in arrays nanowires
fabricated from LSMO. In these arrays, ferromagnetic order along the nanowires competes with the dipole-
dipole interaction between domains that favors antiferromagnetism. However, the X-ray data indicate that
ferromagnetic order exists across nanowires with a periodicity of five (Fig. 1.2). This periodicity occurs only
below the Curie temperature for which ferromagnetic ordering occurs below. The question of whether this
is observable in electrical transport experiments was posed.
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Before considering transport in multiple correlated nanowires, a single one was considered. And in fact,
telegraphic noise similar to that originally discovered in YBCO was found. This is the subject of Chapter 3.
By combining X-ray data concerning the electronic correlations between nanowires with transport data of
a single one (and in the future perhaps arrays), a better understanding of these strongly-correlated systems
will be achieved.
1.4 Outline of Remainder of Dissertation
This dissertation is divided into two main experiments, those on spectroscopy of carbon nanotube (Chapter
2) and of random telegraph noise in LSMO nanowires (Chapter 3). The chapter on carbon nanotubes begins
with a summary of structure and electronic properties, including examples of one-dimensional Luttinger
liquid behavior, then moves into the conductance regimes displayed by nanotube devices. A discussion of
the distribution function and quantum tunneling then sets the stage for the novel spectroscopic technique
used to study electron interactions. Device fabrication and experimental setup detail the exact methods
in which the experiments are performed, followed by an analysis of data to extract the nonequilibrium
distribution function. The spatial and temperature dependence of the distribution function, which can
be tuned by application of a gate voltage, is discussed, as well as evidence for defect scattering that is
unobservable in end-to-end conductance measurements.
The chapter on LSMO nanowires will begin with an overview of electronic phase separation, whereby
competing microscopic phenomena coexist and how they can be studied by fluctuations in transport experi-
ments. These competing phenomena, specifically in the manganites are then elaborated on to focus attention
to two effects. The device fabrication and experimental setup for measuring telegraph noise is detailed, and
results from those experiments are presented. A comparison with observations in other manganite wires
is made and found to be similar and different in certain respects. Additionally, improvements on future
fabrication and experimental techniques are proposed.
Appendix A.1 contains work that was performed on a nominally two-dimensional system, the LaAlO3/SrTiO3
(LAO/STO) heterointerface. Here a two-dimensional conducting layer is thought to be formed between the
two band insulators by electronic reconfiguration due to the polar catastrophe. Transport experiments in-
dicating up to 9-fold order of magnitude differences are found by carefully controlling and characterizing
LAO stoichiometry and STO reduction. These data indicate electron transport can be tuned from a two-
dimensional conducting regime to three-dimensional. In order to support this supposition, Shubnikov-de
Haas oscillations will be investigated at the National High Magnetic Field Laboratory at Florida State
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University to determine the dimensionality of transport conclusively.
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Chapter 2
Carbon Nanotube Spectroscopy
2.1 Overview of Carbon Nanotubes
Carbon nanotubes are cylindrical molecules composed exclusively of carbon that possess a wealth of inter-
esting structural and electronic properties. This dissertation will be concerned with single-walled carbon
nanotubes as opposed to multi-walled carbon nanotubes, whose structure is similar to a number of con-
centric single-walled nanotubes. These single-walled carbon nanotubes, or simply nanotubes for brevity,
have diameters on the order of a nanometer and lengths from tens of nanometers all the way to tens of
millimeters. Nanotubes can be thought of as one-dimensional conductors, not just because they are about a
hundred thousandth the width of a human hair, but because the quantum level spacing in the circumferential
direction is on the order of hvF /pid ∼ 1 eV, corresponding to a temperature of about 10, 000◦C, well above
room temperature. In fact, the breakdown temperature for single-walled carbon nanotubes is 2, 800◦C in
vacuum and 750◦C in air [5]. Thus excited circumferential modes are inaccessible and for all intents and
purposes nanotubes are electrically one-dimensional.
Visualizing the structure of carbon nanotubes, one may start with the graphite familiar from childhood,
commonly known as ‘pencil lead,’ which is composed of stacked graphene, one atom thick sheets of carbon
in a hexagonal lattice. While the topic of graphene is interesting in its own right, to the point of being the
subject of the 2010 Nobel Prize in Physics, the discussion of its properties will be limited to those that carry
over to nanotubes (the interested reader is directed to a review of the electronic properties of graphene [6]).
In particular, the hexagonal lattice of carbon is bonded by sp2 hybridization which is responsible for its
incredible mechanical strength, while the unhybridized 2pz orbital is responsible for electrical conduction by
the formation of pi and pi∗ covalent bonds. While nanotubes may be thought of simply as rolled up graphene
sheets, the ‘direction’ of the rolling is quite important. This can be seen by considering the basis vectors ~a1
and ~a2 for the hexagonal lattice which take each carbon atom to an equivalent lattice point as in Fig. 2.1
(note that the hexagonal lattice can be thought of as the superposition of a triangular lattice with its mirror
image). The direction of graphene rolling is defined by the chiral vector ~Ch = n~a1 + m~a2 that identifies
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Figure 2.1: A nanotube is constructed by rolling point A into point A′ in the hexagonal lattice. The chiral
vector ~Ch = 5~a1+3~a2 identifies these points in terms of lattice basis vectors, demonstrating the construction
of a (5, 3)-nanotube. Reproduced from [7].
the points A and A′ in the lattice. The nanotube formed in this manner is commonly referred to as an
(n,m)-nanotube, with the construction of a (5, 3)-nanotube demonstrated in Fig. 2.1.
Carbon nanotubes also inherit the electronic band structure of graphene through cross-sections defined
by the chiral vector. The wavevectors corresponding to the chiral vector become quantized due to the
periodic boundary conditions imposed by rolling the graphene sheet into a nanotube, while the wavevectors
arising from the nanotube axis remain continuous if one assumes an infinite nanotube. The conduction and
valence bands of graphene meet at each of the six K points of the Brillouin zone, depicted in Fig. 2.2a,
where the dark lines correspond to the allowed k-values of the nanotube by the quantization condition.
The electronic properties of nanotubes near the Fermi level are determined by whether or not the allowed
k-values intersect one of the K points. If so the nanotube is metallic as in Fig. 2.2b, and if they fail to
intersect the nanotube is semiconducting as in Fig. 2.2c. A complete determination of the band structure
of nanotubes by the zone-folding technique is beyond the scope of this dissertation and can be found in
excellent references [7] and [8]. Thus the band structure of nanotubes is entirely determined by the chiral
vector and a simple relation exists that describes their conductive behavior. If the difference n −m is an
integral multiple of 3, the nanotube is metallic. Otherwise the nanotube is semiconducting with an energy
gap inversely proportional to its diameter.
As mentioned previously, carbon nanotubes are one-dimensional conductors. When connected to three-
dimensional leads, the maximum conductance through the nanotube is 4e2/h, four times the quantum of
conductance due to two bands crossing the Fermi energy and two spins. For one channel the maximum
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Figure 2.2: a) Brillouin zones of graphene (hexagon) and a (5,5)-nanotube (white rectangle). The dark
lines correspond to the allowed k-values from the circumferential quantization condition of the nanotube.
Cross-sectional cuts of the band structure of graphene corresponding to b) a metallic (5,5)-nanotube and c)
a semiconducting nanotube. Adapted from [7].
conductance is e2/h, which can be determined from a simple Heisenberg uncertainty principle argument. A
current I = e/τ (τ is the time spent in the channel) is induced by a voltage V = E/e across the leads. The
uncertainties in energy and time are ∆E and ∆τ then
1/G = V/I = ∆E∆τ/e2 ∼ h/e2
is the minimum resistance. The quantization of conductance can also be derived from the more formal
Landauer-Bu¨ttiker theory, which is discussed in more detail in Ref. [9]. It also turns out that one-dimensional
systems possess correlated electronic behavior due to the enhancement of electron-electron interactions in
one dimension. These properties cannot be captured by the standard theory of metals, as demonstrated in
the following section.
2.2 Luttinger Liquids
2.2.1 Breakdown of Fermi Liquid Theory in One Dimension
A working theory of conductors was brought about by successive refinements in the level of detail of ap-
proximation in the physical description of solids during the first few decades of the twentieth century [10].
A theory that captures much of the essential physics is the Drude-Sommerfeld model, which consists of an
electron gas that incorporates a) electrons that suffer collisions after an average time τ , thereby explaining
electrical resistance, b) the electrons obey Fermi-Dirac statistics that are derived from the Pauli exclusion
principle, and c) the crystal lattice can be effectively ignored because Bloch’s theorem states that a pe-
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Figure 2.3: Peierls distortion of a one-dimensional chain of atoms with valence one. a) The unperturbed
lattice and its b) dispersion relation, where red indicates the filled electron states. Note that the zone
boundary occurs at ±pi/a and kF = pi/2a. c) Two distortions that each cause the periodicity of the lattice
to double and d) the opening of a gap at due to the new zone boundary at ±pi/2a. Note the energy of the
higest filled state is less than the Fermi level. This energy reduction cancels the cost of elastic deformation
of the lattice.
riodic potential only changes the electrons’ effective mass. This collection of non-interacting electrons is
known as a Fermi gas. Lev Landau expanded this theory into Fermi liquid theory by considering that the
interactions between electrons can be turned on adiabatically, thus preserving a one-to-one correspondence
between excitations in the Fermi liquid and the non-interacting Fermi gas. These excitations, which only
encounter residual interactions with each other, are called quasiparticles and can be thought of as an electron
‘dressed’ with a screening cloud whose mass and other dynamical properties have been renormalized. Fermi
liquid theory has been remarkably successful in describing normal (non-superconducting) metals at room
temperature and below.
However the ability to adiabatically switch on electron-electron interactions assumes there exists in-
finitesimal excitations from the ground state. While true of metals in higher dimensions, the assumption
fails uniquely in one dimension due to the Peierls distortion, which opens an energy gap above the Fermi
level. The Peierls distortion can be understood by considering a one-dimensional chain of atoms as shown in
Fig. 2.3a with a lattice spacing of a and each contributing one valence electron. With no distortion, electrons
fill the band up to the Fermi energy EF with Fermi wavevector kF = pi/2a and the system is metallic from
a band theory point of view (Fig. 2.3b). But if now the lattice is distorted, either by every other atom
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moving closer to its neighbor or the atoms shifting perpendicularly out of linearity, the periodicity of the
lattice shifts from a to 2a (Fig. 2.3c). The degeneracy of the two bands around kF opens an energy gap
around the Fermi level (Fig. 2.3d). This lowers the overall energy of the electron system because the energy
of the highest filled state is below the Fermi level, and this cancels the elastic energy cost of the deformation.
With this energy gap the system can no longer obey Fermi liquid theory. Of course for carbon nanotubes
the deformations are more complex (Ref. [8] contains a detailed description of nanotube deformations), but
the inapplicability of Fermi liquid theory remains. Additionally the phase space for electron scattering is
restricted in an interacting one dimensional system. Thus any individual excitation must become a collec-
tive one, and Fermi liquid theory cannot apply [11]. A different method of treating electron interactions is
needed, and Luttinger liquid theory fulfills this role.
Intuitively electron interactions are very important in one-dimensional systems because the lack of screen-
ing enhances the Coulomb repulsion between electrons. The addition of an electron or scattering of an
electron induces a response of the entire Fermi gas. Therefore it makes no sense to talk about single-particle
excitations and instead the collective behavior of the system must be considered. This is ingeniously done in
Luttinger liquid theory. By treating the dispersion relation as linear around the Fermi energy, which is true
for small enough excitations, and through a process called bosonization, the excitations of this system are
shown to be waves. They are specifically charge and spin density waves, which propagate independently and
with different velocities. These effects are encapsulated in the Luttinger parameter g which measures the
strength of electron interactions and its power law manifestation, the Luttinger exponent α. The Luttinger
parameter g is a function of the one-dimensional charging energy U and single-particle energy level spacing
 as [12]
g =
[
1 +
2U

]−1/2
.
Physically g < 1 corresponds to repulsive electron interactions and g = 1 to a non-interacting system. The
Luttinger parameter is measurable through both the dispersion relation and the exponent α that manifests
itself in power laws. For example, the single-particle density of states N(E) ∼ |E−EF |α [13]. The functional
form of the exponent α depends on whether contact with the system is made though the end or bulk as [12]
α =
{ 1
4 (g
−1 − 1) end
1
8 (g + g
−1 − 2) bulk
.
Experimental methods of measuring g and α will be discussed in the next section.
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Figure 2.4: Power law behavior observed in carbon nanotubes as evidence of a Luttinger liquid. Conductance
as a function of temperature for a) bulk- and b) end-contacted nanotubes. The solid lines are measured data
and dashed lines are corrected for temperature-dependent Coulomb blockade effects. Measured Luttinger
parameters are in the upper inset to a) with the x’s corresponding to αbulk and o’s to αend. Differential
conductance as a function of temperature is shown in the insets of c) and d) for bulk- and end-contacted
nanotubes, respectively. The data are collapsed to a universal scaling curve predicted by theoretical models
for tunneling into a Luttinger liquid in the main panels. Adapted from [12].
2.2.2 Evidence of Luttinger Liquid Behavior from Tunneling Experiments
Only recently have nanofabrication techniques advanced to the point where one-dimensional systems are
no longer just the toy model of the theorist. One-dimensional systems may be realized not just in carbon
nanotubes, but also in the cleaved-edge overgrowth of two-dimensional electron gases, step-edge deposition
of an atomic chain, and the edge state of fractional quantum Hall systems. In discussions of the following
experiments, evidence is provided for Luttinger liquid behavior by tunneling experiments in some of these
systems. A complete description of quantum tunneling will be featured in Section 2.4.1.
Tunneling into a Luttinger liquid is predicted to be dependent on the electron energy, whereas above the
Fermi level it is independent for a Fermi liquid. The strength of electron interactions g manifests itself in
the exponent α of power laws of conductance with energy scale. For low bias (eV  kBT ) the conductance
G ∼ Tα and for high bias (kBT  eV ) the differential conductance dI/dV ∼ V α. Bockrath et al [12]
demonstrated this behavior in bundles (ropes) of single-walled carbon nanotubes with tunnel contacts made
both to the bulk and the end of the nanotubes. They showed that transport was dominated by a single
metallic nanotube by observing the regular periodicity of low temperature Coulomb oscillations and because
conduction is frozen out in semiconducting nanotubes in the temperature range at which these measurements
were taken. Tunnel contacts to the bulk were made by depositing nanotubes on predefined leads while
contacts to the ends were made by defining leads for nanotubes and depositing the contact metals onto the
nanotubes. The measured nanotube conductance extrapolates to zero as the temperature approaches 0 K,
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as is expected for a Luttinger liquid because the density of states vanishes at the Fermi level. Conductance
as a function of temperature is shown on a log-log plot in Figs. 2.4a-b, where the diagram in the lower right
indicates whether the nanotube is bulk- or end-contacted. The solid lines correspond to the measured data
while the dotted lines are corrected for temperature dependence of Coulomb blockade effects. The measured
Luttinger exponents are shown in the upper inset of Fig. 2.4a, where the x’s correspond to αbulk and o’s to
αend. Differential conductance as a function of bias voltage is shown in the inset of Figs. 2.4c-d for different
temperatures, with the straight lines as guides to the eye. Here the conductance trails off to a constant when
entering the low-bias regime, as expected. The main panels show the measured data collapsed to a universal
scaling curve. However the roll-off in Fig. 2.4d is unexplained. The measured values of the Luttinger
exponent from temperature-dependence are αend ≈ 0.6 and αbulk ≈ 0.3 while from the voltage-dependence
they are αend = 0.87 and αbulk = 0.36. These values are near the theoretical predictions of αend = 0.65 and
αbulk = 0.24, determined from a theoretical estimate of the Luttinger parameter g = 0.28  1, indicating
that strongly repulsive Coulomb interactions dominate transport in nanotubes.
Scanning tunneling microscopy (STM) and spectroscopy (STS) are techniques to map the local density
of states as a function of position and energy with atomic resolution due to the sharpness of the probe tip
and the fact that tunneling current varies exponentially with applied voltage (for a detailed description of
scanning tunneling microscopy/spectroscopy, refer to Section 2.4.1). Using this technique near one end of a
metallic carbon nanotube, Lee et al [14] provide evidence of Luttinger liquid behavior. The STM topograph
in Fig. 2.5a features atomic-level spatial resolution to show the nanotube has a chiral vector of (19,7),
corresponding to a metallic structure. Using position-resolved STS and measuring the differential tunneling
conductance dI/dV (r, V ), real-space observation of electronic standing waves of two different wavelengths
in Fig. 2.5b provides direct evidence of spin-charge separation that is a hallmark of Luttinger liquids. The
velocities of the spin and charge density waves are predicted to be related to the Fermi velocity (8.1 × 105
m/s in a carbon nanotube) as vs ≈ vF and vc = vF /g. By comparing the Fourier transform of the STS
data and energy dispersion curves calculated using a tight-binding model (Fig. 2.5c), a Luttinger parameter
of α ≈ 0.55 is determined from v = (1/h¯)∂E/∂k. That this is higher than the predicted value of α ≈ 0.3
for a weakly-screened nanotube is attributed to the screened Coulomb interaction in the nanotube by the
metallic substrate. Other evidence supporting Luttinger liquid behavior is that the local density of states
is strongly suppressed at the Fermi level and the smooth evolution of peaks in dI/dV corresponding to the
scaling relation r×V = const. Now that two experiments demonstrating Luttinger liquid behavior in carbon
nanotubes have been described, one more concerning a one-dimensional system that is not a nanotube is
presented.
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Figure 2.5: Position-resolved scanning tunneling spectroscopy of a metallic nanotube near its end. a) STM
topograph showing the (19,7)-nanotube. b) Differential conductance dI/dV (r, V ) showing standing waves
of two different wavelengths as a result of scattering from the end of the nanotube (depicted between green
dI/dV and blue vacuum). c) Fourier transform of b) with the energy dispersion relation of a (19,7)-nanotube
determined by a tight-binding model superimposed. The slope of the crossing dotted lines correspond to the
Fermi velocity while the Fourier transform has a slightly different slope giving an enhanced charge velocity
of vc ≈ vF /0.55. Adapted from [14].
Semiconductor heterostructures allow electron density to be modulated both by chemical doping during
growth and the application of external gate voltages. A common structure consists of the quantum well
interface between GaAs and AlGaAs that forms a two-dimensional electron gas (2DEG). One method of
fabricating one-dimensional conductors is to pattern a gate on top of the heterostructure, cleave it in vacuo,
and grow more semiconducting material on the newly exposed edge. This is known as cleaved edge overgrowth
and with the application of a gate voltage to deplete the 2DEG beneath it, a one-dimensional wire is formed.
This wire is bound by atomically smooth surfaces on 3 sides and a triangular potential formed by the depletion
layer on the 4th. Auslaender et al [15] extend this technique to characterize tunneling conductance between
two one-dimensional wires in order to elucidate the energy dispersion relation. These two one-dimensional
wires were formed a distance d = 6nm from each other by cleaved edge overgrowth, where a modulation
doping sequence has rendered only the upper quantum well a 2DEG, as shown in Fig. 2.6a. The 2DEGs
on either side of g2 form the source and drain of the conductance measurement, and each are well-coupled
to the one-dimensional wire at its edge. With no voltage on g2, the source and drain are shorted to each
other by the existence of a 2DEG between them. As a negative voltage is applied, the 2DEG under g2 is
depleted but not the wire at the edge, and quantized conductance characteristic of electron transport in a
one-dimensional conductor is observed (Fig. 2.6b). At this point tunneling into the lower wire is negligible.
If the negative bias is increased, the upper wire will eventually be depleted and all transport takes place by
tunneling into the lower wire (inset of Fig. 2.6b). This corresponds to the schematic in Fig. 2.6a, where
additionally a gate g1 depletes all conduction below it to form a finite tunneling region of length L on the
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Figure 2.6: a) Device schematic for two one-dimensional wires obtained by cleaved edge overgrowth. The
gate g2 depletes the 2DEG beneath it and upper wire forcing transport to occur via tunneling into the lower
wire. The gate g1 depletes all carriers below it and acts to limit the voltage drop Vsd to the tunneling region
of length L between the two wires. b) Conductance plotted against gate voltage, showing quantized steps
indicating one-dimensional transport through the upper wire, until it is depleted and transport is forced to
occur via tunneling into the lower wire (inset), the case pictorially represented in a). Adapted from [15].
left, with the tunneling region on the right essentially infinite, allowing the voltage drop Vsd to essentially
occur entirely over the tunneling region of length L.
As the tunneling process conserves both energy and momentum, the dispersion relations of the wires
can be determined by measuring the tunnel conductance. The energy of the electrons is related to the bias
voltage, E = eVsd while a perpendicular magnetic field B shifts the relative wavenumbers of the upper and
lower wire’s modes as δk = eBd/h¯. Thus conductance G(Vsd, B) is enhanced when one wire is occupied
and the other is not and the tunneling condition Eupper(B, k − δk) = Elower(B, k) − eVsd is satisfied, and
suppressed otherwise. Conductance as a function of bias voltage and field is shown in Fig. 2.7a. The region
of increased conductance in the lower left is attributed to tunneling between the 2DEG and the lower wire.
In order to compare this dispersion relationship to the noninteracting picture, the electron density mismatch
between modes at zero field must be determined by V ∗sd = (EF,lower − EF,upper)/e and between modes at
zero bias as δk1 = edB1/h¯ = |kF,upper − kF,lower| and δk2 = edB2/h¯ = |kF,lower + kF,upper|, as depicted in
Fig. 2.7b. These densities are calculated and the noninteracting dispersion is shown as thick dashed lines
in Fig. 2.7a,c. Because this method of determining density does not depend on the electron interaction
strength, good agreement is found for the points B1 and B2 (with Vsd = 0) in Fig. 2.7c. However agreement
is not found for the dispersion relation shown in the upper part of Fig. 2.7a because the charge velocity
is enhanced due to electron interactions. A comparison of the observed and calculated dispersion relations
yields a Luttinger parameter of g = 0.75, consistent with other values obtained by forming one-dimensional
wires via cleaved edge overgrowth.
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Figure 2.7: a) Tunnel conductance measurements give the energy dispersion relationship in one-dimensional
wires. The thick dashed lines correspond to the noninteracting picture calculated by determining the wire
electron densities from the schematic b). The thin dashed lines are corrected with a renomalized mass
showing charge velocity is enhanced in these wires. c) The same as the lower part of a) but with a smooth
background subtracted and scale optimized for visibility. Reproduced from [15].
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2.2.3 Limitations of Luttinger Liquid Theory
Luttinger parameters determined from tunneling experiments vary significantly and it is difficult to precisely
nail down the interaction strengths. Scaling from power laws typically occurs over only a decade or so in tem-
perature or bias voltage. Additionally power-law behavior is similarly found in short resistive transmission
lines [16]. Electron screening from substrate or gate can influence the observed interaction strength. The
measured interaction strength has also been shown to vary with nanotube length and defects tuned by gate
voltage [17]. There is also a crossover between one-dimensional and zero-dimensional behavior, which makes
it difficult to determine whether the system is in the Luttinger liquid regime from end-to-end conductance
experiments. This dissertation attempts to overcome limitations in end-to-end conductance experiments by
employing nonequilibrium tunnel spectroscopy to measure electron interactions along a nanotube.
2.3 Transport Regimes in Carbon Nanotubes
Shortly after their discovery, carbon nanotubes were theoretically predicted to be capable of ballistic trans-
port up to the order of microns [18]. Experimentally it was found that the transport properties are dominated
by how well coupled the carbon nanotube is to the contact leads. Fabrication of nanotube devices approach-
ing the theoretical minimum resistance of 6.5kΩ (h/4e2) was initially a challenge, but it was soon found that
contacting nanotubes with Pd, which has a high work function and good wetting with nanotubes, allows
them to be fabricated reliably [19]. Once well-coupled leads could be patterned on nanotubes, the role of
defects could be characterized [20]. This section will provide an overview of these transport regimes at low
temperatures so that thermally-activated transport can be neglected.
2.3.1 Nanotubes with Weakly-coupled Tunnel Contacts
Nanotubes with weakly-coupled tunnel contacts are said to be in the Coulomb blockade regime. In this
regime the average conductance is much less than the quantum of conductance (e2/h). The reason for this
is that the energy cost of adding another electron to the nanotube is so great, only single-electron charging
and discharging events are allowed, and the number of electrons on the nanotube quantum dot (QD) is a
good quantum number [21]. At low temperatures, kBT is negligible and the energy scales involved are the
charging energy Uc = e
2/C and quantum level spacing ∆E = hvF /2L, where C is the capacitance of the
device and L is the length of the nanotube.
When the ground state of the system is such that it is favorable to have a fixed number of electrons
on the nanotube QD, transport is blocked and the device has effectively zero conductance because there is
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Figure 2.8: Transport through a nanotube in the Coulomb blockade regime. Here darker areas correspond to
regions of enhance conductance. The closely-spaced discete levels in the diagrams are the quantum levels and
separated from others by a larger charging energy. The gray circle corresponds to no conductance because
there are no states to tunnel through. This scenario corresponds to the white (nonconducting) diamonds.
The blue circle indicates the levels have been shifted by the gate voltage and a small bias is applied, allowing
electrons to hop on and off the nanotube QD. The red circle corresponds to higher bias in which an excited
quantum level is activated. Reproduced from [21].
no open state near the Fermi energy of the leads. This scenario is depicted for the gray circle in Fig. 2.8,
known as a diamond plot, which shows conductance in color (here, darker is higher), as a function of gate
and bias voltage. The bias voltage increases the relative difference of the lead energies, and at some point
the QD energy will fall between them allowing current to flow. The gate voltage allows the nanotube to be
electrostatically modified, thereby shifting its chemical potential. If the gate tunes a level near the Fermi
energy of the leads, then current can flow because it requires no additional energy for electron to hop on
and off the QD. This is shown as the blue circle (with a small but finite bias voltage) in Fig. 2.8, where
the edge of the diamond shows where bias and gate voltages conspire to allow transport. If a higher bias is
applied (red circle) then excited states of the QD can contribute to the current. The width of the Coulomb
diamonds can be related to the quantum level spacing to determine the ‘length’ of the nanotube forming the
QD. If this is the same as the actual length of the nanotube device, the entire nanotube is participating as
a QD. However, defects may be tuned with gate voltage to restrict the length participation of the nanotube
as observed in Coulomb diamonds of various sizes in Fig. 2.8.
2.3.2 Nanotubes with Nearly Transparent Contacts
If the average conductance is greater than the quantum of conductance, the nanotube device is in the Fabry-
Perot regime, so-called to make analogy with the optical interference effect; in the case of nanotubes, electron
reflect off the leads and interfere with each other, due to ballistic transport in the system. The discreteness
of charge is lost, although features such as a quasi-periodicity in conductance with gate voltage remains [21].
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Figure 2.9: Electron wave hitting two partially reflective barriers. The incoming wave from the left is ψ
and the transmitted wave ψT is the sum of all the multiply reflected transmitted waves. When the path
length difference and number of reflections conspire so that the sum intereferes constructively, conductance is
enhanced. In this way, transport throught the nanotube is analogous to a Fabry-Perot resonator. Reproduced
from [22].
Additionally the nanotube device is always conductive regardless of gate voltage, as opposed to the tunnel
contact cases. The analogy to a Fabry-Perot resonator is depicted in Fig. 2.9, where nearly transparent
contacts partially reflect the electron wave. Enhanced conduction occurs when constructive interference due
to the accumulated phase of the electrons occurs. Since this is due to the wavenumber, which increases
linearly as Fermi level is tuned with gate voltage, quasi-periodic oscillations in conductance appear. This
is shown in Fig. 2.10, where semi-regular pattern of dark lines corresponding to dips in conductance. The
crossing point between adjacent left- and right-sloped dark lines gives the voltage Vc ≈ 3.5meV for this
device. The inset of Fig. 2.10 shows that the product of this voltage with inverse length of the device scales
linearly, and thus most scattering in the device occurs at the interfaces [21]. Thus the device features ballistic
transport. However, some disorder does manifest itself over an energy of 0.1e2/h in differential conductance
dips and is evident in Fig. 2.10 as the irregularity of the diamond pattern.
2.3.3 Tuning Disorder in a Nanotube
Defects persist even in highly conducting metallic nanotubes, and these individual defects cause resonant
electron scattering, as shown by scanning gate microscopy at room temperature [20]. Typical nanotube
defects are heptagon-pentagon pairs due to a rearrangement of carbon bonds and common crystallographic
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Figure 2.10: Transport through a nanotube with nearly transparent contacts. Here black corresponds to
1.5e2/h and white to 3.3e2/h. The regularity of conductance is analagous to a Fabry-Perot resonator.
However, some disorder is apparent as irregularity. Inset: Characteristic voltage is linear with inverse
nanotube length indicating most scattering occurse at the interfaces. Reproduced from [21].
defects such as monatomic vacancies. Defects introduce irregularities in the structure of the Coulomb
blockade and Fabry-Perot diamond plots, as they are tunable with a gate voltage. In the scanning gate
experiments of Ref. [20], individual defects are tuned with an applied voltage from a conductive AFM tip in
close proximity, creating a local gating effect. This was evident as a profound change in resistance across the
tube. Additionally the saturation of mean free path with decreasing temperatures was observed by scaling
resistance with nanotube length [23]. The saturation is due to scattering from defects because they persist
at low temperature. Scattering from defects introduces diffusive transport across the nanotube, which will
be measured directly in Sec. 2.6.6.
2.4 Measurement of the Distribution Function
This section describes the measurement of the distribution function by the technique of nonequilibrium
superconducting tunnel spectroscopy. The distribution function, while just the Fermi function in equilibrium
experiments, describes how electrons interact in a system biased out of equilibrium. Before determination
of the distribution function can be addressed, an overview of quantum tunneling is presented followed
by a description of the first successful spectroscopy experiments using planar tunnel junctions. Similarly
scanning tunneling microscopy and spectroscopy is presented. These techniques allow the determination
of many electrical properties, such as DOS, scattering mechanisms, and even topography. In particular
the technique of superconducting tunnel spectroscopy is introduced with a basic overview of the properties
of superconductors. At this point a transition is made in which the system under study is biased out of
equilibrium. Electron interactions described in terms of the nonequilibrium distribution function is discussed,
followed by the use of nonequilibrium superconducting tunnel spectroscopy to determine the distribution
21
functions. Finally, past experiments utilizing this technique are presented along with theoretical predictions
and questions that are addressed by this dissertation.
2.4.1 Obtaining Electrical Properties via Quantum Tunneling
The wave-particle duality of nature imparts every particle with a de Broglie wavelength of λ = h/p, where
h is Planck’s constant and p is the particle’s momentum. Reciprocally, waves such as the electromagnetic
waves of light are given their own particles, in this case the photon. The Schro¨dinger equation is the wave
equation that describes matter waves in terms of its wavefunction ψ as
− h¯
2
2m
∇2ψ(r) + V (r)ψ(r) = Eψ(r).
Once ψ is known, the probability density |ψ(r)|2d3r is easily calculated along with expectations of dynamic
quantities. The Schro¨dinger equation can be simply interpreted as a statement about the conservation of
energy: the left hand side represents kinetic plus potential energy, and the right side is total energy. Of
course here the kinetic energy p2/2m is given in the operator notation with pˆ = −ih¯∇. One feature of
note is that even if the potential V is larger than the total energy, solutions to the Schro¨dinger equation
can still exist, a situation that is classically forbidden. In fact if the potential barrier is thin enough and a
classically allowed region exists on the other side, a particle can quantum mechanically tunnel through it!
An analogous situation would be to throw tennis balls at a brick wall and every once in a while have one
end up on the other side. And with the brick wall in tact and the ball suffering no energy loss.
This is not observed in daily life as the mass of a tennis ball is ≈ 1028 times that of an electron and
a brick wall is much thicker than the 2nm typical of tunnel barriers in condensed matter systems. A
quantum mechanical equivalent of the tennis ball/brick well scenario is depicted in Fig. 2.11, where an
electron traveling as a plane wave (ψ = eikx) from the left encounters a potential barrier of thickness `
and energy ‘height’ U greater than the electron’s energy of E = h¯2k2/2m. The square of the wavefunction
is shown inside the barrier and ‘leaks through’ to the other side with probability |T |2, or is reflected at
the barrier with probability |R|2. The transmitted particle retains its energy and momentum. Using the
Wentzel-Kramers-Brillouin (WKB) approximation, the probability of transmission is approximately given
by
|T |2 = e−2κ` with κ =
√
2m(U− E)/h¯,
and thus quickly goes to zero as thickness, particle mass, and barrier height are increased.
More formally, the transfer Hamiltonian method was applied to this problem by our very own John
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Figure 2.11: An electron incident from the left with kinetic energy E encounters a tunnel barrier of ‘height’
U > E. Some of its wavefunction ψ leaks through the barrier. The probability the electron is transmitted
is |T |2.
Bardeen [24]. The total Hamiltonian of the system is H = HL +HT +HR where the left and right side have
eigenstates ψµ and ψν respectively, and the transfer term HT is a weak perturbation coupling the two sides.
Fermi’s golden rule gives the tunneling rate between the left mode µ and right mode ν as
Wµν =
2pi
h¯
|〈ψµ|HT |ψν〉|2NR(Eν)δ(Eµ − Eν)
where NR is the (final) density of states on the right side. If a bias V is applied on the left side with respect
to the right, then by multiplying the tunnel rate by the electron charge, summing over the left and right
modes, and accounting for occupied and unoccupied states, the tunnel current is found to be
I = −e
∑
µν
2pi
h¯
|Mµν |2NR(Eν)δ(Eµ − Eν)[f(Eµ + eV )(1− f(Eν))− f(Eν)(1− f(Eµ + eV )]
=
e
h
∑
µν
|Mµν |2NR(Eν)δ(Eµ − Eν)[f(Eν)− f(Eµ + eV )]
where the matrix elements
Mµν =
h¯
2m
∫
[ψ∗µ∇ψν − ψ∗ν∇ψµ] · dS
are integrated over any surface inside the tunnel region. The sum is typically transformed to an integral
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over energy. At low temperature and bias voltage the matrix elements can be considered constant and the
Fermi functions as step functions so that
dI
dV
(V ) =
e2
h
|M |2NR(eV ),
and the matrix elements |M |2 are proportional to the tunneling probability |T |2 found earlier.
The theory of quantum tunneling found its first success in describing nuclear beta decay and electron
field emission into vacuum [25]. With the increased ability to control material properties came the ability
to fabricate very narrow tunnel junctions, two electrical conductors separated by a potential barrier. In
semiconducting materials, a heavily-doped narrow p-n junction serves as a tunnel (Esaki) diode. Between
normal and superconducting metals, the native oxide of one metal acts as the tunnel barrier between that
metal and another subsequently deposited. The study of tunnel junctions erupted in the late fifties and
early sixties and was the subject of the 1973 Nobel Prize in Physics, awarded to Ivar Giaever for tunneling
experiments in normal metals and superconductors, Leo Esaki for tunneling experiments in p-n junctions,
and Brian Josephson for the theory predicting supercurrents through tunnel barriers and their properties,
which are now classified as Josephson effects. The experiments of Giaever and Esaki form the foundation of
planar electron tunneling spectroscopy. The technique of scanning tunneling microscopy/spectroscopy was
later invented in the eighties.
The initial work of Giaever is in some respects very similar to the carbon nanotube spectroscopy to be
described later, albeit with a number of role reversals. Giaever used a normal metal to probe the density
of states for quasiparticle excitations of a superconductor (Fig. 2.12a), a measurement that resembled the
Bardeen-Cooper-Schrieffer (BCS) prediction [26]. Superconductors will be discussed in more detail later in
this section. Using the transfer Hamiltonian approach, the normalized excitation spectrum NT (E) can be
found as the ratio of differential conductances in the superconducting and normal state as [25]
(dI/dV )S(V )
(dI/dV )N (V )
=
∫ ∞
−∞
NT (E)
∂f
∂E
(E + eV ) dE −→ NT (eV ) as T→ 0,
because the derivative of the Fermi distribution approaches the Dirac δ function at low temperature and the
tunneling probabilities cancel because they are the same for the normal and superconducting states. The
density of superconducting (single-particle) excitations is then found just by multiplying the DOS at the
Fermi energy NS(E) = N(0)NT (E).
Tunneling experiments of these kind were also performed with two different superconductors, shown in
Fig. 2.12b. Oddly enough, samples that showed a supercurrent through a tunnel barrier were discarded as
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Figure 2.12: Diagrams of tunneling under the application of a bias V between a) a superconductor and a
normal metal, and b) two different superconductors. The ∆’s are the superconducting gaps. The horizontal
axis is the density of states and vertical axis is energy. Below the diagrams are differential conductance data
reproduced from the initial experiments of Giaever [26, 27].
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Figure 2.13: Energy band diagram of a p-n tunnel junction. Eg is the semiconducting energy gap and EF
is the Fermi energy. The conduction band Ec and valence band Ev are bent at the p-n junction forming a
tunnel barrier of width W .
being short-circuited instead of studied for Josephson effects [28]. Due to the strong variation of superconduc-
tor DOS it is possible to observe negative differential resistance (NDR) in the current-voltage measurements
[27]. Additionally the use of two superconductors gives a more accurate value for the superconducting gaps.
Other parameters that can be measured using electron tunneling spectroscopy are the critical temperature,
electron-phonon coupling, London penetration depth, and Andreev bound states [25].
The method of inelastic electron tunneling spectroscopy gives enhanced conductance (in contrast to point
contact spectroscopy) whenever inelastic scattering takes place because the scattering clears the way for more
electrons to tunnel through the barrier. These take place when eV = ±h¯ω, where ω is the excitation of
the interacting mode [25]. This was first successfully applied by Leo Esaki in the observation of phonons
in tunnel junctions formed by concentrated p-doping of n-type Germanium (Fig. 2.13). Typically peaks in
d2I/dV 2 are observed corresponding to these modes. This technique has also been used to study electron-
magnon interactions in NiO and electron-plasmon interactions in n-GaAs. Magnetic field splitting of peaks
has been used to elucidate information about spin-flip and Kondo processes. Additionally, by adsorption
of molecules on the tunnel barrier, extra peaks corresponding to the vibrational spectrum of the molecules
have been observed [25].
Scanning Tunneling Microscopy (STM) and Spectroscopy (STS) are the more recent entrants to the
field of electron tunneling spectroscopy. Having been developed in the early eighties, STM and STS quickly
became the subject of the Nobel Prize in Physics in 1986. One key difference between it and planar tunneling
spectroscopy is that one electrode is actually a stylus that allows a surface to be scanned. The other key
difference is that STM/STS use a vacuum gap as a tunnel barrier. Thus the energy height of the tunnel
barrier is now the average of the work functions of the tip and surface, and accordingly the barrier thickness
must be reduced by a factor of 10 as compared with planar tunneling [29]. At a distance of a few A˚,
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Figure 2.14: Schematic of Scanning Tunneling Microscope/Spectroscope. A piezoelectric scans the tip in
the x and y directions. In constant current mode, a feedback loop applies a voltage Vz to the piezoelectric
to keep a constant current between the tip and sample. This voltage is proportional to the height z of
topographic features. Reproduced from [30].
vibrations have a large effect on the tunneling signal. It should be noted here that both Ivar Giaever and
his coworker were trained as mechanical engineers, and thus immediately dismissed the idea of using a
vacuum tunnel barrier for their experiments [28]. Vibrations were initially isolated by placing the stage on
magnets levitated above a superconducting lead bowl, and by piezoelectric control of the tip with feedback
electronics, Gerd Binnig and Heinrich Rohrer successfully demonstrated a tunneling current through vacuum
in 1981 [30]. This was quickly applied to imaging step edges of atomically flat terraces of CaIrSn4 and step
lines in Si(111). However the technique was not well-received until successfully applied to real-space atomic
resolution of the Si(111) 7× 7 construction, an open problem at the time [30].
Topographic scans are typically taken with the tip in constant current mode as shown in Fig. 2.14. The
feedback electronics provide a voltage Vz that is required to keep a constant current and is proportional to
the z tip position. Spectroscopically, the differential conductance dI/dV is taken to be proportional to the
local density of states, which is true for low biases where tunneling matrix elements are constant and low
temperatures where Fermi functions can be approximated as step functions. At high bias the local density
of states must be corrected as proportional to the dimensionless (dI/dV )/(I/V ) [31]. Additionally STS can
be performed similarly to Inelastic Tunneling Electron Spectroscopy for adsorbates on a conducting surface.
Returning to the case of planar tunneling, the technique used in the remainder of this dissertation is
now discussed. This involves a material possessing a DOS with sharp features probes a sample by tunneling
spectroscopy. The material turns out to be a superconductor, although others could be used, and the
tunneling current is recalculated in a form that is more useful in analysis. The matrix elements discussed
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earlier manifest themselves as the tunnel resistance RT , assumed to be independent of energy. If a bias
voltage Vb is applied to the probe relative the sample, the probability that an electron of energy E can tunnel
from the probe to the sample is proportional to the product of the probe and sample (normalized) DOS
np(E)ns(E− eVb), where the arguments are different because the electron energy is conserved. Additionally
an occupied electron state must exist in the probe and an empty one in the sample, and this occurs with
probability fp(E)(1− fs(E − eVb)) where these are Fermi functions because both the probe and sample are
in equilibrium. Combining these two terms and integrating over energy, the tunneling rate from probe to
sample is
Γp→s(Vb) =
1
e2RT
∫
np(E)ns(E − eVb)fs(E)(1− fp(E − eVb)) dE.
Likewise the tunneling rate from sample to probe is
Γs→p(Vb) =
1
e2RT
∫
np(E + eVb)ns(E)fp(E + eVb)(1− fs(E)) dE
and the tunnel current is just the electron charge times the difference of the tunnel rates
I(Vb) = −e(Γs→p(Vb)− Γp→s(Vb)).
Shifting the integration by eV in the second integral and canceling repeated products of the Fermi distribution
yields
I(Vb) =
1
eRT
∫
np(E)ns(E − eVb)(fs(E − eVb)− fp(E)) dE.
Clearly the current would be enhanced if the choice of a probe material possessed a sharp peak in the
density of states. This allows a good determination of the sample’s density of states by deconvolution with
a sharply-peaked function, and additionally the peak would dominate the current signal over other inelastic
scattering processes. Probe materials with this characteristic include the discrete energy levels of a quantum
dot (QD) and van Hove singularities in semiconductors. However for low-temperature experiments, the use
of superconductors as probes is an obvious choice because of the sharp peaks outside the gap, fortuitously
demonstrated by Giaever using electron tunneling spectroscopy.
Superconductors are fascinating materials in their own right, exhibiting zero electrical resistance and per-
fect diamagnetism among other phenomena, and have a long history (and bright future!) at the University
of Illinois. This diversion, however, is limited to the pairing mechanism that endows superconductors with
their useful density of states. At the University of Illinois in 1957, the Bardeen-Cooper-Schrieffer (BCS)
microscopic theory of superconductors was formulated. At its heart is the fact that below a critical temper-
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Figure 2.15: Cooper pairing mediated by electron-phonon interactions. a) An electron with Fermi velocity
vF induces a distortion on the metal lattice ions. b) Diagram depicting the exchange of virtual phonons
between a Cooper pair. Adapted from [25].
Figure 2.16: BCS density of states.
ature (the Tc of the superconductor), there is an phonon-mediated effective attraction between electrons.
A simple picture of how this occurs is shown in Fig. 2.15a, an electron traveling with Fermi velocity vF
induces a retarded distortion of the ion lattice, leaving a net positive charge density behind it, which couples
to a second electron. This exchange of a virtual phonon is shown in Fig. 2.15b, and the two electrons
with opposite wavevector are referred to as Cooper pairs. Cooper showed that the Fermi surface is unstable
against the formation of bound pairs, no matter how weak the attractive interaction [32]. Thus a gap of 2∆
opens at the Fermi level and the overall energy of the system is lowered. The BCS density of states for a
superconductor is then calculated to be
nBCS(E) = Re
( |E|√
E2 −∆2
)
,
and ∆ is called the superconducting gap, and it varies with temperature as ∆(T ) ≈ 1.74∆(0)(1− T/Tc)1/2
[32]. The BCS density of states was experimentally confirmed by Giaever in his electron tunneling experi-
ments, and is shown in Fig. 2.16.
Returning to the measurement of current when a bias V is applied to the superconducting probe relative
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to the sample, it is actually more common to measure the differential conductance
dI
dV
(Vb) =
1
eRT
d
dV
∫
nBCS(E + eVb)ns(E)[fs(E)− f(E + eVb)] dE
=
1
eRT
∫ {
e
∂nBCS
∂E
(E + eVb)ns(E)[fs(E)− f(E + eVb)]
+nBCS(E + eVb)ns(E)(−e) ∂f
∂E
(E + eVb)
}
dE
=
1
RT
∫
∂nBCS
∂E
(E)ns(E − eVb)[fs(E − eVb)− f(E)] dE
using lock-in techniques. The second term in the integrand vanishes because ∂f/∂E is only appreciable
around the Fermi energy for low temperatures, but that is when E + eVb ≈ 0 where the BCS DOS vanishes.
In equilibrium fs is just the Fermi function and the only unknown function is the sample DOS, which can
be extracted via deconvolution. The superconducting gap ∆ is also measured from this data, the only free
parameter in the BCS DOS. An example of measured differential conductance from superconducting tunnel
spectroscopy if shown in Fig. 2.17.
If the sample is biased out of equilibrium while the same superconducting tunnel spectroscopy is per-
formed, the distribution function fs, no longer the Fermi function, can be extracted from the differential
conductance data similar to the sample DOS in equilibrium. The nonequilibrium distribution function
provides information on electron interactions and is the subject of the following section.
2.4.2 Physical Meaning of the Distribution Function
Generally speaking, a distribution function gives the average number of particles that occupy a state defined
by certain variables. Maxwell used this concept in the kinetic theory of gases, where the distribution function
gives the average number of particles in a given velocity range. This can be reformulated in terms of energy,
which is more useful in discussions of solids. Early in the twentieth century, physicists understood the
electrons in a conductor as a gas of negatively-charged electrons confined in a background of positive ions.
However, when they tried to describe the distribution function in terms of Maxwell-Boltzmann statistics of
classical gases
fM−B(E) =
1
e(E−µ)/kBT
,
their theories could not predict most of the phenomena of metals and in particular failed to explain the
vanishing of specific heat at low temperature [10]. The reason is that electrons are fermions which must obey
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Figure 2.17: Differential conductance from superconducting tunnel spectroscopy of a carbon nanotube at
various temperatures. The gap of width 2∆ and peaks outside arise from the BCS DOS. From these data
the nanotube DOS can be extracted.
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Figure 2.18: Fermi and Maxwell-Boltzmann Distributions. The chemical potential µ and Fermi energy EF
are taken as equal.
the Pauli exclusion principle: no two can occupy the same quantum state. Instead the Fermi distribution
fFermi(E) =
1
e(E−µ)/kBT + 1
must be used (a comparison of the Fermi and Maxwell-Boltzmann distributions is shown in Fig. 2.18).
At a temperature of absolute zero, the probability of finding an electron below the Fermi level EF = µ is
unity and above EF it is zero. This represents the filling of the lowest energy states in accordance with
Pauli’s exclusion principle, and the Fermi energy is defined as the highest of these energies. For T > 0
the distribution smears out at EF on the order of kBT , typically much less than EF even for metals at
room temperature. This resolved the specific heat problem because fewer electrons take part in thermal
conduction at lower temperatures. It is also only near the Fermi energy where electron interactions can take
place because an occupied state must be scattered to an unoccupied one. It is common practice to define
energies relative to the Fermi energy, thereby setting the Fermi energy to zero.
Together with the density of states (DOS) n(E), the distribution functions gives us the number, N , of
occupied electron states in a narrow energy range dE around E by N(E)dE = f(E)n(E)dE. The DOS
is similar to the allowed orbitals in atomic physics, however it is continuous as opposed to discrete due
to the large number of electrons (∼ 1023) in condensed matter systems. It is determined by the allowed
wavenumbers in a given crystal structure from quantum mechanics. It is strongly affected by dimensionality
of the system, although the experiments discussed in this dissertation are performed at low energies in which
the DOS is relatively constant due to the narrow range of energies far from van Hove singularities. At
low temperatures and at short length scales, effects such as Coulomb blockade and resonant tunneling will
manifest themselves in the DOS.
The Fermi function gives the electron distribution in equilibrium. Electron interactions are studied by
32
Figure 2.19: Schematic of a wire biased into steady-state nonequilibrium with applied voltage U . The
contacts in blue act as electron reservoirs labeled by the corresponding Fermi functions.
energy relaxation, thus the system under study must be biased out of equilibrium. A nonequilibrium system
for studying electron interactions can be realized in a narrow wire, i.e. a carbon nanotube (Sec. 2.6) or a
mesoscopic metal wire (Sec. 2.4.4), contacted with large leads spaced a distance L from each other (Fig.
2.19). The application of a voltage U across the wire puts it in steady-state nonequilibrium. The leads
serve as electron reservoirs with Fermi distributions modified by U and are the boundary conditions of the
distribution function f(x,E) along the wire (as seen in Figs. 2.20-2.24), the evolution of which shows how
electron energies are distributed along the wire, or equivalently how electrons lose energy (relax) as they
move from one reservoir to the other. This energy relaxation determines the type and strength of electron
interactions, as discussed below.
An important question is what role Luttinger liquid theory plays in the determination of the distribution
function. Conventional bosonization applied to systems in equilibrium and are thus must be modified to
allow bosonic and fermionic degrees of freedom, an approach called functional bosonization [33]. Kinetic
equations for distribution functions can be formulated for both bosonic and fermionic excitations [33] or by
weakly-interacting electrons in a quantum wire [34]. Because bosonic excitations have infinite lifetime, the
energy relaxation processes are determined by fermionic excitations and the presence of disorder.
The distribution function along the wire is described by the quantum Boltzmann equation [35]
1
τD
∂2f(x,E)
∂x2
+ Icoll(x,E, {f}) = 0
where τD = L
2/D is the diffusion time and Icoll(x,E, {f}) is the collision integral describing inelastic electron
interactions. This equation is similar to the classical Boltzmann equation, but includes coherence of electron
quantum states across the wire [36]. It was derived from the Boltzmann-Langevin Equation in discussions
of shot noise in diffusive metal wires [37, 38]. The solutions of this equation describe the types of electron
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Figure 2.20: Electron distribution function in the case of ballistic transport (no scattering) at T = 0K.
interactions that take place in the wire, as discussed below.
As electron reservoirs, end contacts impose the boundary conditions
f(0, E) =
1
eE/kBT + 1
f(L,E) =
1
e(E+eU)/kBT + 1
(note that the Fermi energy is defined to be zero). The limiting cases of inelastic scattering have been
summarized [35] and discussed elsewhere in the context of shot noise [37, 38, 39, 40]. However in order to
see how electron distribution functions arise from the physical circumstances they describe, a few different
cases will be elaborated upon. For simplicity zero temperature is assumed.
Ballistic transport occurs when electrons experience no scattering as the wire is traversed. Thus every
electron (or hole) maintains the energy imparted to it from its reservoir until it enters the opposite one. The
distribution then is the sum of the reservoir distributions with equal weight
f(x,E) =
1
2
f(0, E) +
1
2
f(L,E)
and shown in Fig. 2.20. This is because wherever along the wire the electron (or hole) energy is measured,
it has equal likelihood of coming from either reservoir because of the lack of interactions.
If elastic scattering is now allowed, but inelastic collisions still forbidden in the wire, the distribution
function at any point along the wire is simply given by the linear superposition of the ends
f(x,E) = (1− x
L
)f(0, E) +
x
L
f(L,E),
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Figure 2.21: Electron distribution function in the case of diffusive transport with no inelastic interactions
at T = 0K, and referred to as the ‘staircase’ distribution.
and is depicted in Fig. 2.21. In this case transport is diffusive and thus the distribution function is a stair-
step weighted by distance to the reservoirs. The electrons traverse the wire in a random walk, which while
not changing the electron’s energies, concentrates electrons originating from a reservoir near that reservoir.
The linear interpolation assumes scatterers are uniformly distributed. If scatterers exist unevenly in the
wire, the weighting is renormalized (as will be seen in the case of nanotube).
In the case of strong inelastic electron-electron scattering, but no electron-phonon interactions, the elec-
trons thermalize with themselves at each point x, creating a local equilibrium with an electron temperature
Te(x). The distribution function is just then the Fermi function fTe(x)(E − µ(x)) evaluated at the electron
temperature and effective chemical potential µ(x) = −eUx/L. Sometimes called the hot electron regime,
this scenario is depicted in Fig. 2.22. The local electron temperature is determined by the heat equation
and found to be
Te(x) =
√
T 2 +
x
L
(
1− x
L
)
U2
L
where L = pi23 (kBe )2 is the Lorenz number and T is the temperature of the sample [35]. Thus at 0 K the
electron temperature scales linearly with nonequilibrium voltage U , and is why the hot electron regime corre-
sponds to strong inelastic electron-electron scattering. The case where inelastic electron-electron scattering
is present but not strong, as would be the case for a short τD, is shown in Fig. 2.23. Here transport is
diffusive and inelastic interactions take place over a longer time than the average electron spends in the wire.
If strong electron-phonon interactions are present, the electrons thermalize with phonons to the wire
temperature T while experiencing a local chemical potential of µ(x) = −eUx/L. The distribution is again
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Figure 2.22: Electron distribution in the case of strong inelastic electron-electron interactions at T = 0K,
referred to as the ‘hot electron’ regime.
Figure 2.23: Electron distribution function for both elastic and inelastic electron-electron scattering. The
distribution resembles a ‘smeared’ stair-step.
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Figure 2.24: Electron distribution in the case of strong electron-phonon interactions at T = 0K.
given by the Fermi function fT (E − µ(x)) and is depicted at T = 0K in Fig. 2.24. Thus the electron energy
is determined by the phonon thermal energy and electrostatic potential from the nonequilibrium voltage U .
It is seen, at least when T = 0K, that ‘smearing’ of the distribution function arises from inelastic
scattering. Inelastic scattering from a local defect also causes a smearing of the distribution function.
Thermal broadening is apparent at finite temperatures, but since kBT  eU , these effects are small compared
those arising from nonequilibrium. In the following section, the experimental technique used to measure the
differential conductance in nonequilibrium is described, as well as how the distribution function manifests
itself in these data.
2.4.3 Nonequilibrium Superconducting Tunnel Spectroscopy
The electron tunneling spectroscopy techniques described in Sec. 2.4.1 have been limited to the case where
the samples probed are in equilibrium. This is useful for extracting the density of states of the system
under question, but says nothing about energy relaxation in those systems. In order to learn about energy
relaxation it is necessary to bias the system out of equilibrium and then perform tunneling spectroscopy
along it. Thus the distribution function can be determined and related to the types of scattering discussed
in the previous section.
Returning to the form of differential conductance from Sec. 2.4.1 for superconducting tunnel spectroscopy,
a nonequilibrium voltage U is now applied across the sample (typically in a wire geometry). The differential
37
Figure 2.25: Semiconductor model of tunneling. The BCS DOS of the superconductor is on the left in
purple, and the nanotube DOS is on the right in blue. The two are separated by a tunnel barrier (gray)
across which a voltage V = Vb is biased. The electron states (light green) fill up to a level determined by the
product of the DOS and distribution function (red), which is a Fermi function in equilibrium. This picture
gives insight as to when tunneling between the superconducting probe and nanotube is allowed.
conductance retains its form
(
dI
dV
)
U
(Vb) =
1
RT
∫
∂nBCS
∂E
(E)ns(E − eVb)[fs,U (E − eVb)− f(E)] dE
with only the nonequilibrium distribution fs,U changing form. It is also possible for the sample DOS to
change somewhat from its equilibrium value. In metal wires the bias energy eU is much smaller than the
Fermi energy so the DOS is typically taken as constant from the outset. In carbon nanotubes the DOS is
allowed to vary slightly from its equilibrium value, and is well-approximated to be constant [41].
The effect of the nonequilibrium bias U is observed in the differential conductance data by how the
superconductor peaks change. The ‘semiconductor model’ of tunneling aids in understanding how the
distribution function causes this change (Fig. 2.25). The application of a bias voltage Vb between the
superconductor and nanotube simply shifts the relative positions of their DOS and distribution functions,
which have been rotated 90 degrees so that they appear on either side of the tunnel barrier. The filled
electron states are depicted in light green and are determined by the product of the DOS and distribution
function. The distribution function of the superconductor is always the Fermi function and thus is not
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Figure 2.26: Peaks in differential conductance and corresponding semiconductor models in equilibrium. As
bias voltage V = Vb is increased, electron states in the nanotube block tunneling processes (left peak) and
eventually electrons can tunnel from filled states in the nanotube to empty states in the superconductor
(right peak).
shown in the semiconductor model. For the nanotube, the distribution function is the Fermi function only
in equilibrium (U = 0mV, as in Fig. 2.25) and is to be determined otherwise. The tunneling current is
proportional to the rate at which electrons can tunnel from an occupied state on one side to an unoccupied
state on the other. By looking at all energies at which tunneling can occur, one is effectively performing the
integral that yields the tunneling current. The differential conductance is simply the voltage derivative of
this current.
Fig. 2.26 shows how this picture manifests itself in peaks in the equilibrium differential conductance
data. The tunneling current changes most drastically when the filled level in the nanotube passes by the
lower (filled) superconducting peak, shown with the tunneling diagram for the left peak in the differential
conductance data. This occurs when eVb ≈ −∆ and coincides with the blocking of available tunneling states.
The right peak in differential conductance occurs when the filled nanotube states reach the same energy as
the upper (empty) superconducting peak, and tunneling is again allowed, when eVb ≈ ∆. Between the peaks
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Figure 2.27: Peak-splitting in differential conductance and corresponding semiconductor models for nonequi-
librium stair-step distribution. The black curve corresponds to the equilibrium case from Fig. 2.26 and the
red to the nonequilibrium (U > 0mV) case. The sharp edges of the stair-step distribution cause the peaks
to ‘split’ with one staying put and the other appearing U to the right.
in differential conductance, tunneling is prevented by the absence of superconductor states being available to
tunnel into because of the gap, and outside the gap all the states in both the nanotube and superconductor
are either filled (light green) or empty (white).
The application of a nonequilibrium voltage U changes the distribution function of the nanotube. In the
case of a stair-step distribution arising from no inelastic electron scattering (Sec. 2.4.2), this manifests as
‘peak-splitting’ of the superconductor peaks in the differential conductance data. Differential conductance
data with corresponding tunnel models are depicted in Fig. 2.27, which is similar to the equilibrium case
but that the nonequilibrium voltage U has modified the distribution function of the nanotube from a Fermi
function to a stair-step distribution. The first edge of the stair-step occurs at the same bias as the equilibrium.
However as bias is increased, the second step edge will pass the lower superconducting peak, which creates
a peak inside the superconducting gap region of differential conductance, when eVb ≈ −∆ + eU . Similar
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Figure 2.28: Smearing of peaks in differential conductance and corresponding semiconductor models for
nonequilibrium distribution.
situations occur when filled states in the nanotube are allowed to tunnel to the upper (empty) states of the
superconductor. In this manner the filled electron states of the nanotube, determined by the distribution
function, trace out the differential conductance curves.
Inelastic scattering tends to ‘smear’ out the distribution function and results in a smearing of the peak
in differential conductance data. Differential conductance data corresponding to inelastic scattering from a
local defect is shown in Fig. 2.28.
These kinds of analyses are useful while performing experiments as a consistency check to make sure the
measured data correspond to a reasonable physical understanding. If the relative height of the split peaks
is different, a stair-step distribution is expected but not at a height of one half as in this case. Were the
new peaks in the gap much shorter the step would be closer to one, and if the height of the peak splits were
comparable, the step would occur closer to zero. Also smearing in the peaks of differential conductance data
shows that inelastic scattering occurs in the nanotube.
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2.4.4 Past Experiments Utilizing Nonequilibrium Superconducting Tunnel
Spectroscopy
The Quantronics group at CEA-Saclay in France has performed a number of experiments using supercon-
ducting tunnel spectroscopy to measure the energy relaxation in thin disordered mesoscopic metal wires.
The wires consisted of either silver, copper, or gold evaporated on an aluminum probe that had been ox-
idized in situ to form a tunnel probe before wire deposition. The measured nonequilibrium distribution
functions were strongly influenced by both the length and diffusion constant of the wire, as expected given
the electrons’ ability to thermalize depends on the diffusion time τD = L
2/D. For example the short wires
featured almost stair-step distributions while longer ones were spread out and could be fit well with a hot
electron Fermi function. This is due the increase in diffusion time with length, so that electrons have more
time to inelastically scatter with each other. Additionally, in the copper and most of the gold wires, the
nonequilibrium distributions collapse to a single curve if the energy is rescaled by nonequilibrium voltage as
E/eU . Taking the collision integral to be the sum of in and out terms for two quasiparticle scatting events,
I in,outcoll (x,E, {f}) =
∫
d dE′ dx′K(x, x′, )fxE+,E(1− fxE,E−)fx
′
E′(1− fx
′
E′+)
where fxE is shorthand for the distribution function f(x,E), this must be only a function of E/eU as well.
Thus the kernel K(x, x′, ) ∼ −2, and using this gives an interaction rate ≈ 1ns−1, consistent for local
interactions [42]. It was theoretically predicted that interactions should have an energy dependence of −3/2
for the screened Coulomb interaction in a diffusive homogenous conductor in the one-dimensional limit. This
can be attributed to the importance of quasiparticle coupling to the electromagnetic fields generated by the
other quasiparticles or energy exchange mediated by magnetic impurities [43, 44]. These results show the
quasiparticle interaction is local and and the scattering rate depends on the amount of energy transferred as
−2. The Quantronics group has similarly used superconducting tunnel spectroscopy to show the importance
of quasiparticle interactions in the observation Andreev reflections in an SNS Josephson junction [45].
The work presented in the this dissertation builds upon the techniques and experiments our group has
conducted with nonequilibrium superconducting tunnel spectroscopy in carbon nanotubes. In particular,
spectroscopy was previously performed on carbon nanotubes with tunnel junctions that are formed by atomic
layer deposition (ALD) of AlOx on top of the nanotube prior to tunnel probe patterning and deposition of
superconducting Pb. In order for tunneling spectroscopy to yield the distribution function, the nanotubes
must be well coupled to the end contacts, i.e. the end contacts must act as well-defined reservoirs of electrons
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Figure 2.29: Previous equilibrium differential conductance measurement clearly showing the BCS DOS.
Reproduced from [41].
Figure 2.30: Previous nonequilibrium differential conductance measurement showing peak-splitting in carbon
nanotubes. By the process of deconvolution, the distribution functions are calculated. Adapted from [41].
having a particular energy [41]. The previously discussed equilibrium measurement of
dI
dV
(V ) =
1
RT
∫
∂nBCS
∂E
(E)ns(E − eV )[fs(E − eV )− f(E)] dE,
where the BCS DOS is convolved with the nanotube DOS and Fermi functions is shown in Fig. 2.29,
clearly showing the superconducting peaks and gap. By applying a nonequilibrium voltage U across the
nanotube, splitting of the superconducting peaks is evident in Fig. 2.30. By extracting the
distribution function from the differential conductance data, the nanotube is seen to possess a step
function of one half. This corresponds to no electron energy loss across the nanotube, but does not distinguish
between diffusive and ballistic transport as the probe is halfway between the end contacts. Strong inelastic
electron-electron interactions were also seen, but only at higher temperatures (∼ 1.3K).
The previous results were novel in that they showed limited electron energy relaxation in nanotubes.
The lack of electron interactions might seem surprising given the predicted strong Luttinger interactions, yet
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subsequent theories have discussed further the conditions under which electron relaxation may be observed.
For example, it has been predicted that in the limit of a clean Luttinger liquid, an excited state will never
decay to the equilibrium state defined by temperature, however equilibration can occur by scattering from
disorder [46]. The distance from a Fermi liquid lead modifies the cutoff temperature for which power-law
conductance is predicted [47]. It has also been predicted that in the presence of backscattering, deviations
from the power-law behavior of conductance have been calculated, and for sufficiently strong backscattering
temperature dependence of conductance becomes non-monotonic [48]. Conductance corrections based on
three-particle collisions being the dominant scattering mechanism in Luttinger liquids has also been proposed
[49].
By using a multiprobe geometry, the spatial dependence of the distribution function is measured, allowing
the difference between ballistic and diffusive transport to be addressed, as well as dependence on distance
from the leads. Local inelastic scattering caused by defects can be described. Additionally the tempera-
ture dependence of the distribution function is measured to determine if strong inelastic electron-electron
scattering can evolve with temperature.
2.5 Device Fabrication and Experimental Setup
Much of the laboratory work is dedicated to fabricating samples with the desired properties for measuring the
nonequilibrium distribution function at low temperature. For example, once single-walled carbon nanotubes
are grown, they must be contacted with metal leads where the lowest amount of contact resistance is desired.
Additionally the probe resistances are determined by a tunnel barrier and these resistances are desired to
be on the order of a hundred times more resistive than the contacts, in order for the probe current to be
negligible as compared to the nonequilibrium current. This section will outline the fabrication steps taken
to best achieve these properties at room temperatures, and thus have the best chance of functioning as
desired at low temperature. However, it should be noted that a 20% yield at room temperature is considered
successful, and that in no way guarantees that undesirable effects (i.e. Coulomb blockade) will not persist
at low temperature.
The substrates on which these experiments take place consist of degenerately doped (p++) silicon capped
with 1000nm of thermally-grown oxide. A dicing saw cuts the wafer into 5× 5mm2 dies, each of which are
subjected to four steps of electron-beam lithography to define: markers for subsequent alignment, catalyst
pads for nanotube growth, low-resistance contacts as leads, and superconducting probes. Each lithography
step consists of the same steps:
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1. Substrate cleaning in trichloroethelyne (TCE), acetone (ACE), and isopropyl alcohol (IPA)
2. Pre-bake at 100◦C for 60 seconds
3. Spinning of 8.5 methyl methacrylate (MMA) El 9 at 4000 rpm for 45 seconds followed by baking at
150◦C for 90 seconds
4. Spinning of 950K poly(methyl methacrylate) (PMMA) A2 at 4000 rpm for 45 seconds followed by
baking at 180◦C for 90 seconds
5. Electron-beam writing with a Raith e Line lithography system
6. Development of the pattern in 1:3 Methyl Isobutyl Ketone (MIBK):IPA for 90 seconds followed by a
rinse in de-ionized water for 20 seconds
7. Metal deposition
8. Resist liftoff in ACE followed by an IPA rinse
Using an MMA/PMMA resist bilayer for each step ensures electron-beam doses remain consistent, aids in
the liftoff procedure, and allows resist degradation to be quickly noticed and corrected. Note that for each
lithography step, the only variance is the choice of metal deposition.
To fabricate a sample, first align marks are patterned by electron-beam lithography and 60nm of Cr
is deposited by electron-beam evaporation at a rate of ≈ 3-4A˚/s. Next catalyst pads are defined and
approximately 2A˚ of Fe is deposited at a rate of 0.2-0.5A˚/s. Subsequent to liftoff, nanotube growth is
performed by chemical vapor deposition (CVD). The substrates are inserted into the CVD chamber and
annealed in Ar gas at 200 sccm at 350◦C for 1-2 hours. Next 80 sccm of hydrogen gas is introduced and the
oven is gradually heated to 925◦C. The Ar flow is turned off and 200 sccm of methane is introduced and
the nanotubes are grown for 10 minutes, at which point the hydrogen and methane are turned off and Ar is
allowed to flow while the oven slowly cools to room temperature. The nanotubes are imaged via scanning
electron microscopy at 1kV and the images are attached to an AutoCAD device template whereupon the
contact leads and probes are designed for each nanotube device (18 in all) as shown in Figs. 2.31-2.32. The
devices are designed to have two normal 1µm wide end contacts separated a distance of 1.5µm and a straight
section of nanotube between them. Two superconducting probes of width 200nm are designed to lie exactly
one third and two thirds down the length of the nanotube. The designs are exported to a design exchange
format (dxf) and converted to GDSII format using LinkCAD and read into the Raith e Line program. The
contact leads are next patterned and 5nm of Pd followed by 25nm of Au are deposited via electron-beam
45
Figure 2.31: AutoCAD design and scanning electron micrograph of the resultant nanotube Device A. The
yellow trace is over the nanotube as it is barely perceptible in the right micrograph. Due to errors in
alignment, the superconducting probes are not exactly one third and two thirds down the length of the
nanotube from the end contacts.
Figure 2.32: AutoCAD design and scanning electron micrograph of the resultant nanotube Device B (see
Fig. 2.31).
evaporation at a rate of ≈ 1A˚/s. Two-point resistances as a function of gate voltage are measured for each
device using a room temperature probe station and the devices are classified into metallic or semiconducting.
At this point it is common for 50% of devices to be reasonably conducting (R < 1MΩ).
The tunnel probe patterns are then defined for the working devices, and 200nm of Pb is deposited via
thermal evaporation at a rate of ≈ 10A˚/s followed by a 30nm In capping layer at a rate of ≈ 3A˚/s to prevent
oxidation. In previous experiments, an insulating layer (typically AlOx) was deposited via atomic layer
deposition (ALD) prior to this step to form the tunnel barriers [50, 41]. However this method is unreliable
and it was found that Pb oxidizes on its own to form tunnel barriers. Because Pb ‘balls up’ during deposition,
the Pb/nanotube interface is exposed to air from underneath the probe and readily oxidizes. Typically after
2-3 days in atmosphere the probe resistances saturate and the samples are ready for measurement at low
temperature. Room temperature resistances were measured immediately prior to cooling the devices and are
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Device A Device B
End-to-end 38.4 kΩ 28.7 kΩ
Probe1-to-end 10 MΩ 4.1 MΩ
Probe2-to-end 2.2 MΩ 2.0 MΩ
Table 2.1: Room temperature resistances of the measured devices.
summarized in Table 2.1. Note the the probes resistances are on the order of a hundred times the end-to-end
resistances. This ensures that the probing current will not affect the measured distribution function [36].
Scanning electron micrographs of the resultant devices are shown in Figs. 2.31-2.32.
The sample is then fastened to a chip carrier with electrically conductive silver paint for the gate electrode.
Connections to the sample were made by wedge-bonding from the chip carrier to large pads defined by
electron-beam lithography. The chip carrier is then inserted into the coldfinger of a liquid He-3 probe which
is thermally anchored to the condensation plate of a Helium-3 cryostat and cooled to a base temperature
of 240mK. The electronic setup of the measurement is depicted in Fig. 2.33. A Stanford Research 830
lockin amplifier provides the AC voltage Vac and measures the output. The gate and bias voltages, Vg and
Vb respectively, are provided either by a Keithley 2400 SourceMeter or the analog output of a National
Instruments Data Acquisition (DAQ) card. A custom sumbox combines the AC and DC signals that probe
the nanotube. The output signal is amplified by an Ithaco inverting current preamplifier before measurement
by the lock-in amplifier. The nonequilibrium voltage U is provided by a custom box consisting of an AA
battery and a variable resistor. The temperature of the cryostat is monitored and controlled by an Oxford
Instruments Intelligent Temperature Controller. Custom LabView programs are ‘written’ to control and
read these various instruments and write the data to a file.
The description of taking data at low temperatures is left to the next section. Nanotube devices are
first characterized at low temperature by gate voltage sweeps. Then a suitable probe-to-end differential
conductance curve in equilibrium clearly showing the features of the BCS DOS must be found before the
nonequilibrium experiment can be attempted. The data measured from these experiments will be discussed,
deconvolved, and analyzed in the following section.
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Figure 2.33: Schematic of electrical setup of nonequilibrium experiment. Vac is the output of a lockin
amplifier and Vb is the bias voltage it is summed together with. The gate voltage Vg tunes the conductance
and U is the nonequilibrium voltage. The voltage across Rf is measured by the lockin amplifier.
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Figure 2.34: Full range of end-to-end conductance as function of gate voltage for Device A (left) and Device
B (right). These devices are mostly open as the conductance rarely pinches off to zero. One quantum of
conductance (e2/h) corresponds to 25.8kΩ of resistance. The maximum range of the DAQ is 10V.
2.6 Data and Analysis
2.6.1 Characterization of Nanotube Devices
The application of a gate voltage allows the carrier density of the nanotube to be tuned. At room temperature
end-to-end conductance as a function of gate voltage is used to classify the nanotube as semiconducting or
metallic. At low temperatures the gate voltage is modified to tune the nanotube between a highly conducting
open quantum dot or a Coulomb blockade regime. Gate sweeps of the two devices reveal that they are usually
in the highly conducting open regime (Fig. 2.34), which is necessary for tunneling spectroscopy. Flat regions
of high conductance are desired to perform the nonequilibrium tunneling experiment. Two of these regions in
which nonequilibrium tunneling spectroscopy is performed is shown in Fig. 2.35. For comparison, a Coulomb
blockaded region of Device B is shown in Fig. 2.36. The blockaded region features peaks of conductance that
are a fraction of the flatter regions. Because these peaks also shift with bias voltage (known as a Coulomb
diamond pattern, see Sec. 2.3.1), the conductance fluctuations will wash out the superconducting peaks of
the tunnel probes, making spectroscopy very difficult in this region.
2.6.2 Performing Nonequilibrium Superconducting Tunnel Probe
Measurement
The gate voltage Vg is set to sit in a flat region, and then conductance between a probe and an end contact
is measured by sweeping the DC bias voltage Vb. Since this conductance is a convolution involving the BCS
DOS, the gap and peak structure of the superconductor are clearly seen. This equilibrium tunneling as a
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Figure 2.35: Flat regions of high conductance in which tunneling spectroscopy is performed for Device A
(left) and Device B (right).
Figure 2.36: Coulomb blockade region of conductance of Device B which is avoided for tunneling measure-
ments. Note the vertical scale has been decreased.
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Figure 2.37: Superconducting tunnel spectroscopy in equilibrium showing clearly the superconducting peaks
and the gap for various temperatures. The peaks are well-defined and nearly symmetric, indicating this gate
voltage (Vg = −5.15V) is a good candidate for a nonequilibrium measurement. The peaks outside the gap
edge correspond to resonant tunneling between the probe and end contact.
function of temperature is shown in Fig. 2.37, and the superconducting gap is found to be 2∆ ≈ 2.6meV. The
critical temperature of Pb is 7.19K [51], and the highest temperature at which experiments are performed
is 1.5K, which is 20% of Tc. The gap remains almost constant over these temperature ranges because
∆(T ) ∼ ∆(0)(1 − T/Tc)1/2 [32]. Thus the dependence on temperature in Fig. 2.37 is due mostly due to
thermal smearing from the Fermi function. The peaks outside the gap edge correspond to resonant tunneling
between the probe and end contact [41]. The data in Fig. 2.37 is taken at Vg = −5.15V and show well-
defined subgap peaks that are nearly symmetric, and therefore is an appropriate gate voltage at which to
perform the nonequilibrium tunneling experiment.
In order to drive the nanotube out of equilibrium, a bias U is applied from one end to the other.
The differential conductance is measured from one probe to the end. Since there are two probes and the
nonequilibrium bias can be applied one of two directions, there is a total of four configurations in which
the spectroscopy can be performed. It should be noted here that the end contact with voltage U and
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Figure 2.38: Nonequilibrium effects in differential conductance measurements. As nonequilibrium voltage U
is increased, features such as ‘peak-splitting’ manifest in the gap to the right of the left superconducting peak
and also to the right of the right peak. The relative heights of these peaks provide qualitative information
about the distribution function. Note that data in the lower left appears more smeared out. The diagrams
in the insets show to which end U is applied and which tunnel probe is measured.
the probe are both considered ‘high’ so that the opposite end contact is a common ‘lo’ for both signals.
These configurations are labeled by an appropriate schematic in the figures. The nonequilibrium voltage
is supplied by custom box with an AA battery and variable resistor, and it is important that this voltage
source is electrically floating (not grounded). Once the nonequilibrium voltage U is set, the bias voltage Vb
is swept in the same way as in equilibrium, and deviations from the equilibrium conductance is observed.
This is repeated for a few values of U and in the different configurations. Fig. 2.38 shows a sample of how
differential conductance change with nonequilibrium voltage. The qualitative features of the distribution
function’s effect on the differential conductance data were discussed in Sec. 2.4.3. The ‘peak-splitting’ of
the first three are seen to correspond to stair-step distributions, and some inelastic scattering is evident in
52
the fourth. However, in order to extract the exact distribution function, a numerical deconvolution must be
performed.
2.6.3 Deconvolution to Extract the Distribution Function
Of course the distribution function is not always step-like, it can also vary in some other way, and the result
of this complicates the analysis. In order to extract the quantitative function, a numerical deconvolution of
dI
dV
(V ) =
1
RT
∫
∂ns
∂E
(E)nnt(E − eV )[fnt,U (E − eV )− fs(E)] dE
must be performed. The BCS DOS ns and Fermi function fs are known from the beginning. The normalized
DOS of the nanotube nnt can be determined from the equilibrium data. Now all is left is the nonequilibrium
distribution function fnt,U . The deconvolution is necessary because the measured data is the left hand side
of the equation while the physical quantity of interest is determined from a term in the integrand.
An optimized form of the method of steepest descent is used to perform the deconvolution [52]. The
function that is descended is the chi-square error
χ2 =
∑
i
[(
dI
dV
)
calc
−
(
dI
dV
)
data
]2
where the sum is taken over all the data points. Now χ2 = χ2({nnt}, {fnt,U}) is a functional, but since data
and computing resources are finite, the DOS and distribution are taken to be vectors over number of energy
steps:
nnt(E) = (nnt(E1), · · · , nnt(EN )) and fnt,U (E) = (fnt,U (E1), · · · , fnt,U (EN )).
For brevity in the ensuing discussion the vector x = (nnt(Ei), fnt,U (Ei)) is used to denote the ‘variables’ in
the steepest descent method.
The gradient of a function gives the direction of steepest ascent, so the negative of it gives the direction
of steepest descent. Let x0 be our initial condition (for which a guess of a constant for DOS and Fermi
function for distribution may be appropriate). Then for some α > 0, there is a point
x1 = x0 − α∇χ2(x0)
for which χ2(x1) < χ
2(x0). For an infinitesimal α this is always the case, but it is preferred to make
estimations with larger steps, so it is appropriate to consider the best method of choosing α. Considering
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χ2 as a function of α, as in
h(α) = χ2(x0 − α∇χ2(x0)),
the minimum can be found by setting the derivative dh/dα = 0 and solving for α. Of course the form of
this function is not known, but it can be approximated by a polynomial. Many physical systems obey a
quadratic form near the minimum, and it is less computationally costly than going to higher orders. The
following shows how h is interpolated using a quadratic polynomial P .
Our starting point is at the initial point x0, corresponding to α1 = 0 (three αi’s are needed to interpolate
a quadratic. Next is the procedure for finding α3, the largest α such that h(α3) < h(0). The initial value
of α3 is typically chosen so that the magnitude of the first step is one, α3 = |∇χ2(x0)|−1. Then h(α3) is
evaluated and compared to h(0) (the χ2-error of the initial guess). As long as the new error is greater than
the initial error, α3 is reduced by half until h(α3) < h(0). The final α is set α2 = α3/2, and the polynomial
that interpolates h is
P (α) =
(α− α2)(α− α3)
(α1 − α2)(α1 − α3)h(α1) +
(α− α1)(α− α3)
(α2 − α1)(α2 − α3)h(α2) +
(α− α1)(α− α2)
(α3 − α1)(α3 − α2)h(α3)
=
α2
α23
(
2h(α1)− 4h(α2) + 2h(α3)
)
+
α
α3
(
− 3h(α1) + 4h(α2)− h(α3)
)
+ h(α1).
The exact form of the polynomial is not of interest however, only the αˆ such that dP (αˆ)/dα = 0. Setting
the derivative to zero and solving for α yields
αˆ =
α3
2
3h(α1)− 4h(α2) + h(α3)
2h(α1)− 4h(α2) + 2h(α3)
and thus the updated point x1 = x0 − αˆ∇χ2(x0), from which the next iteration of the method of steepest
descent can take place. This point is actually the calculated DOS and distribution function that minimizes
the χ2-error along that direction of steepest descent. Each successive iteration improves these fits such that
they yield a calculated differential conductance curve closer to the measured data.
That is the basic idea of extracting the DOS and distribution function from the differential conductance
data. The many details of implementing this algorithm are outlined here. For the actual MatLab code,
see Appendix A.2. Initially the occupied and empty parts of the DOS are calculated for a narrow range
that just includes the superconducting peaks of the equilibrium differential conductance data (typically [-
1.75,1.75]mV). The best fit gives the correct value for the superconducting gap, where care must be taken
to make sure the gap does not fall on a grid point because of the divergence. It should be noted that each
probe has a slightly different gap energy due to the details of fabrication. This process also calculates the
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distribution function in equilibrium as it is simply the occupied states divided by the sum of the occupied
and empty states. This is fit to a Fermi function to find the fitting temperature, which is higher than the
sample temperature due to the excitation voltage used to make the measurement. Now that ∆ and T are
known, the full set of data can be approached.
The full range of data is not used because it is only the distribution function that is to be determined.
The data range is cut down to something that includes the splitting of the peaks, and typically [-2,3]mV is
appropriate. The resolution of the data is 0.01mV and features noise that can inhibit the steepest descent
method. Thus the data put into the calculation is smoothed and thinned by a factor of 10. This allows a
full set of data (5 dI/dV curves) to be fit in about 10 minutes, useful for comparing parameter changes and
different configurations with each other. The nanotube DOS is first calculated by setting the distribution to
the Fermi function and not allowing it to vary in the calculation. The DOS and Fermi function is used as an
initial value for the first nonequilibrium voltage, and the distribution function is allowed to vary. The DOS
is also allowed to vary somewhat because of a slight dependence on U . This is achieved by reducing the
gradient for the DOS part of the steepest descent by 10,000-100,000. If this is not done, the distribution will
barely stray from the initial value. Each DOS and distribution calculated for one nonequilibrium voltage
serves as the initial value for the next voltage.
It is also necessary to impose certain physical constraints on the result. For example, the distribution
function must be between zero and one, and must go to one for low energies and zero for high energy. This
is taken into account in the code. Optional conditions also exist, such as forcing the distribution to be
monotonically decreasing and modifying the calculated gradient to reflect physical constraints. The former
is useful for getting good fits but the latter does not seem to make much difference. Other initial conditions
can be put into the calculation, and other parameters can be varied (or not), but it is found that the method
described in the preceding paragraph works best. Small parameter variations and different initial conditions
are shown not to make any qualitative difference to the observed distributions, thus this method is robust.
2.6.4 Results of Deconvolution Indicating Diffusive Transport
The results of the deconvolutions of Device A data for a single gate voltage (Vg = −5.79V) at 240mK and
three different configurations are shown in Figs. 2.39-2.41. The measured data is shown in the lower left of
each figure, where the calculated differential conductance in yellow fits the data quite well. The DOS have
been normalized by the resistance of the tunnel junction so that the calculated integral is in units of the
quantum of conductance (e2/h). Plots of the DOS featured in the upper left of each figure show a slight
dependence on the nonequilibrium voltage. Note that the DOS are relatively flat with as much as two-fold
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Figure 2.39: Results from the deconvolution of differential conductance data at Vg = −5.79V and T =
240mK. The raw differential conductance data is show in the lower left, with the calculated conductance
traced in yellow. The DOS is calculated in the upper left and varies slightly with U . The distribution
function is a clear stair-step, and the measurement configuration is shown in the inset of the distribution
function plot.
change. This is inconsistent with the ideal Luttinger liquid prediction that it should have a power-law
dependence with E. This could be due to level discreteness as the Thouless energy E = h¯vF /L ≈ 0.36meV
is much larger than the thermal energy kBT . However, for some data a small dip around zero for all Us
does occur.
The distribution functions extracted from the differential conductance data all show a clear stair-step
distribution, indicating a lack of strong inelastic electron-electron scattering, similar to those found in Ref.
[41]. However, the step heights correlate nicely to what is expected for diffusive transport, with the end-
probe ‘near’ configurations possessing a step height of approximately two thirds (Figs. 2.39-2.40) and the
‘far’ configuration of one third (Fig. 2.41). Here ‘near’ and ‘far’ correspond to a probe positioned at 1/3 and
2/3 the length of the nanotube from the end contact, respectively. Of course these step heights are not quite
exact, due both to the imperfect alignment of the probes and their finite width of 200nm (Sec. 2.5); however
the difference in position of the two probes is clearly evident from the step height difference. If transport
were ballistic, all stair-step heights would occur at one half, but the data presented show clearly that the
steps depend on probe position in a way that is consistent with diffusive transport (Sec. 2.4.2). It is thought
that nanotubes are ballistic conductors but that defects can affect conductance. In the following section it
is shown that defects can be tuned and inelastic scattering may arise one segment of the nanotube. These
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Figure 2.40: Results from the deconvolution of differential conductance data at Vg = −5.79V and T = 240mK
(see Fig. 2.39).
Figure 2.41: Results from the deconvolution of differential conductance data at Vg = −5.79V and T = 240mK
(see Fig. 2.39).
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Figure 2.42: Distribution function resembling diffusive ballistic transport because of the stair-step with
height 1/2. The data are taken at Vg = −5.15V and T = 240mK.
defects could also be responsible for the diffusive nature of transport that is observed in the distribution
functions.
2.6.5 Smearing of the Distribution Function from Defect Scattering
By performing the exact same measurement and analysis and only changing the gate voltage (to Vg =
−5.15V), the distributions are modified from those previously shown. These new distribution functions
are displayed in Figs. 2.42-2.44. One of the near distribution functions (Fig. 2.42) shows nearly a stair-
step distribution with a height of one half, resembling what is expected for ballistic transport through the
nanotube. The slight smearing of the steps indicate inelastic electron scattering is weak. The stair-step the
other near configuration (Fig. 2.43) is similar to the near distributions of the previous section, indicating
diffusive transport. The reason the highest U is slightly shifted higher is likely due to the broadening of the
right superconducting peak in the differential conductance data. However, the far distribution of Fig. 2.44
is wholly different and could be described as the half-step being smeared out. This situation corresponds
neither to diffusive transport because of the lack of step nor strong inelastic electron scattering because the
distribution does not take the form of a Fermi function. By considering the form of the three distributions
together, it is concluded that a localized defect exists between Probe1 and Probe2. In Fig. 2.42, an electron
travels from End1 to Probe1 and the distribution function is ballistic. If the electron continues on to
Probe2 as in 2.44, then scattering with a defect could cause the smearing of the half-step. The situation
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Figure 2.43: Distribution function resembling diffusive transport because of the stair-step with height 0.7.
The data are taken at Vg = −5.15V and T = 240mK.
Figure 2.44: Distribution function resembling a smeared stair-step. By analyzing the configurations together,
it is determined that the smearing is caused by a local defect between the probes. The data are taken at
Vg = −5.15V and T = 240mK.
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corresponding to Fig. 2.43 is that of an electron traveling from End2 to Probe2, which gives a stair-step
distribution and thus the scattering is not encountered. Thus the scattering is local and must occur between
the probes. As useful as it would be to have the fourth configuration at this gate voltage, data were not
measured for configurations that did not exhibit clear superconducting peaks and nonequilibrium signal.
This was the case for the fourth configuration.
This localized defect was not seen in the original distribution functions presented and thus is tuned by
the gate voltage. Defects in nanotubes are known to be gate-tunable [20], and the following section will
summarize distribution functions extracted for measurements of two devices at a number of different gate
voltages.
2.6.6 Spatial Dependence of the Distribution Function
Data for both devices and a number of different gate voltages is now presented. In order to observe the
features consistent with diffusive transport without overwhelming the reader, only distributions for the
highest nonequilibrium voltage are shown for Device A in Fig. 2.45. The second-highest nonequilibrium
voltages are shown for Device B in Fig. 2.46, due to problems with fitting the largest U . These distributions
can be categorized as stair-step or smeared due to defect as discussed in Sec. 2.6.3), although some of
the stair-step distributions possess slight smearing. For the spatial dependence of the distributions, only
the height of these features is important in this analysis. First considering Device A (Fig. 2.45), the
distributions corresponding to the near configurations (top) have features within the range of 0.5-0.8 and
0.65-0.8. This corresponds, for several gate voltages, closely to the two-thirds step height for diffusive
transport, or the smearing of a step over that range. It is also clear that the gate is able to control the
observed distributions. The distributions for the End1-Probe2 configurations, featured in the bottom left
of Fig. 2.45, contain steps and smearing in the range within 0.15 to 0.45, again consistent with the step or
smeared steps around one third. However, the End2-Probe1 configuration (bottom right), is not close to one
third. Distributions for Device B (Fig. 2.46) confirm this diffusive picture of transport, although again one
distribution curve (End2-Probe2 for Vg = −1.12V, top right) lies far from the two-thirds height expected.
The tuning of defects in carbon nanotubes is well-known [20] and explains the variance in distributions
for different gate voltages of the same device. However the distributions tend to cluster around the expected
distribution from diffusive transport. Inelastic electron scattering with the defects is evident in the smearing
of the steps, and their position along the nanotube can be determined by analyzing at three configurations
at a given gate voltage.
It should be noted that these defects are not apparent in end-to-end conductance measurements. To
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Figure 2.45: Dependence of distribution function on position for Device A at T = 240mK and multiple gate
voltages at U = 1.46mV. Note the heights of the steps and smears are mostly clustered around 1/3 or 2/3.
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Figure 2.46: Dependence of distribution function on position for Device B at T = 240mK and a couple gate
voltages at U = 0.98mV. Note the heights of the steps and smears are mostly around 1/3 or 2/3.
Figure 2.47: End-to-end conductance near gate voltages for measured data for Dev A.
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Figure 2.48: End-to-end conductance near gate voltages for measured data for Dev B.
illustrate the point, end-to-end conductance as a function of gate indicates where the distribution data
were taken (Figs. 2.47-2.48). For Dev A, the gates at which the most smearing occurs are Vg = −5.15
and 2.33V. The end-to-end conductances for these gate voltages are 0.45e2/h and 1.232e2/h, respectively.
The conductances for the other two gates fall between these values, so that end-to-end conductance is no
indication of scattering from defects. Thus the technique of observing defects from changes in distribution
function measured by superconducting tunnel probe spectroscopy is a novel method for determining electron
transport not apparent in end-to-end conductance experiments.
2.6.7 Temperature Dependence of the Distribution Function
It was previously found that strong inelastic electron-electron interactions do not occur at low temperatures
(∼ 50mK), but sometimes do at higher temperatures (∼ 1.3K) [41]. Similarly, strong inelastic electron
scattering was not found in the data presented in this dissertation at low temperature (∼ 240mK). Measure-
ments at some gate voltages were made at a few different temperatures to see if there could be an evolution
of electron interactions.
Representative data are shown in Fig. 2.49 at 240mK (left) and 1.5K (right) for a variety of nonequilib-
rium voltages. The distributions at 1.5K resemble those at low temperature except they are more smeared,
likely due to thermal broadening. This is more apparent from the temperature evolution of just the largest U ,
as shown in Fig. 2.50. All of the temperature-dependent data measured feature similar smearing and there-
fore no evolution of transport from the diffusive regime to one dominated by strong inelastic electron-electron
interactions is observed.
Qualitative measurements to show the temperature variation is indeed from thermal broadening have
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Figure 2.49: Distribution functions at T = 240mK and T = 1.5K.
Figure 2.50: Distribution functions at various temperatures for U = 1.46mV.
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been made by convolving the distribution function with the thermal broadening function:
fbroadened(E) =
∫
f()FT (E − ) d FT (E) = −dfFermi
dE
=
1
4kBT
1
cosh2(E/2kBT )
.
While the data at high temperature are qualitatively similar to the ‘broadened’ data at 240mK, an accurate
way of fitting these data is still being pursued.
2.7 Conclusion
The nonequilibrium distribution functions gives information about how electrons interact. This was measured
in carbon nanotubes using the technique of superconducting tunnel spectroscopy. Two devices were fabri-
cated by electron-beam lithography and metal deposition, each containing of two superconducting probes.
These were measured at low temperature and the resulting distribution functions are consistent with a dif-
fusive picture of electron transport in carbon nanotubes. Gate tunable defects are apparent in the shifting
of the step heights expected for diffusive transport and smearing of some of the steps, which is found to be
a local phenomenon. The temperature dependence of the distribution is explained by thermal broadening,
and no change in transport regime is observed.
No evidence of strong inelastic electron-electron interactions is observed in nanotubes were observed. As
electrons interactions should be enhanced in one dimension, this is a bit odd, but is also consistent with
previous experiments [41]. One reason could be that the dwell time of τ = L/(vF t) ≈ 10ps is much shorter
than that in diffusive metal wires (≈ 1ns). Here a transmission of t = 0.2 corresponds to and end-to-end
nanotube resistance of 33kΩ. Thus the electrons interact over too short a time for the effect to be measurable.
Future work concerned with using the same technique to study electron interactions in graphene ribbons
is already underway. Preliminary evidence indicates electron-phonon coupling is the dominant scattering
mechanism in ribbons on the order of 2µm x 500nm at a temperature 1.8K. Spatial and temperature
dependence on the distribution function will be investigated. The effect of graphene ribbon width on electron
scattering will also be considered.
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Chapter 3
Telegraph Noise in LSMO Nanowires
3.1 Electronic Phase Separation
In strongly correlated systems, electron motion is strongly influenced by charge, spin, orbital, and lattice
degrees of freedom. As a result, competing microscopic phenomena influence the behavior of such systems.
While in the study of materials one typically assumes a homogeneity of the system, it is now understood that
competing phenomena are responsible for such novel phenomena such as colossal magnetoresistance (CMR)
and high-temperature superconductivity (HTSC) [53]. That is, one cannot simply expand the understanding
of a few constituent parts to the whole of the system. Instead the system is said to be emergent, whereby
properties arise that cannot be determined by the system’s components. Inhomogeneities on the nanoscale
have been observed in transition metal oxides (TMOs) and HTSCs, thus showing that competing electronic
phases may coexist. This is what is meant by electronic phase separation. It is not due to any crystal
imperfection or impurity, but rather that the ground state of the system consists of a nanoscale mixture of
phases.
In complex systems small changes can lead to enormous effects, such as the formation of the last metallic
link in a percolative network or a small field causing drastic changes in resistivity as in CMR TMOs [53].
Outlier events then take precedence over average behavior. Phase competition also drastically increases the
importance of disorder, as it can help nucleate certain phase domains. This complexity must be kept in
mind when working with strongly correlated systems.
Electronic phase separation is at the heart of the random telegraph noise (RTN) experiments presented
here. In particular, the competing phases of ferromagnetic metal (FMM) and charge-ordered insulator (COI)
manifest as RTN in LSMO nanowires due to the reduced dimensionality of the system. The importance of
the last metal link in a percolative network is enhanced when that network is a nanowire. The FMM and
COI domains have also been observed to both fluctuate and move freely. The time resolution of electronic
transport measurements allows one to capture the domain dynamics in a confined geometry.
66
Figure 3.1: Perovskite structure of manganites. The manganese atom is surrounded by an oxygen octahedron.
3.2 Manganites in the Perovskite Structure
Manganites in the perovskite structure refer to a class of compounds of composition AMnO3, where A is a
rare-earth (La,Nd,Pr) or alkaline earth (Ca,Ba,Sr) or Pb, and commonly some combination of those. These
have the structure of an Mn atom at the center of a simple cubic consisting of A and an octahedron of
oxygens, where the oxygens are face-centered with respect to the cubic, as displayed in Fig. 3.1. In the
context of this discussion, starting with LaMnO3 (LMO), a fraction of divalent alkaline earths and Pb are
common replacements for the trivalent La. This has the effect of hole-doping the Mn3+ by introducing some
Mn4+ species. In fact, the interesting properties of the manganites boil down to the electronic properties of
Mn, which will now be explored.
The Mn atom has the electronic configuration [Ar]4s23d5, but when placed in a manganite structure
such as LaMnO3, each Mn atom loses three electrons (as does the La) because of the high electron affinity
of oxygen. Thus it has four electrons in the 3d orbital. By placing the Mn in an octahedral coordination,
the 3d orbitals are split into three lower-energy t2g states and two higher-energy eg states (Fig. 3.2). The
electronic configuration is then t32ge
1
g, and Hund’s rules guarantee that all the electrons will be of the same
spin orientation. The three t2g electrons are localized and referred to as the core Mn electrons. The single
eg electron is hybridized with the O 2p states, and can be either localized or mobile depending on the
Jahn-Teller effect which causes another splitting of the t2g and eg states (Fig. 3.2) and double exchange,
mechanisms that lead to very different properties of the manganites [55].
Manganites are perhaps best known for their colossal magnetoresistance (CMR). While magnetoresistance
in the manganites was observed in the 1950s, only more recently was the extreme magnitude that could be
achieved. Magnetoresistance occurs when an applied field changes the resistivity of a material, and is
typically defined in percent as (ρ(H)− ρ(0))/ρ(H) where H is the applied field. In 1994, magnetoresistance
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Figure 3.2: Crystal fields splitting of the Mn 3d orbitals into the t2g and eg states due to placing Mn in
an octahedral coordination. The splitting energy is 10Dq in terms of traditional ligand field theory, which
is approximately 1-2eV [54]. The Hund’s exchange forces the electrons’ spins to align. If a Jahn-Teller
distortion is present, as exhibited as an elongation of the octahedron, the t2g and eg states are further split.
Reproduced from [55].
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values as high as 127, 000% at 77K and 1300% at room temperature were observed in annealed LCMO
[56]. Previously the largest magnitude of magnetoresistance in metallic systems was 150% at 4.2K, an
effect known as giant magnetoresistance (GMR), and known to be caused by spin-dependent scattering.
This reignited interest in the manganites that persists to this day, and many tools that were developed
for the study of high-temperature superconductors have been applied to them. Manganites have potential
applications in technological applications involving magnetic storage and spintronics and exhibit electronic
phase separation that has been observed by telegraph noise and a wide range of optical and electron imaging
techniques. The following discusses the microscopic mechanisms responsible for this observed behavior in
manganites, especially LSMO.
3.2.1 Double Exchange
The relationship between magnetism and conductivity in mixed crystal manganites was discovered by Jonker
and van Santen in 1950 [57, 58]. In particular, one of the combinations investigated were the LaMnO3-
SrMnO3 binaries, denoted La1−xSrxMnO3. It was found for some range of x that saturation magnetization
increases with decreasing temperature [57] and additionally that conductivity increases with decreasing
temperature [58] in the same range. As a function of divalent doping, the highest saturation magnetization
and conductivity both occur between x = 0.2 and x = 0.4 (x = 1/3 in the wires examined in this dissertation).
The observed magnetization corresponds to all unpaired Mn electrons pointing in the same direction.
The following year Zener [59] explained their results with a new phenomena he dubbed ‘double exchange’
(it should be noted that this has nothing to do with the exchange interaction). As the replacement of La
with Sr is effectively hole-doping because the former is trivalent and latter divalent, the effective cation
stoichiometry is La3+1−xMn
3+
1−xSr
2+
x Mn
4+
x O
2−
3 . Thus it is common for the Mn-O-Mn bond to have a degenerate
ground state given by
|ψ1〉 = Mn3+ −O2− −Mn4+ |ψ2〉 = Mn4+ −O2− −Mn3+.
Double exchange simply refers to the mixing of these two states: the electron on the left in |ψ1〉 moves to the
right as in |ψ2〉 by a simultaneous transfer of the left electron to the O, and electron on the O to the right
Mn, as shown in Fig. 3.3. This is the mechanism for electron transport in LSMO. But double exchange also
preserves the spin of the electron. Initially the electron will be aligned with the core electrons in accordance
with Hund’s rule. Double exchange will only be energetically favorable then if the core electrons of the right
Mn are also aligned with those of the left. This hopping decreases kinetic energy (due to the Uncertainty
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Figure 3.3: Schematic of double exchange mechanism, in which the electron on the left Mn ion simultaneously
jumps to the oxygen 2p state while the spin up electron jumps to the right Mn ion. This mechanism is
responsible for both conductivity and ferromagnetism. The aligned electrons in the t2g states are referred
to as the core Mn electrons.
Principle) and therefore is favored. Because it also tends to align the core Mn spins, increased conductivity
corresponds to increased ferromagnetism. Regions in which double exchange occurs are ferromagnetic metal
(FMM) domains.
3.2.2 Jahn-Teller Effect
In 1995, Millis et. al. showed that double exchange was not sufficient to explain the resistivity of LSMO [60].
It was proposed that a strong electron-phonon interaction due to the Jahn-Teller distortion needed to be
included. The Jahn-Teller effect arises due to the degeneracy of the occupied eg level on the Mn
3+ ion, which
induces a geometric distortion of the lattice. This lowers the energy of the eg electron at the cost of elastic
deformation of the lattice, which tends to localize the electron as a Jahn-Teller polaron [61]. The lattice
distortion also suppresses double exchange because of the change in the Mn-O bond length and/or Mn-O-Mn
bond angle. Regions in which Jahn-Teller polarons form are charge-ordered insulator (COI) domains.
3.2.3 Evidence for Domain Formation
Bulk LSMO exhibits a large array of phases as a function of Sr fraction x and temperature. For example,
resistivities as a function of temperature for various x is shown in Fig. 3.4. Below its Curie temperature
TC LSMO can be a ferromagnetic metal or insulator and above it a paramagnetic metal or insulator. Other
regions of the phase diagram exhibit antiferromagnetism and spin-canted charge-ordered insulation. The
LSMO discussed in this dissertation has an Sr fraction x = 1/3, and thus is an FMM below the Curie
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Figure 3.4: a) LSMO resistivities as a function of temperature for various fractions x of Sr. b) Phase diagram
of LSMO where TC and TN are the Curie and Ne´el temperatures below which exists ferromagnetic and
antiferromagnetic order, respectively. The phase regions PI,PM,CI,FI,FM,AFM correspond to This situation
is called a paramagnetic insulator, paramagnetic metal, spin-canted charge-ordered insulator, ferromagnetic
insulator, ferromagnetic metal, and antiferromagnetic metal. Reproduced from [54].
temperature of about 350K, and a paramagnetic metal above that.
However even within these defined bulk phases, microscopic competition between electronic phases is
present. Imaging techniques have recently confirmed this in various manganites. Using dark-field trans-
mission electron microscopy, domain structure corresponding to the FMM and COI is revealed in LCMO,
including a mixed domain that features both ferromagnetism and charge-ordering (Fig. 3.5). Additionally
an electron holography images is overlaid to map the direction of individual ferromagnetic subdomains in
the FMM domain. Scanning tunneling microscopy (STM) revealed a grain boundary between charge order
and charge disorder in BCMO, and is displayed in Fig. 3.6 (for a discussion of the technique of STM, see
Sec. 2.4.1). The insulating nature was confirmed by measuring the tip current as a function of voltage. The
collaboration at Illinois studying LSMO has also obtained some domain imaging: Xu Wang of the Budakian
group performed magnetic force microscopy on an array of LSMO nanowires (Fig. 3.7). It is seen that
ferromagnetic domains with orientations perpendicular to the plane are separated by those with no moment
out of the plane (either in-plane or nonmagnetic).
Telegraph noise attributed to fluctuations between FMM and COI domains have been reported in wires
fabricated from LPCMO [64], LCMO [65], PCMO [66], and PCMCO [67] (and probably more). A comparison
of our results with the previous findings regarding RTN is presented in the following section.
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Figure 3.5: Transmission electron micrograph of LCMO exhibiting three different domains: a ferromagnetic
metal (1), a charge-ordered insulator (3), and a mixed ferromagnetic and charge-ordered domain (2). The
dotted white lines correspond to the grain boundary between domains. The color overlay is an electron
holography image showing ferromagnetic orientations. Adapted from [62].
Figure 3.6: Scanning tunneling micrograph of a grain boundary (yellow line) between charge-ordered in-
sulating (upper right) and homogenous metallic (lower left) domains. The orange line corresponds to a
cross-section height measurement [63].
72
Figure 3.7: Magnetic force micrograph of LSMO nanowires of width 80nm spaced 200nm apart. The light
areas correspond to regions of ferromagnetism perpendicular to the plane. Compliments of Xu Wang.
3.3 Fabrication and Measurement
LSMO was grown via molecular beam epitaxy (MBE) on a strontium titanate (STO) substrate to a thickness
of 30nm by the Bhattacharya group at Argonne National Laboratory. Prior to patterning, the resistivity as
a function of temperature was measured and is shown in Fig. 3.8. Subsequent electron-beam lithography
is used to define the nanowires in a resist of 950K PMMA A2. The LSMO is now exposed in a pattern
of nanowires and must be protected during an etching process. Titanium is deposited via electron-beam
evaporation and liftoff was performed so that the Ti hard masks protect the LSMO that will become the
nanowires. Ion milling using a plasma of positively charged argon ions and electrons mechanically removes
the LSMO not protected by the hard mask (and the hard mask itself), leaving behind only the nanowires
of LSMO in the pattern that was defined lithographically. A second round of electron-beam lithography is
performed to define contacts to the nanowires. These consist of a four-point pattern of Ti/Au deposited via
electron-beam evaporation and liftoff. A scanning electron micrograph of the measured sample is shown in
Fig. 3.10. 3.9. The nanowires are 80nm wide and the contacts are separated by a distance of 1µm. Here it
should be said that only two of the leads made electrical contact with the nanowire. Electrical measurements
are performed using a Keithley 2400 SourceMeter and the sample resides in a Janis 1K cryostat with a base
temperature of 1.5K. Resistance as a function of temperature is first measured to characterize the sample,
and these data are displayed in Fig. 3.10. The LSMO in nanowire geometry has drastically different
behavior with temperature than in a film geometry. The most astonishing feature is that while the film’s
resistivity decreases as a function of temperature, the resistance of the nanowire increases! The discrepancy
between cooling and warming curves in Fig. 3.10 is due to the fact that the sample sits approximately 8
inches from the thermometer. Sweeping even at temperature rates as low as 2K/min, as done here, can
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Figure 3.8: Resistivity of an LSMO film as a function of temperature. Measured by the Bhattacharya group.
Figure 3.9: Scanning electron micrograph of LSMO nanowire with contact leads.
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Figure 3.10: Resistance of an LSMO nanowire as a function of temperature. The discrepancy between
cooling and warming is due only to the nature of the cryostat.
cause a difference of 10-20K of temperature difference between the thermometer mounted on the probe and
the heater thermometer, which is closer to the sample. When temperature is held constant, however, the
thermometers are in good agreement. Note that the first evidence of noise can be observed in Fig. 3.10 at
temperatures less than 25K. This noise is further explored in the following section.
3.4 Random Telegraph Noise
3.4.1 Why Measure Random Telegraph Noise?
Methods of domain imaging such as scanning tunneling microscopy, transmission electron microscopy, and
magnetic force microscopy as seen in the previous section are relatively slow at determining the fluctuation
of a domain. A region must be scanned once to see the original domain structure, and then once again to see
if the structure has changed. By measuring noise, especially with the appropriate electronics, many kilohertz
of data can be measured. Additionally reducing the size of the conducting region decreases the amount of
spatial averaging in the noise. In the case of nanowires, electron transport measurements may observe the
transition of a single domain. Thus the time scale over which fluctuations take place can be studied, leading
75
to an understanding of domain lifetime, genesis, size, pinning, and memory.
Random telegraph noise (RTN) signals that switching occurs between two (or more) metastable states
(domains) that are degenerate on the order of kBT . This noise manifests itself in cases where percolative
path through a confined geometry is strongly affected by the domain switching. Each of these states has an
average lifetime τi that is described by the Arrhenius law,
τi = τ0,i exp
(
Ei
kBT
)
where Ei is the energy required to leave state i and τ0,i is a microscopic parameter depending on the thermal
coupling of the fluctuator [65]. The energies Ei can in general depend on temperature and magnetic field. By
considering how these energies change for the different domains, RTN can distinguish between low-resistance
ferromagnetic (FMM) and high-resistance nonmagnetic (COI) states [65]. The dependence on temperature
also indicates which state is more favorable. High-resolution RTN data has also been analyzed to determine
the transition lifetimes between FMM and COI domains. For example, it takes more time for a domain to
‘order’ from FMM into a COI than to ‘disorder’ from COI to FMM [68]. By modifying the probing signal,
excitation current for example, the effect of Joule heating caused by restricted percolative pathways can also
be studied. The observation of RTN in LSMO nanowires is presented in the following section.
3.4.2 Observations of Random Telegraph Noise
Before the noise is directly measured, the parameters of the measurement must be established. In particular,
a region where current and voltage vary linearly with each other is desired. Thus current as a function of
voltage is measured at 1.75K and displayed in Fig. 3.11. The linearity of the curve is difficult to judge
due to the noise, which is apparent at all bias voltages. The noise also appears to be shifting between two
curves. A bias voltage of 10mV is chosen due to the strength of signal (400nA is within the measurement
range of the Keithley 2400) and apparent linearity with current in the region. Resistance as a function of
time is measured at various temperatures at a rate of ≈ 7Hz (the fastest rate given the electronics). These
data are displayed as scatter plots in Fig. 3.12. Random telegraph noise (RTN) is seen in some of these
plots as switching between two or more modes. This noise also evolves as a function of temperature. At
T = 1.75K the RTN is trimodal, whereas it is bimodal at T = 15K and T = 20K. The noise at T = 5K
and T = 10K appears correlated, although not exactly RTN. At T = 30K the noise appears completely
uncorrelated. These observations can be made more precise by plotting the noise as histograms as shown
in Fig. 3.13. This confirms the observed modalities of RTN in the scatter plots, but yield no information
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Figure 3.11: Current vs voltage of the nanowire at 1.7K. The graph on the right is the same as the left, but
with axes set to lower ranges.
about the correlated noise.
3.4.3 Comparison with RTN Observations in Other Manganites
These data can be compared and contrasted with other evidence of RTN in manganite wires. In LPCMO
wires, RTN was only observed in a 2K window around the metal-insulator transition, which becomes sharp
due to the confined geometry of the wire [64]. Because ferromagnetic alignment takes place below the Curie
temperature TC , the metal-insulator transition seems to be due to a percolative path existing due to the
persistence of FMM domains below this temperature, thus domain fluctuation is unobservable. However, in
LCMO wires, RTN persists from 4K all the way to 170K, and there is no sharp metal-insulator transition
[65]. This allows the domain lifetime to be observed as a function of temperature and thus distinguish
between thermally-activated domain fluctuations at low temperatures and single-fluctuator noise at higher
temperatures. It was also observed that upon thermal cycling, RTN could change characteristics or disappear
all together. These observations are consistent with the data presented on LSMO nanowires.
However one aspect of the data that is more similar to the LPCMO wires is the existence of trimodal
RTN. Ward et al actually observe bimodal noise inside trimodal noise [64]. The existence of trimodal RTN
is compatible with transport through a percolative network. However, only two-state fluctuations were seen
in LCMO wires [65]. While the data are promising, there is more that could be understood by increasing
temporal resolution and applying a magnetic field to quench ferromagnetic domains, as well as address the
question of correlations between multiple wires. The following section will outline ideas along this line for
improvement in fabrication and measurement.
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Figure 3.12: Scatter plots of noise at various temperatures, T = 1.75, 5, 10, 15, 20, 30K. RTN is clearly seen
at T = 1.75, 15, 20K.
78
6 0 0 0 8 0 0 0 1 0 0 0 0 1 2 0 0 0 1 4 0 0 00
1 0 0
2 0 0
3 0 0
4 0 0
 R  ( k O h m )
 
 
Cou
nt
T  =  1 . 7 5 K
8 0 0 0 9 0 0 0 1 0 0 0 0 1 1 0 0 0 1 2 0 0 0 1 3 0 0 0 1 4 0 0 00
2 0 0
4 0 0
6 0 0 T  =  5 K
 Co
unt
 R  ( k O h m )
 
 
3 0 0 0 4 0 0 0 5 0 0 0 6 0 0 0 7 0 0 0 8 0 0 0 9 0 0 00
1 0 0
2 0 0
3 0 0
4 0 0 T  =  1 0 K
 Co
unt
 R  ( k O h m )
 
 
4 4 0 0 4 6 0 0 4 8 0 0 5 0 0 0 5 2 0 0 5 4 0 00
5 0
1 0 0
1 5 0
2 0 0
2 5 0
3 0 0 T  =  1 5 K
 R  ( k O h m )
 Co
unt  
 
2 8 0 0 2 9 0 0 3 0 0 0 3 1 0 0 3 2 0 00
2 0 0
4 0 0
6 0 0
8 0 0 T  =  2 0 K
 R  ( k O h m )
 Co
unt  
 
1 3 6 0 1 3 8 0 1 4 0 0 1 4 2 0 1 4 4 0 1 4 6 0 1 4 8 0 1 5 0 0 1 5 2 0 1 5 4 00
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0 T  =  3 0 K
 R  ( k O h m )
 Co
unt  
 
Figure 3.13: Histograms of noise at various temperatures, T = 1.75, 5, 10, 15, 20, 30K. Trimodal RTN is
clearly observed for T = 1.75K while bimodal RTN is apparent at T = 15K and T = 20K.
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While the data on LSMO nanowires is promising, more work is needed to fully understand the nature
of RTN in LSMO. The evolution between bimodel, trimodal, and correlated noise is not understood. The
effect of ferromagnetic switching should also be eliminated by application of magnetic field greater than the
demagnetization field. The width of the nanowires could also be varied to determine the effect of domain
size. Additionally by fabricating arrays of nanowires with electrical contacts, the coupling of multiple wires
apparent in resonant soft X-ray scattering data may be observed in RTN.
3.4.4 Potential Improvements in Observing RTN in LSMO Nanowires
Improvements to this experiment have been attempted but not yet come to fruition. In order to prevent
capacitative charging effects, a constant current source rather than a voltage source is used. Additionally
the lower-noise Keithley 6221 AC/DC current source replaces the Keithley 2400 SourceMeter as a source
signal, and the measurement is done with a National Instruments Data Acquisition (DAQ) card, capable
of many kilohertz of voltage sampling. These improved electronics help in removing unwanted noise and
increase temporal resolution, allowing the exploration of shorter (t < 10ms) domain lifetimes.
Recent experiments have also been performed in a Quantum Design Physical Propertires Measurement
System (PPMS), which has very stable temperature control and a superconducting magnet. In the LSMO
nanowire data presented here, no magnetic field was available. A field is desirable as the FMM domains can
be aligned and fluctuations arising from magnetic domain switching suppressed above the demagnetization
field. The improved electronics (compliments of the Eckstein group) are available for use in conjunction
with the PPMS for temperature and field control. Custom LabView programs are written that control the
electronics in addition to the field and temperature over a TCP/IP connection.
Even with the improvements in measurement capability, further observations of RTN in LSMO nanowires
has been elusive due to difficulties in consistent fabrication. Working with members of Lane Martin’s group
in the Materials Science and Engineering Department at the University of Illinois, modifications to the
fabrication process are being pursued. In particular, LSMO is grown by Pulsed Laser Deposition (PLD),
which is a simpler and more reliable process than MBE. The hard mask of titanium has been replaced by
magnesium oxide (MgO) because it is electrically insulating and will not affect the measurement.
However it was recently found that the ion milling step has the effect of reducing (creating oxygen
vacancies in) the STO substrate, rendering it conductive (for more on STO reduction, see Appendix A.1.2).
Thus the LSMO nanowires could be grown on another substrate, perhaps LaAlO3 due to its higher energy
of formation for oxygen vacancies, possibly making it less susceptible to milling-based reduction.
Alternatively a nanowire fabrication scheme has been developed where processing the LSMO is minimal,
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Figure 3.14: Two methods of fabricating LSMO nanowires. The method on the left utilizes an MgO hard
mask and the right shows formation of nanotrenches in silicon oxide.
thus lowers the risk of forming defects in the wires. Its essence is fabricating a nanotrench in which LSMO can
be epitaxially grown as a nanowire. A comparison of the two nanowire fabrication techniques is presented
in Fig. 3.14. A silicon oxide layer is grown prior to electron-beam lithography, and reactive ion etching
(RIE) with SiOx-selective SF6 plasma. If the lattice-matched substrate (i.e. STO) is exposed at the bottom
of the nano-trench, then PLD can be used to grow LSMO in the trenches. If sidewall growth does not
electrically contact the excess LSMO, then the sample is finished, otherwise the excess LSMO can be ‘lifted
off’ with hydrofluoric acid. While this technique will require careful calibration and characterization, it is
hopeful that it will lead to reliable fabrication of LSMO nanowires that can be extended to studies of other
strongly-correlated materials.
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3.5 Conclusions and Outlook
LSMO nanowires were fabricated and shown to exhibit RTN at temperatures less than 30K. FMM and COI
domains form and fluctuate due to competition between double-exchange and Jahn-Teller polarons. RTN is
caused by the fluctuation of these domains in a confined geometry. Comparison to published literature on
RTN in wires consisting of LCMO and LPCMO reveals similarities in the LSMO RTN to both experiments.
Higher temporal resolution and magnetic field control is desired to perform further analysis on the LSMO
nanowires. In particular, fabrication of LSMO nanowires has remained inconsistent, and methods to address
this shortcoming have been presented.
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Chapter 4
Conclusions
Experiments were performed to study interactions in nanowires. In carbon nanotubes, it was found that
electron interactions are inelastic and lead to diffusive transport. Defects present in the nanotube do,
however, cause inelastic scattering, and these can be tuned with the application of a gate voltage, as can the
stair-step heights of the distribution function. The temperature dependence is found to be due to thermal
broadening. No evidence of a non-monotonic conductance with temperature as predicted by some theories
in the case of strong backscattering was observed. Additionally Luttinger liquid behavior was generally not
observed, although some dips in the DOS at zero energy were found.
In LSMO nanowires, random telegraph noise similar to that found in YBCO nanowires that motivated this
work was observed. The noise changes character as a function of temperature, from trimodal to unimodal to
bimodal, and is not observable above 30K. These aspects agree in part with different previous observations of
telegraph noise in different manganites. Improvements on this experiment have been put forward to achieve
data of higher time resolution with samples that are more reliably fabricated.
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Appendix
A.1 The LaAlO3/SrTiO3 Heterointerface
A.1.1 Introduction
Despite the great interest and extensive work on novel phenomena at the LaAlO3/SrTiO3 (LAO/STO)
heterointerface, the mechanism and control of such behavior has eluded definitive explanation. Initially after
the discovery of the conducting interface between these bulk insulators in 2004, electronic reconstruction to
avoid the polar catastrophe was hypothesized, whereby growth of just a few unit cells causes an intrinsic
effect in which the interface responds to the buildup of electrostatic energy, due to the alternating charged
planes of LAO. Other mechanisms such as structural deformations and chemical intermixing have been
proposed to also play a role in this system. Additionally, extrinsic effects such as growth pressure can affect
conductivity via the introduction of oxygen vacancies.
Recent results (to be published in Physical Review Letters) show that by carefully controlling growth
parameters we can modify the (non)stoichiometry of the LAO films and produce interfaces with electron
transport properties that vary over many orders of magnitude at low temperatures. This work was performed
with Lane Martin’s group in Materials Science and Engineering and in particular Eric Breckenfled, who grew
and characterized the films. My responsibility was obtaining the transport data, which includes such a range
that different techniques and two different measurement systems were used to obtain it. I developed a novel
method of contacting the interface (wedge-bonding through the oxide), apparently also discovered by other
groups in this field. Additionally I worked closely with Eric to interpret the transport data and discuss
how future growths would affect it. This paper is reproduced in the following section. In particular these
results have led us to believe that a transition between two- and three-dimensional transport occurs as
(non)stoichiometry is tuned. I designed an experiment and wrote a proposal to study Shubnikov-de Haas
(SdH) oscillations in LAO/STO films to determine dimensionality of interfacial conductivity, which is also
included in this section. The proposal was accepted and I will perform the experiment at the National High
84
Magnetic Field Laboratory at Florida State University from March 25-April 1, 2013. References for the next
two sections are included within.
A.1.2 Effect of Growth-Induced (Non)Stoichiometry on Interfacial
Conductance of LaAlO3/SrTiO3
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We demonstrate a link between the growth process, the stoichiometry of LaAlO3, and the in-
terfacial electrical properties of LaAlO3/SrTiO3 heterointerfaces. Varying the relative La:Al cation
stoichiometry by a few atomic percent in films grown at 1x10−3 Torr results in a two and seven
order-of-magnitude change in the 300K and 2K sheet resistance, respectively, with highly conducting
states occurring only in La-deficient or Al-excess films. Further reducing the growth pressure results
in an increase of the carrier density and a dramatic change in mobility. We discuss the relative
contributions of intrinsic and extrinsic effects in controlling the physical properties of this widely
studied system.
Since the discovery of a conducting state at the
LaAlO3/SrTiO3 heterointerface in 2004[1], researchers
have uncovered a series of other exciting phenomena[2–6].
The conductivity is hypothesized to arise from electronic
reconstruction that occurs to avoid the so-called polar
catastrophe[1]. This reconstruction occurs at a critical
thickness of just <4 unit cells[7–9] and can be consid-
ered an intrinsic response of the system to the build-up
of electrostatic energy. Structural distortions[10–13] and
chemical intermixing,[14–16] which are expected to oc-
cur since ionic crystals terminated at oppositely charged
polar surfaces are inherently unstable and can undergo
surface reconstructions/intermixing to maintain electro-
static stability (e.g., Ge/GaAs),[17, 18] have addition-
ally been considered as potential responses. Recent work
has highlighted such imperfection in LaAlO3/SrTiO3[19]
and probed the evolution of the polar catastrophe with
chemical alloying[20]. Extrinsic effects, in particular oxy-
gen vacancies, have also been observed to play a role
in the conductivity of these samples[2, 21]. Varying the
growth pressure of oxygen results in dramatic changes in
the interfacial conductivity[2], with growth at low pres-
sures (<1x10−5 Torr) resulting in high carrier mobility
(>104 cm2/V-s) and three-dimensional transport, while
growths at higher pressures result in a transition to non-
metallic behavior (suggesting the potential role of oxygen
vacancies in the substrate as a likely source of the ob-
served transport)[21]. Ultimately understanding and uti-
lizing these intrinsic and extrinsic effects is an important
challenge.
The murkiness of our understanding may, in part, be
related to the complexity associated with the synthesis
of these heterointerfaces. Such variations in the pulsed-
laser deposition (PLD) growth process can have a pro-
found impact on the subsequent heterostructure prop-
erties. It is difficult to obtain stoichiometric LaAlO3
films via PLD[15, 22] and researchers have observed
as much as 11% La-excess in films grown in condi-
tions consistent with those used for work on conduct-
ing heterointerfaces[22]. Studies focusing on the relation-
ship between laser fluence and film stoichiometry for
perovskites[23–26] indicate that synthesizing films with
nearly perfect stoichiometry may be the exception, not
the default result for PLD. This could explain the fact
that although many have observed conducting interfaces,
there are wide variations in carrier concentration, mobil-
ity, and temperature dependence as a result of slight vari-
ations in the growth conditions. It is likely that multiple
factors are active in this system, providing for a com-
plex interplay of intrinsic/extrinsic effects and muddled
property evolution.
With this in mind, we investigate the direct relation-
ship between variations in LaAlO3 cation stoichiometry
and properties of the LaAlO3/SrTiO3 heterointerface.
We study the evolution of sheet resistance, carrier con-
centration, and mobility of the LaAlO3/SrTiO3 heteroin-
terfaces as a function of both cation and oxygen stoi-
chiometry. We observe that variation in the La:Al cation
stoichiometry of several atomic percent results in a two
and seven order-of-magnitude change in the 300K and
2K sheet resistance, respectively, with highly conducting
states occurring only in La-deficient or Al-excess films.
Further, reducing the growth pressure results in an in-
crease in the sheet carrier density and a dramatic change
in the carrier mobility.
10 unit cell thick LaAlO3 films were grown via reflec-
tion high-energy electron diffraction (RHEED)-assisted
PLD at 750◦ C. A frequency of 1 Hz was used for the
growth of all samples and the growth rate for all films
was 12 pulses/unit cell. Films were grown from a sin-
gle crystal LaAlO3 target (Crystec, GmbH) on TiO2-
terminated SrTiO3 (001) substrates treated via standard
methods[27, 28]. Growths were completed at a range of
pressures and oxidizing potentials and throughout the
manuscript we will directly identify the growth pressure
of each film studied. All samples were cooled at 10◦C/min
at growth pressure. For samples grown at 1x10−3 Torr
the laser fluence was varied between 1.2 and 2.0 J/cm2
by changing the laser spot size from 0.043 cm2 to 0.071
cm2 while holding the incident laser energy constant (85
mJ). Note that these energy densities are within ranges
previously reported[1, 2, 22, 26, 29]. In order to maintain
the appropriate stoichiometry, slight adjustments of the
laser fluence were required at other pressures. All growths
were completed with the laser focused on the target in an
imaging mode (Supplemental Materials, Table. S1)[30].
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2FIG. 1: RHEED oscillations as well as post-growth RHEED
images (right) and AFM images (bottom) of films grown at
laser fluences of 1.2 (blue), 1.6 (black), and 2.0 (red) J/cm2.
Growths were completed in an on-axis geometry with a
target-substrate distance of 6.6 cm. All interfacial trans-
port measurements were completed on 10 unit cell (3.79
nm) thick LaAlO3 films and additional films up to 200
nm were grown for structural and compositional analysis.
In situ RHEED studies were used to track the evolu-
tion of growth modes and establish growth rates for all
depositions [Fig 1]. Typical time-dependent RHEED in-
tensity profiles for 10 unit cell thick films grown at 1.2,
1.6, and 2.0 J/cm2 reveal an evolution from step-flow
or hybrid-growth to layer-by-layer growth with increas-
ing laser fluence. Typical post-growth RHEED patterns
[right, Fig 1] and ex situ atomic force microscopy (AFM)
[bottom, Fig 1] reveal evidence of smooth, aomic-level
terraced, island-free films in all cases. While the growth
mode varied somewhat with laser fluence, there are no
other indications in the RHEED or AFM to suggest sig-
nificant differences in the films. Thus at these growth
conditions (1x10−3 Torr and 750◦C), although smooth
films are acheived at various fluence values, the gener-
ally sought after layer-by-layer growth regime is only
achieved at higher fluence (2.0 J/cm2). Subsequent x-
ray diffraction studies reveal that all films are single-
phase and epitaxial (for clarity we show data from 60 nm
thick films [Fig. 2(a)], but results for 10 unit cell (3.79
nm) and 200 nm LaAlO3/SrTiO3 (001) heterostructures
are also provided, Supplemental Materials [Fig. S1])[30].
We observed a slight expansion of the out-of-plane lat-
tice parameter of the LaAlO3 films with increasing laser
fluence [Fig. 2(a), inset], consistent with prior studies,
and[26, 31], based on reciprocal space mapping studies
[Supplemental Materials Fig. S2][30], the films are found
to be partially or nearly completely relaxed.
X-ray photoelectron spectroscopy (XPS) and Ruther-
ford backscattering spectrometry (RBS) were used to
further investigate the effect of laser fluence on the
cation stoichiometry. Prior work showed a strong rela-
tionship between stoichiometry and deposition angle in
LaAlO3[15, 22, 31] and this work provides complimentary
studies of the role laser fluence. The XPS studies focused
on the La 3d and Al 2p peaks [Supplemental Materials,
Fig. S3(a),(b), respectively][30], as these peaks account
for the dominant contribution to the XPS signal for their
respective elements. Additional details of the XPS mea-
surements and the calibration are provided [Supplemen-
tal Materials [Fig. S3(c),(d)][30]. RBS studies were com-
pleted to confirm the XPS results and verify that the film
composition is the same throughout the thickness [Sup-
plemental Materials, Fig. S4]. The XPS and RBS studies
are considered to have +/-1% and +/-0.75% error bars,
respectively. Both the trends and overall compositional
values found from the XPS and RBS studies were consis-
tent and show a strong relationship between PLD laser
fluence and film stoichiometry [Fig. 2(b)].
Focusing first on films grown at 1x10−3 Torr (100%
O2), films grown at a fluence of 1.6 J/cm
2 were
observed to exhibit an average chemical formula of
La1.01Al0.99O3−x (corresponding to a [La]/([La]+[Al])
ratio of 50.5%) and are henceforth referred to as
stoichiometric films. Increasing the fluence to 2.0
J/cm2 yields films with an average chemical formula of
La0.92Al1.08O3−x (corresponding to a [La]/([La]+[Al])
ratio of 46%) and are henceforth referred to as La-
deficient (or Al-excess) films. Finally, decreasing the
fluence to 1.2 J/cm2 yields films with an average chem-
ical formula of La1.12Al0.88O3−x (corresponding to a
[La]/([La]+[Al]) ratio of 56%) and are henceforth referred
to as La-excess (or Al-deficient) films. These trends in
non-stoichiometry are consistent with recent studies[32]
which suggest that higher laser fluence will preferentially
ablate Al from the LaAlO3 target leading to a deficiency
of La in the film while lower laser fluence ablates the tar-
get more evenly but results in Al deficiencies in the film
since the lighter Al adatoms scatter more readily in the
growth gas. Additionally, we have studied the effect of
growth pressure on the film composition and have found
it to have a less dramatic effect. Changing the pressure
from 1x10−3 to 1x10−6 Torr, the slope of the compo-
sitional variation with laser fluence decreases, but the
overall trend remains the same (i.e., 4-5% La-deficiency
is achieved at 1x10−6 Torr at 2.2 J/cm2).
To reiterate, there is little indication from the in situ
RHEED, the ex situ AFM, and the x-ray diffraction
studies that would have indicated such a large deviation
in the stoichiometry of the LaAlO3 films. Thus, in ad-
dition to the fact that it can be difficult to obtain stoi-
chiometric films, it is also difficult to detect deviations
in stoichiometry using standard methods. The lack of
observed second phases additionally indicates that the
(non)stoichiometry, in all cases, is either within the ef-
fective solubility limit for La-deficiency and -excess for
LaAlO3 or that the fractions of any secondary phases
are below the sensitivity of the diffraction experiments
and do not manifest visibly on the surface. From these
experiments, it appears that in this deposition geometry,
the laser fluence is the dominant parameter responsible
for controlling film stoichiometry. Armed with this knowl-
edge, we further investigated the effect of film stoichiom-
etry on the electrical properties of the heterointerface.
The interfacial electrical properties of 10 unit cell thick
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3FIG. 2: (a) Wide angle and (inset) zoom-in x-ray diffraction
scan for 60nm LaAlO3/SrTiO3 (001) heterostructures grown
at various laser fluences. (b) Cation atomic ratio as a function
of fluence in numberous LaAlO3 films as measured by XPS.
LaAlO3 films were probed using temperature and field-
dependent resistivity studies (details in Supplemental
Materials)[30]. We focus first on films grown at 1 x 10−3
Torr (100% O2). Stoichiometric films exhibit metallic-
like conductivity from room temperature down to 38K,
where they experience a crossover from metallic-like to
weakly insulator-like conduction (henceforth referred to
as a crossover transition) [black curve, Fig 3(a)]. Note
that the sheet resistance of the stoichiometric film is rel-
atively flat, varying only one order-of-magnitude from
2-300K. La-excess films likewise exhibit metallic-like con-
ductivity from room temperature down to 55K, where
they also undergo a crossover transition and a large
increase in sheet resistance down to 2K [blue curve,
Fig. 3(a)]. We also note other anomalies in the data
for both the La-excess and stoichiometric films, partic-
ularly kinks near 70-80 and 155-180K which have been
observed previously[33, 34] and have been attributed to
surface structural transitions in SrTiO3[35, 36]. Finally,
La-deficient films exhibit metallic-like conductivity from
room temperature to 10K, where they exhibit a slight
increase in resistance down to 2K [wine, red curves,
Fig. 3(a)]. To further illustrate the effect of stoichiom-
etry on the properties, we have included films with 2%
and 4% La-deficiency and we see that there is an inverse
relationship between the 2K sheet resistance and the ex-
tent of La-deficiency. In all cases, La-deficient films pos-
sess low-temperature sheet resistances that are at least
1-3 orders-of-magnitude lower than that of the stoichio-
metric films and 5-7 orders-of-magnitude lower than that
of the La-excess films.
There are a number of important points to make in
summarizing these findings. First, using the growth pro-
cess (in particular laser fluence) to manipulate and con-
trol the cation (non)stoichiometry, we have recreated
sheet resistance trends which have been previously at-
tributed purely to oxygen pressure variations, and conse-
quently, to oxygen vacancies[2, 21, 33, 37]. Second, there
is a clear change in the crossover transition temperature
with La-cation stoichiometry with more La-deficiency
leading to suppressed crossover transition temperatures
suggesting a potential change in the nature of the in-
terfacial conductance. Third, La-deficient films grown at
1x10−3 Torr reveal metallic-like conductivity typical of
films generally grown at much lower oxygen pressures
(note that many consider this pressure to be above that
which would allow for interfacial conductance). We be-
lieve that this could potentially be correlated to a cation
(non)stoichiometry driven reduction of the substrate.
While oxygen vacancies likely have a role to play in the
behavior of the heterointerface, the cation stoichiometry
of the LaAlO3 film could also affect the electrical behav-
ior in these heterostructures.
A number of recent studies support this hypoth-
esis. First-principles calculations[38] have shown that
LaAlO3/SrTiO3 heterointerfaces with La-deficiency (or
Al-excess) have higher densities of La- and O-vacancy
Schottky pairs and these oxygen vacancies are generally
quite mobile and are known to cluster in the SrTiO3
substrate under even mildly reducing conditions[39, 40].
Additionally, a recent experiment suggests that a metal-
lic state can be induced on the surface of SrTiO3 crys-
tals by deposition of oxygen deficient alumina (Al2O3−x)
or granular aluminum films which effectively reduce the
SrTiO3 leading to an oxygen vacancy induced conducting
state[41]. Such observations are supported by investiga-
tion of Ellingham diagrams which reveal that Al pos-
sesses a large free energy of oxidation (the Al curve lies
well below the Ti curve on the diagram) and thus in an
oxygen starved environment, Al can be expected to re-
duce the SrTiO3.
In turn, we have also investigated the effect of varying
the growth pressure on the electrical properties. We fo-
cus here on 4% La-deficient films and investigate a num-
ber of different oxidation conditions: 1x10−3 Torr (100%
O2 and 0.01% O3-99.99% O2) and 1x10
−6 Torr (100%
O2 and 10% O3-90% O2). In all cases XPS and RBS
studies have been completed to assure consistent com-
position. The subsequent temperature dependent resis-
tivity studies reveal the ability to fine tune the nature
of conductance with oxygen stoichiometry. La-deficient
films grown in more reducing conditions display similar
trends in their sheet resistance (metallic-like conductivity
to low temperatures), with more reducing growth condi-
tions resulting in diminished sheet resistance [Fig. 3(a)].
We also note that growth of both La-deficient and sto-
ichiometric films at 1x10−3 Torr in 0.01% O3 99.99%
O2 had essentially no effect on the observed resistivity
compared to the growth in 100% O2 at the same pres-
sure, and that post-growth anneals in oxygen had lit-
tle impact on the conductivity in these samples. More
importantly, however, the films grown at 1x10−6 Torr
(regardless of ozone inclusion) reveal no clear crossover
to insulator-like behavior down to 2K. This is not ex-
pected for true two-dimensional systems which should
exhibit localization of electrons[42] and an up-turn in re-
sistivity at low temperatures[43]. Instead, it is consistent
with prior studies which have shown a transformation
from two- to three-dimensional conduction in films grown
at low pressures[21]. This transformation in dimension-
ality of the conductivity is further supported by the fact
that clear indications of the SrTiO3 surface structural
transitions[33–36] are no longer visible in the electrical
transport studies of the La-deficient films (a strong in-
dicator that the conduction is no longer localized to the
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4FIG. 3: (a) Sheet resistance as a function of temperature for
10 unit cell thick La-excess, stoichiometric, and La-deficient
films grown at a variety of oxygen and ozone pressures. (b)
Sheet carrier density and (c) carrier mobility for the same
films.
film-substrate interface).
We have also probed the sheet carrier density
[Fig. 3(b)] and mobility [Fig. 3(c)] as a function of tem-
perature. No data for the carrier concentration or mo-
bility is provided for the La-excess films, as the sheet
resistance was too high to obtain reliable results. The
theoretical sheet carrier density expected from electronic
reconstruction to alleviate the polar catastrophe is half
an electron per unit cell or 3.3 x 1014 cm−2 (which serves
as an effective theoretical maximum value of possible car-
riers [dashed line, Fig. 3(b)]). The carrier concentration
for both the stoichiometric and La-deficient films grown
at 1x10−3 Torr are all at least one order-of-magnitude
smaller than this theoretical value. The films grown at
a pressure of 1x10−6 Torr, however, reveal sheet carrier
densities between 1016-1018 cm−2, unrealistic values well
in excess of the theoretical value [Fig. 3(b)]. This is con-
sistent with prior studies[1, 21] and with the concept that
the conduction must be spilling over into the bulk of the
SrTiO3. Similarly, there are two distinct types of car-
rier mobility [Fig. 3(c)]. At all temperatures studied, the
carrier mobility of the stoichiometric film is found to be
less than the carrier mobility for the La-deficient films.
Furthermore, the stoichiometric films reveal a maximum
carrier mobility at 38K (corresponding to the crossover
transition) before decreasing to 2K. On the other hand,
all La-deficient films display very similar mobility trends,
increasing with decreasing temperature and then essen-
tially plateauing around 103-104 cm2/V-s below 25K,
consistent with values reported in high-quality SrTiO3
films[44].
To summarize, the conduction in the case of the La-
excess and stoichiometric films is consistent with what
is expected for a two-dimensional interfacial state ris-
ing from intrinsic effects such as electronic reconstruc-
tion to avoid the polar-catastrophe (in the absence of
an obviously dominating extrinsic explanation). This
is supported by the fact that the overall sheet re-
sistance is higher, that the carrier density values are
lower than the theoretical maximum, that clear indica-
tions of surface reconstructions in SrTiO3 are observed,
and that the carrier mobility is lower. For the case of
the La-deficient films, growth at 1x10−3 Torr results
in metallic-like conductance which is attributed to the
cation (non)stoichiometry which could potentially drive
reduction of the SrTiO3 and subsequent substrate contri-
butions to conductance. Finally, in films grown at 1x10−6
Torr, extrmeely low sheet resistance, the complete sup-
pression of the crossover transition, the extraordinarily
high sheet carrier densities, and the large carrier mobil-
ity are consistent with the onset of significant substrate
reduction and substrate-based conductivity.
In turn, it appears that cation stoichiometry can
be an essential parameter that must be understood
and controlled to access the intrinsic physics of the
LaAlO3/SrTiO3 heterointerface. By controlling the film
stoichiometry to within 5% of the ideal value, we ob-
served dramatic variations in conductance, as intrinsic
and extrinsic contributions to the interfacial conductance
compete. Such insights may be instrumental in further
study of the physical phenomena at these interfaces.
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A.1.3 Shubnikov-de Haas Oscillations in LAO/STO to Determine 2D to 3D
Conductivity Crossover: Research Proposal
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Measurements of Shubnikov-de Haas Oscillations in LaAlO3/SrTiO3 Heterointerfaces to
Determine 2D to 3D Conductivity Crossover
Nick Bronn, Eric Breckenfeld, Lane W Martin, and Nadya Mason
Since the discovery of electron conduction at the interface between the band insulators LaAlO3 (LAO)
and SrTiO3 (STO) [1], the mechanism of conduction has been hotly debated. In addition, exotic states
of matter such as superconductivity [2] and ferromagnetism [3] have been reported at the two-dimensional
(2D) interface. However there remains controversy about whether the conducting interface is in fact 2D, as
attempts to measure the dimensionality have revealed apparently contradictory results. Shubnikov-de Haas
measurements have revealed both bulk 3D [4] and 2D [5] transport in these films. Also by introducing an
in situ anneal step, carrier concentration was shown to change from a 3D profile to 2D using conductive-tip
atomic force microscopy [6]. Evidence of a Berezinsky-Kosterlitz-Thouless transition was observed in the
superconducting LAO/STO interface, indicating 2D transport [2]. Our goal in the proposed experiment is
to show that the dimensionality of transport can be tuned via chemical composition. In the Prior Results
section, we show via conventional transport measurements evidence to support this hypothesis, and we expect
that confirmation of this crossover can be obtained by Shubnikov-de Haas oscillations, which require the DC
Field Facility at the National High Magnetic Field Laboratory at Florida State University. We believe these
measurements will be of immediate interest to the community and will have a large impact in this active
field.
Shubnikov-de Haas (SdH) oscillations are quantum magnetoresistance oscillations whose frequency with
inverse magnetic field is proportional to the extremal cross-sectional area of the Fermi surface (in reciprocal
space). This occurs because in high magnetic field, conductors may undergo orbital quantization whereby
the charge carriers organize into Landau energy levels which are proportional to field. As the field is swept,
the Landau levels pass through the Fermi surface, creating a large population/depopulation, and hence an
oscillation in resistance, as carriers will be within approximately one kBT of the Fermi surface. If one rotates
the sample with respect to the field, the SdH oscillations will be independent of angle if the transport is 2D,
and angle-dependent if it is 3D. Additionally if certain assumptions about the shape of the Fermi surface
are made, the (volume) carrier density can be approximated, and then the thickness of the conducting
region can be estimated as the ratio of sheet carrier concentration to volume carrier density. Thus the
dimensionality and thickness of the conducting region are determined. If the transport is indeed 2D, then
other transport properties such as effective carrier mass and amount of disorder can be determined by
analyzing the amplitude of SdH oscillations with temperature [7]. Additionally we can leverage much recent
work using SdH oscillations to distinguish between 2D and 3D transport in 3D topological insulators. In
particular, if both 2D and 3D transport occurs in a given sample, a parallel resistor model can be used in
conjunction with a Lifshitz-Kosevich analysis of the oscillatory signal to extract transport properties such
as resistivity and mobility for the 2D interface [8].
Our previous work has indicated the transition from 3D to 2D transport in LAO/STO should occur
between three of our samples having very different low-temperature transport properties (Table 1). Sample
A possesses a sheet carrier concentration much higher than that predicted by electronic reconstruction due
to the polar catastrophe, thus we expect transport to be 3D. The sheet carrier concentrations of Sample B
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Table 1: Low-temperature transport properties of the three samples we propose for SdH experiments.
Sheet Resistance Sheet Carrier Concentration Mobility
(Ω/square) (cm−2) (cm2/V-s)
Sample A ∼ 0.1 ∼ 1016 ∼ 104
Sample B ∼ 10 ∼ 1013 ∼ 104
Sample C ∼ 1000 ∼ 1013 ∼ 103
and C are consistent with the electronic reconstruction but have quite different mobilities. We predict that
transport in Sample B is determined by both electronic reconstruction and effective reduction of the STO
by Al cation doping, while that in Sample C is due to electronic reconstruction alone. Even though we have
no prediction for the dimensionality of transport in Sample B, whether it is 2D or 3D is quite important
because that will show the possibility of high-mobility oxide electronics utilizing two-dimensional electron
gases (2DEGs) or possibly place an upper-bound on their mobility. The conditions required to observe SdH
oscillations are that the cyclotron energy is greater than the thermal energy, and that carriers may complete
at least a full cyclotron orbit before scattering. The first condition requires a temperature on the order of 1
K. The second condition can be approximated as requiring magnetic fields larger than the inverse of mobility.
Thus Sample C should require a field of at least 10 T to observe a single oscillation, whereas the PPMS
used to perform the previous transport measurements has a maximum field of 9 T. A 20 T field would allow
us to observe several oscillations, necessary to unequivocally determine the SdH effect. Additionally we do
not possess an ability to rotate the sample with respect to field. Fields significantly higher than 10 T are
required for this, as the perpendicular component of the field goes as cos θ.
Experimental Plan: The three aforementioned samples will be prepared and defined into a Hall Bar
geometry by cleaving of the substrate. Sheet resistance, sheet carrier concentration, and mobility will be
measured as a function of temperature down to 2 K beforehand at the University of Illinois using a Quantum
Design Physical Properties Measurement System to ensure the integrity of our experiment. Then for each
sample, beginning with A, we propose to perform the following measurements:
1. While measuring four-point longitudinal resistance in zero field, cool sample to a temperature above
which it is superconducting (> 100-200 mK).
2. Measure the longitudinal and transverse (Hall) resistance while sweeping magnetic field at this tem-
perature, at angles between 0 and 90 degrees to field. 2D transport will be apparent if oscillations
with perpendicular component of inverse field are independent of angle. Additionally, Fast Fourier
Transforms of these data will give the frequency of the oscillation with inverse field and thickness of
the conducting region can be estimated.
3. If transport has 2D component, measure SdH oscillations as a function of temperature to determine
carrier effective mass and Dingle temperature (a measure of disorder).
4. If transport appears to be both 2D and 3D, perform analysis of the oscillatory signal by assuming 2D
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and 3D conduction paths to be parallel resistors with the 2D channel modeled by the Lifshitz-Kosevich
form to extract 2D resistivity and mobility.
Observation of the 2D to 3D conductivity crossover would play a defining role in determining the exact
mechanisms of transport in LAO/STO and may help lead to an understanding of the strongly-correlated
low-dimensional states that have been observed in these interfaces. Additionally the ability to engineer novel
2D systems via materials parameters is essential for future nanoscale circuit technology. With 2D conduction
and high carrier mobility, LAO/STO stands out as an important candidate for these nanotechnologies. This
project is inherently multidisciplinary, involving a direct collaboration of materials scientists and physicists,
and the training of graduate and undergraduate students working on it. This sort of interdisciplinary training
is crucial, as it is predicted that future breakthroughs will occur at the interfaces between fields. We look
forward to expanding our collaboration to the National High Magnetic Field Laboratory at Florida State
University.
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A.2 Extracting the Distribution Function and Density of States
A.2.1 MatLab Code For All Nonequilibrium Voltages
deconvolve.m:
function [ f n tU f i t , dIdVfit , DOSfit , ggs ] = . . .
deconvolve ( data , f i l e b a s e , UU, params , DOSguess , boo l s )
% Usage : [ dIdVfit , DOSfit , fn tUf i t , ggs ] =
% deconvolve ( data ,UU, params ,DOSguess , boo l s )
%
% This funct ion deconvoles conductance data ’ data ’ given a f i r s t column
% f i l l e d with b ias vo l tage , and each corresponding column at a d i f f e r e n t
% nonequi l ibrium vo l tage corresponding to UU ( inc lud ing 0) .
%
% f i l e b a s e = base s t r i ng for output f i l e s
% DOSguess = e i t h e r a predetermined funct ion ( vs energy ) or a constant
% params = [Temp SCdelta numiters fntxDOS ]
% fntxDOS = mu l t i p l i e r for fn t variance over DOS variance
% boo l s = [ varyDOS vary fnt (U=0) varyTemp varySCdelta
% varyCratio debug ]
% varyDOS & debug are t y p i c a l l y only ones used
%
% Returns :
% fn tU f i t − f i t t e d d i s t r i b u t i on funct ion
% dIdVf i t − ca l cu l a t ed dIdV data from params and tunnelcond
% DOSfit − f i t t e d DOSmission funct ion
% ggs − chi−square errors from each UU
% Current p l o t w i l l be graphs of a l l these
%
% Also a l l o f these w i l l be saved to working d i rec tory with names
% given as [ f i l e b a s e ]−dIdVf i t . t x t , e tc .
%kB = 8.617e−2; %meV/K
s t a r t = f ix ( clock ) ;
numiters = params ( 3 ) ;
d i s t v a r y i t e r s = 0 ;
debug = boo l s ( 6 ) ;
data = sort rows ( data ) ;
VV = data ( : , 1 ) . ’ ; %mV row
Vstep = round ( (VV(2)−VV(1) )/1 e−6)∗1e−6;
Emax = max(abs (VV) ) ;
EE = −Emax:2∗Emax/round(2∗Emax/( Vstep )−1):Emax ; %mV − Force non−alignment with VV
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alpha3converge =1/2ˆ100;
g t o l e r anc e =101∗1e−29;%∗(25600ˆ2);
numUs = s ize ( data ,2)−1;
d IdVf i t = zeros ( length (VV) ,numUs+1);
DOSfit = zeros ( length (EE) ,numUs+1);
f n tU f i t = zeros ( length (EE) ,numUs+1);
ggs = zeros (numUs , 1 ) ;
d IdVf i t ( : , 1 ) = VV;
DOSfit ( : , 1 ) = EE;
f n tU f i t ( : , 1 ) = EE;
subplot ( 1 , 1 , 1 ) ;
for i i =1:numUs
dIdVdata = data ( : , i i +1) . ’ ;
T = params ( 1 ) ; %K
s cd e l = params ( 2 ) ; %meV
fntxDOS = params ( 4 ) ; %something l i k e 1e4 to 1e5
i f i i==1
i f length (DOSguess)==1
DOS = DOSguess∗1e−3∗ones (1 , length (EE) ) ; %/25600;
else
DOS = DOSguess . ’ ;
end
[ fnt , d i s t f u n c s t r ] = i n i t d i s t r i b u t i o n (EE,UU( i i ) ,T, ’ Fermi at E ’ ) ;
else
boo l s (2 ) = true ;
%[ fnt , d i s t f un c s t r ] = i n i t d i s t r i b u t i o n (EE,UU( i i ) ,T, ’ Fermi at E’ ) ;
end
for i t e r a t i o n =1: numiters
i f i i >1
%boo l s (6) = true ; %uncomment to watch deconv as i t happens
end
[ g1 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
i f ( boo l s (6 ) && ( i t e r a t i o n > 1) ) %these p l o t s w i l l appear with
subplot ( 2 , 2 , 2 ) ; %l i v e deconv i f boo l s (6)==true
%norm( zz (1 : l eng th (EE)))
%norm( zz ( l eng th (EE)+1:2∗ l eng th (EE)))
plot (EE, zz0 ( 1 : length (EE) ) , ’b− ’ ,EE, zz0 ( length (EE)+1:2∗ length (EE) ) , ’ r− ’ ) ;
end
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boo l s (6 ) = f a l s e ;
zz = ch i squa r ede r i v ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
zz0 = zz /norm( zz ) ;
alpha3 = 1 ;
[DOS3, fnt3 , params3 , zz3 ] = update ( zz0 , alpha3 ,DOS, fnt , params ) ;
[ g3 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params3 ,DOS3, fnt3 , boo l s ) ;
while ( g3>=g1 ) && ( alpha3>alpha3converge )
alpha3 = alpha3 /2 ;
[DOS3, fnt3 , params3 , zz3 ] = update ( zz0 , alpha3 ,DOS, fnt , params ) ;
[ g3 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params3 ,DOS3, fnt3 , boo l s ) ;
end
i f ( alpha3 <= alpha3converge )
msgbox ( ’No l i k e l y improvement from reduc ing alpha ’ ) ;
break ;
end
alpha2 = alpha3 /2 ;
%[DOS2, fnt2 , params2 ] = update ( zz3 , alpha2 ,DOS, fnt , params ) ;
[DOS2, fnt2 , params2 ] = update ( zz0 , alpha2 ,DOS, fnt , params ) ;
%changed the above from YF’ s code
[ g2 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params2 ,DOS2, fnt2 , boo l s ) ;
% Quadratic P( alpha ) = g1 + h1∗alpha+h3∗alpha ∗( alpha−alpha3 )
% in t e r po l a t e s h( alpha ) at alpha = 0 , alpha2 , alpha3
% h( alpha ) = gg (params − alpha∗ de l ( g (params )))
h1=(g2−g1 )/ alpha2 ;
h2=(g3−g2 )/( alpha3−alpha2 ) ;
h3=(h2−h1 )/ alpha3 ;
%alpha0 i s the c r i t i c a l point of P( alpha )
alpha0 =0.5∗( alpha2−h1/h3 ) ;
%[DOS0, fnt0 , params0 ] = update ( zz3 , alpha0 ,DOS, fnt , params ) ;
[DOS0, fnt0 , params0 ] = update ( zz0 , alpha0 ,DOS, fnt , params ) ;
%changed the above from YF’ s code
[ g0 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params0 ,DOS0, fnt0 , boo l s ) ;
DOSold = DOS;
f n t o l d = fn t ;
i f g0>=g3
gg=g3 ; DOS = DOS3; fn t = fnt3 ; params = params3 ;
else
gg=g0 ; DOS = DOS0; fn t = fnt0 ; params = params0 ;
end
i i
i t e r a t i o n
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alphas = [ alpha3 alpha2 alpha0 ]
ggeez = [ gg g1 g2 g3 g0 ]
params
i f (abs ( g1−gg)<g to l e r anc e )
smsgbox ( ’No Improvement in Chi−squared Error ’ ) ;
break ;
end
end
[ gg , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
d IdVf i t ( : , i i +1) = dIdVcalc ;
DOSfit ( : , i i +1) = DOS;
f n tU f i t ( : , i i +1) = fn t ;
ggs ( i i ) = gg ;
end
save ( s t r c a t ( f i l e b a s e , ’−dIdVcalc . txt ’ ) , ’ d IdVf i t ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−DOS. txt ’ ) , ’ DOSfit ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−d i s t f un c . txt ’ ) , ’ f n tU f i t ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−ggs . txt ’ ) , ’ ggs ’ , ’−a s c i i ’ ) ;
endtime = f ix ( clock ) ;
durat ion = endtime − s t a r t ;
l e n g t h s t r = s t r c a t (num2str( numiters ) , ’ i t e r a t i o n s took a t o t a l o f ’ , . . .
num2str( durat ion ( 3 ) ) , ’ days , ’ ,num2str( durat ion ( 4 ) ) , ’ hours , and ’ , . . .
num2str( durat ion ( 5 ) ) , ’ minutes ’ )
data s t r1 = s t r c a t ( ’Data : U=’ ,num2str(UU(1 ) ) , ’mV’ ) ;
c a l c s t r 1 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(1 ) ) , ’mV’ ) ;
switch numUs
case 2 ,
data s t r2 = s t r c a t ( ’Data : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
c a l c s t r 2 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
case 3 ,
data s t r2 = s t r c a t ( ’Data : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
da ta s t r3 = s t r c a t ( ’Data : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
c a l c s t r 2 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
c a l c s t r 3 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
case 5 ,
data s t r2 = s t r c a t ( ’Data : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
da ta s t r3 = s t r c a t ( ’Data : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
da ta s t r4 = s t r c a t ( ’Data : U=’ ,num2str(UU(4 ) ) , ’mV’ ) ;
da ta s t r5 = s t r c a t ( ’Data : U=’ ,num2str(UU(5 ) ) , ’mV’ ) ;
c a l c s t r 2 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
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c a l c s t r 3 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
c a l c s t r 4 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(4 ) ) , ’mV’ ) ;
c a l c s t r 5 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(5 ) ) , ’mV’ ) ;
case 6 ,
data s t r2 = s t r c a t ( ’Data : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
da ta s t r3 = s t r c a t ( ’Data : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
da ta s t r4 = s t r c a t ( ’Data : U=’ ,num2str(UU(4 ) ) , ’mV’ ) ;
da ta s t r5 = s t r c a t ( ’Data : U=’ ,num2str(UU(5 ) ) , ’mV’ ) ;
da ta s t r6 = s t r c a t ( ’Data : U=’ ,num2str(UU(6 ) ) , ’mV’ ) ;
c a l c s t r 2 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(2 ) ) , ’mV’ ) ;
c a l c s t r 3 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(3 ) ) , ’mV’ ) ;
c a l c s t r 4 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(4 ) ) , ’mV’ ) ;
c a l c s t r 5 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(5 ) ) , ’mV’ ) ;
c a l c s t r 6 = s t r c a t ( ’ Calc : U=’ ,num2str(UU(6 ) ) , ’mV’ ) ;
end
paramstr = s t r c a t ( ’SC de l t a=’ ,num2str( s cd e l ) , ’mV; T = ’ , . . .
num2str(T∗1000) , ’mK; I t e r a t i o n s = ’ ,num2str( numiters ) ) ;
va ry s t r = ’ D i s t r i bu t i on Function ’ ;
i f ( boo l s ( 1 ) )
va ry s t r = s t r c a t ( varystr , ’ , DOS ’ ) ;
end
i f ( boo l s ( 3 ) )
va ry s t r = s t r c a t ( varystr , ’ , Temperature ’ ) ;
end
i f ( boo l s ( 4 ) )
va ry s t r = s t r c a t ( varystr , ’ , SC de l t a ’ ) ;
end
i f ( boo l s ( 5 ) )
va ry s t r = s t r c a t ( varystr , ’ , Crat io ’ ) ;
end
vary s t r = s t r c a t ( varystr , ’ Varied ’ ) ;
subplot ( 2 , 2 , 1 ) ; plot ( data ( : , 1 ) , data ( : , 2 : numUs+1) , ’− ’ , . . .
d IdVf i t ( : , 1 ) , d IdVf i t ( : , 2 : numUs+1) , ’−− ’ ) ;
xlabel ( ’ Bias Voltage (mV) ’ ) ; ylabel ( ’ D i f f e r e n t i a l Conductance ( e ˆ2/h) ’ ) ;
switch numUs
case 1 ,
legend ( datastr1 , c a l c s t r 1 ) ;
case 2 ,
legend ( datastr1 , datastr2 , c a l c s t r 1 , c a l c s t r 2 ) ;
case 3 ,
legend ( datastr1 , datastr2 , datastr3 , c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 ) ;
case 5 ,
legend ( datastr1 , datastr2 , datastr3 , datastr4 , datastr5 , . . .
c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 ) ;
case 6 ,
legend ( datastr1 , datastr2 , datastr3 , datastr4 , datastr5 , . . .
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datastr6 , c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 , . . .
c a l c s t r 6 ) ;
end
t i t l e ( paramstr ) ;
subplot ( 2 , 2 , 2 ) ; plot ( DOSfit ( : , 1 ) , DOSfit ( : , 2 : numUs+1)) ;
xlabel ( ’ Energy (meV) ’ ) ; ylabel ( ’ DOSmission Function ’ ) ;
switch numUs
case 1 ,
legend ( c a l c s t r 1 ) ;
case 2 ,
legend ( c a l c s t r 1 , c a l c s t r 2 ) ;
case 3 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 ) ;
case 5 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 ) ;
case 6 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 , c a l c s t r 6 ) ;
end
t i t l e ( va ry s t r ) ;
subplot ( 2 , 2 , 3 ) ; plot ( f n tU f i t ( : , 1 ) , f n tU f i t ( : , 2 : numUs+1)) ;
xlabel ( ’ Energy (meV) ’ ) ; ylabel ( ’ D i s t r i bu t i on Function ’ ) ;
switch numUs
case 1 ,
legend ( c a l c s t r 1 ) ;
case 2 ,
legend ( c a l c s t r 1 , c a l c s t r 2 ) ;
case 3 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 ) ;
case 5 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 ) ;
case 6 ,
legend ( c a l c s t r 1 , c a l c s t r 2 , c a l c s t r 3 , c a l c s t r 4 , c a l c s t r 5 , c a l c s t r 6 ) ;
end
t i t l e ( s t r c a t ( d i s t f un c s t r , ’ : Dist Func var i ed ’ ,num2str( fntxDOS ) , ’ x DOS ’ ) ) ;
subplot ( 2 , 2 , 4 ) ; semilogy (UU, ggs , ’ bo ’ ) ;
xlabel ( ’ Nonequi l ibr ium Voltage (mV) ’ ) ; ylabel ( ’Chi−square Error ( e ˆ2/h)ˆ2 ’ ) ;
t i t l e ( l e n g t h s t r ) ;
saveas ( gcf , s t r c a t ( f i l e b a s e , ’ . f i g ’ ) , ’ f i g ’ ) ;
end
initdistribution.m:
function [ i n i t d i s t , d i s t s t r ] = i n i t d i s t r i b u t i o n (EE,UU,T, cho i c e )
% Usage : [ i n i t d i s t , d i s t s t r ] = i n i t d i s t r i b u t i o n (EE,UU,T, choice )
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%% Given an array of energy value EE and noneq b iase s UU and temperature
% T, t h i s rout ine w i l l return an i n i t i a l d i s t r i b u t i on funct ion based on
% choice , a predef ined s t r ing corresponding to
%
% ’Fermi at E’ − equ i l i b r ium Fermi funct ion (same as ’ lo ’ contact )
%
% ’Fermi at E+U’ − equ i l i b r ium Fermi funct ion for ’ hi ’ contact
%
% ’ Half Fermi at E + Half Fermi at E+U’ − Step funct ion
%
% ’1/3 Fermi at E + 2/3 Fermi at E+U’ − Step funct ion biased toward ’ hi ’
% contact
% ’2/3 Fermi at E + 1/3 Fermi at E+U’ − Step funct ion biased toward ’ lo ’
% contact
% ’Hot Electron ’ − Strong qua s i pa r t i c l e s ca t t e r ing ( ha l f−way)
%
% The s t r ing d i s t s t r i s j u s t choice passed thru for use in l a b e l l i n g
% the output p l o t s
kB = 8.617 e−2; %meV/K
switch cho i c e
case ’ Fermi at E ’
i n i t d i s t = 1./(1+exp(EE/(kB∗T) ) ) ;
case ’ Fermi at E+U’
i n i t d i s t = 1./(1+exp ( (EE+UU)/(kB∗T) ) ) ;
case ’ Hal f Fermi at E + Hal f Fermi at E+U’
i n i t d i s t = ((1/2) ./(1+exp(EE/(kB∗T) ) ) + . . .
(1/2) ./(1+exp ( (EE+UU)/(kB∗T) ) ) ) ;
case ’ 1/3 Fermi at E + 2/3 Fermi at E+U’
i n i t d i s t = ((1/3) ./(1+exp(EE/(kB∗T) ) ) + . . .
(2/3) ./(1+exp ( (EE+UU)/(kB∗T) ) ) ) ;
case ’ 2/3 Fermi at E + 1/3 Fermi at E+U’
i n i t d i s t = ((2/3) ./(1+exp(EE/(kB∗T) ) ) + . . .
(1/3) ./(1+exp ( (EE+UU)/(kB∗T) ) ) ) ;
case ’Hot Elect ron ’
TeffU = sqrt (Tˆ2 + 3∗(UU/(2∗kB∗pi ) ) ˆ 2 ) ;
i n i t d i s t = 1./(1+exp ( (EE+UU/2)/(kB∗TeffU ) ) ) ;
end
d i s t s t r = cho i c e ;
end
chisquare.m:
function [ chi2 , dIdVcalc ] = ch i square ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s )
% Usage : [ chi2 , dIdVcalc ] =
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% chisquare ( dIdVdata ,VV,EE,T, scde l , Cratio ,DOS, fnt , boo l s )
%
% This rout ine ca l c u l a t e s dIdVcalc from the f i t t i n g funct ions and
% parameters by c a l l i n g tunnelcond for each b ias vo l t age V. I t returns
% the chi−square error of the f i t (known as the gg ’ s in the the main
% rout ine ) . I t a l so returns dIdVcalc because i t ’ s u s e fu l for debugging .
i f ( boo l s ( 6 ) )
subplot ( 2 , 2 , 4 ) ;
plot (VV, dIdVdata , ’ r− ’ ) ;
end
Vsize = length (VV) ;
dIdVcalc = zeros (1 , Vs ize ) ;
for i i =1: Vsize
dIdVcalc ( i i ) = tunnelcond (VV( i i ) ,EE, params ,DOS, fnt , boo l s ) ;
end
%p lo t (VV, dIdVdata , ’ b− ’ ,VV, dIdVcalc , ’ r− ’); pause ;
%chi2 = sum(( dIdVcalc − dIdVdata ) . ˆ 2 ) ; %(eˆ2/h)ˆ2
Estep = EE(2)−EE( 1 ) ; %to keep consis tend errors across data with
ch i2 = Estep∗trapz ( ( dIdVcalc − dIdVdata ) . ˆ 2 ) ; %d i f f e r e n t r e so l u t i ons
end
tunnelcond.m:
function [ dIdVcalcV ] = tunnelcond (V,EE, params ,DOS, fnt , boo l s )
% Usage : [ dIdVcalcV ] = tunnelcond (V,EE,T, scde l , Cratio ,DOS, fnt , boo l s )
%
% This rout ine ca l c u l a t e s the d i f f e r e n t i a l conductance for a given
% bias vo l t age V from the DOS, d i s t r i b u t i on funct ion ( fn t )
% and other parameters .
kB = 8.617 e−2; %meV/K
T = params ( 1 ) ;
s cd e l = params ( 2 ) ;
Estep = EE(2)−EE( 1 ) ;
Es i ze = length (EE) ;
ns2 = real (abs (EE+Estep ) . / sqrt ( ( (EE+Estep ).ˆ2−( s cd e l ) ˆ 2 ) ) ) ;
ns1 = real (abs (EE−Estep ) . / sqrt ( ( (EE−Estep ).ˆ2−( s cd e l ) ˆ 2 ) ) ) ;
dnsdE = ( ns2−ns1 )/(2∗ Estep ) ;
f s = 1./(1+exp(EE. / ( kB∗T) ) ) ; %Superconductor Fermi funct ion
i f ( boo l s ( 2 ) )
f n t s h i f t = a r g s h i f t ( fnt , −V/Estep , 1 ) ; %Shi f t ed NT d i s t func
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else
f n t s h i f t = 1./(1+exp ( (EE−V)/(kB∗T) ) ) ; %Shi f t ed NT Fermi func
end
DOSshift = a r g s h i f t (DOS, −V/Estep , 0 ) ; %Shi f t ed DOS
dIdVcalcV = Estep∗trapz ( DOSshift .∗ dnsdE .∗ ( f n t s h i f t−f s ) ) ; %eˆ2/h
i f ( boo l s ( 6 ) ) %real−time conductance data p l o t t e d
subplot ( 2 , 2 , 1 ) ;
in t eg rands ( : , 1 ) = 5000∗DOSshift ;
i n t eg rands ( : , 2 ) = dnsdE ;
in teg rands ( : , 3 ) = 50∗( f n t s h i f t−f s ) ;
plot (EE, in teg rands ( : , 1 : 3 ) ) ;
axis ( [−3 ,3 ,−50 ,50])
subplot ( 2 , 2 , 3 ) ;
plot (EE, DOSshift .∗ dnsdE .∗ ( f n t s h i f t−f s ) ) ;
axis ([−3 ,3 ,−5e−2,5e−2])
subplot ( 2 , 2 , 4 ) ;
hold on ;
plot (V, dIdVcalcV , ’ bo ’ ) ;
hold o f f ;
pause ( . 1 ) ;
end
end
argshift.m:
function [ s h i f t e d ] = a r g s h i f t ( argarray , x , t a i l )
% Usage : [ s h i f t e d ] = a r g s h i f t ( argarray , x , t a i l )
%
% This funct ion performs a l inear in t e rpo l a t i on between every two
% elements of the array , a l lowing an en t i r e array to have a
% sh i f t e d argument . The t a i l should be 0 i f s h i f t i n g DOS and 1 i f
% s h i f t i n g a d i s t r i b u t i on funct ion .
i n tx = f loor ( x ) ;
a r r a y s i z e = length ( argarray ) ;
s h i f t e d = zeros (1 , a r r a y s i z e ) ;
for i i =1: a r r a y s i z e
i f ( ( ( i i+intx ) < a r r a y s i z e ) && (( i i+intx ) > 0) )
s h i f t e d ( i i ) = (1−(x−i n tx ) )∗ argarray ( i i+intx ) + . . .
(x−i n tx )∗ argarray ( i i+intx +1);
e l s e i f ( i i+intx < 1)
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s h i f t e d ( i i ) = t a i l ;
end
end
end
chisquarederiv.m:
function [ zz ]= ch i s qua r ede r i v ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s )
% Usage : [ zz ]=chisquareder iv ( dIdVdata ,VV,EE,T, scde l , Cratio ,DOS, fnt , boo l s )
%
% This rout ine numerical ly c a l c u l a t e s the gradient of chi−square and
% returns i t as zz for use in the s t e epe s t descent method . One th ing
% to note i s tha t the d e r i v a t i v e s for the d i s t r i b u t i on funct ion are
% given a mu l t i p l i e r because the DOS should not vary too g r ea t l y from
% the equ i l i b r ium value . This mu l i p l i e r i s t y p i c a l l y 10 ,000−100,000 and
% must be adjusted according to the data se t to ge t the bes t f i t .
gg0 = ch i square ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
%T = params (1) ;
%scde l = params (2) ;
%Cratio = params (3) ;
fntxDOS = params ( 4 ) ;
Es i ze = length (EE) ;
dDOS = (sum(DOS)/ length (EE))∗1 e−6; %d i f f e r e n t i a l s for s t e epe s t descent
dfnt = (sum( f n t )/ length (EE))∗1 e−6;
%dT=T∗1e−6;
%dscde l=scde l ∗1e−6;
%dCratio = Cratio∗1e−6;
%T1 = T + dT;
%scde l1 = scde l + dscde l ;
%Cratio1 = Cratio + dCratio ;
zz = zeros (1 ,2∗ Es ize ) ; % (eˆ2/h)ˆ2/Param
i f ( boo l s ( 1 ) )
for j j =1: Es i ze
DOS1 = DOS;
DOS1( j j ) = DOS1( j j ) + dDOS;
gg1 = ch i square ( dIdVdata ,VV,EE, params ,DOS1, fnt , boo l s ) ;
zz ( j j ) = ( gg1−gg0 )/dDOS;
plot (EE( j j ) , zz ( j j ) , ’b− ’ ) ;
end
end
i f ( boo l s ( 2 ) )
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for j j =1: Es i ze
fn t1 = fn t ;
fn t1 ( j j ) = fnt1 ( j j ) + dfnt ;
d f n t j j = dfnt ;
i f ( fn t1 ( j j )>1)
fn t1 ( j j ) = fn t ( j j ) − dfnt ;
d f n t j j = −dfnt ;
end
gg1 = ch i square ( dIdVdata ,VV,EE, params ,DOS, fnt1 , boo l s ) ;
zz ( Es i ze+j j ) = fntxDOS∗( gg1−gg0 )/ d f n t j j ; %WOW what a d i f f e r ence
end
end
%i f ( boo l s (3)) %these don ’ t work with the new params
% gg1 = chisquare ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
% zz (2∗Esize+1) = (gg1−gg0 )/dT;
%end
%i f ( boo l s (4))
% gg1 = chisquare ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
% zz (2∗Esize+2) = (gg1−gg0 )/ dscde l ;
%end
%i f ( boo l s (5))
% gg1 = chisquare ( dIdVdata ,VV,EE, params ,DOS, fnt , boo l s ) ;
% zz (2∗Esize+3) = (gg1−gg0 )/ dCratio ;
%end
end
update.m:
function [nDOS, nfnt , nparams , nzz ] = . . .
update ( zz , alpha ,oDOS, ofnt , oparams )
% Usage : [nDOS, nfnt ,nT, nscdel , nCratio , nzz ] =
% update ( zz , alpha ,oDOS, ofnt ,oT, oscdel , oCratio )
%
% Given the normalized gradient zz and sca l ing fac tor alpha , t h i s
% rout ine ca l c u l a t e s the new point nxx from the old point oxx at
% which the chisquare error w i l l be ca l cu l a t ed .
Es ize = length (oDOS) ; %leng th of zz i s 2∗Esize+3
%oT = oparams (1) ;
%oscde l = oparams (2) ;
%oCratio = oparams (3) ;
nparams = oparams ;
nDOS = oDOS − alpha ∗( zz ( 1 : Es i ze ) ) ; %steepe s t descent equat ions
nfnt = ofnt − alpha∗ zz ( Es i ze +1:2∗Es ize ) ;
%nT = oT − alpha∗ zz (2∗Esize+1);
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%nscde l = oscde l − alpha∗ zz (2∗Esize+2);
%nCratio = oCratio − alpha∗ zz (2∗Esize+3);
for i i =1: Es i ze %forces DOS and fn t to be phys i ca l
i f (nDOS( i i )<0)
nDOS( i i )=0;
end
i f ( n fnt ( i i )<0)
nfnt ( i i )=0;
e l s e i f ( n fnt ( i i )>1)
nfnt ( i i )=1;
end
end
nfnt = monotonize ( nfnt ) ; %forces fn t to be monotone
paramold = [oDOS ofnt ] ;
paramnew = [nDOS nfnt ] ;
%not qu i t e sure why gradient needs to be changed . . . perhaps to b ias
%updated va lues to be phy s i c a l l y a l lowed?
nzz = ( paramold−paramnew)/ alpha ;
%nzz = zz ;
end
monotonize.m:
function [ f n t ] = monotonize ( o fnt )
%monotonize from middle of fn t for some reason
f n t = o fnt ;
s ize = length ( f n t ) ;
for i i=f loor ( ( s ize+1)/2):−1:1
i f ( f n t ( i i ) < f n t ( i i +1))
fn t ( i i ) = fn t ( i i +1);
end
end
for i i=ce i l ( ( s ize+1)/2): s ize
i f ( f n t ( i i ) > f n t ( i i −1))
fn t ( i i ) = fn t ( i i −1);
end
end
end
106
A.2.2 MatLab Code for Determination of the Superconducting Gap and Fitting
Temperature from Equilibrium Data
DOSfit.m:
function [ f n t f i t ] = DOSfit ( data , f i l e b a s e , SCdel , DOSguess , l im i t )
% Usage : [ dIdVfit , Transfi t , fn tUf i t , ggs ] =
% DOSfit ( data , f i l e b a s e , scde l ,DOSguess , l im i t )
%
% This funct ion ca l cu l a t e s the dens i ty of s t a t e s and d i s t r i b u t i on funct ion
% from the empty and f i l l e d s t a t e s of the DOS. This i s used to t e s t
% the superconducting gap and f ind the f i t t i n g temperature , by then
% f i t t i n g a Fermi funct ion to the ca l cu l a t ed d i s t r i b u t i on funct ion .
%
% f i l e b a s e = base s t r i ng for output f i l e s
% transguess = e i t h e r a predetermined funct ion or a constant in mV
% params = [Temp SCdelta Cs/Ctot ]
% boo l s = [ varyTransmission vary fnt (U=0) varyTemp varySCdelta
% varyCratio debug ]
%
% Returns :
% fn tU f i t − f i t t e d d i s t r i b u t i on funct ion
% dIdVf i t − ca l cu l a t ed dIdV data from params and tunnelcond
% Transf i t − f i t t e d Transmission funct ion
% ggs − chi−square errors from each UU
%kB = 8.617e−2; %meV/K
s t a r t = f ix ( clock ) ;
numiters = 50 ;
data = sort rows ( data ) ;
VV = data ( : , 1 ) . ’ ; %mV row
Vstep = round ( (VV(2)−VV(1) )/1 e−6)∗1e−6;
Emax = max(abs (VV) ) ;
EE = −Emax:2∗Emax/round(2∗Emax/Vstep−1):Emax ; %mV − Force non−alignment with VV
%EE = −Emax: Vstep :Emax; %don ’ t th ink non−alignment b/w V & E i s necessary
data = se l r ang e ( data ,− l im i t , l im i t ) ; %Keep same EE for t h i s and deconvolve
VV = data ( : , 1 ) . ’ ;
EE = se l r ang e (EE. ’ ,− l im i t , l im i t ) ; EE=EE. ’ ;
a lpha3converge =1/2ˆ100;
g t o l e r anc e =101∗1e−29;%∗(25600ˆ2);
dIdVf i t = zeros ( length (VV) , 1 ) ;
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DOSocc = zeros (1 , length (EE) ) ;
DOSocc ( 1 : round( length (EE)/2 ) ) = DOSguess∗1e−3∗ones (1 ,round( length (EE) / 2 ) ) ;
DOSemp = zeros (1 , length (EE) ) ;
DOSemp(round( length (EE)/2)+1: length (EE) ) = DOSguess∗1e−3∗ones (1 ,round( length (EE) / 2 ) ) ;
f n t f i t = zeros ( length (EE) , 1 ) ;
d IdVf i t ( : , 1 ) = VV;
DOSfit ( : , 1 ) = EE;
f n t f i t ( : , 1 ) = EE;
subplot ( 1 , 1 , 1 ) ;
dIdVdata = data ( : , 2 ) . ’ ;
stateofDOS = ’ occupied ’ ;
for i t e r a t i o n =1: numiters
[ g1 , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc , stateofDOS ) ;
%p lo t (VV, dIdVdata , ’ b− ’ ,VV, dIdVcalc , ’ r− ’); y l a b e l ( ’ dIdV ’ ) ; pause ;
zz = DOSchisquarederiv ( dIdVdata ,VV,EE, SCdel , DOSocc , stateofDOS ) ;
zz0 = zz /norm( zz ) ;
alpha3 = 1 ;
[ DOSocc3 , zz3 ] = DOSupdate ( zz0 , alpha3 , DOSocc ) ;
[ g3 , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc3 , stateofDOS ) ;
while ( g3>=g1 ) && ( alpha3>alpha3converge )
alpha3 = alpha3 /2 ;
[ DOSocc3 , zz3 ] = DOSupdate ( zz0 , alpha3 , DOSocc ) ;
[ g3 , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc3 , stateofDOS ) ;
end
i f ( ( alpha3 <= alpha3converge ) && ( i t e r a t i o n > d i s t v a r y i t e r s ) )
msgbox ( ’No l i k e l y improvement from reduc ing alpha ’ ) ;
break ;
end
alpha2 = alpha3 /2 ;
[ DOSocc2 ] = DOSupdate ( zz3 , alpha2 , DOSocc ) ;
%[Trans2 , fnt2 ,T2, scdel2 , Cratio2 ] = update ( zz0 , alpha2 , Trans , fnt ,T, scde l , Cratio ) ;
%changed the above from YF’ s code
[ g2 , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc2 , stateofDOS ) ;
% Quadratic P( alpha ) = g1 + h1∗alpha+h3∗alpha ∗( alpha−alpha3 )
% in t e r po l a t e s h( alpha ) at alpha = 0 , alpha2 , alpha3
% h( alpha ) = gg (params − alpha∗ de l ( g (params )))
h1=(g2−g1 )/ alpha2 ;
h2=(g3−g2 )/( alpha3−alpha2 ) ;
h3=(h2−h1 )/ alpha3 ;
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%alpha0 i s the c r i t i c a l point of P( alpha )
alpha0 =0.5∗( alpha2−h1/h3 ) ;
[ DOSocc0 ] = DOSupdate ( zz3 , alpha0 , DOSocc ) ;
%[Trans0 , fnt0 ,T0, scdel0 , Cratio0 ] = update ( zz0 , alpha0 , Trans , fnt ,T, scde l , Cratio ) ;
%changed the above from YF’ s code
[ g0 , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc0 , stateofDOS ) ;
i f g0>=g3
gg=g3 ; DOSocc = DOSocc3 ;
else
gg=g0 ; DOSocc = DOSocc0 ;
end
stateofDOS
i t e r a t i o n
alphas = [ alpha3 alpha2 alpha0 ]
ggeez = [ gg g1 g2 g3 g0 ]
SCdel
i f (abs ( g1−gg)<g to l e r anc e )
msgbox ( ’ Rea l ly breaking here ? ’ ) ;
break ;
end
end
[ gg , dIdVcalcocc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel , DOSocc , stateofDOS ) ;
stateofDOS = ’ empty ’ ;
for i t e r a t i o n =1: numiters
[ g1 , dIdVcalcemp ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOSemp, stateofDOS ) ;
%p lo t (VV, dIdVdata , ’ b− ’ ,VV, dIdVcalc , ’ r− ’); y l a b e l ( ’ dIdV ’ ) ; pause ;
zz = DOSchisquarederiv ( dIdVdata ,VV,EE, SCdel ,DOSemp, stateofDOS ) ;
zz0 = zz /norm( zz ) ;
alpha3 = 1 ;
[DOSemp3, zz3 ] = DOSupdate ( zz0 , alpha3 ,DOSemp) ;
[ g3 , dIdVcalcemp ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOSemp3, stateofDOS ) ;
while ( g3>=g1 ) && ( alpha3>alpha3converge )
alpha3 = alpha3 /2 ;
[DOSemp3, zz3 ] = DOSupdate ( zz0 , alpha3 ,DOSemp) ;
[ g3 , dIdVcalcemp ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOSemp3, stateofDOS ) ;
end
i f ( ( alpha3 <= alpha3converge ) && ( i t e r a t i o n > d i s t v a r y i t e r s ) )
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msgbox ( ’No l i k e l y improvement from reduc ing alpha ’ ) ;
break ;
end
alpha2 = alpha3 /2 ;
[DOSemp2 ] = DOSupdate ( zz3 , alpha2 ,DOSemp) ;
%[Trans2 , fnt2 ,T2, scdel2 , Cratio2 ] = update ( zz0 , alpha2 , Trans , fnt ,T, scde l , Cratio ) ;
%changed the above from YF’ s code
[ g2 , dIdVcalcemp ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOSemp2, stateofDOS ) ;
% Quadratic P( alpha ) = g1 + h1∗alpha+h3∗alpha ∗( alpha−alpha3 )
% in t e r po l a t e s h( alpha ) at alpha = 0 , alpha2 , alpha3
% h( alpha ) = gg (params − alpha∗ de l ( g (params )))
h1=(g2−g1 )/ alpha2 ;
h2=(g3−g2 )/( alpha3−alpha2 ) ;
h3=(h2−h1 )/ alpha3 ;
%alpha0 i s the c r i t i c a l point of P( alpha )
alpha0 =0.5∗( alpha2−h1/h3 ) ;
[DOSemp0 ] = DOSupdate ( zz3 , alpha0 ,DOSemp) ;
%[Trans0 , fnt0 ,T0, scdel0 , Cratio0 ] = update ( zz0 , alpha0 , Trans , fnt ,T, scde l , Cratio ) ;
%changed the above from YF’ s code
[ g0 , dIdVcalcemp ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOSemp0, stateofDOS ) ;
i f g0>=g3
gg=g3 ; DOSemp = DOSemp3 ;
else
gg=g0 ; DOSemp = DOSemp0 ;
end
stateofDOS
i t e r a t i o n
alphas = [ alpha3 alpha2 alpha0 ]
ggeez = [ gg g1 g2 g3 g0 ]
SCdel
i f (abs ( g1−gg)<g to l e r anc e )
msgbox ( ’ Rea l ly breaking here ? ’ ) ;
break ;
end
end
DOSocc = DOSocc . ’ ;
DOSemp = DOSemp . ’ ;
d IdVf i t ( : , 2 ) = dIdVcalcocc + dIdVcalcemp ;
DOSfit ( : , 2 ) = DOSocc + DOSemp;
f n t f i t ( : , 2 ) = DOSocc . / DOSfit ( : , 2 ) ;
ggs = gg ;
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save ( s t r c a t ( f i l e b a s e , ’−dIdVcalc . txt ’ ) , ’ d IdVf i t ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−DOS. txt ’ ) , ’ DOSfit ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−f n t . txt ’ ) , ’ f n t f i t ’ , ’−a s c i i ’ ) ;
save ( s t r c a t ( f i l e b a s e , ’−ggs . txt ’ ) , ’ ggs ’ , ’−a s c i i ’ ) ;
endtime = f ix ( clock ) ;
durat ion = endtime − s t a r t ;
l e n g t h s t r = s t r c a t (num2str( numiters ) , ’ i t e r a t i o n s took a t o t a l o f ’ , . . .
num2str( durat ion ( 3 ) ) , ’ days , ’ ,num2str( durat ion ( 4 ) ) , ’ hours , and ’ , . . .
num2str( durat ion ( 5 ) ) , ’ minutes ’ )
data s t r1 = s t r c a t ( ’Data ’ ) ;
c a l c s t r 1 = s t r c a t ( ’ Calc ’ ) ;
paramstr = s t r c a t ( ’SC de l t a=’ ,num2str( SCdel ) , ’meV ’ ) ;
va ry s t r = ’DOS Varied ’ ;
subplot ( 2 , 2 , 1 ) ; plot ( data ( : , 1 ) , data ( : , 2 ) , ’− ’ , . . .
d IdVf i t ( : , 1 ) , d IdVf i t ( : , 2 ) , ’−− ’ ) ;
xlabel ( ’ Bias Voltage (mV) ’ ) ; ylabel ( ’ D i f f e r e n t i a l Conductance ( e ˆ2/h) ’ ) ;
legend ( datastr1 , c a l c s t r 1 ) ;
t i t l e ( paramstr ) ;
subplot ( 2 , 2 , 2 ) ; plot ( DOSfit ( : , 1 ) , DOSfit ( : , 2 ) ) ;
xlabel ( ’ Energy (meV) ’ ) ; ylabel ( ’ Transmiss ion Function ’ ) ;
legend ( c a l c s t r 1 ) ;
t i t l e ( va ry s t r ) ;
subplot ( 2 , 2 , 3 ) ; plot ( f n t f i t ( : , 1 ) , f n t f i t ( : , 2 ) ) ;
xlabel ( ’ Energy (meV) ’ ) ; ylabel ( ’ D i s t r i bu t i on Function ’ ) ;
legend ( c a l c s t r 1 ) ;
t i t l e ( ’ Equi l ibr ium Di s t r i bu t i on Function ’ ) ;
subplot ( 2 , 2 , 4 ) ; plot (0 , ggs , ’ bo ’ ) ;
xlabel ( ’ Nonequi l ibr ium Voltage (mV) ’ ) ; ylabel ( ’Chi−square Error ( e ˆ2/h)ˆ2 ’ ) ;
t i t l e ( l e n g t h s t r ) ;
saveas ( gcf , f i l e b a s e , ’ f i g ’ ) ;
end
DOSchisquare.m:
function [ chi2 , dIdVcalc ] = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOS, stateofDOS )
% Usage : [ chi2 , dIdVcalc ] =
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% DOSchisquare ( dIdVdata ,VV,EE,T, scde l ,DOS, stateofDOS )
%
% This rout ine ca l c u l a t e s dIdVcalc from the f i t t i n g funct ions and
% parameters by c a l l i n g tunnelcond for each b ias vo l t age V. I t returns
% the chi−square error of the f i t (known as the gg ’ s in the the main
% rout ine ) . I t a l so returns dIdVcalc because i t ’ s u s e fu l for debugging .
Vsize = length (VV) ;
dIdVcalc = zeros (1 , Vs ize ) ;
for i i =1: Vsize
dIdVcalc ( i i ) = DOStunnelcond (VV( i i ) ,EE, SCdel ,DOS, stateofDOS ) ;
end
%p lo t (VV, dIdVdata , ’ b− ’ ,VV, dIdVcalc , ’ r− ’); pause ;
ch i2 = sum( ( dIdVcalc − dIdVdata ) . ˆ 2 ) ; %(eˆ2/h)ˆ2
%chi2 = trapz (( dIdVcalc − dIdVdata ) . ˆ 2 ) ;
end
DOStunnelcond.m:
function [ dIdVcalcV ] = DOStunnelcond (V,EE, SCdel ,DOS, stateofDOS )
% Usage : [ dIdVcalcV ] = DOStunnelcond(V,EE,T, scde l ,DOS, stateofDOS )
%
% This rout ine ca l c u l a t e s the d i f f e r e n t i a l conductance for a given
% bias vo l t age V from the DOS (Trans ) , d i s t r i b u t i on funct ion ( fn t )
% and other parameters . Trans and DOS are the same when Cratio=0.
kB = 8.617 e−2; %meV/K
Estep = round ( (EE(2)−EE(1) )/1 e−6)∗(1e−6); %to reduce smal l errors (meV)
Es ize = length (EE) ;
h a l fE s i z e = round( Es i ze / 2 ) ;
ns2 = real (abs (EE+Estep ) . / sqrt ( ( (EE+Estep ).ˆ2−( SCdel ) ˆ 2 ) ) ) ;
ns1 = real (abs (EE−Estep ) . / sqrt ( ( (EE−Estep ).ˆ2−( SCdel ) ˆ 2 ) ) ) ;
dnsdE = ( ns2−ns1 ) /2 ;
DOSshift = a r g s h i f t (DOS, −V/Estep , 0 ) ;
switch stateofDOS
case ’ occupied ’
dIdVcalcV = trapz ( DOSshift ( h a l fE s i z e +1: Es i ze ) .∗ dnsdE ( ha l fE s i z e +1: Es i ze ) ) ;
case ’ empty ’
dIdVcalcV = −trapz ( DOSshift ( 1 : h a l fE s i z e ) .∗ dnsdE ( 1 : h a l fE s i z e ) ) ;
end
end
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DOSchisquarederiv.m:
function [ zz ]=DOSchisquarederiv ( dIdVdata ,VV,EE, SCdel ,DOS, stateofDOS )
% Usage : [ zz ]=DOSchisquarederiv ( dIdVdata ,VV,EE,T, scde l ,DOS, stateofDOS )
%
% This rout ine numerical ly c a l c u l a t e s the gradient of chi−square and
% returns i t as zz for use in the s t e epe s t descent method .
gg0 = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOS, stateofDOS ) ;
Es i ze = length (EE) ;
dDOS = (sum(DOS)/ length (EE))∗1 e−6; %d i f f e r e n t i a l s for s t e epe s t descent
zz = zeros (1 , Es i ze ) ; % (eˆ2/h)ˆ2/Param
for j j =1: Es i ze
DOS1 = DOS;
DOS1( j j ) = DOS1( j j ) + dDOS;
gg1 = DOSchisquare ( dIdVdata ,VV,EE, SCdel ,DOS1, stateofDOS ) ;
zz ( j j ) = ( gg1−gg0 )/dDOS;
end
end
Fermifit.m:
function [T, g ] = Fermi f i t ( fdata , T in i t )
% Usage [T, g ] = Fermif i t ( fdata , Tinit )
%
% Fits the d i s t r i b u t i on fdata for a Fermi function , with i n i t a l
% temperature Tinit . Returns ca l cu l a t ed temperature and chi−square
% error g .
kB = 8.617 e−2; %meV/K
z t o l e r an c e=1e−10;
a lpha3converge =1/2ˆ100;
g t o l e r anc e=1e−50;
numiters = 20 ;
EE = fdata ( : , 1 ) ;
fdot = fdata ( : , 2 ) ;
for i t e r a t i o n =1: numiters
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f i n i t =1./(1+exp(EE/(kB∗Tin i t ) ) ) ;
f d i f f=f i n i t −fdot ;
g1=sum( f d i f f . ˆ 2 ) ; % g i s chisquare
dT=Tin i t ∗1e−6;
Tprime=Tin i t+dT;
fpr ime=1./(1+exp(EE/(kB∗Tprime ) ) ) ;
f d i f f=fprime−fdot ;
gprime=sum( f d i f f . ˆ 2 ) ; % g i s chisquare
z=(gprime−g1 )/dT ; % ch i squareder i va t i v e of T
alpha3=1;
T3=Tinit−alpha3∗z ;
f 3 =1./(1+exp(EE/(kB∗T3 ) ) ) ;
f d i f f=f3−fdot ;
g3=sum( f d i f f . ˆ 2 ) ; % g i s chisquare
while ( g3>g1 ) && ( alpha3>alpha3converge )
alpha3=alpha3 /2 ;
T3=Tinit−alpha3∗z ;
f 3 =1./(1+exp(EE/(kB∗T3 ) ) ) ;
f d i f f=f3−fdot ;
g3=sum( f d i f f . ˆ 2 ) ; % g i s chisquare
end
i f ( alpha3<=alpha3converge )
msgbox ( ’No l i k e l y improvement from reduc ing alpha ’ ) ;
break ;
end
alpha2=alpha3 /2 ;
T2=Tinit−alpha2∗z ;
f 2 =1./(1+exp(EE/(kB∗T2 ) ) ) ;
f d i f f=f2−fdot ;
g2=sum( f d i f f . ˆ 2 ) ;
h1=(g2−g1 )/ alpha2 ;
h2=(g3−g2 )/( alpha3−alpha2 ) ;
h3=(h2−h1 )/ alpha3 ;
alpha0 =0.5∗( alpha2−h1/h3 ) ;
T0=Tinit−alpha0∗z ;
f 0 =1./(1+exp(EE/(kB∗T0 ) ) ) ;
f d i f f=f0−fdot ;
g0=sum( f d i f f . ˆ 2 ) ;
i f ( g0>=g3 )
g=g3 ;
T=T3 ;
e l s e i f ( g0<g3 )
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g=g0 ;
T=T0 ;
end
i t e r a t i o n
Temp = T∗1000
g
i f (abs ( g1−g)<g to l e r anc e )
msgbox ( ’ ch i square converge ’ ) ;
break ;
else
Tin i t=T;
end
end
f =1./(1+exp(EE/(kB∗T) ) ) ;
subplot ( 1 , 1 , 1 ) ;
plot ( fdata ( : , 1 ) , fdata ( : , 2 ) , ’b− ’ , fdata ( : , 1 ) , f , ’ r− ’ ) ;
xlabel ( ’ Energy (meV) ’ ) ;
ylabel ( ’ D i s t r i bu t i on Function ’ ) ;
t i t l e ( s t r c a t ( ’ Fermi f i t with ’ ,num2str( numiters ) , ’ i t e r a t i o n s y i e l d s T=’ . . .
,num2str(T∗1000) , ’mK’ ) ) ;
legend ( ’ D i s t r i bu t i on Function from DOS f i t ’ , ’ Fermi Function Approximation ’ ) ;
end
A.2.3 MatLab Code for Tools Helpful for Analysis
initfit.m:
function [ dIdVcalc , gg ] = i n i t f i t (VV,EE, dIdVdata , s ca l e ,T, s cd e l )
% Usage : [ dIdVcalc , gg ] = i n i t f i t (VV,EE, dIdVdata , sca le ,T, scde l )
%
% Assuming a constant DOS se t by sca le , t h i s rout ine ca l c u l a t e s
% dIdVcalc ( in uni t s of eˆ2/h ) , in order to aid in f ind ing good
% values of T and scde l .
kB = 8.617 e−2; %meV/K
dIdVcalc = zeros ( length (VV) , 1 ) ;
Estep = round ( (EE(2)−EE(1) )/1 e−6)∗(1e−6); %to reduce smal l errors (meV)
ns = real (abs (EE) . / sqrt ( (EE.ˆ2−( s cd e l ) ˆ 2 ) ) ) ; %SC dens i ty of s t a t e s
ns2 = real (abs (EE+Estep ) . / sqrt ( ( (EE+Estep ).ˆ2−( s cd e l ) ˆ 2 ) ) ) ;
115
ns1 = real (abs (EE−Estep ) . / sqrt ( ( (EE−Estep ).ˆ2−( s cd e l ) ˆ 2 ) ) ) ;
dnsdE = ( ns2−ns1 ) /2 ;
f s = 1./(1+exp(EE. / ( kB∗T) ) ) ;
for i i =1: length (VV)
f n t s h i f t = 1./(1+exp ( (EE−VV( i i ) ) / (kB∗T) ) ) ;
dIdVcalc ( i i ) = s c a l e ∗trapz ( dnsdE .∗ ( f n t s h i f t−f s ) ) ;
end
plot (VV, dIdVdata , ’b− ’ ,VV, dIdVcalc , ’ r− ’ ) ;
legend ( ’ dIdV data ’ , ’ dIdV i n i t f i t ’ ) ;
gg = sum( ( dIdVcalc−dIdVdata ) . ˆ 2 ) ;
end
smoothdata.m:
function [ datasm ] = smoothdata ( data ,UUs , U0o f f s e t )
% Usage : datasm = smoothdata ( data ,UUs, U0of fse t )
%
% Smooths raw data for he lp in f i t t i n g .
%
% data = f u l l dIdV data with Vbias in f i r s t column
% UUs = values of noneq vo l t a ge s
% U0of fse t = from assymetry of equ i l i b r ium dIdV
U0( : , 1 ) = data ( : , 1 ) + U0o f f s e t ;
U0 ( : , 2 ) = data ( : , 2 ) ;
data = se l r ang e ( data ,−2 ,3) ;
U0 = se l r ang e (U0,−2 ,3) ;
data ( : , 2 ) = U0 ( : , 2 ) ;
numUs = length (UUs ) ;
datasm ( : , 1 ) = data ( : , 1 ) ;
for i i =1:numUs
datasm ( : , i i +1) = smooth ( data ( : , 1 ) , data ( : , i i +1) ,10 , ’ l owess ’ ) ;
end
plot ( data ( : , 1 ) , data ( : , 2 : numUs+1) ,datasm ( : , 1 ) , datasm ( : , 2 : numUs+1)) ;
end
selrange.m:
function [ newdata ] = s e l r ang e ( data , rmin , rmax)
% usage : se l range ( data , rmin , rmax)
%
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% Returns data where vo l t age i s in the range rmin <= V <= rmax
j j =1;
for i i =1: s ize ( data , 1 )
i f ( data ( i i , 1 ) >= rmin ) && ( data ( i i , 1 ) <= rmax)
newdata ( j j , : ) = data ( i i , : ) ;
j j = j j +1;
end
end
end
thin.m:
function [ th indata ] = th in ( data , t h i n f a c t o r )
% Usage : [ th indata ] = th in ( data , t h in f a c t o r )
%
% To al low t e s t i n g deconvolut ions within reasonable amounts of time ,
% t h i s rout ine takes in data and th ins i t by a fac tor of t h in f a c t o r
th indata = zeros ( f loor ( s ize ( data , 1 ) / t h i n f a c t o r ) , s ize ( data , 2 ) ) ;
for i i =1: s ize ( thindata , 1 )
th indata ( i i , : ) = data ( ( i i −1)∗ t h i n f a c t o r +1 , : ) ;
end
end
The following is a useful tool for processing some or all data classified into separate directories and
crawling through them, testing to see if the data match certain criterion. In this way it is possible to
deconvolve all data, or to try a number of different scdels and temps for tweaking data. The directory
structure should be dev[devnumber]/Vg[gatevoltage] and the filenames should be the concatentation of
configuration (i.e. ‘e1p2’), ‘T’, temperature in mK (i.e. ‘240’), and usually ‘sm.txt’, i.e. ‘e1p2T240sm.txt’.
The scdels and fitting temps corresponding to each probe are located in the dev[devnumber] directory, and
UUs (nonequilibrium voltages) included in the same directory as the data. In this way all the parameters
about the data can be read in by the script. The working directory should be a separate directory with the
same parent as dev[devnumber]. The output files will be saved in the working directory under a naming
scheme
dev[devnumber]Vg[gatevoltage][config]T[temp(mK)]-[scdel(meV)]-[fittemp(mK)]-[fntxDOS#].txt
or something similarly suitable.
process.m:
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f i xdatagroup = ’dev2Vg−6.21 ep1 ’ ;
fntxDOSs=1e4 ;
s t epde l = 0.010016694490818;
steptemp = 0 . 0 3 ;
i n c d e l s t e p s = 5 ;
tempsteps = 1 ;
d ev f o l d e r s = dir ( ’ . . ’ ) ;
for kk=1: length ( d ev f o l d e r s )
i f ( d ev f o l d e r s ( kk ) . i s d i r && ˜isempty ( s t r f i n d ( d ev f o l d e r s ( kk ) . name , ’ dev ’ ) ) )
s c d e l f i l e = s t r c a t ( ’ . . / ’ , d ev f o l d e r s ( kk ) . name , ’ / s c d e l s . txt ’ ) ;
s c d e l s = load ( s c d e l f i l e ) ;
t emp f i l e = s t r c a t ( ’ . . / ’ , d ev f o l d e r s ( kk ) . name , ’ /Temps . txt ’ ) ;
Temps = load ( t emp f i l e ) ;
d a t a f o l d e r s = dir ( s t r c a t ( ’ . . / ’ , d ev f o l d e r s ( kk ) . name ) ) ;
for i i =1: length ( d a t a f o l d e r s )
i f ( d a t a f o l d e r s ( i i ) . i s d i r && ˜isempty ( s t r f i n d ( da t a f o l d e r s ( i i ) . name , ’Vg ’ ) ) )
cu r r en td i r = s t r c a t ( ’ . . / ’ , d ev f o l d e r s ( kk ) . name , ’ / ’ , d a t a f o l d e r s ( i i ) . name ) ;
d a t a f i l e s = dir ( cu r r en td i r ) ;
UUf i le = s t r c a t ( cu r r entd i r , ’ /UUs . txt ’ ) ;
UUs = load ( UUfi le ) ;
for j j =1: length ( d a t a f i l e s )
i f ˜isempty ( s t r f i n d ( d a t a f i l e s ( j j ) . name , ’sm . txt ’ ) )
f i l ename = s t r c a t ( ’ . . / ’ , d ev f o l d e r s ( kk ) . name , ’ / ’ , . . .
d a t a f o l d e r s ( i i ) . name , ’ / ’ , d a t a f i l e s ( j j ) . name ) ;
f i l e b a s e = s t r c a t ( d ev f o l d e r s ( kk ) . name , da t a f o l d e r s ( i i ) . name , . . .
regexprep ( d a t a f i l e s ( j j ) . name , ’sm . txt ’ , ’ ’ ) )
i f ˜isempty ( s t r f i n d ( f i l e b a s e , f ixdatagroup ) )
for l l =1: length ( fntxDOSs )
for mm=1: i n c d e l s t e p s
for nn=1: tempsteps
i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ p1 ’ ) )
sc index = 1 ;
e l s e i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ p2 ’ ) )
sc index = 2 ;
end
s cd e l = s c d e l s ( sc index ) + (nn−1)∗ s t epde l ;
i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ 240 ’ ) )
Tindex = 1 ;
e l s e i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ 600 ’ ) )
Tindex = 2 ;
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e l s e i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ 1000 ’ ) )
Tindex = 3 ;
e l s e i f ˜isempty ( s t r f i n d ( f i l e b a s e , ’ 1500 ’ ) )
Tindex = 4 ;
end
Temp = Temps( sc index , Tindex ) + (mm−1)∗ steptemp ;
f i l e b a s e f i x = s t r c a t ( f i l e b a s e , ’− ’ ,num2str(round(1000∗ s cd e l ) ) , ’− ’ , . . .
num2str(round(1000∗Temp) ) , ’− ’ ,num2str( l l ) ) ;
data = load ( f i l ename ) ;
data = th in ( data , 1 0 ) ;
deconvolve ( data , f i l e b a s e f i x ,UUs , [ Temp, scde l , 200 , fntxDOSs ( l l ) , 1 ] , 5 , . . .
[ 1 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ] ) ;
end
end
end
end
end
end
end
end
end
end
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