Capturing significant events with neural networks.
Smartphone video capture and transmission to the Web contributes to data pollution. In contrast, mammalian eyes sense all, capture only significant events, allowing us vividly recall the causalities. Likewise in our videos, we wish to skip redundancies and keep only significantly differences, as determined by real-time local medium filters. We construct a Picture Index (PI) of one's (center of gravity changes) among zeros (no changes) as Motion Organized Sparseness (MOS). Only non-overlapping time-ordered PI pair is admitted in the outer-product Associative Memory (AM). Another outer product between PI and its image builds Hetero-AM (HAM) for fault tolerant retrievals.