Abstract. In this article we establish the following Adams type inequality in the Hyperbolic space H N :
Introduction
The main focus of this article is on the optimal Adams inequality in space forms. This inequality was established in the zero curvature case R N by D.R. Adams( [1] ) and in the constant positive sectional curvature case by Fontana ([13] ). In this article we establish it in the case of Hyperbolic space. The inequality we prove (see Theorem When k = 1, an embedding for this case was obtained by Pohožaev ([25] ) and Trudinger([30] ). It is well known that the optimal Sobolev embedding play an important role in several geometric pdes, like the Yamabe problem, Prescribing the scalar curvature, etc. In 1971 J. Moser ([22] ) while trying to study the question of prescribing the Gaussian curvature on the sphere understood the need for establishing a sharp form of the embedding obtained by Pohožaev and Trudinger. He showed that there exists a positive constant C 0 depending only on N such that , if k is odd,
, if k is even, (1.3) and ∇ k is defined by
2 , if k is odd.
(1.4)
Furthermore, if β > β 0 , then the supremum in (1.2) is infinite.
There has been many extensions and improvements of these two inequalities. Extensions of (1.1) to functions belonging to W 1,N (R N ) were obtained by various authors, see Cao([9] ), Panda([24] ), J.M. doÓ( [12] ), Ruf([27] ), ) and the references therein. Extension of the same to the case of Ω with infinite measure has been dealt with in [20] and [7] . A significant improvement of (1.1) was obtained by Adimurthi-Druet( [2] ) in dimension N = 2 and was extended to higher dimensions by Yang([32] ). See also [3] , [11] , [5] for various other improvements. Like wise (1.2) has also attracted various generalizations and improvements. See Tarsi ([28] ) for details.
In [22] Moser also proved a sharp version of (1.1) on S 2 , and subsequently Fontana in ( [13] ) obtained the following sharp version of (1.2) on compact Riemannian manifolds : Let (M, g) be an N dimensional compact Riemannian manifold without boundary, and k a positive integer less than N, then there exists a constant c 0 = c 0 (k, M ) such that
, where p, p ′ are as above and ∇ k g is defined as in (1.4) with ∇ and ∆ the gradient and Laplace Beltrami operators with respect to the metric g. Furthermore, if β > β 0 , then the supremum in (1.5) is infinite.
Our aim in this article is to study the Adams type inequality in the Hyperbolic space H N . More precisely we study the optimal embeddings of the Sobolev space H k (H N ) when k is a positive integer and N = 2k. One of the main difficulty one faces in the full Hyperbolic space is due to its infinite measure or equivalently in coordinates the Hardy type singularity present in the integrals.
For k = 1, N = 2, Mancini-Sandeep( [20] ) proved the Trudinger-Moser inequality in the hyperbolic space or in other words H 1 (H 2 ) is embedded into the Zygmund space Z φ determined by the function φ = (e 4πu 2 − 1). Another proof of this inequality was given by ). In fact in [20] , they obtained the following general theorem: Let D be the unit open disc in R 2 , endowed with a conformal metric h = ρg e , where g e denotes the Euclidean metric and ρ ∈ C 2 (D), ρ > 0, then Extensions of this inequality to N > 2 were obtained by Lu-Tang ( [19] ) and [7] . The study of Trudinger-Moser type inequality on the hyperbolic space H N (N ≥ 2) has been investigated by various authors for the past few years. For works related to sharp TrudingerMoser type inequality on the hyperbolic space we refer to [19] , [20] , [21] , [29] , [33] and the references therein.
One can think of Adams inequality in the hyperbolic space in various ways. However recall that the original motivation of Moser in establishing the sharp Moser-Trudinger inequality was to solve the question of prescribing the Gaussian curvature on the sphere S N by changing the metric conformally. In the same spirit one can consider the question of prescribing the optimal Q N 
where k = N 2 and P k is the critical GJMS operator on (M, g). In view of this PDE and considering its variational structure, the right Adams inequality one should explore is the exponential integrability of C k c functions with the constraint
We establish such an embedding in the case of Hyperbolic space. The main result of this article is the following:
is as defined in (1.3) and ||u|| k,g is the norm defined by
where P k is the 2k-th order GJMS operator on the hyperbolic space H N .
See Section 3 for more details about GJMS operator and the above norm.
From the above inequality we will also derive the exact asymptotic behaviour of the best constants in the Sobolev inequality when N = 2k, see Theorem 5.1 for the precise statement. Also in Section 5.2, as an application of the above inequality we will discuss the solvability of the PDE which governs the Q N 2 curvature in the hyperbolic space in its variational setting.
After this work was completed we came to know about the preprint [14] , where an Adams inequality is established in the Hyperbolic space H N for all N. Our inequality is different from the one established in [14] and the proofs are different. Also when N = 4, 6 and 8 we can show that our inequality is stronger than the one in [14] and we believe it is true for all even N .
Notations and Preliminaries
2.1. Notations. For a bounded domain Ω in R N , we will denote by H k (Ω), the usual Sobolev space, with respect to the norm,
There are a few equivalent norms in H k 0 (Ω), we will collect a few of them in the next lemma, whose proofs are well known.
then ||u|| k,Ω and |||u||| k,Ω are equivalent norms in H k 0 (Ω). We will be using the following boundary Hardy-Rellich inequality for the polyharmonic operator established by M. Owen (see [23] ).
Lemma 2.2.
Let Ω be a bounded convex domain in R N , and d(x) := d(x, ∂Ω) be the distance from x to the boundary of Ω then,
where
and it is sharp.
Hyperbolic space : The hyperbolic N -space is a complete, simply connected, noncompact Riemannian N -manifold having constant section curvature equals to −1, and any two manifolds sharing above properties are isometric(see [31] ). We will denote the hyperbolic N -space by H N .
There are several models for the hyperbolic N -space H N , commonly used are the ball model, the half space model, the Lorentz model. In this paper we will be using the ball
From now on H N will stands for the conformal ball model, and we will simply write g instead of g H N to denote the metric on H N .
The volume element for H N is given by dv g = 2 1−|x| 2 N dx, where dx denotes the Lebesgue measure on R N . Let ∇ g and ∆ g denotes respectively the hyperbolic gradient and Laplace-Beltrami operator, then in terms of local coordinates ∇ g and ∆ g takes the form :
where ∇, ∆ are the usual Euclidean gradient and Laplacian respectively, and ., . is the standard inner product in R N .
Next we define the concept of Hyperbolic translation.
Definition 2.1 (Hyperbolic Translation). For b ∈ B N we define the hyperbolic translation
is an isometry, see (see [26] , theorem 4.4.6) for details and further discussions on isometries. As a consequence we immediately have :
For a positive integer l, let ∆ l g denotes the l-th iterated Laplace-Beltrami operator. Define,
Definition 2.2. We define the space H k (H N ) as the completion of C ∞ c (H N ) with respect to the norm
where |∇ l g u| g is given by,
g , if l is odd.
In H k (H N ) we have the following higher order Poincare type inequalities:
Lemma 2.4. Let k, l be non-negative integers such that l < k, then the inequality
Proof. We know from the Poincare inequality that
Combining this with the (2.10) inequality gives gives
Assume by induction
where A = N −1 2 −2 . We claim that the above inequality extends to k + 1. Suppose k is even, then by using the inequality (2.10) to ∆ k 2 g u we get
When k is odd applying (2.11) to ∆ k−1 2 u we get
This completes the induction argument and hence the lemma follows.
GJMS operator and a conformally equivalent norm
Let (M, g) be a Riemannian manifold of dimension N . We know that the conformal Laplacian or the Yamabe operator P 1,g defined by
where R g is the scalar curvature of the metric, is a conformally invariant differential operator in the sense that ifg = e 2u g is a conformal metric then } there exists a conformally invariant differential operator P k,g of the form P k,g = ∆ k g + lower order terms, satisfying for a conformal metricg = e 2u g,
When N is even and k > N 2 , a conformally invariant operator P k,g with the above properties may not exist in general. For this reason P N 2 ,g is known as the critical GJMS operator.
We are going to use this operators to define a conformally invariant norm in the space
For the simplicity of notation we will denote the GJMS operator P k,g in the hyperbolic space by P k . It is known that (see [18] , [16] ) P k has an explicit expression given by:
After expanding we may write (3.2) as
where a km are non-negative constants.
One can easily verify the following lemma :
Lemma 3.1. Let τ be an isometry of H N and U be an open subset of H N , and u ∈ C ∞ c (H N ), then (i).
In the next lemma we will define a conformally invariant norm:
for all u ∈ C ∞ c (H N ). Proof. First observe that the hyperbolic space is obtained from the Euclidean unit ball by changing the metric conformally as e 2φ g e where g e is the Euclidean metric and φ = log 2 1−|x| 2 . Thus using the conformal relation (3.1) and using the fact that the P k,ge = ∆ k we get
From this relation one can easily see that (3.4) defines a norm.
To prove the equivalence of norms when N = 2k, first note that
To prove the reverse inequality, first observe that we have v = u in (3.7) in this case and consequently
So, using Lemma 2.4 it is enough to show that, H N |∇ k g u| 2 g dv g can be estimated by B N |∇ k u| 2 dx. We can show by induction that,
where C is a positive constant independent of u. Integrating this relation against the hyperbolic measure and using Lemma 2.2 and Lemma 2.1, we get
This completes the proof of the lemma.
Proof of Adams Inequality
We will prove the Adams inequality by proving a local inequality and then extend it to the entire space by a covering argument like in [4] . We need a few lemmas to implement this strategy and we will prove them in the next section.
Basic lemmas: For an open set
We need the following lemma which connects the above norm with that of the Euclidean Sobolev norm.
Lemma 4.1. Let k be any positive integer, and V, U be open sets such that V ⊂ U ⊂ U ⊂ B N , then there exists a constant C 0 > 0 such that
In the proof we will denote any universal constant by C, and C may change in every step. By induction one can show that, for any even positive integer l,
where a α 's are smooth functions in B N . Therefore taking ∇ g on both sides of (4.2) we get,
where b α , b l 's are smooth vector valued functions defined on B N . Using the basic inequalities,
, a i ∈ R, for all i = 1, ..., m and a simple estimation using (4.2), (4.3), leads to
for all 1 ≤ l ≤ k (here we used the fact that a α , b α , b l are smooth and 1 − |x| 2 is bounded below and above by a positive constants on V 1 ) . Now fix 1 < l 0 ≤ k, then summing over l = 1, 2, ..., l 0 , we get from (4.4)
.
(4.5)
Thus we have
(4.6)
Now we claim that there exists a constant C > 0 such that
This follows directly from the interior elliptic regularity (see [6] ) when l 0 is even. When l 0 is odd we can again use the interior elliptic regularity as follows to get (4.7). In fact, when l 0 is odd, let α = (α 1 , α 2 , ..., α N ) be a multi index such that |α| = l 0 . Let us assume α i = 0, then by
and hence (4.7) follows. Now using (4.7) in (4.6) and l 0 ≤ k we get
where V 1 is such that V ⊂ V 1 ⊂ V 1 ⊂ U. Now starting with l 0 = k in (4.8), and an iteration argument gives,
where V ⊂ V 2 ⊂ V 2 ⊂ U, and this completes the proof of the Lemma.
Next we state a covering lemma whose proof we omit as it follows very much like the corresponding covering lemma in [4] (Lemma 3.3 and Corollary 3.4). 
have multiplicity not exceeding M.
Local inequalities.
In this section we will establish the uniform exponential integrability in compact subsets of H N . Lemma 4.3. Let U, V be as in lemma (4.1), then there exists a number q > 0, such that,
Proof. Let T be an extension operator from H k (V ) to H k 0 (B N ). Then by Lemma 4.1,
, for all u ∈ C ∞ (U ), (4.11) where C, C 0 are positive constants. In other words, there exists a constant C 0 > 0 satisfying
Therefore for all u ∈ C ∞ (U ) with ||u|| U ≤ 1, we have from (4.12),
Let us take q =
, then by Adams inequality (see [1] ) ,
where C 1 is independent of T (u), and this completes the proof of the lemma.
We also need the following refinement of the above Lemma:
Lemma 4.4. Let U, V, q be as in Lemma 4.3, then there exists a positive constant C 2 > 0, such that for all u ∈ C ∞ (U ), with ||u|| H k g (U ) < 1, satisfies,
(4.15)
Proof. Let u ∈ C ∞ (U ) with ||u|| H k g (U ) < 1, then applying Lemma 4.3 to
, we get, for all l ≥ 1,
Now summing over all l ≥ 1, and using ||u|| H k g (U ) < 1, we get from (4.17), 18) and proves the lemma. 
and
Let us define the set, 19) where q is defined as in Lemma 4.3. Let card(A) denotes the cardinality of a set A. Then we claim that, claim: card(I u ) ≤ α 0 , and α 0 is independent of u. Proof of the claim : Let us denote by U i := τ b i (U ) then, using the fact that the covering {U i } has multiplicity at most M 0 and (3.5) we get
where C is independent of u, this proves the claim.
Adding these relations we get we get,
Where C is independent of u. Now if i ∈ I u then,
Therefore using the Euclidean Adam's inequality (1.2) in (4.22), we get,
Adding over such finitely many i's we get,
where C is independent of u.
To complete the proof we have to show that β 0 is optimal. For this purpose define for m ∈ N,
, and ξ m 's are radial functions chosen so that,
In addition we assume for l = 1, 2, ..., k − 1,
By direct computations we can see that v m ∈ H k 0 (B 2 (0)) for all m, and,
as m → ∞. See [10] for details. For our case we takeũ m (x) = v m (2x), then it is easy to see thatũ m ∈ H k (H N ), for all m, and
, and let β > β 0 (k, N ), then we have,
It is easy to see that N ) , and therefore the right hand side of (4.25) tends to infinity as m approaches to infinity. This completes the proof of the theorem.
Applications to PDE
In this section we will give two applications of the Adams inequality we proved. The first application will be the asymptotic estimates on the best constant in the Sobolev embedding when N = 2k and as a second application we will study certain PDEs in hyperbolic space motivated by the Q N 2 curvature equation.
5.1. Asymptotic estimates on best constants. It is known from the work of G.Liu (see [18] ) that when N > 2k, the Sobolev space
. He proved the following sharp inequality :
where q =
2N
N −2k and Λ k is the best constant in this this inequality and is given by
When N = 2k, clearly the exponent q becomes infinity but one can easily see that H k (H N ) does not embeds in to L ∞ . However it follows from the Adam's inequality (Theorem 1.1) that the inequality
holds for all p ≥ 2, with the best constant S p,k > 0. Clearly S p,k → 0 as p → ∞. We prove a precise asymptotic estimate for S p,k as p goes to infinity.
Theorem 5.1. Let k be a positive integer and N = 2k. Then,
as p → ∞.
Proof. For simplicity of the notations we will write β 0 for β 0 (k, N ). Let u ∈ C ∞ c (H N ) with ||u|| k,g ≤ 1. Then by Adams inequality there exists a constant C, independent of u, such that,
Then for all positive integer p we have,
Therefore for all u ∈ C ∞ c (H N ), we have,
For general p, let n be the positive integer such that n ≤ p ≤ n + 1. Then setting α = n(n+1−p) p , we have,
Therefore we have from (5.6) and Stirling formula,
This gives, lim inf
To prove the opposite inequality, consider the sequence of functionsũ m defined in (4.24) , then
Choose p such that 2k log m = p, then p goes to infinity as m goes to infinity. We see that for such choice of p, using (4.24) Let (M, g) be a Riemannian manifold of even dimension N . For integers k < N 2 we have the notion of Q k curvature given by Q k = 2(−1) k N −2k P k (1) and the notion can be extended using analytic continuation to define Q N 2 curvature of the manifold (see [8] for details).
Letg = e 2u g be a conformal metric on (M, g),
,g e N u , where P N 2 ,g is the critical GJMS operator as defined in Section 3.
Motivated by this equation we investigate the following PDE in Hyperbolic space :
where Q Under the assumptions of the theorem, the above PDE (5.9) has a variational structure, more precisely we may expect solutions of the above PDE as critical points of the functional 10) in an appropriate function space. For this purpose we need a linearised form of the Adams inequality.
Lemma 5.4. Let δ ∈ (0, 1), then there exists a constant C(δ) > 0 such that the inequality
holds for all u ∈ H k (H N ).
Proof. Fix δ ∈ (0, 1), then by Taylor expansion and Cauchy-Schwartz inequality we have, ≤ C(Q, C 0 , δ)
This proves the first part of the lemma. To prove the second part, let u m ⇀ u in H k (H N ). Then from sup m H N P k (u m )u m dv g < ∞ and Lemma 5.4 we see that sup m H N (e um − 1) 2 dv g < ∞. Let ǫ > 0 be given, then using Q ∈ L 2 (H N ), we conclude that there exists a compact set K such that, 
