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Alice: Would you tell me, please, which way I ought to go from here?”
Cheshire Cat: ”That depends a good deal on where you want to get to.”
Alice: ”I don’t much care where ”
Cheshire Cat: ”Then it doesn’t matter which way you go.
– Lewis Carroll, Alice in Wonderland (1865)
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Inleiding
Rittenplanningsproblemen (vehicle routing problem - VRP) zijn typische proble-
men binnen het domein van operationeel onderzoek, gericht op het bepalen van
de efficie¨ntste routes om klanten te bedienen met een vloot van vrachtwagens,
die elk beperkt zijn in laadcapaciteit en/of reistijd. Door toedoen van files moe-
ten logistieke bedrijven die deze rittenplanningen opstellen voor de distributie van
producten, leren leven met het feit dat ze wel weten wanneer hun vrachtwagens
vertrekken aan een distributiecentrum maar niet weten wanneer die vrachtwagens
zullen aankomen bij de klanten. Kortom, de reistijd tussen twee klanten kan sterk
varie¨ren doorheen de dag. Hierdoor worden bijvoorbeeld drukke plaatsen en peri-
odes best zo veel mogelijk vermeden.
Een belangrijke variant van het VRP is het orienteering probleem (orienteering
problem - OP). Bij dit probleem is het niet langer verplicht om alle klanten te be-
zoeken maar in plaats daarvan wordt een selectie gemaakt van de meest winst-
gevende klanten. Een recente trend bij zowel het VRP als het OP is het in acht
nemen van tijdstipafhankelijk reistijden (time-dependent travel times - TD). Deze
nieuwe problemen worden dan respectievelijk het time-dependent vehicle routing
problem en het time-dependent orienteering problem genoemd, ofwel afgekort tot
TD-VRP en TD-OP. Deze toevoeging verhoogt het realiteitsgehalte van beide mo-
dellen omdat ze de reistijdvariabiliteit, die alom aanwezig is in het echte leven,
in rekening brengt. Echter, zowel het TD-VRP als het TD-OP werden op we-
tenschappelijk vlak nog relatief weinig onderzocht in vergelijking met het aantal
wetenschappelijke publicaties omtrent andere OP en VRP uitbreidingen. Dit ge-
brek aan onderzoek valt te betreuren aangezien tijdstipafhankelijk reistijden niet
langer genegeerd kunnen worden in tal van praktische toepassingen.
Dit onderzoeksproject heeft daarom als voornaamste doel oplossingsmethoden
te ontwikkelen voor verscheidene types van TD-OP waardoor toekomstige ritten-
planningssoftware efficie¨nter files kan vermijden.
Probleembeschrijvingen
Het OP wordt gedefinieerd op een graaf (graph), een verzameling van knopen
(vertices) die geografische locaties voorstellen en waar een beloning kan ontvan-
gen worden. Een boog (arc) stelt een verbinding voor tussen twee knopen en heeft
xix
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een bepaalde reistijd. Het doel van het OP is om te bepalen welke deelverzame-
ling van knopen bezocht moet worden en in welke volgorde zodat de winst maxi-
maal is en de maximum toegelaten reistijd niet overschreden wordt. Daarenboven
moet een toegelaten OP oplossing ook starten en eindigen op een voorafbepaalde
knoop. Het OP kan worden uitgebreid tot het orienteering probleem met tijdsven-
sters (orienteering problem with time windows - OPTW) door aan elke knoop een
servicetijd en een tijdsvenster (service time and time window) te koppelen. Ener-
zijds stelt de servicetijd de tijd voor die nodig is om een knoop te bezoeken en
anderzijds staat een tijdsvenster voor de openings- en sluitingstijd van een knoop.
Files worden gemodelleerd door het maken van verscheidene veronderstellin-
gen omtrent de benodigde reistijd om een boog af te leggen. Als men deze reistijd
ziet als een constante waarde dan wordt de reistijd als deterministisch aanzien. In-
dien dit niet het geval is, en de reistijd onderworpen is aan variaties met een zeker
kans, definie¨ren we de reistijd als stochastisch. Anderzijds moet er een onder-
scheid gemaakt worden tussen tijdsonafhankelijke en tijdsafhankelijke reistijden.
Als de tijd om een boog af te leggen niet afhankelijk is van het tijdstip waarop
men vertrekt dan wordt de reistijd als tijdsonafhankelijk gedefinieerd en kan hij
voorgesteld worden als e´e´n enkele waarde. In het ander geval spreekt men van een
tijdsafhankelijke reistijd. In dit laatste geval wordt de reistijd voorgesteld door
een functie afhankelijk van het vertrektijdstip. Het orienteering probleem met
deterministische en tijdsafhankelijke reistijden wordt het orienteering probleem
met tijdstipafhankelijke reistijden (time-dependent orienteering problem - TD-OP)
genoemd. De uitbreiding met tijdsvensters heet het orienteering probleem met
tijdstipafhankelijke reistijden en tijdsvensters (time-dependent orienteering pro-
blem with time windows - TD-OPTW). Beide problemen worden in dit proefstuk
onderzocht. De variant van het orienteering probleem waarbij de reistijd zowel
stochastisch als tijdsafhankelijk is, definie¨ren we als het orienteering probleem
met tijdstipafhankelijke en stochastische gewichten (time-dependent orienteering
problem with stochastic weights - TD-OPSW). In dit geval bestaat de reistijd uit
een unieke kansverdeling voor elk vertrektijdstip. De uitbreiding van dit probleem
met tijdsvensters (time-dependent orienteering problem with stochastic weights
and time windows - TD-OPSWTW) wordt in dit proefstuk onderzocht.
Verder worden er ook realistische testproblemen met gekende optimale oplos-
singen gecree¨erd voor het TD-OP. Deze zijn gebaseerd op de originele tijdstip-
onafhankelijke OP testproblemen in combinatie met een gekend snelheidsmodel
voor het TD-VRP. Voor het TD-OPTW en het TD-OPSWTW werd een set van re-
alistische testproblemen gegenereerd op basis van het echte wegennetwerk van de
Benelux met 425.479 knopen en 519.915 bogen. De reistijd voor elke boog wordt
bepaald aan de hand van historische reistijdinformatie die bestaat uit reistijdme-
tingen per 15 minuten op een typische dinsdag.
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Oplossingsmethode
Metaheuristieken worden in het onderzoeksdomein van het operationeel onder-
zoek algemeen aanvaard als de meest aangewezen methodes om voor optimali-
satieproblemen van een realistische grootte een zeer goede oplossing te vinden
binnen een relatief korte tijdspanne. De bijdrage van dit proefstuk bestaat dan ook
uit het aanreiken van efficie¨nte metaheuristieken voor de drie hierboven vermelde
problemen (TD-OP, TD-OPTW, TD-OPSWTW). Deze metaheuristieken zijn ge-
baseerd op een ant colony system (ACS) en worden aangevuld met nieuwe local
search moves. Local search moves proberen bestaande oplossingen te verbeteren
door het aanbrengen van kleine wijzigingen aan de huidige oplossing. Daarenbo-
ven wordt ook de wiskundige formulering voor de drie problemen beschreven in
dit proefstuk.
Het ACS is gebaseerd op het gedrag van een mierenkolonie en is een con-
structie metaheuristiek die verschillende onafhankelijke oplossingen aanmaakt en
verbetert gedurende een aantal iteraties. Deze oplossingen worden gecree¨erd door
een agent (een mier genaamd) die hiervoor eenvoudige beslissingsregels tot zijn
beschikking heeft. Het ACS start door e´e´n voor e´e´n verschillende initie¨le oplos-
singen te cree¨eren. Het constructieproces start bij de eerste knoop en voegt dan
een nieuwe knoop toe op basis van greedy informatie en een geheugenstructuur
(feromonen genaamd) verbonden aan de boog die naar die knoop in kwestie leidt.
De greedy informatie is gebaseerd op de ratio van de beloning en de afstand tussen
de twee knopen. Na de creatie van een geldige oplossing worden, omwille van het
streven naar diverse oplossingen, de opgenomen bogen minder aantrekkelijk ge-
maakt voor een volgende constructieprocedure. Dit wordt verwezenlijkt door de
feromoonwaardes te verlagen met een verdampingsfactor. Zodra alle oplossingen
van e´e´n iteratie gecree¨erd zijn worden ze verbeterd door een set van local search
moves. Welke local search move wanneer gebruikt worden verschilt per variant
van het OP. Het doel van een local search move is om de oplossing te verbeteren
door kleine wijzigingen aan de oplossing te maken. Bij het OP is het bijvoorbeeld
mogelijk om een extra knoop aan een bepaalde route toe te voegen met het doel
een hogere totale beloning te verzamelen. De feromoonwaarden van de bogen die
gebruikt werden in de beste oplossing van de iteratie worden verhoogd. Nadien
wordt gekeken of de beste oplossing van de iteratie beter is dan de beste oplossing
die tot dan toe gevonden werd. Deze procedures worden herhaald gedurende een
aantal iteraties. Wanneer na een aantal iteraties geen verbetering wordt gevonden,
worden de feromoonwaarden gereset naar hun startwaarden.
Voor het TD-OP bestaat de set van local search moves uit een tijdstipafhankelijke
insert move, die onbezochte punten probeert toe te voegen aan een oplossing. Deze
move kan snel worden uitgevoerd dankzij een lokaal evaluatie criterium. Hierdoor
wordt een volledige evaluatie van de oplossing vermeden bij het nagaan van een
mogelijke insert kandidaat. Om dit te verzekeren slaan we voor elke knoop in de
huidige oplossing de maximale tijd op, dat een bezoek aan de knoop kan worden
uitgesteld zonder dat de oplossing onhaalbaar wordt.
Voor het TD-OPTW worden de drie volgende local search moves succesvol
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geı¨mplementeerd. De insert move en het lokaal evaluatie criterium werden aange-
past om rekening te houden met toegevoegde tijdsvensters. Ten tweede wordt een
replace move ontwikkeld die ook steunt op het lokaal evaluatie criterium. Deze
move probeert een knoop vanuit de huidige oplossing te vervangen door een niet
opgenomen knoop met een hogere beloning. Ten derde wordt een swap move ge-
bruikt die de positie van twee opgenomen knopen probeert uit te wisselen met als
doel de reistijd te verkorten.
De combinatie van tijdstipafhankelijke en stochastische reistijden in samen-
spraak met de tijdsvensters zorgt voor zeer gecompliceerde berekeningen van de
vertrek- en aankomsttijden. Daarom worden de drie belangrijkste berekenings-
moeilijkheden en de manier waarop ze opgelost worden door een benaderingsal-
goritme beschreven in dit proefstuk. Dit benaderingsalgoritme wordt ook gebruikt
om een stochastische swap local search move, een insert en een replace move te
ontwikkelen.
Resultaten
Het algoritme voor het TD-OP behaalt met korte berekeningstijden goede resulta-
ten op de gegeneerde testproblemen met 20 tot 100 knopen. De optimale oplossing
wordt gevonden voor 40% van de testproblemen. Verder wijst een sensitiviteits-
analyse uit dat het algoritme robuust is voor wijzigingen van de inputparameters.
Gemiddeld wordt een afwijking van 1,4% met de optimale oplossing behaald, met
een rekentijd van 0,5 seconden per testprobleem.
Voor de uitbreiding van het probleem met tijdsvensters behaalt het aangepaste
algoritme gemiddeld een afwijking van 0,2% met de optimale oplossing in een
gemiddelde rekentijd van 0,4 seconden voor testproblemen die 20 tot 100 knopen
bevatten. Een vergelijking tussen het ACS en een eerder voorgestelde oplossings-
methode toont aan dat de performantie van de eerdere oplossingsmethode 6,2%
lager ligt. Wanneer de optimale OPTW oplossing uitgevoerd wordt in een tijdstip-
afhankelijke omgeving, dan zijn gemiddeld de oplossingen tenminste 11,4% slech-
ter dan oplossingen gegenereerd door het ACS. De gemiddelde TD-OPTW oplos-
sing verschilt qua structuur 35,6% van de optimale OPTW oplossing.
Voor het TD-OPSWTW behaalt het SACS oplossingen, die 23,8% beter zijn
dan de optimale OPTW oplossing, uitgevoerd in een tijdstipafhankelijke en sto-
chastische omgeving. Het SACS wordt vergeleken met oplossingen die gegene-
reerd werden door het ACS (ontwikkeld voor het TD-OPTW) te gebruiken. Als
invoerwaarde voor de reistijd van elke boog worden verschillende percentielen
van de reistijd distributie uitgeprobeerd. Het SACS presteert echter steeds beter
ongeacht het gekozen percentiel voor het ACS. Wanneer het zekerheidsequivalent
opgelost wordt door het ACS voor TD-OPTW dan scoort het SACS gemiddeld
1,3% beter. Beide oplossingen verschillen qua structuur echter gemiddeld 28,3%
van elkaar. Het zekerheidsequivalent bestaat erin het TD-OPSWTW te reduceren
tot een TD-OPTW door telkens de gemiddelde waarde te nemen als waarde voor
de reistijd op elke boog. Een verrassend praktisch inzicht dat verworven is, is dat
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wanneer er een kans is om te laat te komen bij een knoop, dit zowel kan leiden tot
een toename als tot een afname van de standaardafwijking van de vertrektijd van
die knoop. Ter vergelijking, bij een bezoek aan een knoop dat met 100% zeker-
heid binnen het tijdsvenster valt, is de standaardafwijking van de vertrektijd gelijk
aan die van de aankomsttijd. Bovendien veroorzaakt een kans op wachten aan een
knoop altijd een daling van de standaardafwijking. De impact op de standaardaf-
wijking bij een kans op een te late aankomst hangt onder andere af van de ratio van
de standaardafwijking van de aankomsttijd en de grootte van de servicetijd. In het
algemeen is in het begin van de route de servicetijd nog vrij hoog in vergelijking
met de standaardafwijking van de aankomsttijd. Deze laatste bedraagt namelijk
nul aan het begin van de route en verhoogt naarmate men het einde van de oplos-
sing bereikt. Daarom zal een kans op een late aankomst bij een knoop in het begin
van de route de standaardafwijking van de vertrektijd verhogen, terwijl een moge-
lijk te laat bezoek aan een knoop op het einde van de route de standaardafwijking
van de vertrektijd zal doen dalen.
Praktische toepassing
Naast het oplossen van theoretische problemen zijn de verworven inzichten en op-
lossingsconcepten ook toegepast op een praktische gevalstudie. Bij deze case wor-
den routeplanningen opgesteld voor twee logistiek bedrijven. Om aan alle eisen
uit de praktijk te voldoen, zoals het gebruik van meerdere voertuigen, het inlas-
sen van een lunchpauze en capaciteitslimieten wordt de oplossingsmethode voor
het TD-OPTW drastisch aangepast omdat een oplossing nu anders gee¨valueerd en
aangepast wordt door de local search moves. Het voornaamste besluit uit deze
gevalstudie is dat het de moeite loont om tijdstipafhankelijke reistijden in acht te
nemen tijdens het optimalisatieproces. Het verder verhogen van de performan-
tie van de voorgestelde metaheuristiek en het beter formuleren van de doelfunctie
voor deze specifieke gevalstudie behoren tot de voornaamste uitdagingen voor de
toekomst.
Conclusie
Orienteering problemen met tijdstipafhankelijke en stochastische reistijden vor-
men complexe problemen die efficie¨nte oplossingsmethoden vereisen. Deze me-
thoden moeten namelijk in staat zijn om tijdrovende evaluaties van oplossingen
zoveel mogelijk te omzeilen nadat kleine aanpassingen aan een oplossing werden
aangebracht. Deze problemen kunnen worden toegepast op rittenplanningsproble-
men die te maken hebben met files. Want op een realistisch wegennetwerk zijn de
reistijden afhankelijk van het vertrektijdstip. Daarenboven zorgen tal van factoren
er ook voor dat men nooit zeker is van het aankomsttijdstip op de bestemming. In
dit proefstuk worden oplossingsmethoden voorgesteld die in staat zijn deze pro-
blemen op een efficie¨nte manier op te lossen. Deze oplossingsmethoden worden
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uitvoerig getest op realistische test problemen en e´e´n van hen wordt ook toegepast
op een realistische gevalstudie in de logistieke sector.
English summary
Problem setting
Within the domain of operations research, vehicle routing problems (VRP) focus
on determining an optimal route to visit all customers using a fleet of vehicles, each
constrained by a load capacity or a travel time. Managing such a fleet of vehicles
is a challenging but a crucial task for companies distributing goods to customers.
They need to determine the best order to visit the customers and how to assign
the customers to the available vehicles. Moreover, they have to take into account
congestion issues: the travel time between two customers will vary significantly
during the day. This means that the drivers of the vehicles should try to avoid the
busiest areas and roads during rush hour.
The orienteering problem (OP) differs from this classic VRP as not all cus-
tomers can be visited due to a limited time budget, instead a selection of the most
profitable ones needs to be made. The OP and its variants have recently received
a lot of attention in the literature. A recent trend is the incorporation of time-
dependent travel times. Such problems are more realistic, because they account
for travel time variability, which is overwhelmingly present in real life. However,
the number of publications about the time-dependent orienteering problem (TD-
OP) but also the time-dependent VRP (TD-VRP) is tiny compared to the number
of scientific publications about other extensions of both the OP and the VRP. This
lack of research interest is unfortunate, since congestion and thus time-dependent
travel times cannot be ignored in a lot of practical applications. The main aim
of this dissertation is therefore to develop efficient solution methods to deal with
various types of time-dependent orienteering problems within a short computation
time.
Problems descriptions
The orienteering problem (OP) is defined on a graph in which the vertices repre-
sent customers where a reward can be collected. An arc in the graph represents
a connection between two vertices and has a certain travel time. The goal of the
OP is to determine which subset of vertices to visit and in which order so that the
total collected reward is maximized and a given maximum total travel time is not
exceeded. In addition to this, a feasible OP solution should start and end at a pre-
determined vertex. The OP can be extended with a time window and a service time
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attached to each vertex. The service time represents the time necessary to serve a
vertex and the time window stands for the opening and closing time of a vertex.
Congestion is modelled by making various assumptions about the travel time
required to traverse an arc. If the travel time is a fixed value it is defined as being
deterministic. If this travel time is not a fixed value but the value is subject to
variations, the travel time is said to be stochastic. On the other hand, a distinction
has to be made between time-independent and time-dependent travel times. If the
time to traverse an arc is not dependent on the hour of the day, it is considered
to be time-independent and can be represented as a single value. When the travel
time is different on different moments of the day, the travel time is said to be
time-dependent. The orienteering problem with time-dependent and deterministic
travel time information is called the time-dependent orienteering problem (TD-
OP). Recall that in this case, the travel time on an arc depends on the hour of
the day the arc is taken. Therefore, it can no longer be seen as a single value
but as a function of values dependent on the departure time. The TD-OP and its
extension with time-windows (TD-OPTW) will be discussed in this dissertation.
The variant of the orienteering problem where the travel time is both stochastic and
time-dependent is called the time-dependent orienteering problem with stochastic
weights (TD-OPSW). Its extension with time windows, called the time-dependent
orienteering problem with stochastic weights and time windows or TD-OPSWTW,
will also be discussed in this dissertation. A travel time at a certain hour of the day
is now represented by a probability distribution instead of by a single value. So
the travel time is represented by different probability distributions depending on
the departure time.
Moreover, realistic time-dependent test instances for TD-OP with known opti-
mal solutions are developed, based on the original time-independent OP instances
in combination with a well performing speed model for the TD-VRP. For the TD-
OPTW and the TD-OPSWTW a set of realistic problem instances was developed,
based on the road network of the Benelux (Belgium, The Netherlands and Lux-
embourg) which contains 425,479 vertices and 519,915 arcs. The historical travel
time dataset, consisting of accurately recorded travel time observations every 15
minutes for a representative Tuesday, is used to calculate the travel time function
and travel time distributions for each arc.
Solution approach
Since high-quality solutions are required and the computation time should be lim-
ited to only a few seconds for instances of realistic size, the literature on vehicle
routing suggests the implementation of a metaheuristic. These solution methods
try to find better solutions combining efficient local search moves with diversi-
fication mechanisms. Local search moves try to improve an existing solution by
making small changes to the current solution. The main contribution of this dis-
sertation, apart from a mathematical formulation for the three proposed problems
(TD-OP, TD-OPTW, TD-OPSWTW), are several fast local search based meta-
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heuristics inspired by an ant colony system (ACS).
The ACS is based on the behaviour of a foraging ant colony, using ethereal
pheromone trails to mark travelled arcs. The ACS starts by sequentially creating
a number of initial solutions. The construction process starts from the first vertex
and in succession adds a new vertex to the solution based on greedy information
and pheromone trails of the arcs leading to that vertex. The greedy information is
based on a ratio which consists of the reward of a vertex and the distance towards
a vertex. After the creation of a complete solution, the included arcs are made less
attractive for subsequent construction procedures, in order to increase diversifica-
tion. This is done by depreciating the pheromone values with an evaporation rate
factor (local pheromone update). Once all solutions of one iteration are created,
they are improved, using a different set of local search moves for each problem.
The solution with the highest total reward of this iteration is stored. Finally, the
arcs that are used in this solution are made more attractive to be used in the solution
construction procedure of succeeding iterations, by increasing their corresponding
pheromone value. These steps are repeated during a specified number of iterations
and the best solution over all iterations is stored. To prevent that only a couple of
arcs dominate this solution construction procedure, the pheromone values are reset
during a global pheromone update when no improvement can be found during a
certain number of iterations.
For the TD-OP, the set of local search moves consists of a modified 2-opt
move and a time-dependent insert move. The modified 2-opt move first prese-
lects interesting arcs based on the gain in distance. The most interesting arc pair
is then evaluated based on real travel times. If the new solution is feasible, it is
accepted. The insert move is sped up by a local evaluation metric. This local
evaluation metric prevents a full and time-consuming evaluation of a solution after
every modification attempt and enables an efficient checking and updating mech-
anism. Therefore, we store for every vertex in the current solution the maximum
amount of time that a visit to it can be postponed before the solution becomes in-
feasible. For the TD-OPTW, three time-dependent local search moves have been
implemented. Firstly, the insert move and local evaluation metric were adapted
to account for time windows. Secondly, a time-dependent replace move tries to
replace a vertex from the current solution with a non included vertex with a higher
reward. Thirdly, a swap local search move tries to exchange two solution member
vertices in order to save travel time. For the TD-OPSWTW, the combination of
time-dependency, time windows and stochastic travel time severely complicates
the calculation of the departure and arrival time distributions. Therefore, three
prominent complications were defined in this dissertation and the way they were
dealt with by the proposed estimation algorithm is explained and might also be
useful for other vehicle routing problems with time windows and time-dependent
stochastic travel times. In addition to this stochastic ant colony system (SACS),
three stochastic local search moves are used, namely a stochastic swap local search
move and a stochastic insert and a replace local search move.
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Results
The proposed algorithm for the TD-OP obtains high-quality results on the devel-
oped instances requiring very small computation times, even for instances with
around 100 vertices. An average run obtains solutions with a reward gap with the
optimal solution of only 1.4% using 0.5 seconds of computation time. For 44%
of the test instances, the known optimal solution is found. A sensitivity analy-
sis demonstrates that the performance of the algorithm is not sensitive to small
changes in the parameter settings.
The TD-OPTW algorithm obtains very good results on the benchmark in-
stances, requiring small computation times due to the combination of a well per-
forming metaheuristic framework and the interaction effect between three efficient
local search moves, tailored towards the problem characteristics. The average re-
ward gap with the known optimal solution on these test instances is only 0.2%
with an average computation time of 0.4 seconds. A comparison between the ACS
and a state-of-the-art technique showed that the performance of this state-of-the-
art technique is 6.2% worse. Finally, the optimal OPTW solutions, ignoring the
time-dependency of the arcs in the TD-OPTW, perform on average at least 11.4%
worse than the proposed ACS solutions. A TD-OPTW solution differs on average
35.6% from an optimal OPTW solution sequence.
Concerning the TD-OPSWTW, promising results were obtained in a reason-
able amount of computation time. A first comparison is made by comparing the
results of the SACS with optimal solutions for the regular OP with time windows,
found using an exact solution method, that are evaluated in a stochastic environ-
ment. The solutions proposed by the SACS are on average 23.8% better than exe-
cuting the optimal solution sequence in a time-dependent stochastic environment.
Secondly, the solutions generated by the ACS for TD-OPTW, using different per-
centiles of the travel time distribution as input, were also evaluated in a stochastic
environment and compared to the solutions of the SACS. The SACS performs bet-
ter than the ACS, independent of the used travel time percentile, as it takes into
account the stochastic nature of this problem. However, the SACS also requires a
greater computation time. Thirdly, when solving the certainty equivalence prob-
lem using the ACS method for the TD-OPTW, the SACS improves solutions by
1.3% on average. When solving the certainty equivalence problem the mean of
the stochastic travel time is taken as travel time estimate. The fourth observation is
the solution sequence being on average 28.3% different, compared to the proposed
solution by the state-of-the-art algorithm. Subsequently, a surprising practical in-
sight is that a probable late arrival at a vertex can either increase or decrease the
standard deviation of the departure time. When it is 100% certain that a vertex is
visited on time, its standard deviation of the departure time is equal to the standard
deviation of its arrival time. The probability of arriving early at a vertex decreases
the standard deviation of the departure time. The effect of a probable late arrival
depends among other things on the ratio of the standard deviation of the arrival
time and the length of the service time. In general, at the beginning of the solu-
tion sequence the service time is likely to be higher than the standard deviation
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of the arrival time as the service time comprises usually several minutes while the
standard deviation of the arrival time is equal to zero at that point. However, the
standard deviation of the arrival time tends to increase towards the end of the so-
lution sequence. In short, a probability of a late arrival in the beginning of the
solution sequence increases the standard deviation of the arrival time whereas a
probable late arrival at the end of the solution sequence might decrease the stan-
dard deviation of the arrival time. The combination of these results should motivate
vehicle trip planners to consider the time-dependent and stochastic nature of the
travel times in the future.
Practical application
Apart from the theoretical problem instances, the acquired insights and solution
concepts are also applied on a practical case. In this application, the data from
two logistics companies, is used to design vehicle routing planning schedules re-
spectively in Belgium and The Netherlands. Additional practical requirements are
modelled such as different time windows per day, the use of multiple vehicles,
a lunch break and capacity limitations. The solution method for TD-OPTW was
adapted as some of these requirements drastically change the way a solution can
be evaluated and altered by the local search moves. From this real-life application,
we conclude that it pays off to take time-dependency into account during the opti-
mization process. Increasing the performance of the algorithm and considering a
multi-objective between route related costs and time-dependent travel times offers
the main avenue for further research.
Conclusion
Orienteering problems with time-dependent and stochastic travel times are com-
plex problems that require efficient solution methods to avoid a time consuming
evaluation when a small change is made to a solution. These problems can be
applied to vehicle routing applications that suffer from congestion. As in a realis-
tic road network the travel time is dependent on the hour of the day due to traffic
congestion. On top of that, many factors cause that one can never be sure when to
arrive precisely at the destination. In this dissertation, several solution methods are
presented that are able to solve these kind of problems in an efficient way. The so-
lution methods are tested on realistic test problems and one of them is also applied
to a real life logistic case study.

1
Introduction
Operations research (OR) is a discipline that deals with the application of ad-
vanced analytical methods to help make better decisions. OR employs techniques
from other mathematical sciences, such as mathematical modelling, statistical anal-
ysis, and mathematical optimization to provide a solution to complex decision-
making problems. Therefore, OR overlaps with other disciplines such as industrial
engineering and operations management. It is often concerned with determining a
maximum (profit, performance) or minimum (cost, risk). These types of problems
are called respectively maximisation problems or minimisation problems. OR
encompasses a wide range of problem-solving techniques and methods applied
in the pursuit of improved decision-making and efficiency, such as simulation,
mathematical optimization, queuing theory, Markov decision processes, economic
methods, data analysis, statistics, neural networks, expert systems and decision
analysis. Operations researchers faced with a new problem must determine which
of these techniques are most appropriate given the nature of the system, the goals
for improvement and constraints on time and computing power.
Most OR studies involve the construction of a mathematical model. Such a
model is a collection of logical and mathematical relationships that represents as-
pects of the situation under study. Models describe important relationships be-
tween variables, include an objective function with which alternative solutions are
evaluated and constraints that restrict solutions to feasible values. When an OR
problem is mathematically modelled, it results in an optimization problem which
looks for the best solution to any given instance of the problem. An instance of
a optimization problem is the concrete particular input to the problem while the
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problem itself refers to the abstract question to be solved [69].
After the modelling step, an appropriate solution method should be chosen
to solve the optimization problem efficiently. Generally, there are two main cat-
egories of solution methods to solve combinatorial optimization problems: ex-
act methods and (meta)heuristics. Exact methods guarantee an optimal solution.
However, in practice, when the problem size expands, it is often not possible to
obtain the optimal solution within an acceptable calculation time or memory re-
quirements. Many combinatorial optimization problems are also NP-hard, which
means that there is no solution method available to find an optimal solution to
the problem in polynomial time. An algorithm is said to be polynomial in time
if its running time is bounded by a polynomial expression (expression consisting
of variables and coefficients, that involves only the operations of addition, sub-
traction, multiplication, and non-negative integer exponents) in the size of the in-
stance. To solve these problems efficiently, different heuristics and metaheuristics
have been used to search for the (sub-)optimal solution.
Heuristics and metaheuristics are search methods designed based on human’s
intuitive and creative thinking, and aim at finding good solutions quickly in a re-
stricted area of the solution space. Metaheuristics are higher level heuristics that
control the whole process of search, so that global optimal solutions can be ob-
tained more efficiently. They are iterative procedures that apart from other pro-
cedures use local search moves to improve a current best solution. This means
that a small change is made to the solution in order to improve the objective func-
tion. Although metaheuristics cannot always guarantee to obtain the true global
optimal solution, they can provide very good results for many practical problems.
Usually, metaheuristics can enhance the computing power of a computer system
greatly without increasing the hardware cost. So far, many metaheuristics have
been proposed in the literature. One possible classification of metaheuristics uses
two categories. The first one is single-point-single-path search, and the second
one is multi-points-multi-paths search. Examples of the former are tabu search,
simulated annealing, iterated local search, etc. Common examples for the latter
are evolutionary algorithms (including genetic algorithms, genetic programming,
evolutionary strategy, memetic algorithm), ant colony systems, etc.
In Section 1.1 the motivation of this dissertation will be discussed. Subse-
quently, the main problem that will be researched, the orienteering problem, will
be introduced in Section 1.2. Finally, the outline of this dissertation will be ex-
plained in Section 1.3.
1.1 Motivation and problem statement
Within the domain of operations research, vehicle routing problems (VRP) focus
on determining an optimal route to visit customers using a fleet of vehicles, each
1.2 THE ORIENTEERING PROBLEM 1-3
constrained by load capacity or travel time. Managing a fleet of vehicles is a
challenging but a crucial task for companies distributing goods to customers. They
need to determine how to assign the customers to the available vehicles and the best
order to visit these customers.
In the classic VRP the travel time between two customers is assumed to be a
constant value such as a distance metric or an average travel time estimate. How-
ever, this is not realistic, since travel times may vary exogenously due to traffic
congestion, weather conditions, moving targets or mobile obstacles, or endoge-
nously whenever the planner can set the vehicles speeds (in order to trade-off
between fuel consumption and travel time). Subsequently, drivers should try to
avoid for example congested roads as much as possible. In general, taking time-
dependency into account, which means that the travel time between two customers
depends on the departure time at the first customer, leads to a more realistic vehicle
trip planning process. In a real-life environment the travel times on an individual
arc are stochastic in nature. Due to weather conditions, car accidents and traf-
fic congestion, among others, time and spatial fluctuations of traffic flows can be
observed. The planned arrival times are therefore uncertain.
The impact of congestion on the road network differs from country to country.
According to INRIX, people living in Belgium (Europe), waste on average 50.9
hours per year [68]. They also rank Belgium as the most congested country in
the world. A lot of other European countries such as the United kingdom, the
Netherlands, Italy, Switzerland, France, Germany, Luxembourg and Austria are
also in the top 10 of most congested countries in the world [68]. According to a
somewhat older source, the congestion in Belgium implies a cost of 114 million
Euro for the society [127]. The impact of congestion on the vehicle planning
process should therefore not be underestimated and therefore forms an important
factor when planning vehicle trips.
The problem of optimizing the schedule for a fleet of vehicles given time-
dependent travel times is modelled by time-dependent vehicle routing problems
(TD-VRP). When it is not obligatory to visit all customers but when a customer is
visited a specific reward is obtained, the goal of the distribution company changes
to selecting a subset of customers in order to maximise the collected reward given
a maximum allowed travel time. This problem is called the orienteering problem
(OP). This dissertation focuses on solving different variants of time-dependent
extensions to the orienteering problem.
1.2 The orienteering problem
The orienteering problem (OP) is defined on a graph in which the vertices repre-
sent geographical locations where a reward can be collected. An arc in the graph
represents a connection between two vertices and has a certain travel time. The
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goal of the OP is to determine which subset of vertices to visit and in which order,
so that the total collected reward is maximized and a given maximum total travel
time is not exceeded. In addition to this, a feasible OP solution should start and
end at a predetermined vertex. The OP integrates the knapsack problem and the
travelling salesperson problem (TSP). In contrast to the TSP, not all vertices can
be visited in an OP due to the limited travel time. However, determining the short-
est route for visiting the selected vertices might decrease the total travel time and
helps to visit extra vertices. Golden et al. [61] proved that the OP is NP-hard and
thus no polynomial algorithm is known to find its optimal solution. The OP and
its variants have recently received a lot of attention [44, 145].
In the remaining of this section, the applications of the OP are discussed as
well as the classification of different OP variants based on the type of travel time.
Finally, in the last part of this section, other classifiers based on other properties or
extensions of the OP are mentioned.
1.2.1 Applications
The OP has many interesting applications in military surveillance, tourism and
logistics. The military application of the OP considers unmanned aerial vehicle
(UAV) mission planning to collect intelligence information about different loca-
tions in the area of operations [39, 40, 42, 101, 115, 155]. The aim of these mis-
sions is to acquire as much information as possible during the flight, while the
length of the flight is limited by the available fuel capacity of the UAV.
To model personalized tourist trips, each vertex is a point of interest and the
reward indicates the personal appreciation of the point of interest by the tourist.
In this application, a tourist wants to maximise the enjoyment by visiting several
different sightseeing locations, while the length of the tourist route is restricted
by the total time the tourist can spend on sightseeing. These problems are called
tourist trip design problems. Apart from our own research [152], this problem was
studied by [53, 56, 118, 124, 126, 148–150, 155]. Gavalas et al. [54] present the
most recent survey on algorithmic approaches for this class of problems.
When applied in logistic planning tools, which is also the main focus in this
dissertation, a vertex represents a customer and the reward reflects the profit mar-
gin when the customer is served. The aim is to select the combination of customers
and sequence that maximizes the total reward [61, 70, 142].
Other applications of the OP include determining which suppliers to audit to
maximize recovered claims [67], the planning of scouting tours to different high
schools to scout sport players [13, 20] and pharmaceutical representatives who
visit doctors to build brand awareness [158]. Most of these applications are cov-
ered more in detail in the survey paper on the OP by Vansteenwegen et al. [145].
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1.2.2 Classification by travel time
Routing problems in general and orienteering problems in particular may be clas-
sified with respect to a number of criteria. In this dissertation, we have chosen
to make a first classification between time-independent and time-dependent travel
time information. A second major classification is performed with respect to the
quality of the travel time information (certain or uncertain). Other important clas-
sifiers are discussed in detail in Section 1.2.3 but might be:
• is a single route (OP) or are multiple routes (team orienteering problem and
VRP) required?
• are customers associated to vertices (OP), arcs (arc orienteering problem) or
both (mixed orienteering problem)?
• information evolution: is all input known beforehand (static problems) or
does the input change over time? (dynamic problems)
• is the schedule completely constructed before its execution (offline schedul-
ing) or is the schedule constructed based on real time events (online schedul-
ing).
In this dissertation only static problems where the customers are associated to the
vertices are discussed. The goal is to provide algorithms to the orienteering prob-
lem for offline scheduling that take historic congestion patterns into account. How-
ever, we developed algorithms that require low computational effort so they can
also be used to assist online scheduling and dynamic versions of the orienteering
problem.
Given the limited capacity of a road network, traffic congestion has become a
daily phenomenon. As people are travelling, digital connected devices can send
and receive traffic information on the road. While this allows users to optimize
their journey by avoiding congestion they are alerted to, it also improves the qual-
ity of the traffic information as the data supplied by the users can be fed back into
the system to estimate the traffic state. This source of data is called floating car
data and makes it possible together with other data sources such as automatic vehi-
cle identification and inductive loop detectors to obtain very accurate estimations
of the travel time on a particular arc on the road network [95, 110, 157, 160]. Con-
gestion causes late arrivals at customers and additional hiring costs for hiring the
truck drivers. Therefore, accounting for and avoiding traffic congestion is possible
as the required information is easily available and at the same time has a large
potential for cost savings [78].
In general, congestion causes two undesirable effects to the transportation
users: on the one hand it causes an increase of expected travel time due to a re-
duction of the mean speed and queuing, and on the other hand it increases the
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variability of travel times. Therefore, congestion is modelled by making various
assumptions about the travel time required to traverse an arc. If the travel time is
a fixed value, it is defined as being deterministic. If this travel time is not a fixed
value but the value is subject to variations, the travel time is said to be stochastic.
On the other hand, a distinction has to be made between time-independent and
time-dependent travel times. If the time to traverse an arc is not dependent on the
hour of the day, it is considered to be time-independent and can be represented as
a single value. When the travel time is different on different moments of the day,
the travel time is said to be time-dependent. Therefore, in a realistic road network,
travel times are both time-dependent and stochastic. Due to possible traffic jams,
the travel time in a road network is dependent on the hour of the day. Moreover,
many factors (weather conditions, congestion, accidents, etc.) cause that one can
never be sure when to arrive precisely at the destination.
Congestion itself is typically a local matter, it can be observed and confined
within certain parts of the network and affects a limited number of arcs. However,
the consequences of congestion can propagate through a much larger part of the
network. Local arc travel time variation is experienced by various road network
users travelling on different routes, whose reactions causes changes in the traffic
patterns elsewhere. For that, even if congestion effects are observable and quan-
tifiable at the arc level, it is important to extrapolate their effects onto the route
level. This concept is more thoroughly discussed by Boyce et al. [18]. Since the
decisions of road users rely on accurate and reliable travel time estimation and pre-
diction, knowing the variability of travel time might be as important as knowing
its expected value.
Research on travel time variability and route choice models for point-to-point
navigation already exists and therefore we refer to Corthout et al. [28] for more
information. However, the mainstream vehicle routing research incorporates as
travel time estimation, the mean route travel time or some measures of travel time
reliability (i.e. 10th and 90th percentiles). As a consequence, route travel time
variability is rarely considered in vehicle routing applications. The research de-
scribed in this dissertation aims to show that, given the growing availability and
detail of travel time measurements, it is also possible and worthwhile to estimate
route travel time distributions and link it directly to the likelihood of collecting a
reward or penalty at the customer. In short, including time-dependent and stochas-
tic information in the model can improve the objective value of the generated so-
lutions.
Based on the two already mentioned travel time classifiers, four different vari-
ants of the orienteering problem can be devised and they are listed in Table 1.1. In
the classic OP, the travel time is considered deterministic and time-independent.
This means that in the problem formulation the travel time is represented as a sin-
gle constant value. Secondly, travel time information can have an amount of uncer-
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Table 1.1: Overview on orienteering problems with different travel time properties
time-independent time-dependent
deterministic OP TD-OP
stochastic OPSW TD-OPSW
tainty attached to it but still be independent of the departure time. The orienteering
problem with stochastic travel time information is called the orienteering prob-
lem with stochastic weights (OPSW). The travel time in this case is represented
by a single probability distribution. Thirdly, the orienteering problem with time-
dependent and deterministic travel time information is called the time-dependent
orienteering problem (TD-OP). Recall that in this case, the travel time on an arc
depends on the hour of the day the arc is taken. Therefore, it can no longer be
seen as a single value but as a function of the departure time. The time-dependent
problem formulation allows to model congestion related issues in routing prob-
lems and multi-modal applications for logistics or tourist trip planners. The TD-
OP and its extension with time-windows (TD-OPTW) will be discussed in this
dissertation. In the fourth variant of the orienteering problem, the travel time is
both stochastic and time-dependent. Instead of by a single value, a travel time
at a certain hour of the day is now represented by a probability distribution. So
the travel time is represented by different probability distributions, each depen-
dent on the departure time. This leads to the time-dependent orienteering problem
with stochastic weights (TD-OPSW). Its extension with time windows, called the
time-dependent orienteering problem with stochastic weights and time windows
(TD-OPSWTW), will also be discussed in this dissertation.
1.2.3 Other classifiers
The most popular extension of the orienteering problem is the addition of time
windows. In this case, each vertex has a time window (opening time and closing
time) and a service time. The addition of time windows to the time-dependent
orienteering problem makes the problem more realistic since both tourist attrac-
tions and customers also have opening hours in real-life situations. It is therefore
an obvious step in the direction of modelling and solving realistic routing prob-
lems [2]. On the other hand, by incorporating time windows, waiting times might
occur when vehicles arrive at a customer before it opens. This also might post-
pone the departure time, which directly affects the travel time in a time-dependent
problem context. In order to develop efficient solution methods, it is necessary
to take time windows explicitly into account. For example, departing earlier at a
vertex to avoid congestion, might turn out to be less useful if you can not serve
the subsequent vertex at the scheduled arrival time because of the opening time
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of the time window. This makes the problem significantly more difficult than the
regular time-dependent orienteering problem. When the travel times are assumed
to be stochastic, waiting and arriving late at vertices also has an influence on the
variability of departure times and therefore also on the variability of the total time
of the route. The addition of time windows to the time-dependent orienteering
problem results in the time-dependent orienteering problem with time windows
(TD-OPTW). The addition of time windows to the time-dependent orienteering
problem with stochastic weights is called the time-dependent orienteering prob-
lem with stochastic weights and time windows (TD-OPSWTW).
Additional constraints such as split deliveries, the inclusion of a break, addi-
tional vehicles (team orienteering problem), limited vehicle capacities (capacitated
orienteering problem) will also be added to the basic problem formulation when
a practical application is considered in Chapter 6. When multiple additional con-
straints are added to the orienteering problem, these problems are called multi-
constrained orienteering problems.
Apart from different kind of travel times and the addition of constraints, the
way the reward is collected can also be modelled in multiple ways. In the reg-
ular OP a reward is obtained when servicing a vertex but in the arc orienteering
problem the reward is no longer attached to a vertex but to an arc between two
vertices. The orienteering problem were a reward can be collected on the vertex as
well as on the arc is called the mixed orienteering problem but has to the best of
our knowledge not been researched yet.
A last classification is made when considering the either deterministic or stochas-
tic nature of various parameters. Three different types of stochastic orienteering
problems exist: orienteering problems with stochastic weights or travel times (dis-
cussed in Section 1.2.2), orienteering problems with stochastic rewards and orienteering
problems with both stochastic rewards and weights, also called stochastic scouting
problems.
References to these problems will be presented in the literature survey in Chap-
ter 2.
1.3 Objective and outline
The incorporation of time-dependent (stochastic) travel times into vehicle routing
problems makes them more realistic, because they account for travel time vari-
ability and congestion which are almost always present in real life. Moreover, the
travel time data required to solve these problems can relatively easy and accurately
be acquired given recent data collection techniques such as floating car data. Al-
though the number of academic publications about the time-dependent (stochastic)
VRP in general and the time-dependent (stochastic) OP in particular is increasing,
it remains small compared to the number of publications on the classical VRP, OP
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and their extensions. This lack of research interest is unfortunate, since congestion
and thus time-dependent (stochastic) travel times cannot be ignored in practical
applications. Only very recently a survey paper about time-dependent vehicle rout-
ing problems is presented by Gendreau et al. [58]. However, using state-of-the-art
algorithms originally developed for the time-dependent vehicle routing problem,
which do not consider the rewards of the customers, returned mixed results when
used as a solution method for the TD-OP.
The overall objective of this dissertation is to develop appropriate metaheuris-
tic solution methods to solve time-dependent (stochastic) variants of the orienteering
problem within a short amount of computation time.
In order to achieve this goal the following objectives are considered:
1. Review the literature concerning vehicle routing problems with time-dependent
(stochastic) travel times.
Exact algorithms are time-consuming and most research is therefore focused
on heuristic approaches.
2. Define and mathematically model the TD-OP, TD-OPTW and TD-OPSWTW.
The problems are formulated as discrete optimization problems and for the
non-stochastic problems a mixed integer problem formulation is provided.
3. Create proper benchmark instances that allow for a realistic way of mod-
elling congestion.
Since time-dependent orienteering problems received very little attention in
the literature, no benchmark instances exist for time-dependent orienteering
problems. Therefore new instances are created and made publicly available.
4. Design and implement efficient pre-processing methods and metaheuristic
solution algorithms to solve the time-dependent (stochastic) variants of the
orienteering problem.
The literature concerning time-dependent (stochastic) vehicle routing prob-
lems is investigated in order to design efficient solution methods. After-
wards, this method is adapted to handle different TD-OP variants but might
also be useful for other time-dependent vehicle routing problems.
5. Evaluate the solution methods on the created benchmark instances.
The implemented solution methods are applied to the benchmark instances
to analyse and compare the results with optimal solutions and/or results of
state-of-the-art solution methods.
6. Apply the developed solution methods to real logistic use cases.
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The solution methods are adapted to solve realistic problems, larger in size
and requiring additional constraints.
To address these issues, this dissertation is structured as follows.
• In Chapter 2, A literature survey concerning vehicle routing problems with
time-dependent travel times is presented.
• In Chapter 3, the TD-OP, TD-OPTW and the TD-OPSWTW are mathemat-
ically defined.
• In the first part of Chapter 4, a solution method for the TD-OP is discussed
and tested on modified OP instances. However, these instances were based
on a simplistic speed-model adopted from the TD-VRP literature. This al-
gorithm is tested on modified OP instances that consist out of a complete
graph where all arcs between vertices needed to be assigned to a road cat-
egory which defined their travel time profile. In the second part of Chapter
4, this TD-OP solution method is extended to incorporate time windows
(TD-OPTW) and additional local search moves are added. More impor-
tantly, realistic problem instances that originate from a large road network
with available travel time profile measurements are solved effectively and
efficiently by this metaheuristic solution method.
• In Chapter 5, the same logic is followed for the orienteering problem with
time-dependent and stochastic travel times and time windows (TD-OPSWTW).
However, the focus in this chapter lies not on the development of a new
metaheuristic solution method but on an estimation algorithm that allows
a previously developed metaheuristic to handle time-dependent stochastic
travel times. The solution method is proposed and numerous experiments
to validate the performance and practical relevance of the algorithm are pre-
sented.
• In Chapter 6, the results on a practical use case are presented using an
adapted version of the proposed solution method from Chapter 4.
• Chapter 7 discusses the conclusions of this research as well as the possible
future research in line with this dissertation.
2
Literature survey
The name of the orienteering problem derives from the sport game of orienteering
[24, 142]. In this game, individual competitors start at a specified control point and
try to maximize their reward by visiting checkpoints and returning to the control
point within a given time frame. Each checkpoint has a known reward and the
objective is to maximize the total collected reward. The OP is also known as the
selective travelling salesperson problem [59, 85, 139], the maximum collection
problem [20, 73] and the bank robber problem [11]. Since the OP is NP-hard [61],
exact algorithms are time-consuming and most research is therefore focused on
heuristic approaches such as the ones found in [24, 60, 61, 111, 126, 142].
Well-known extensions to the OP are the team orienteering problem (TOP) and
the orienteering problem with time windows (OPTW). The first extension allows
to plan trips for multiple days or to make use of multiple vehicles. In the second
extension, a time period is defined for each vertex in which it can be visited. The
team orienteering problem with time windows (TOPTW) combines both exten-
sions. A recent survey on the OP and its extensions was written by Vansteenwegen
et al. [145]. In this survey paper a mathematical formulation, benchmark instances
and the results of various solution methods on these instances are presented for
the OP, OPTW, TOP and TOPTW. Subsequently, other orienteering variants are
briefly mentioned.
In the next subsections (2.1 and 2.2) the more recent additions to these four
problem classes concerning solution methods and results will be briefly discussed.
The orienteering problem variants where the travel time on the arcs is either time-
dependent and/or stochastic will be discussed more in detail in two separate sub-
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sections (2.3 and 2.4). Thirdly, in a separate subsection other variants on the
orienteering problem that are not related to the addition of time-dependent or
stochastic travel times are briefly presented (2.5). We decided not to focus on
these solution methods that much, since the addition of time-dependency requires
significantly different local search moves and diversification procedures as will
be explained later on. Fourthly, the modelling of time-dependent and stochastic
travel times for the VRP will also be reviewed in a final subsection (2.6). Finally,
the modelling of travel time distribution will also be discussed (2.7).
2.1 The orienteering problem (with time windows)
In the regular OP, a set of vertices Vc = 1, ..., v is given, each with a reward ri.
In the literature this reward is also often called a score or a profit. The first vertex
1 is the start depot and the last vertex v the end depot. The known travel time tij
is required to travel from vertex i to j. The goal is to find a single route with a
maximum reward, respecting the time budget tmax. Each vertex can be visited at
most once.
An example of an orienteering problem with 6 regular vertices and two depots
is shown in Figure 2.1. In this example, tij is calculated using the euclidean dis-
tance between the vertices. Regular vertices are represented by circles and the start
and end vertex are visualised with a triangle with respectively 1 and v depicted on
the inside. The reward of each regular vertex is displayed inside the circle, its
service time is assumed to be equal to zero. Subsequently, a solution with a total
length equal to 4 and an objective function equal to 18 is visualised by following
the arrows from the start vertex to the end vertex. In this dissertation solution con-
cepts will be explained using small examples. In these examples we will make
abstraction of the geographical position of the vertices and a solution to the OP
and its extensions will be graphically presented as shown at the bottom of Figure
2.1.
The orienteering problem can also be modelled as a mixed integer problem
formulation (MIP) using the binary decision variable xi,j which equals 1, only if
a visit to vertex j happens immediately after visiting vertex i, and 0, otherwise.
Secondly, the decision variable ui equals the order of vertex i in the route.
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Figure 2.1: An example of the OP with feasible solution
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Max
v−1∑
i=2
v∑
j=2
rixi,j (2.1a)
v∑
j=2
x1j =
v−1∑
i=1
xiv = 1 (2.1b)
v−1∑
i=1
xik =
v∑
j=2
xkj ≤ 1 ∀k = 2, ..., v − 1 (2.1c)
v−1∑
i=1
v∑
j=2
tijxij ≤ tmax (2.1d)
ui − uj + 1 ≤ (v − 1) ∗ (1− xij) ∀i, j = 2, ..., v (2.1e)
2 ≤ ui ≤ v ∀i = 2, ...v (2.1f)
xij ∈ (0, 1) ∀i, j = 1, ..., v (2.1g)
In this formulation proposed by Vansteenwegen et al. [145], the objective func-
tion (2.1a) maximizes the total collected reward. Constraints (2.1b) ensure that the
OP route starts in vertex 1 and ends in vertex v. the connectivity of the route is
guaranteed by constraints (2.1c). These constraints also make sure that each ver-
tex is visited at most once. Constraints (2.1d) impose the time budget on the route.
Equations (2.1e) and (2.1f) are the sub-tour elimination constraints originally for-
mulated for the TSP by Miller et al. [99].
Given the mathematical formulation of the OP, if each vertex i is also assigned
a time window [oi, ci], the problem is called the orienteering problem with time
windows (OPTW). This time window is defined such that a visit (of duration si) to
vertex i can only start during this time window (it must end at the latest at ci + si).
The OPTW can also be formulated as a MIP. The opening and closing time of the
start and end depot are in most cases set equal to 0 and tmax respectively. In this
case, the decision variable xij remains the same but wi is now used to model the
start of the service at vertex i. M represents a large constant.
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Max
v−1∑
i=2
v∑
j=2
rixij (2.2a)
v∑
j=2
x1j =
v−1∑
i=1
xiv = 1 (2.2b)
v−1∑
i=1
xik =
v∑
j=2
xkj ≤ 1 ∀k = 2, ..., v − 1 (2.2c)
(wi + tij + sj)− wj ≤M(1− xij) ∀i, j = 1, .., v (2.2d)
wv ≤ min(cv, tmax) (2.2e)
oi ≤ wi ∀i = 1, ..., v (2.2f)
wi ≤ ci ∀i = 1, ..., v (2.2g)
xij ∈ (0, 1) ∀i, j = 1, ..., v (2.2h)
Equations (2.2a), (2.2b) and (2.2c) are similar to equations (2.1a), (2.1b) and
(2.1c). Constraints (2.2d) guarantee the departure time connectivity of the route.
Constraint (2.2e) prohibits that the length of the route becomes longer than the time
budget and that the time window at the end vertex is respected. Finally, Constraints
(2.2f) and (2.2g) ensure that the service to each vertex starts in its corresponding
time window.
As mentioned in the survey paper of Vansteenwegen et al. [145], exact and
heuristic methods for the OP can be found in [24, 44, 60, 61, 92, 111, 118, 137,
142, 153]. Similarly, methods for the OPTW by Kantor and Rosenwein [70],
Montemanni and Gambardella [100] and Righini and Salani [112, 113, 114] were
also covered in this survey paper.
More recently, Sevkli and Sevilgen [120] propose a variable neighbourhood
search (VNS) method for the OP. Blum et al. [17] propose an approximation al-
gorithm for the OP and Kek et al. [75] discuss a polynomial time approximation
scheme for the OP. Nagarajan and Ravi [102] propose the first poly-logarithmic
approximation for the directed orienteering problem. The directed orienteering
problem is a variant where the goal is to visit a maximum number of vertices
(without taking different rewards into account). Chekuri et al. [25] propose sev-
eral approximations for the OP an OPTW. Thomas and Manni [140] developed a
variable neighbourhood metaheuristic that includes dynamic constraint penaliza-
tion for the OPTW. The time window constraint is relaxed and added as a penalty
to the objective function. By updating the penalty parameter high quality fea-
sible solutions are found by the algorithm. Karbowska-Chilinska and Zabielski
[72] propose a hybrid genetic algorithm with path relinking for the OPTW. Good
quality solutions using short computing times together with new best solutions for
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some test instances were obtained. Campos et al. [22] propose a heuristic method
based on the greedy randomized adaptive search procedure (GRASP) and path re-
linking methodologies for the OP that achieve high-quality solutions employing
short computing times on the benchmark instances. Duque et al. [37] develop an
exact method based on the pulse framework for the OPTW that outperforms the
state-of-the-art algorithm on the benchmark datasets achieving speed-ups of up to
266 times and is able to find optimal solutions to large-scale problems with up to
562 vertices in short computational times.
2.2 The team orienteering problem (with time win-
dows)
The following publications for the TOP are mentioned in the survey paper [145]:
[10, 23, 74, 123, 134, 146, 148]. Similarly, solution methods for the TOPTW
found in [100, 141, 147] were also discussed by Vansteenwegen et al. [145]. Since
the MIP formulations to these two problems will not be used in this dissertation,
we refer to the work of Vansteenwegen et al. [145] for a detailed description.
More recently, Kim et al. [77] proposed a large neighbourhood search method
for the TOP with three improvement algorithms: a local search improvement, a
shift and insertion improvement, and a replacement improvement. They were able
to find all but one of the best known solutions on the benchmark instances. Dang
et al. [31] propose a particle swarm optimization inspired algorithm for the TOP
that was also able to find all but one of the best known solutions on the benchmark
instances. Ai et al. [3] propose a particle swarm optimization for the TOP together
with a new solution representation and decoding method. Lin [93] develop an ef-
fective multi-start simulated annealing for the TOP and obtain competitive results
and improve the result on five benchmark instances.
Labadie et al. [84] propose a hybridized evolutionary local search algorithm for
the TOPTW which was able to improve several best known results on the available
benchmark instances. Lin and Yu [94] propose a simulated annealing approach for
TOPTW and obtain results that are competitive with other solution approaches.
Labadie et al. [83] propose a VNS for the TOPTW in which granular instead of
complete neighbourhoods are explored. Compared to other methods the method
proved to be effective and improved the results on 25 benchmark instances. Cura
[29] propose an artificial bee colony approach to solve the TOPTW which achieves
comparable results. Hu and Lim [65] propose an iterative three-component heuris-
tic for the TOPTW. The first two components are a local search procedure and a
simulated annealing procedure by which the solution space is explored and a set of
routes is discovered. The third component recombines the routes to identify high
quality solutions. Tae and Kim [132] have developed a branch-and-price approach
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and were able to find optimal solutions for many TOPTW benchmark instances.
The proposed algorithm could also find a higher number of optimal solutions on
the TOP benchmark instances.
2.3 Orienteering problems with deterministic time-
dependent travel times
The time-dependent variant of the OP is relatively new and has, to the best of our
knowledge, only been studied in [1, 48, 53, 55, 56, 89, 90]. Fomin and Lingas [48]
were the first authors to mention the TD-OP and state that it is NP-hard because
the OP is NP-hard. However, they do not develop an algorithm for the TD-OP that
can be used in practical situations. Abbaspour and Samadzadegan [1] introduce
a solution procedure for the TD-OPTW based on two adaptive genetic algorithms
and multi-modal shortest path finding modules. They are able to solve multi-modal
routing problems in the city of Tehran, although no absolute performance measure
(gap) was reported. Li et al. [90] propose a mixed integer programming model of
the TD-OP combined with an optimal pre-node labelling algorithm based on the
idea of network planning and dynamic programming. However, this algorithm is
not tested on benchmark instances and therefore no performance metrics are pro-
posed. The same conclusion holds for Li [89] where a mixed integer programming
model is proposed and an optimal dynamic labelling algorithm is designed for the
time-dependent team orienteering problem (TD-TOP). Garcia et al. [53] develop
an iterated local search (ILS) heuristic for the time-dependent team orienteering
problem with time windows (TD-TOPTW) which allows them to illustrate, based
on a case study in the city of San Sebastian, that obtaining near-optimal routes
in a few seconds is feasible. However, only a special case of time dependency is
considered, which is the result of using public transport in a city environment. For
example, when a traveller arrives at a bus stop before the bus arrives he needs to
wait. Therefore the travel time between two vertices consists of both the waiting
time and the driving time and depends on the departing time at the start vertex.
They exploit the fixed frequency of bus services to come up with an efficient solu-
tion technique.
The most recent work is from Gavalas et al. [55] and Gavalas et al. [56]. Ac-
tually, this work was published after we published our research on the TD-OP
[151], which we will discuss in Chapter 4. The former propose several cluster-
based heuristics for the TD-TOP applied to tourist trip planning. Unlike Garcia
et al. [53], they do not make the assumption of periodic service schedules. The
algorithms were tested on datasets compiled from the metropolitan area of Athens.
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2.4 Orienteering problems with stochastic travel times
Solution methods for the OPSW or relevant problems similar to the OPSW were
discussed in [21, 41, 42, 106, 107, 134, 138]. Note that in most of these works
the term weight is used for the travel time and capacity for the time budget or
tmax. Hence the name orienteering problem with stochastic weights. We will
handle real capacity constraints like volume and weight, respectively expressed
in cubic metres and kilograms, in Chapter 6. Therefore, in this dissertation we
refrain from using these two notations (capacity and weights) when describing
time related concepts. However, we will still use the name orienteering problem
with stochastic weights (OPSW) because it is the accepted term in the literature.
Discussing the differences between the works presented in this section and
our TD-OPSWTW is more useful after the mathematical description of the TD-
OPSWTW has been presented in Section 3.3.1. Therefore, these differences will
not be discussed here, but in Section 3.3.2.
A related problem to the OPSW is the time constrained travelling salesman
problem with stochastic travel and service times as introduced by Teng et al. [138].
In this problem, both the travel and service time are independent discrete random
variables. The objective is to maximize the total reward collected on a route while
a limit is set to the total travel and service time of a route. A penalty is taken
proportional to the amount in excess of this time limit. This problem is formulated
as a two-stage stochastic problem with recourse, where in the first stage a subset of
vertices is sequenced before the travel and service times are realized. Afterwards,
in the second stage the expected penalty is imposed on the objective function.
Tang and Miller-Hooks [134] propose an orienteering problem with discrete
stochastic service times, travel times and travel costs and call it the stochastic
selective travelling salesperson problem. They formulate the problem as a chance-
constrained stochastic integer program where the objective is to maximize the total
reward collected minus the travel cost from an a-priori route while restricting the
probability that the route length exceeds a certain threshold. The authors propose
both exact and heuristic methods for solving this problem. Their experiments fo-
cus on demonstrating algorithmic performance and consider only tight delivery
deadlines.
Campbell et al. [21] propose an orienteering problem with stochastic travel
and service times (OPSTS) where a vertex specific penalty is incurred for each
scheduled vertex not reached before a given known general deadline. However,
contrary to the regular orienteering problem, the routes do not need to end at an
end vertex. They investigate special versions of the problem that can be solved
optimally and present VNS based heuristics to solve the general versions of the
problem.
Evers et al. [41] compare a robust optimisation to the two-stage orienteering
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problem with stochastic weights using a case study. Contrary to the two-stage
approach of Teng et al. [138], during the second stage no penalties are imposed
but the recourse action of returning to the end depot is made when the remaining
time equals the expected time required to return from the current vertex to the
end depot. A certain amount of extra time is assumed to be available to cover for
possible late arrivals at the end depot.
In Papapanagiotou et al. [107] and its extension Papapanagiotou et al. [106],
the objective function of the OPSTS proposed by Campbell et al. [21] is further
investigated. The authors compare the effectiveness of an exact objective evalua-
tion versus a Monte Carlo sampling method and a hybrid method which combines
aspects of the latter two.
Evers et al. [42] study an orienteering problem with a stochastic travel time
on each arc and a hard constraint on the total time of a route. They introduce a
two-stage recourse model where a recourse action of aborting the route (returning
to the depot) is taken in the second stage. This action is executed when the re-
maining time equals the expected time required to return from the current vertex
to the end depot. They propose a sample average approximation procedure to solve
the problem, in which the objective function is approximated using Monte Carlo
sampling.
Lau et al. [86] present the time-dependent orienteering problem with stochastic
weights and call it the dynamic orienteering problem with (discrete) stochastic
travel times. The authors propose, apart from the time-dependent stochastic travel
times, a risk-sensitive criterion to allow for different risk preferences and develop
a branch-and-bound algorithm and a local search algorithm for this problem. They
also provide two approaches to calculate the travel time distributions: a sampling
approach and a matrix-based approach.
The orienteering problem with stochastic travel times and time windows is
discussed in [39, 158]. Firstly, Evers et al. [39] extend the orienteering problem
with uncertain travel and service times, time windows and the addition of new
vertices during the flight, for the case of online stochastic UAV mission planning.
They call this problem the maximum coverage stochastic orienteering problem
with time windows, which generates a route with a maximum expected reward of
vertices that are known in advance. During the execution of the route a heuristic
similar to Vansteenwegen et al. [147] is used to replan the route each time a vertex
is visited.
Secondly, Zhang et al. [158] propose a stochastic orienteering problem with
time windows where the travel time is deterministic but the waiting time at a vertex
is a discrete stochastic variable dependent on the arrival time at a vertex. When
serving a vertex within its time window a reward is gained, otherwise a penalty is
taken. The authors propose an analytical formula to compute the expected reward
from an a-priori route that takes into account the recourse actions of not travelling
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to a scheduled vertex and deciding not to wait at a vertex. Furthermore, they
propose a VNS heuristic similar to Campbell et al. [21] to solve this problem.
2.5 Other variants of the orienteering problem
Wang et al. [153, 155] and Geem et al. [57] propose solution methods for the gen-
eralized orienteering problem. In the OP, the total reward is equal to the sum of
the individual rewards, while in the generalized orienteering problem the total re-
ward is a more complicated (nonlinear) function of the vertices visited. Pietz and
Royset [108] propose a generalized orienteering problem where both the transit
on the arcs in the network and the reward collection at vertices consume a vari-
able amount of the same limited resource. They developed a branch-and-bound
algorithm that relies on partial route relaxation problems to solve the problem. Er-
dogan and Laporte [38] discuss another generalization of the orienteering problem,
called the orienteering problem with variable profits. Every vertex has a reward
to be collected and an associated collection parameter. The vehicle may make a
number of passes, collecting a certain percentage of the remaining reward at each
pass. In an alternative model, the vehicle may spend a continuous amount of time
at every vertex, collecting a percentage of the reward given by a function of the
time spent.
The multi-objective orienteering problem was introduced by Schilde et al.
[118]. In this problem formulation each vertex provides different rewards for dif-
ferent categories. Each tourist has different preferences for the different categories
when selecting and visiting the vertices. Hence, a multi-objective decision situ-
ation arises. The goal is to determine all the pareto optimal solutions. Gendreau
et al. [59] presented an OP with compulsory vertices and propose a branch-and-cut
algorithm to solve it.
The capacitated team orienteering problem was first introduced by Archetti
et al. [9], together with an exact and several heuristic solution methods. In ad-
dition to the regular TOP, in the capacitated TOP a demand is associated to each
vertex and the total demand of the route may not exceed the given capacity. Taran-
tilis et al. [136] developed a bi-level filter-and-fan method for the capacitated TOP.
The method takes advantage of different search landscapes. At the upper level, the
solution space is explored on the basis of the collected profit, using a filter-and-fan
method and a combination of profit oriented neighbourhoods, while at the lower
level the routing of vertices is optimized in terms of travelling distance via a vari-
able neighbourhood descent method. Luo et al. [96] propose a heuristic based on
the ejection pool framework with an adaptive strategy and a diversification mech-
anism based on toggling between two priority rules.
Archetti et al. [7] and Archetti et al. [8] present the capacitated TOP where
split deliveries are allowed. This problem allows that each vertex may be served
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by more than one vehicle. On the tested instances the reward increases between
0% and 50%. Furthermore, they present a branch-and-price exact algorithm and
a hybrid heuristic and test these solution methods on new and existing benchmark
instances. Wang et al. [154] introduce the capacitated team orienteering problem
with split delivery and minimum delivery amounts. A worst-case analysis is per-
formed to determine tight bounds on the maximum possible reward increase.
Angelelli et al. [5] introduce the clustered orienteering problem together with
two solution methods: a branch-and-cut approach and a tabu search (TS). In this
problem a reward is associated with each cluster and is gained only if all ver-
tices belonging to the cluster are served. Salazar-Aguilar et al. [117] introduce the
multi-district team orienteering problem. In this problem one must schedule a set
of mandatory and optional vertices located in several districts, within a planning
horizon. The total available time determined by the length of the planning horizon
must be distributed among the districts. All mandatory vertices within each district
must be performed, while the other vertices can be performed if time allows. A
positive reward is collected whenever an optional vertex is performed.
In Divsalar et al. [34] and Divsalar et al. [35] respectively a VNS and a memetic
algorithm are proposed for the orienteering problem with hotel selection. The goal
for this variant is to determine a fixed number of connected trips that visits some
vertices and maximizes the sum of the collected rewards. Each trip is limited in
length and should start and end at one of the hotels from a predefined set.
Souffriau et al. [125] studied the multi-constrained team orienteering problem
with multiple time windows, which allows defining different and/or multiple time
windows for different days. The proposed algorithm is based on a hybrid iterated
local search (ILS) and greedy randomized adaptive search procedure (GRASP)
approach. The GRASP yields an initial solution and the shake routine of ILS is
used thereafter to derive an improved solution. The ILS-GRASP algorithm yields
fairly quality solutions, while achieving computation times suitable for online ap-
plications. Vansteenwegen et al. [149] extend the TOPTW to model the optimisa-
tion problem of a personalised electronic tourist guide. They introduce multiple
time windows per vertex and time windows that can be different on different days.
Moreover, the possibility to schedule a lunch break is added and a GRASP is im-
plemented to solve the problem.
The orienteering problem with stochastic profits was introduced by Ilhan et al.
[67] and they developed an exact and genetic solution method for the problem
and described an application in the car industry. The stochastic scouting problem
(orienteering problem with both stochastic profits and weights) was presented by
Barros and Evers [13] and they describe an application of efficiently scouting tal-
ented sports players were the times required to travel between schools and the time
required to scout at these schools is uncertain.
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2.6 Vehicle routing problems with time-dependent
and/or stochastic travel times
Existing solution methods for the related time-dependent vehicle routing problem
(TD-VRP) described in [62, 66, 78, 119, 143, 159] and the time-dependent vehicle
routing problem with time windows (TD-VRPTW) which can be found in [12, 26,
30, 36, 45, 63, 80, 98, 103, 105, 109, 121, 156] provide inspiration on how to
efficiently deal with time-dependency and time windows. Most of these works are
also mentioned by the survey paper about time-dependent routing problems [58].
An issue that has received some attention in the early time-dependent routing
literature is the modelling of time-dependent travel times and the generation of
realistic benchmark instances. One of the first approaches defines the travel time
between vertices as a function of the distance and the time of day by using a time-
dependent cost factor. This results in a piecewise constant distribution of the travel
time used in the solution methods proposed by Malandraki and Daskin [98] and
Potvin et al. [109]. Although this technique is easily applied, the generated travel
times violate the first in first out (FIFO) principle, as shown by Ichoua et al. [66].
The FIFO principle states that if two vehicles leave from the same vertex to go to
the same vertex and travel on the same route, the one that leaves first also has to
arrive first. Based on this piecewise distribution of the travel time, however, it is
possible to leave later and arrive earlier than another vehicle. Obviously, this is not
realistic.
The proposed speed models of Donati et al. [36], Ichoua et al. [66] are able to
model more realistic congestion behaviour between vertices and satisfy the FIFO
principle. By adopting such a speed model, more realistic benchmark instances can
be created by working with step-like speed distributions and adjusting the travel
speed whenever the boundary between two consecutive time periods is crossed.
An important decision concerns the way the travel time data is stored. Donati
et al. [36] divide the planning period (e.g., one day) in fixed-width time periods
(e.g., one hour). Ichoua et al. [66] adjust the time period width to the expected
travel time profile, still using the same time period boundaries for all arcs. The
latter method is more realistic as the travel time fluctuations due to rush hours
are better modelled. Still, these rush-hours do not necessarily occur at the same
time of the day on all the arcs. On the other hand, dividing the travel time into
time periods that are different for each arc, turns out to be quite difficult as these
matrices have to be created artificially. This approach has been used by Chen et al.
[26] and Malandraki and Daskin [98] who arbitrarily create variable time zones
for all arcs but without mentioning a procedure to control for spatial consistency.
In order to realistically imitate real-life traffic congestion, it is not enough to be
time consistent (FIFO-conforming). According to Lecluyse et al. [87] the speed
model should also be spatial consistent as congestion tends to grow and shrink in
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spatially correlated zones and not independently on individual roads. Both time
and spatial consistency, will be taken into account when benchmark instances for
the TD-OP are created in this dissertation.
As far as solution methods are concerned, tabu search (TS) is the most com-
monly applied metaheuristic for the TD-VRP(TW) [66, 103, 105, 119, 143, 156,
159]. Other algorithms that have been developed for the TD-VRP(TW) include
a genetic algorithm [62], a heuristic combining route construction and route im-
provement [26, 45, 109], a VNS approach [80], an ILS [63] and three ant colony
systems (ACS) [12, 36, 159]. Osvald and Stirn [105] present a distribution prob-
lem of fresh vegetables in which the perishability represents a critical factor. They
apply TS to this problem and test their algorithm on data of the Slovenian food
market. They achieved improvements of up to 47% reduction in perished goods.
Kok et al. [79] presented a heuristic based on dynamic programming for TD-VRP
while considering driving hour regulations. Kuo [81] studied a variant of TD-
VRP aiming to minimize the total fuel consumption. The authors proposed a sim-
ulated annealing procedure for finding the routing plan with the least total fuel
consumption. Experiments showed that the proposed method provided a 24.6%
improvement in fuel consumption over the method based on minimizing trans-
portation time and a 22.7% improvement over the method based on minimizing
transportation distances. Maden et al. [97] proposed and applied a TS heuris-
tic for the TD-VRPTW on real data from an electrical wholesale company in the
SouthWest of the UK. The proposed approach led to savings in CO2 emissions
of about 7%. Soler et al. [121] transform the TD-VRPTW into an asymmetric
capacitated vehicle routing problem in order to solve it with a state-of-the-art ex-
act and heuristic solution method. Kok et al. [78] use a time-dependent shortest
path algorithm together with a restricted dynamic programming heuristic to tackle
real-life TD-VRP test instances. Dabia et al. [30] developed a branch-and-price
algorithm for the TD-VRPTW. They used new dominance criteria which enabled
them to solve some small and medium sized instances. Nguyen et al. [103] in-
troduce a TS meta-heuristic for the time-dependent multi-zone multi-trip vehicle
routing problem with time windows. A diversification strategy, guided by an elite
solution set and a frequency-based memory, is used to search for unexplored good
regions. Zhang et al. [159] developed a hybrid algorithm that integrates both ACS
and TS algorithms for the time-dependent vehicle routing problem with simulta-
neous pickup and delivery. Wen and Eglese [156] present a new algorithm for
TD-VRPTW inspired by TS and shows how costs for freight distribution may be
influenced by traffic conditions using a case study in the London area. Setak et al.
[119] present the time-dependent vehicle routing problem in a multigraph where
one vertex can be accessible from another with more than one arc and proposed a
TS solution method for this problem.
Solution methods for the vehicle routing problem with stochastic travel times
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and time windows are presented in [4, 91, 116, 129, 131]. Ando and Taniguchi
[4] propose a genetic algorithm and focus on small-sized problem instances (up to
25 vertices) and Russell and Urban [116] develop a TS method where the perfor-
mance of the solution approach is evaluated on well-known problem instances with
100 vertices. Li et al. [91] proposed a heuristic algorithm based on a TS method
and tested their procedure on problem instances with up to 100 vertices. In the
problem proposed by Tas¸ et al. [129] and Tas¸ et al. [131], the vertices have soft
time windows. In Tas¸ et al. [129] the authors propose a TS method together with a
post-optimization method, while in Tas¸ et al. [131] a column generation procedure
and a branch-and-price solution approach are applied.
Research dedicated to the stochastic time-dependent vehicle routing problem
with time windows or STD-VRPTW can be found in [88, 128, 130]. In Lecluyse
et al. [88] the time-dependent travel times are the result of a stochastic process
due to traffic congestion. The proposed queueing models are solved for problem
instances with up to 80 vertices by an algorithm based on a TS method. In the
problem formulation discussed by Tas¸ et al. [130] vertices have soft time windows.
The authors propose TS and an adaptive large neighbourhood search to solve this
problem. Sun et al. [128] propose a method to convert the STD-VRPTW into a
TD-VRP problem and use a formerly presented route construction algorithms to
solve the converted problem.
Finally, Franceschetti et al. [50] proposed the time-dependent pollution-routing
problem in which speed restrictions imposed by traffic congestion are taken into
account. They presented an integer linear programming formulation and an an-
alytical characterization of the optimal solutions for a single-arc version of the
problem. In this latter they identify conditions under which it is optimal to wait
idly at certain vertices in order to avoid congestion and to reduce the cost of emis-
sions. They also illustrated a departure time and speed optimization algorithm for
the case where the route is fixed.
2.7 Travel time distributions
The earliest studies modelling the travel time and speed on arcs of the network
were performed by Berry and Belmont [15]. The speed on an arc was found to
be normally distributed. Kharoufeh and Gautam [76] showed that travel times
were roughly normally distributed, although slightly skewed, indicating that a log-
normal distribution might be interesting as an alternative. The results of Taniguchi
et al. [135] and Kwon et al. [82] show that there is always a certain minimum time
needed to cover the distance. After this minimum time, the probability correspond-
ing to travel times higher than this minimum, increases rapidly to a maximum after
which this probability slowly decreases with a long tail. Therefore, Taniguchi et al.
[135] advise to use log-normal distributions instead of normal distributions. Fur-
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thermore, Noland and Polak [104] and Clark and Watling [27] also assume route
travel times to be well approximated by normal or log-normal distributions, un-
der the condition that arc travel times are (sufficiently) independent variables on
a day-to-day time scale, or that the network is under user equilibrium constraints.
Although assuming normality offers numerous analytical and computational ad-
vantages, it imposes some unrealistic restrictions such as symmetry and non-zero
probability of negative travel times. Subsequently, the conventional (2-parameter)
log-normal distribution is bounded below by zero leading to unreasonable free
flow speeds.
The distributions of the travel times most commonly applied in the field of
vehicle routing problems to solve road logistic problems are uniform, normal, log-
normal, shifted gamma and gamma distributions ( [21, 43, 71, 88, 91, 106, 116,
129–131, 134]). The gamma distribution is the most commonly used ([21, 43,
88, 106, 116, 129–131]). These distributions can be estimated using different data
sources such as floating car data, automatic vehicle identification and inductive
loop detectors ([95, 110, 157, 160]). Although the calculation of arc travel time
distributions is possible through these data sources, the relationship between these
distributions and travel time distributions at the route level is not straightforward
([51, 64]). Because arc flows and travel times are often highly mutually correlated,
the calculation of route travel time variability can not always be calculated by
summing up the arc travel time variability.
As shown in Chapter 5, the main contribution is to show that it is possible
to solve a stochastic time-dependent orienteering problem with (hard) time win-
dows without using for example a 2-stage solution approach or computational ex-
pensive Monte Carlo simulations. Instead a metaheuristic is proposed that takes
the stochastic aspects of the problem into account during the optimization pro-
cess. Furthermore, the significant impact of time windows on the variability of
the solution is theoretically and empirically shown as time windows are often not
included in the problem formulations of the orienteering problem with stochastic
travel times. Therefore, in this dissertation, for the problem instances based on
real-life data, time slots with a length of 15 minutes will be used and the stochastic
travel times are assumed to be normally and independently distributed. Contrary
to the commonly used gamma distribution, the normal distribution is chosen as
it facilitates the travel time estimation process because of its analytical properties
(convolution, truncation, symmetry). In future research the focus could be placed
on the adaptation of the solution procedure to handle the more realistic probability
distributions such as the gamma distribution.
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2.8 Conclusion
The orienteering problem received a lot of attention lately. A lot of different
extensions have been introduced and its most popular extension forms the team
orienteering problem (with time windows). Time-dependent and/or stochastic ex-
tensions to the orienteering problem, however, received little attention in the litera-
ture. In this dissertation, problem descriptions and solution methods for two time-
dependent extensions (TD-OP, TD-OPTW) and a time-dependent and stochastic
extension of the orienteering problem (TD-OPSWTW) are added to the literature.
Time-dependency complicates the way solutions can be updated. Therefore, apart
from studying the literature on the regular orienteering problem, inspiration was
found in the literature on time-dependent vehicle routing problems. More specif-
ically, for the development of an ant colony system for the TD-OP the work of
Donati et al. [36], Garcia et al. [52] and Ke et al. [74] was studied. For applying
the solution method for the TD-OPTW on a realistic road network the work of
Donati et al. [36] is very useful. During the development of the TD-OPSWTW,
the contributions of Campbell et al. [21] and Lecluyse et al. [88] were the most
interesting. The differences between these works and the TD-OPSWTW will be
discussed in Section 3.3.2.
3
Problems descriptions
In this chapter we will present a mathematical formulation for the TD-OP, TD-
OPTW and the TD-OPSWTW. Secondly, the instance generation process for each
of these problems will be discussed.
3.1 Time-dependent orienteering problem (TD-OP)
Before the MIP of the TD-OP is discussed in Section 3.1.2, the way congestion is
mathematically modelled by a so called speed model is explained in Section 3.1.1.
3.1.1 A time-dependent travel speed model
In time-dependent routing problems, a speed model is typically used to determine
the travel time between two vertices on a specific moment in time. In this section,
the speed model for the TD-OP, together with the necessary input data and assump-
tions, is discussed. This speed model is based on the speed model of Ichoua et al.
[66] and Donati et al. [36] for the TD-VRP. However, different arc categories and
different time periods with a non-equal width are used. These choices were made
based on an interview with representatives of Be-Mobile, a company specialised in
the collection of travel time data [14]. More importantly, during the construction
of the problem instances the arcs are not randomly assigned to an arc category, but
in a space consistent way.
In our speed model, the average speed, and therefore the travel time, of a ve-
hicle on an arc depends on the time periods it is travelling in and the arc category.
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Table 3.1: Used speed matrix
Congestion description Morning peak Normal Evening peak Normal
Time periods (tp
k
–tpk) 7am–9am 9am–5pm 5pm–7pm 7pm–9pm
Arc categories (c)
1. Always busy 0.5 0.81 0.5 0.81
2. Morning peak 0.5 0.7 1 1.5
3. Two peaks 0.5 1.5 0.5 1.5
4. Evening peak 1 1.5 0.5 0.7
5. Seldom travelled 1.5 1.5 1.5 1.5
Four unequal time periods, reflecting a congestion peak in the morning and in the
evening, alternated by a period with normal traffic conditions, are incorporated
into the speed model. In addition to this, five arc categories are also included.
• Always busy: these arcs represent busy city centres with a lot of traffic during
the whole day
• Morning peak: these arcs represent roads leading from a living area to the
city centre, typically congested in the morning
• Two peaks a day: these arcs represent roads near the highway with a morning
and evening peak in both directions
• Evening peak: these arcs represent roads leading from a city centre to a
living area, typically congested in the evening
• Seldom travelled: these arcs represent roads in rural and less travelled areas
A speed vc,k is defined for every combination of time period k, 1 ≤ k ≤ K
and arc category c, 1 ≤ c ≤ C. The used speed matrix with K = 4 and C = 5 is
displayed in Table 3.1. Note that the average speed in the displayed speed matrix
is equal to 1, resembling the speed in the time-independent problem. Furthermore,
we assume that the time periods are the same for every arc category. This speed
model adheres to the FIFO principle. That is, leaving a vertex earlier guarantees
that one will arrive earlier at the destination.
To calculate the travel time between two vertices (i and j), we need the distance
di,j between these vertices and the departure time td. The departure time defines
the starting time period and together with the arc category we can look up the
starting speed vc,k in the speed matrix. When the vehicle travels, the end of its
starting time period can be reached. At that moment a new time period, together
with a new speed, will be entered. This is repeated until the vehicle arrives at vertex
j. The travel time between two vertices can be calculated by adding the sub-travel
times in every time period until vertex j has been reached. This procedure has
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been adopted from Ichoua et al. [66] and the corresponding pseudocode is listed
below in Algorithm 1. Let tp
k
and tpk represent the moment at which time period
k starts and ends respectively. We suppose that the vehicle leaves vertex i at the
departure time td ∈ [tpk, tpk[ and that the arc (i, j) belongs to category c. Next, t
denotes the current time and ta denotes the arrival time.
Algorithm 1 Travel time calculation - input: i, j, td
t← td
d← di,j
find k such that td ∈ [tpk, tpk[
ta ← t+ (d/vc,k)
while (ta > tpk) do
d← d− vc,k · (tpk − t)
t← tpk
ta ← t+ (d/vc,k+1)
k ← k + 1
end while
Return travel time = (ta − td)
3.1.2 Mathematical formulation
This section describes a Mixed Integer Programming (MIP) formulation for the
TD-OP, based on the MIP for the OP formulated by Vansteenwegen et al. [145]
and described in Section 2.1. Formally, the TD-OP can be described by defining
a set Vc = 1, ..., v of vertices. In this set, vertex 1 represents the start depot and
vertex v the end depot. We assume there is an arc (i, j) between all i and j in Vc.
Associated with each vertex i ∈ Vc is a non-negative reward ri. The reward of the
depots is equal to 0. The decision variables and parameters used in this model are
listed below:
Decision variables
xi,j,t =1 if a vehicle traverses the arc (i, j) with a departure time in time slot t, 0
otherwise
wi,j,t: departure time in time slot t when travelling from i to j
Parameters
θi,j,t: slope coefficient of the linear time-dependent travel time as defined in Equa-
tion 3.3a
ηi,j,t: intercept coefficient of the linear time-dependent travel time as defined in
Equation 3.3b
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τi,j,t: start time of time slot t for arc (i, j)
κi,j : number of time slots for arc (i, j) given by Algorithm 2
ri: reward of vertex i
tmax: time budget
Max
v−1∑
i=2
v∑
j=2
κi,j∑
t=1
rixi,j,t (3.1a)
v∑
j=2
x1,j,1 =
v−1∑
i=1
κi,v∑
t=1
xi,v,t = 1 (3.1b)
v−1∑
i=1
κi,h∑
t=1
xi,h,t =
v∑
j=2
κh,j∑
t=1
xh,j,t ≤ 1 ∀h = 2, ..., v − 1 (3.1c)
v−1∑
i=1
κi,h∑
t=1
[wi,h,t + (θi,h,t · wi,h,t + ηi,h,t · xi,h,t)] =
v∑
j=2
κh,j∑
t=1
wh,j,t
∀h = 2, ..., v − 1
(3.1d)
xi,j,t · τi,j,t ≤ wi,j,t ≤ xi,j,t · τi,j,t+1 i = 1, ..., v − 1, j = 2, ...v, ∀t (3.1e)
v−1∑
i=1
v∑
j=2
κi,j∑
t=1
[θi,j,t · wi,j,t + ηi,j,t · xi,j,t] ≤ tmax (3.1f)
w1,i,1 = 0 ∀i = 1, ..., v (3.1g)
xi,j,t ∈ (0, 1) ; 0 ≤ wi,j,t ≤ tmax ∀t, i, j = 1, ..., v (3.1h)
The decision variable xi,j,t is equal to 1 when travelling from i to j with a
departure time in time slot t, and equals 0 otherwise. wi,j,t is a continuous decision
variable which contains the departure time at vertex i when travelling to vertex j
in time slot t. Note that both decision variables, xi,j,t and wi,j,t, are equal to
zero when there is no route from i to j in time slot t in the solution. In short,
wi,j,t becomes a proxy for xi,j,t when checking if a route is scheduled between
two vertices in time slot t. This is a useful property to avoid the multiplication of
decision variables in constraints (3.1d) and (3.1f).
The objective function and the first constraint are similar to the time-independent
orienteering problem apart from the fact that they need to be applied for all time
slots t. The objective function (3.1a) maximizes the total collected reward. Con-
straint (3.1b) guarantees that the route starts in vertex 1 and ends in vertex v.
Constraints (3.1c) and (3.1d) ensure the connectivity of both route and travel time.
More specifically Constraint (3.1c) guarantees that every vertex is visited at most
once. Next, Constraint (3.1d) guarantees that the departure time of a succeeding
vertex in the route is equal to the sum of the departure time of the previous ver-
tex together with the travel time between these two vertices. The travel time is
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calculated as a linear function. In this function the departure time is multiplied
with a parameter θi,j,t, whereafter parameter ηi,j,t is added. The main difference
with the regular MIP formulation of the OP lies in constraints (3.1e) and (3.1f) as
the fixed distance is replaced by the time-dependent travel time. Constraint (3.1e)
categorizes the departure time in the right time slot which is necessary to multiply
the departure time with its corresponding θ and η in Constraint (3.1f).
In addition to this, the following assumptions were made: a route must start
in time slot one (Constraint 3.1g) and no waiting is allowed (Constraint 3.1d).
These assumptions are motivated by the fact that our travel times are generated by
a speed model that is conform the FIFO principle (Section 3.1.1) which implies
that waiting has no benefit, nor in theory, nor in practice. Constraint (3.1f) ensures
the limited time budget.
To execute this MIP, we need to determine an efficient set of time cut off points
(time slots) for each arc (τi,j,t). Please note the difference between time slots and
time periods in the following paragraphs. A set of K = 4 different time periods
is used to define different speed values per arc category and per day segment in
Section 3.1.1. The exact number of time slots is unique per arc and depends on the
number of time periods (K) and the actual values of the speed matrix. Each time
an increase or decrease is found in the travel time between i to j, this moment in
time will be stored. This is stored as the lower limit of the time slot called τi,j,t,
together with two corresponding linear regression coefficients (θi,j,t and ηi,j,t).
These linear regression coefficients allow the travel time to be calculated as fol-
lows:
travel timei,j,wi,j,t = θi,j,t ∗ wi,j,t + ηi,j,t (3.2)
The procedure to find the efficient set of time slots for each arc consists of a com-
bination of a forward arrival time calculation and a backward departure time calcu-
lation when the end of a time period is crossed. This procedure is displayed in the
pseudocode of Algorithm 2. Intuitively, the goal is to search for certain moments
in time where the rate of the increase or decrease in travel time changes in relation
to the departure time. This way if we know these moments and their corresponding
rates, the complete relation between the travel time and departure time is captured.
At the start of this procedure, the variable border is equal to the lower limit
of the first time period (tp
k=1
). Subsequently, we calculate the arrival time (ta) if
we depart at border. The border is stored as a time slot limit together with the
corresponding travel time. Subsequently, border is increased to the lower limit
of the next time period k + 1.
Next, a while loop is executed until border is equal to tp
K
(lower limit of
the last time period). First, in this loop, we calculate the departure time (td) that
enables ta to be equal to border. The td is stored as a lower limit together with
its corresponding travel time. Subsequently, we calculate the ta when we depart
at border and store this information. Finally, border is set equal to the lower
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Algorithm 2 Time slot finder algorithm
for all pairs (i,j) do
t = 1, k = 1
border = tp
k
Calculate ta when td = border
Store border as τi,j,t together with the travel timet = ta − td
t = t+ 1
k = k + 1
border = tp
k
while border < tp
K
do
Calculate the corresponding td when ta = border: td = border −
travel timet−1
Store td as τi,j,t together with the travel timet
t = t+ 1
Calculate the corresponding ta when td = border
Store border as τi,j,t together with the travel timet
t = t+ 1
k = k + 1
border = tp
k
end while
Store border as τi,j,t together with the travel timet−1
κi,j = t− 1
end for
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Figure 3.1: An example of finding an efficient set of time slots for an arc with d = 0.5 and
belonging to arc category 1
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limit of the next time period k + 1.
This procedure is repeated for every arc and is visually represented for one arc
in Figure 3.1 using the speed matrix from Section 3.1.1. On this figure the x-axis
represents the time divided into K time periods. On the left y-axis the time slots
and on the right y-axis the travel time are displayed. The violet dots represent the
time slot limits that are stored in the travel time matrix. The first violet dot lying
on the orange line is calculated before the start of the while loop. The violet dots
lying on the black lines correspond to the backward departure time calculations at
the start of the while loop. The violet dots on the other orange lines correspond to
the succeeding forward arrival time calculations. As you can see, the violet dots
correspond with the start of an increase/decrease in the travel time function. Based
on the travel time information and the efficient set of time slot limits (τi,j,t), θi,j,t
and ηi,j,t can be calculated as follows:
θi,j,t =
travel timei,j,τi,j,t+1 − travel timei,j,τi,j,t
τi,j,t+1 − τi,j,t (3.3a)
ηi,j,t = travel timei,j,τi,j,t − θi,j,t ∗ τi,j,t (3.3b)
3.1.3 TD-OP instance generation
To test the developed solution procedures, adequate datasets and appropriate per-
formance measures are needed. So far no benchmark datasets have been developed
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for the time-dependent orienteering problem. Therefore, we have created new
datasets based on the ones available for the (time-independent) team orienteering
problem [24, 145].
To create a time-dependent dataset every arc needs to be assigned to an arc
category. The datasets commonly used to test TD-VRP solution methods have
been generated by randomly assigning arcs to an arc category [36, 62, 66, 143].
This can lead to the situation depicted in Figure 3.2 and to datasets that might
not be challenging enough to test a solution method that is designed to execute
on congested networks. As can be seen in Figure 3.2, travelling from C to B or
B to C results in the same evening peak category, furthermore there is no logical
relationship between the morning and evening peaks. Thirdly, the always busy
category from B to A is easily bypassed through C in the morning. Both time and
spatial consistency as explained in Section 2.6, have to be taken into account when
creating benchmark instances for time-dependent vehicle routing problems.
Evaluating solution procedures based on datasets where arcs are randomly as-
signed to arc categories might therefore lead to incorrect performance conclusions
as it is, for instance, easier than in practice to find alternative routings, which re-
quires less sophisticated algorithms. This issue is also mentioned by Figliozzi
A B
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Morning peak
Always busy
M
orn
ing
pe
ak
Se
ldo
m
tra
ve
led Evening peak
Evening peak
Figure 3.2: Arcs randomly assigned to an arc category
[45] who developed a set of accessible datasets for the TD-VRP. However, in
these datasets of Figliozzi [45], the same speed profile is used for all arcs, which
also might lead to less challenging test problems and therefore a different pro-
cedure is developed. To avoid a random assignment of arcs to arc categories,
existing datasets of the team orienteering problem have been transformed to time-
dependent instances by assigning the arcs in an intelligent way to a congestion
pattern. Although most of the work could be automated some manual assignments
are still needed to make the resulting datasets much more realistic, as will be ex-
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plained below.
More specifically, seven well-known graphs, first published by Chao et al.
[24] for the team orienteering problem, have been transformed to seven TD-OP
datasets. First, city centres, highways and residential zones are arbitrarily marked
on each of the seven graphs (one graph per instance). Thereafter, arcs were as-
signed to one of the five categories based on a number of rules concerning these
zones. The four basic rules that were used are:
• Arcs situated completely in a city centre are assigned to the always busy
category;
• Arcs situated completely in the highway zones are added to the two peaks
category;
• Travelling from a residential area to a city centre results in a morning peak
congestion and an evening peak is observed when travelling in the opposite
direction;
• Arcs that run from or to a vertex which is not a member of a certain zone are
assigned to the seldom travelled category.
Examples of these rules, and other types of assignments, are displayed in Fig-
ure 3.3. This figure also demonstrates that, in practice, a specific combination of
two zones not always results in the same arc category between these zones. Es-
pecially arcs between vertices situated in non-connected zones (non-neighbouring
zones) have to be treated differently than arcs of vertices belonging to connected
zones. For example, travelling from a vertex in a highway zone to a vertex in a
nearby commuting zone results in the evening peak category, however travelling
from that same vertex to a remote commuting zone member results in the seldom
travelled category. As a result, we decided to assign a limited number of arcs
based on the author’s insight, in order to enhance the realistic representation of the
datasets.
Subsequently, it is assumed that one-day trips are planned, starting at the start
depot at 7 am and ending at the end depot before 9 pm, allowing for a time budget
of 14 hours. Varying this available travel time (tmax) within a certain range, allows
to create multiple instances based on the same graph information, i.e, the same
vertices, arcs and time periods. In order to ensure that the instances are difficult
enough and that enough vertices can be visited in a time-dependent instance with
a lower time budget, the relative distance between the vertices has been rescaled
by a specific factor per dataset.
The importance of this rescaling is supported by Vansteenwegen [144], who in-
dicates that the most difficult (time-independent) OP instances are those for which
the selected number of vertices is slightly more than half of the total number. If
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the time budget allows the selection of half of the vertices, the largest possible
number of selections will have to be evaluated by the algorithm. Moreover, de-
termining a route between the selected vertices becomes more time consuming
when the number of vertices increases. Therefore, creating instances which con-
tain this property is important to ensure that the benchmark instances are challeng-
ing. All datasets, together with the developed solution procedure, are available at:
http://www.mech.kuleuven.be/en/cib/op/.
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Figure 3.3: Fictive example of a time-dependent orienteering problem instance
Note that the instance development procedure implies that arcs are often asym-
metrically added to an arc category (e.g. morning peak from A to B and evening
peak from B to A). This has considerable implications for the travel time calcula-
tion and the local search moves (Section 4.2.1 & 4.2.2).
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3.2 Time-dependent orienteering problem with time
windows (TD-OPTW)
For this problem no speed model is required as instances will be used where real
travel time estimates are available for all arcs and for all time periods. This means
that for each arc the number of time slots κ is equal to the number of time periods
K.
3.2.1 Mathematical formulation
Formally, the TD-OPTW can be described by defining a set Vc = 1, ..., v of ver-
tices. In this set vertex 1 represents the start depot and vertex v the end depot. We
assume there is an arc (i, j) between all i and j in Vc. Associated with each vertex
i ∈ Vc is a non-negative reward ri. This reward is earned by visiting the vertex for
a duration of si between its opening time oi and closing time ci. The vertex can
not be visited at other moments in time. Note that the time window is defined for
the start of the service and not the end. The reward of the depots is equal to 0.
The calculation of the travel time between two vertices (i and j) is similar to
the procedure proposed for the TD-OP in Section 3.1.2. We assume that a day is
divided in κ time slots and let tp
t
and tpt represent the moment at which time slot
t starts and ends respectively. Subsequently, based on these time slots and their
corresponding travel times for each arc, the linear travel time coefficients for each
arc µi,j,t and νi,j,t can be calculated as follows:
µi,j,t =
travel timei,j,tpt − travel timei,j,tpt
tpt − tpt
(3.4a)
νi,j,t = travel timei,j,tp
t
− µi,j,t ∗ tpt (3.4b)
These linear regression coefficients allow the travel time from i to j, when
departing at a departure time (wi,j,t) in time slot t, to be calculated as follows:
travel timei,j,wi,j,t = µi,j,t · wi,j,t + νi,j,t (3.5)
The decision variables and other parameters used in the MIP model are listed
below:
Decision variables
xi,j,t =1 if a vehicle traverses the arc (i, j) with a departure time in time slot t, 0
otherwise
wi,j,t=departure time at vertex i when travelling from i to j in time slot t, 0 other-
wise
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Parameters
µi,j,t: slope coefficient of the linear time-dependent travel time as defined in Equa-
tion 3.4a
νi,j,t: intercept coefficient of the linear time-dependent travel time as defined in
Equation 3.4b
tp
t
: start of time slot t
κ: number of time slots
ri: reward of vertex i
oi: opening time of vertex i
ci: closing time of vertex i
si: service time of vertex i
tmax: time budget
Max
v−1∑
i=2
v∑
j=2
κ∑
t=1
ri · xi,j,t (3.6a)
v∑
j=2
x1,j,1 =
v−1∑
i=1
κ∑
t=1
xi,v,t = 1 (3.6b)
v−1∑
i=1
κ∑
t=1
xi,h,t =
v∑
j=2
κ∑
t=1
xh,j,t ≤ 1 ∀h = 2, ..., v − 1 (3.6c)
xi,j,t · tpi,j,t ≤ wi,j,t i = 1, ..., v − 1, j = 2, ...v, ∀t (3.6d)
wi,j,t ≤ xi,j,t · tpi,j,t i = 1, ..., v − 1, j = 2, ...v, ∀t (3.6e)
v−1∑
i=1
κ∑
t=1
[wi,h,t + µi,h,t · wi,h,t + (νi,h,t + sh) · xi,h,t] ≤
v∑
j=2
κ∑
t=1
wh,j,t
∀h = 2, ..., v − 1
(3.6f)
v−1∑
i=1
κ∑
t=1
[wi,v,t + µi,v,t · wi,v,t + νi,v,t · xi,v,t] ≤ tmax (3.6g)
v−1∑
i=1
κ∑
t=1
(oh + sh) · xi,h,t ≤
v∑
j=2
κ∑
t=1
wh,j,t ∀h = 2, ..., v − 1 (3.6h)
v∑
i=2
κ∑
t=1
wh,i,t ≤
v−1∑
i=1
κ∑
t=1
(ch + sh) · xi,h,t ∀h = 2, ..., v − 1 (3.6i)
w1,i,1 = 0 ∀i = 1, ..., v (3.6j)
xi,j,t ∈ (0, 1) i, j = 1, ..., v ∀t (3.6k)
wi,j,t ∈ [0, tmax] i, j = 1, ..., v ∀t (3.6l)
The continuous decision variable wi,j,t contains the departure time at vertex i
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when travelling to vertex j in time slot t. This departure time at vertex i equals
the sum of the arrival time at vertex i, the waiting time at vertex i and the service
time si. Note that both decision variables, xi,j,t and wi,j,t, are equal to zero when
there is no route from i to j in time slot t in the solution. In short, wi,j,t becomes a
proxy for xi,j,t when checking if a route is scheduled between two vertices in time
slot t. This is a useful property to avoid the multiplication of decision variables in
Constraints (3.6f) and (3.6g).
The objective function and the first three constraints are similar to the TD-OP.
The objective function (3.6a) maximizes the total collected reward. Constraint
(3.6b) guarantees that the route starts in vertex 1 and ends in vertex v. Constraints
(3.6c) make sure that every arc is only travelled once and ensure the connectivity
of the route. Constraints (3.6d) and (3.6e) determine the departure time in the right
time slot which is necessary to multiply the departure time with its corresponding
µ and ν in Constraints (3.6f) and (3.6g).
The difference with the TD-OP’s MIP is found in Constraints (3.6f), (3.6g),
(3.6h) and (3.6i). Constraints (3.6f) guarantee that the departure time of the next
vertex in the route is equal to the sum of the departure time of the previous vertex
together with the travel time and service time. The travel time is calculated as a
linear function. In this function the departure time is multiplied with a parameter
µi,j,t, whereafter parameter νi,j,t is added. Constraint (3.6g) ensures the limited
time budget. Constraints (3.6h) ensure that the departure time at each vertex ex-
cept from the start and end depot is greater than or equal to the opening time.
Constraints (3.6i) in turn, ensure that the departure time is less than or equal to the
sum of closing time and service time of the vertex under consideration.
Moreover, Constraint (3.6j) states that a route must start at time zero and there-
fore allows no waiting at the start depot. This assumption can be made without loss
of generality.
3.2.2 TD-OPTW instance generation
A set of realistic problem instances was developed based on the road network (G =
(V,A)) of the Benelux (Belgium, The Netherlands and Luxembourg) containing
425,479 vertices (V ) and 519,915 arcs (A). The historical travel time dataset,
consisting of accurately recorded travel time observations every 15 minutes for
a representative Tuesday, is used to calculate the travel time for each arc. The
travel time dataset is recorded for a road network that covers all highways and
frequently travelled roads using the floating car system of Be-Mobile [14]. The
system uses vehicle probes (e.g., taxi’s, commercial vehicles, private cars, etc.)
that communicate their position frequently to a central system. The individual data
samples are processed to generate a traffic state for each individual road segment.
The system is fully operational since October 2007.
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More specifically, there are travel time estimates for 96 time periods k ∈ K
per day (with a duration of 15 minutes) for each arc and each arc has a free-flow
ffi,j estimate, which is the smallest time needed to traverse the arc.
A set of instances was created by randomly selecting respectively 20, 50 and
100 unique vertices (Vc ⊆ V ) out of this road network and providing them with a
reward, opening and closing time and a service time. The other vertices (V \ Vc)
in the graph can not be visited but might be traversed to reach the vertices in Vc.
Two vertices out of Vc are selected as start and end depot.
The reward for each regular vertex is generated by selecting a random number
from 1 to 30. The deterministic service time of each regular vertex is generated
using a random number from a normal distribution with a mean equal to 20 minutes
and a standard deviation equal to 5 minutes. The reward of both depots is set equal
to 0. The opening time of the start and end depot (o1, ov) is set equal to 6 am.
Furthermore, for each set of vertices, 4 variations in tmax (8, 10, 12 and 14 h),
resulting in 4 corresponding closing times of the depots (2, 4, 6 and 8pm), and 3
random variations in time window widths (small, medium and large) were created.
In total 36 problem instances were created which can be found at the following
url: http://www.mech.kuleuven.be/en/cib/op/.
The time-independent and time-dependent travel times of the corresponding
graph are constructed before the start of the solution procedure. The time-independent
travel time (ff ) between each pair of vertices from the set of vertices to visit
Vc ∈ V , is calculated using Dijkstra’s shortest path algorithm (using binary heaps)
and assuming that arcs can be traversed at their free flow estimates.
The set of time-dependent travel times is calculated by repeatedly using an
adapted version of Dijkstra’s algorithm with a departure time equal to the start of
a time slot. The number of time slots κ is set equal to the number of time periods
K. To lower the execution time, the travel time profiles are only calculated from
each vertex i ∈ Vc to its set of neighbours (this set is defined in Section 4.4.2) for
all start times equal to the lower limit of all the time slots situated in the feasible
time region. The lower bound of this feasible time region is equal to the start time
of the time slot corresponding to oi + si and the upper bound is equal to the end
time of the time slot where ci + si is situated.
The resulting time-dependent travel times per time slot are stored for each vir-
tual arc. A virtual arc is a dummy arc that holds a concatenation of arcs connecting
two vertices in Vc. The use of virtual arcs to handle complex road networks was
originally discussed by Donati et al. [36].
When calculating the travel time for a departure at time td with a shortest path
algorithm, the travel time obtained is the right one if td is equal to the lower limit
of a time slot. However, during the execution of the metaheuristic, these travel
time distributions are interpolated for moments in time between two such lower
limits of time slots. As this is an estimation of the travel time, the shortest path
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when departing at time slot t contained in the virtual arc, might differ from the
actual shortest path for departure times td ∈]tpt, tpt[. In short, the concatenation
of arcs that forms the virtual arc might no longer be the shortest path when the
departure time is later than the start of the time slot. Apart from the fact that initial
experiments showed that this error was very small, no infeasible solutions were
encountered during any of our experiments.
After these steps, a new virtual network has been constructed. This network
corresponds to a complete graph which consists of vertices representing customer
locations to visit and virtual arcs with a fixed set of travel time estimates which
model the travel time behaviour on a concatenation of real arcs. For simplicity, the
term arc i, j is used in the remainder of this text for the virtual arc between i and
j.
As an indication of the performance of the preprocessing procedure: for an
instance containing 20, 50 and 100 vertices respectively 2, 5 and 11 minutes are
required.
3.3 Time-dependent orienteering problem with stochas-
tic weights and time windows (TD-OPSWTW)
3.3.1 Mathematical formulation
In this section, the TD-OPSWTW is defined based on the formulation of Campbell
et al. [21]. Let Vc = {1, ..., v} be a set of serviceable vertices. Vertex 1 represents
the start vertex and vertex v represents the end depot. Furthermore, assume there
is an arc (i, j) between all i and j in Vc. Subsequently, each vertex i ∈ Vc has
apart from a deterministic non-negative reward ri also a deterministic non-negative
penalty ei. The reward is earned by visiting the vertex between its opening time
oi and closing time ci and the penalty is incurred if the arrival would occur after
its closing time which means the vertex is not visited. This penalty represents
direct payment or a loss of goodwill. In reality, there is a cost associated with a
failure to service a planned customer. Note that deterministic models generally
do not (have to) consider this cost. Secondly, if the standard deviation is low, the
expected reward will be higher than when the standard deviation is high. As a
higher standard deviation will lead to higher probability of arriving late. Therefore
the risk aversion of the planner can also be controlled by adjusting the penalties.
The reward of the depots is equal to 0.
The time window is defined for the start of the service and not the end. Let
Ti,j,td be a non-negative stochastic variable representing the time required to tra-
verse arc (i, j) departing at departure time td. We assume that the distribution on
Ti,j,td is known for all i, j and td. Next, let si be the deterministic non-negative
service time at vertex i.
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Let the random variableAi be the planned arrival time at vertex i. For a realiza-
tion (actually observed value) of Ai, Ai, we let R(Ai) be a function representing
the reward earned at vertex iwhen arriving at timeAi. We assume thatR(Ai) = ri
for Ai ≤ ci and ei otherwise. Let ω be an order or route of the vertices in the se-
lected set M ⊆ Vc which begins at the vertex 1 at time t0 and ends at end vertex
v. The opening time of the start and end vertex is set equal to t0 and their re-
wards are set to 0. Subsequently, the closing time of the end vertex is set equal to
t0 + t
max and its penalty is set equal to ev . This way a penalty is also obtained if
the route length exceeds the predetermined length, tmax. The expected reward of
the a-priori route is equal to:
R(ω) =
∑
i∈ω
[P (Ai ≤ ci) · ri − (1− P (Ai ≤ ci)) · ei] (3.7)
We seek an a-priori route ω∗ such that R(ω∗) ≥ R(ω) for every ω. For this prob-
lem, an a-priori route, or pre-planned route, is a route which specifies an ordering
of all selected vertices that a particular driver may service. The driver may then or
may not be able to service these vertices given the realisations of the travel time.
Furthermore, the time is assumed to be discretized in κ time slots. This means
that for every vertex i to j and for every time slot t ∈ κ there exists a normally
distributed travel time (Ti,j,t). Finally, let tpt and tpt represent the moment at
which time slot t starts and ends respectively.
3.3.2 Position in the literature
Now that the TD-OPSWTW is defined, differences with the literature discussed
in Section 2.4 can be better explained. In general only the work of Lau et al.
[86] considers time-dependent stochastic travel times, all other papers use time-
independent stochastic travel times. Recall that in [21, 42, 86, 134, 138] no time-
windows are incorporated.
Unlike the TD-OPSWTW, the problem discussed by Teng et al. [138], is lim-
ited to discrete travel and service time distributions. The problem only uses a single
penalty parameter as a mechanism for maintaining the feasibility of the solution.
The problem introduced by Tang and Miller-Hooks [134] incorporates deadlines
via a chance constraint rather than modelling the economic cost of their violation
using a penalty as in the case of the TD-OPSWTW. When comparing the work
of Campbell et al. [21] to the TD-OPSWTW, the time-dependent stochastic travel
times, time windows and the constraint that routes need to start and end at the
predefined vertex were added to the TD-OPSWTW. Contrary to Campbell et al.
[21], the service time at a vertex is assumed to be deterministic. Apart from these
additions the objective function of the TD-OPSWTW is very similar to the one
proposed by Campbell et al. [21]. The difference with Lau et al. [86] is that there
is no vertex specific penalty, only a general penalty for a route with a length that
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exceeds the time budget. The difference between the problem presented by Evers
et al. [39, 42] and the TD-OPSWTW is that no penalty is received for scheduled
vertices that are not visited. Furthermore, for the TD-OPSWTW all vertices are
known in advance and an a-priori route needs to be found. Additionally, in the
work of Evers et al. [39] late arrivals at the end vertex are also not penalised. Dif-
ferent than presented in the work of Zhang et al. [158], for the TD-OPSWTW the
travel times are time-dependent stochastic variables and the waiting time originates
from arriving too early at a vertex. Furthermore, no recourse actions are modelled
or taken into account during the evaluation of possible solutions.
In general, these solution methods do not take into account the impact of time
windows on the convolution of the departure time and travel time distribution.
The proposed sampling approaches only work because, when no time windows
are considered, independent distributions of the same type (discrete and gamma
distributions are used in most cases) can be added together. However, in case of
time windows, the resulting waiting times or late arrivals significantly complicate
the calculation of the departure time distribution.
3.3.3 TD-OPSWTW instance generation
In this section, the generation of realistic test instances for the TD-OPSWTW will
be explained based on the available data. These test instances are based on the
ones proposed for the TD-OPTW in Section 3.2.2. The difference resides in the
fact that the travel times are now stochastic and a penalty is defined for every ver-
tex. This penalty, also for the end vertex, is set independent of the magnitude of
the lateness. This implies that in theory visiting additional vertices and collecting
the reward before going to the end vertex might counter the collected penalty at the
end vertex. In order to avoid this behaviour, the closing time of the regular vertices
is set less than or equal to tmax. The penalty for regular vertices is equal to 20% of
their respective reward. The penalty for arriving late at the end vertex is set equal to
the highest reward over all regular vertices of the instance. The instances are also
available at http://www.mech.kuleuven.be/en/cib/op/. The accom-
panied historical travel time data, consisting of travel time observations for every
time period of 15 minutes (K = 96) for a representative Tuesday, is used to fit a
set of normal travel time distributions for every arc during 96 time slots (κ = 96).
Since for every arc and time slot combination only one travel time estimate is avail-
able, the standard deviation for a particular combination of an arc and time slot is
set equal to the variability over all time slots of the arc. The average coefficient
of variation (cv = σµ ) is therefore equal to 0.5%, which is rather low. Other coef-
ficients of variation and penalty ratios (pr = riei ) will be used when the proposed
algorithm is tested (Section 5.2).
The time-independent and time-dependent stochastic travel times between each
3-18 PROBLEMS DESCRIPTIONS
pair of vertices representing serviceable customers to visit Vc ∈ V , are con-
structed. The time-independent travel time (ffi,j) is calculated using Dijkstra’s
shortest path algorithm and assuming that all arcs can be traversed at their free flow
estimates. These estimates are also used to solve the problem instances as deter-
ministic time-independent orienteering problems, as will be described in Section
5.2.2. Furthermore, these estimates are also used to construct the neighbourhood
structure as described in Chapter 5.
The stochastic time-dependent travel time distributions (T ) are calculated us-
ing an adapted version of Dijkstra’s algorithm inspired by the research of Demeyer
et al. [32]. The Dijkstra algorithm [33] is a label-setting algorithm with labels
representing the lowest cost between the start vertex and the destination vertex.
During initialization the label of the start vertex is set to zero and all other labels
are set to infinity. The set P contains all (non-permanent) vertices whose labels
have been updated by the algorithm. In every iteration the vertex with the low-
est label is removed from the set P and made permanent. Then, all labels of the
neighbouring vertices are updated. More specifically, if the sum of the label of the
investigated (permanent) vertex and of the arc cost is less than the previous label of
the neighbouring vertex, then the label is changed to this sum. This process is re-
peated until the destination vertex has been made permanent. The time-dependent
stochastic Dijkstra’s algorithm requires that labels are no longer single values, but
probabilistic distributions of travel times. Two operations need to be defined: com-
paring labels and updating labels. Deciding which of two labels is the best is no
unambiguous process. Usually a fixed percentile such as the 90th percentile is used
to compare the labels. However, in this research the labels are compared on the
99th percentile since we want to obtain reliable routes. During the update of the
labels, in the work of Demeyer et al. [32], 5 equally spread percentiles (10th, 30th,
50th, 70th, 90th) are used. we assume that the travel times on the arcs are inde-
pendent (no correlation between the arcs) and normally distributed (µ, σ2), which
enables us to easily calculate the arrival distribution as the sum of the departure
time distribution and the travel time distribution:
µarrival = µdeparture + µtravel (3.8)
σ2arrival = σ
2
departure + σ
2
travel (3.9)
Subsequently, the arrival time distribution becomes the departure time distribution
when subsequent arcs are added to a route. So unlike the research of Demeyer
et al. [32], no discrete approximation of the distribution is used.
We validated our stochastic implementation using a Monte Carlo simulation
on the final path returned by the Dijkstra algorithm. Our Monte Carlo simulation
was also used to verify the performance of the stochastic Dijkstra procedure of
Demeyer et al. [32]. We could conclude that their procedure significantly underes-
timates the variance of the travel time on the proposed path. A possible explana-
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tion provided by Bickel et al. [16] is that the distribution is approximated using 5
percentiles that do not match the moments of the normal distribution.
The resulting time-dependent travel time distributions for each virtual arc are
stored. As an indication of the performance of this procedure, for the set of 20, 50
and 100 vertices respectively 2, 6 and 13 minutes of calculation time is required.
3.4 Conclusion
In this chapter a mixed integer problem formulation is presented for the TD-OP and
the TD-OPTW. However, since the OP and therefore also its extensions are NP-
hard, these formulations can not be used to solve problem instances of a realistic
size using a commercial solver.
For the TD-OP, realistic time-dependent test instances with known optimal
solution are developed based on the original time-independent OP instances in
combination with a well performing speed model for the TD-VRP. For the TD-
OPTW, 36 realistic time-dependent test instances with known optimal solutions
are developed with a number of vertices to visit ranging from 20 to 100. These
instances were constructed by extracting vertices from a road network containing
84,720 vertices and 116,683 arcs. For the TD-OPSWTW a mathematical formula-
tion is provided and the test instances for the TD-OPTW were modified to match
the required problem input. The test instances for all problems are made publicly
available at http://www.mech.kuleuven.be/en/cib/op/.

4
Solution methods and results for the
orienteering problem with
time-dependent travel times
In this chapter, the proposed solution methods for the time-dependent orienteering
problem (TD-OP) and the time-dependent orienteering problem with time win-
dows (TD-OPTW) will be explained together with the results on their respective
test instances. For each problem, the notation explained during the problem de-
scriptions in Chapter 3 is also used here.
4.1 Motivation for the selected solution method
Since high-quality solutions are required and the computation time should be lim-
ited to only a few seconds, the literature on vehicle routing suggests the imple-
mentation of a local search based metaheuristic to solve problems of realistic size
[122]. In this section, a metaheuristic, based on the principles of an ant colony
system (ACS), is implemented together with time-dependent local search moves
to tackle the time-dependent orienteering problems. This choice is motivated by
the fact that generally very complex problems require simple solution frameworks.
Moreover, Bullnheimer et al. [19] state that the ACS produces starting vehicle rout-
ing problem solutions that are more easily improved by a local search move than
starting solutions produced by a genetic algorithm. This choice might seem con-
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trary to what in the literature base is recommended. Recall that tabu search (TS) is
used frequently for the TD-VRP and iterated local search and variable neighbour-
hood search seem both appropriate methods to tackle various orienteering prob-
lems. However, during initial tests these frameworks and hybrid versions were
considered and compared against each other. These methods performed signifi-
cantly worse than the ACS. Apart from other issues the biggest drawback of TS
(and VNS or ILS) is the fact that even removing a vertex from a solution can be
a time consuming move. Due to the time-dependency, additional checks and re-
pair steps consume a lot of CPU time. Moreover, the line between TS and ant
colony optimization is not clear-cut, both TS and ant colony optimization make
use of memory. In this specific case, we found experimentally that memory struc-
tures that evaluate the quality of arcs in a solution perform better than memory
structures that prohibit certain moves based on recency information. This type
of memory is more commonly found in techniques labelled ant colony optimiza-
tion than in techniques labelled TS. To avoid confusion, we therefore labelled our
technique ACS.
The motivation for the used set of local search moves will be explained in
Section 4.6 after the technical details and results have been explained.
4.2 Solution method for the TD-OP
The ACS presented here, is based based on the ant colony optimization algorithm
of Ke et al. [74] and Schilde et al. [118] for the time-independent OP and on the
ACS of Donati et al. [36] for the TD-VRP. In order to solve the TD-OP, as for
every metaheuristic, a good balance between intensification and diversification is
essential [133]. Therefore, a specific insert local search move is designed in order
to intensify the search for improvement. The strength of this insertion step lies in
the fast evaluation of the possible insertion of a vertex. In order to diversify the
search, each metaheuristic framework has a specific manner to escape from local
optima. The pheromone trails in the ACS are depreciated (“evaporated”) during
the construction procedure. The ACS diversification mechanism is discussed in
more detail in Section 4.2.3.
The remainder of this section is organized as follows. First, the local search
moves are discussed: the insert local search move is explained in Section 4.2.1
and the modified 2-opt move in Section 4.2.2. The ACS framework is explained in
Section 4.2.3.
4.2.1 Insert local search move
The problem-specific insert local search move iteratively attempts to insert non-
included vertices into an existing solution, thus improving its total reward. To
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prevent a full and time-consuming evaluation of a solution, we store for every
vertex in the current solution the maximum amount of time that its visit can be
postponed before the solution becomes infeasible (max shift). This enables
an efficient checking and updating mechanism. The max shift metric can be
calculated from the last vertex to the first vertex in the solution and only needs
to be updated for some vertices when an extra vertex is actually included in the
solution, not when it is only considered for inclusion during the insert move. A
similar method was discussed in Donati et al. [36] and the calculation is presented
in pseudo code in Algorithm 3. Finally, the local search move is also visually
presented in Figure 4.1.
Algorithm 3 Calculation of max shift for TD-OP - input: solution sequence
sol
ta ← tp1 + tmax
for every vertex i in solution sol except the start vertex & end vertex do
z ← soli+1
y ← soli
find k such that ta > tpk
td ← ta
remaining distance← dy,z
distance covered← (ta − tpk) ∗ vy,z,k
while (remaining distance > distance covered) and (k > 1)
do
remaining distance ← remaining distance −
distance covered
td ← tk
distance covered← (tp
k
− tp
k−1) · vy,z,k−1
k ← k − 1
end while
td ← td − remaining distance/vy,z,k
max shifti ← (td − actual departure timei)
ta ← td
end for
When max shift has been calculated for every vertex in the current solu-
tion, a list called include is created of all vertices that are not yet included in
the solution. The vertices are added to this list in random order. Note that the
max shift (represented by a kite in the figure) of vertex w is greater than the
remaining time at the end vertex (4.5 − 4 = 0.5). The reason for this is that the
travel time between w and v is a decreasing function of the departure time in that
particular time slot.
The insert move tries to insert a vertex from this list into the current solution,
if the extra travel time required to visit this new vertex is less than the value of
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max shift of the succeeding vertex. For example, when the algorithm attempts
to insert vertex y (member of the include list) between x and z, the extra time-
dependent travel time equals:
∆travel time = travel timex,y + travel timey,z − travel timex,z
(4.1)
Vertex y can only be inserted into the current solution when the extra travel time
is less than or equal to the maximum amount of time vertex z can be shifted to a
later moment in time or:
∆travel time ≤ max shiftz (4.2)
When vertex y is actually included in the solution, the algorithm updates the travel
time from x to y, as well as the travel times between the vertices succeeding vertex
y. This is necessary, because the insertion of vertex y has most likely caused a
change in travel time for the arcs following vertex y in the solution.
The max shift of the vertices succeeding vertex y can easily be adjusted
(marked with an orange kite on Figure 4.1) based on the previous max shift
value, the previous time-dependent travel time and the new time-dependent travel
time based on the following equation :
max shifti = previous max shifti + (previous travel timei − new travel timei)
(4.3)
In this equation travel timei represents the travel time to reach i from its im-
mediate predecessor. Second, a recalculation of max shift for the vertices pre-
ceding vertex z is also necessary (marked in violet).
As a result of this procedure, the computation time needed to evaluate if a
vertex can be included or not, is drastically reduced. As a result, only when a
vertex is actually inserted, a complete and time-consuming recalculation of the
new solution is required.
Another issue that troubles the insert local search move is the triangle inequal-
ity property, which for road networks means that travelling from vertex A to C is
shorter than travelling from A to B and from B to C. In a time-dependent prob-
lem however, due to traffic jams on the direct road between A and C, it might be
actually faster to drive through B. The result of wrongly assuming that this prop-
erty is still valid in a time-dependent setting is that one may not consider potential
changes of the shortest paths due to varying travel times as mentioned by Donati
et al. [36] and Fleischmann et al. [47]. In practice, the triangle property will al-
ways be respected. If travelling from A to B would be faster through C, the travel
time of the path through C would be used in the model as the travel time between
A and B. To model this in a proper way, that would mean that we have to check all
possible triangles [A,B,C] for each possible departure time at A. We decided not
to focus on this issue and we refer to Kok et al. [78] for a possible implementation.
4.2 SOLUTION METHOD FOR THE TD-OP 4-5
select
try out
execute
,y
, ,x
1
,z
1
,w
1
,
1
tmax = 4.5
, ,x
1
,z
1
,w
1
,
1
,y
0.7
5 0.75
0.6 0.60.4 5
, ,x
1
,y ,,z
10.75 0.75
,
0.9
0.10.100
travel time x needs to be calculatedx
travel time x is stored in memory
x
x max shift x of the vertex
Figure 4.1: The time-dependent insert move
As a result of not always respecting the triangle property, inserting a vertex
might actually shorten the travel time of the solution. If for example the sequence
AB, displayed in Figure 4.2, is included in the solution, the insert move might
insert vertex C in between A en B which results in a decrease in travel time of 3.51
time units:
travel timeA,B,td > travel timeA,C,td + travel timeC,B,[td+travel timeA,C,td ]
travel timeA,B,7 > travel timeA,C,7 + travel timeC,B,[7+travel timeA,C,td ]
(1/0.5) + (5/0.81) > (3/1.5) + travel timeC,B,9
8.17 > 2 + (4/1.5)
8.17 > 4.66
4.2.2 Modified 2-opt
The basic 2-opt move removes two arcs and tries to replace them with two new arcs
not previously included in the path. If this move reduces the travel time of the solu-
tion, the new solution is accepted, otherwise the original solution is retained [145].
This move cannot be easily used in a time-dependent environment because the di-
rection of the part of the solution between the removed arcs is reversed. Traversing
arcs in the opposite direction demands a complete and time-expensive recalcula-
tion of the solution. It might be possible that arcs that are troubled by morning
congestion and therefore originally scheduled in the evening, are reinserted into
the morning by a 2-opt move and therefore make the whole solution infeasible or
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Figure 4.2: An example where the triangle property is not valid for the time- dependent
travel times
at least undesirable.
To circumvent these time-expensive calculations, the algorithm first preselects
interesting 2-opt combinations based on the gain in distance. Only, the most inter-
esting combination (biggest gain in distance) is then evaluated in a time-dependent
context. If this combination results in a feasible solution, it is accepted. It should
be noted that it is not required that the travel time of the new solution is less than
the travel time of the previous solution. In our proposed algorithm for the TD-
OP, this 2-opt move is merely used as a diversification procedure, rather than to
increase the quality of a solution.
4.2.3 Ant colony system
The ACS is based on the behaviour of a foraging ant colony. It is a constructive
metaheuristic that constructs several solutions independently (each construction
procedure is represented by an agent commonly called an “ant”) and uses memory
structures called “pheromones trails” to mark travelled arcs and to allow commu-
nication between the different ants. The ACS framework is displayed in Algorithm
4, together with the corresponding input parameters and variables. solib is the best
solution of the current iteration, solgb represents the best solution found dur-
ing the entire optimization procedure and F (solx) refers to the objective function
(total reward) of solution solx.
Before the start of the ACS, the value of the greedy information, ηi,j for arc
(i, j) is calculated as the ratio of the reward of vertex j and the travel distance
to reach vertex j from vertex i. This way of working turns out to be less com-
putational expensive in comparison to using the ratio of the reward and the time-
dependent travel time to the next vertex. The pheromone value (τi,j) of all arcs is
initially set at a value τinit.
The construct solution procedure creates max ants solutions independently
4.2 SOLUTION METHOD FOR THE TD-OP 4-7
Algorithm 4 Ant colony system for TD-OP - input parameters:
α, β∗, ρ,max ants, τinit, Nmaxni
solib ← 0, solgb ← 0, Nni ← 0, iteration← 0
while iteration < Nc do
Initialize τ , η (τinit)
β = β∗ ∗ |Vc|
Construct initial solutions:
for i← 1 to max ants do
Construct solution & local pheromone update (τ , η, α, β, ρ)
2-opt
Calculate max shift
Insert (max shift)
end for
solib ← arg max(F (sol1), F (sol2), ..., F (solmax ants))
if F (solib) > F (solgb) then
solgb ← solib
Nni ← 0
else
Nni ← Nni + 1
end if
Global pheromone update (τ , solib, Nni, Nmaxni )
iteration← iteration + 1
end while
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and sequentially. Each construction starts from an empty solution and adds vertices
at the end of the solution until no more vertices can be inserted due to the travel
time restriction. At that point, the end vertex is added to finalize the solution,
and the algorithm moves on to the next solution until max ants solutions are
created. Before adding a vertex following the already included vertex u, a list
called Cu of all vertices feasible to include is created. This is done by calculating
the time-dependent travel time between the last included vertex u and a vertex
under consideration plus the travel time between the vertex under consideration
and the end vertex. If the sum of both travel times together with the total travel time
of the solution is less than tmax, the vertex under consideration can be added to the
solution. Afterwards, each vertex in the list receives a probability to be included.
This probability (li) that vertex i will be added to the solution is calculated as
follows:
li =
ταu,i · ηβu,i∑
w∈Cu
ταu,w · ηβu,w
∀i ∈ Cu (4.4)
In this equation, α determines how much weight is given to the pheromone value
and β defines how much weight is given to the greedy information. Then, a random
number is generated to determine, together with the probability li, which vertex
from the list is added to the solution by using a roulette wheel selection method.
Note that the relative values of α and β together determine how much weight
is given to the randomness in the selection procedure. For example, the random
numbers will have less impact if α and β both equal 3 than when they both equal 1,
as the difference in τ or η values of feasible vertices is disproportionately reflected
in their li values. A vertex that has a slightly better value of τ than another vertex
will have a disproportional greater li value and thus a higher probability to be
selected. In other words, the procedure becomes more greedy. Subsequently, the
τ value related to the newly added arc in the solution is decreased. This local
pheromone procedure which enhances diversification is executed as follows:
τu,i = τu,i · (1− ρ) (4.5)
ρ is called the evaporation rate and is usually set at a rather low value (e.g. 0.01).
The evaporation procedure attempts to enhance the diversity of the solution proce-
dure by preventing the same arcs from being added to a large number of solutions.
Note that the pheromone values should be prevented from becoming very small,
leading to a possible (near) division by zero in Equation 4.4. When a τ -value is
close to zero, it is reset to τinit. After the construction of max ants solutions,
the insert and 2-opt moves are executed on all constructed solutions. The modified
2-opt move evaluates all possible 2-opt moves but only the most interesting move
is executed. Since executing a 2-opt move is computationally very expensive, the
procedure is stopped after one execution in order to limit the computation time.
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The insert move however, is executed in a first-improving manner and stops when
no more feasible improvements can be found.
The solution of each iteration with the highest reward is stored (sib) and arcs
that are used in this solution are made more attractive in the solution construction
procedure of succeeding iterations, by increasing their corresponding pheromone
value:
τi−1,i ← τi−1,i + τinit ∀i ∈ sib | i > 1 (4.6)
This makes it more likely that these arcs will be used in a subsequent construc-
tion procedure (intensification). If the reward (solib) is better than the global best
reward found during previous iterations (solgb), solgb is updated. Finally, these
steps are repeated Nc times but to prevent that only a couple of arcs dominate in
the solution construction procedure (local optima), the pheromone values are reset
to τinit when no improvement can be found during a certain number of iterations
(Nmaxni ). This means that all arcs have again an equal probability to be chosen
during the next construction procedure, allowing diversification.
4.3 Results for the TD-OP
4.3.1 Comparison to optimal solutions of small instances
The first experiment consists out of a straightforward comparison of the results of
the ACS and the optimal solution found by solving the MIP from Section 3.1.2.
However, most of the time-dependent instances of Section 3.1.3 are too complex
to be solved with a commercial solver using the MIP formulation developed in
Section 3.1.2. Since this is not the focus of our research only a basic implemen-
tation of this MIP was implemented using the commercial solver, CPLEX 12.5
(64-bit) on a computer with an i5 2.6 GHz processor and 8 GB of memory. The
choice to apply this commercial solver to the MILP of the TD-OP was motivated
by the fact that commercial solvers like CPLEX and Gurobi are known to be very
effective in tackling this kind of problems. We refer to the exact solution methods
of [6, 46, 67] for variants of the OP and CPLEX is also used for vehicle routing
problems in a time-dependent context by Kok et al. [79]. The restriction of 48
hours (!) of computation time per instance allowed to find an optimal solution for
most of the instances of the first 3 datasets. The comparison between the results
of the ACS and these optimal solutions for five independent runs of the algorithm
is displayed in Table 4.1. In the name of each instance, the number refers to the
graph, originally developed by Chao et al. [24] that is used. The characters a to i
refer to increasing values of tmax.
As performance metric the CPU time together with the percentage gap between
the total reward of the optimal solution and the total reward of the heuristic solution
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is used:
gap =
optimal reward− heuristic reward
optimal reward
(4.7)
Both the average gap and the minimum and maximum gap on all instances are
recorded during our analysis. Optimal % gaps are marked in bold in the Table 4.1.
The average gap is very low at 0.8%. Furthermore, the known optimal solution
could be found for 14 out of 24 test instances. Studying the computation time leads
to the conclusion that the ACS is very fast, as on average only 0.1 seconds are
needed to obtain a solution. The maximum observed CPU time was 0.2 seconds.
The results prove the validity of our MIP model and the excessive time needed
to solve these small instances using a commercial solver. The required compu-
tation time depends heavily on the number of time slots needed per arc and they
exponentially increase with the value of tmax. Furthermore, this table illustrates
the near-optimal results and the very short computation times of the ACS on small
problem instances.
4.3.2 Comparison to known optimal solutions of large instances
To evaluate more thoroughly the performance of the TD-OP metaheuristic, it would
be useful to also have optimal solutions for larger benchmark instances. In order to
achieve that, all instances were solved first as time-independent OPs using the MIP
displayed in Section 2.1. During this optimization, the travel time was calculated
using, on each arc, the maximum speed of its corresponding arc category. Still
not all time-independent OP instances could be solved due to time and memory
limitations. The excessive CPU time needed to solve these time-independent OP
instances (not displayed), often more than 100 hours, illustrates again that it would
be pointless to try to solve large time-dependent OPs to optimality, certainly based
on these straightforward MIP formulations. The found optimal rewards for these
time-independent instances are displayed in Table 4.3 (column “optimal”).
Following the optimization by CPLEX, the optimal time-independent solutions
(sequence of vertices) are used to modify the original time-dependent instances in
such a way that slightly modified time-dependent instances with known optimal
solution are created. More specifically, for each arc included in the optimal time-
independent solution, the travel speed is set to its maximal value, but only for the
time slot(s) during which this virtual arc is traversed. Since the travel speed is
only modified in some of the time periods of these arcs, these arcs still have time-
dependent travel times. The time-dependent travel times on all other arcs are not
modified. In this way, it is ensured artificially that the time-independent optimal
solution is also an optimal solution to the modified time-dependent instance.
The procedure is explained in detail with a simple problem instance in Figure
4.3. In part A the optimal time-independent solution found by CPLEX using the
MIP model for the OP (Section 2.1) is displayed. In the next part, the travel speed
4.3 RESULTS FOR THE TD-OP 4-11
Table 4.1: Comparison to optimal solutions of small instances
CPLEX ACS
|Vc| tmax optimal cpu best avg worst cpu
h reward s %gap %gap %gap sec
1.a 32 5 115 41 0.0 0.0 0.0 0.2
1.b 32 6 135 143 0.0 0.0 0.0 0.1
1.c 32 7 160 351 0.0 0.0 0.0 0.1
1.d 32 8 185 515 0.0 2.2 5.4 0.1
1.e 32 9 210 687 0.0 0.5 2.4 0.1
1.f 32 10 230 37,514 0.0 0.4 2.2 0.1
1.g 32 11 250 6,787 0.0 0.0 0.0 0.1
1.h 32 12 270 70,225 1.9 1.9 1.9 0.1
2.a 21 5 100 11 0.0 0.0 0.0 0.0
2.b 21 6 150 24 0.0 0.0 0.0 0.0
2.c 21 7 195 35 0.0 0.0 0.0 0.1
2.d 21 8 220 49 0.0 0.0 0.0 0.1
2.e 21 9 260 126 0.0 0.0 0.0 0.1
2.f 21 10 310 383 0.0 0.0 0.0 0.1
2.g 21 11 340 671 0.0 0.0 0.0 0.1
2.h 21 12 375 5,356 0.0 0.0 0.0 0.1
2.i 21 13 425 14,217 0.0 0.0 0.0 0.1
3.a 33 5.5 370 96 0.0 4.3 5.4 0.1
3.b 33 6.5 420 272 0.0 0.0 0.0 0.1
3.c 33 7.5 500 371 4.0 4.0 4.0 0.1
3.d 33 8.5 560 503 0.0 2.9 3.6 0.1
3.e 33 9.5 620 662 0.0 1.9 4.8 0.2
3.f 33 10.5 650 1,928 0.0 0.3 1.5 0.1
3.g 33 11.5 690 16,704 0.0 1.2 2.9 0.2
max 4.0 4.3 5.4 0.2
avg 0.2 0.8 1.4 0.1
% optimal 91.7 58.3 58.3
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is set to its maximal value (depending on the arc category) for the selected arcs
in part A and only during the time periods they are used in the time-independent
solution. Second, the time-dependent arcs have different characteristics for each
travelling direction. In part C, the ACS is executed on this adapted problem in-
stance. Furthermore, note that the found solution in part C has a lower objective
value than the optimal solution in part B which results in a gap of 16.7%.
A: optimal time-independent B: optimal time-dependent C: non-optimal time-dependent
gap: 16.7%
reward: 6 reward: 6 reward: 5
arc with time-independent travel time
arc with time-dependent travel time
arc with modified time-dependent travel time
selected arcs are indicated in bold
30 32
30
3
3
30 32
30
3
3
30 32
30
3
3
Figure 4.3: Example of creating a time-dependent instance with a known optimal solution
The creation of the benchmark instances in this way allows a comparison of
the performance of the developed solution methods with known optimal solutions
for larger instances. For five independent runs of the algorithm, these results are
displayed in Table 4.3. In Table 4.2 the % gap per dataset is displayed. The effect
of the parameters that are used in the metaheuristic and their exact values used in
these experiments are discussed in detail in Section 4.3.3.
Table 4.2: % gap (best, average, worst) and average CPU time per dataset
best avg worst CPU
Dataset |Vc| % gap % gap % gap s
1 31 0.0 0.2 0.2 0.1
2 21 0.0 0.0 0.0 0.1
3 33 0.0 0.2 0.7 0.1
4 100 1.8 2.8 3.9 1.1
5 66 1.2 1.4 2.2 0.3
6 64 0.3 0.9 1.7 0.5
7 102 3.1 3.9 5.0 1.1
Table 4.3: Comparison to known optimal solutions of large instances
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|Vc| tmax optimal best avg worst CPU
hours reward % gap % gap % gap s
1.a 32 5 135 0.0 0.0 0.0 0.1
1.b 32 6 165 0.0 0.0 0.0 0.1
1.c 32 7 185 0.0 0.0 0.0 0.1
1.d 32 8 210 0.0 0.0 0.0 0.1
1.e 32 9 240 0.0 0.0 0.0 0.1
1.f 32 10 260 0.0 1.5 1.9 0.1
1.g 32 11 275 0.0 0.0 0.0 0.1
1.h 32 12 285 0.0 0.0 0.0 0.1
1.i 32 13 285 0.0 0.0 0.0 0.1
2.a 21 5 165 0.0 0.0 0.0 0.0
2.b 21 6 200 0.0 0.0 0.0 0.1
2.c 21 7 225 0.0 0.0 0.0 0.1
2.d 21 8 275 0.0 0.0 0.0 0.1
2.e 21 9 315 0.0 0.0 0.0 0.1
2.f 21 10 375 0.0 0.0 0.0 0.1
2.g 21 11 415 0.0 0.0 0.0 0.1
2.h 21 12 440 0.0 0.0 0.0 0.1
2.i 21 13 450 0.0 0.0 0.0 0.1
3.a 33 5.5 430 0.0 0.0 0.0 0.1
3.b 33 6.5 490 0.0 0.0 0.0 0.1
3.c 33 7.5 550 0.0 0.0 0.0 0.1
3.d 33 8.5 590 0.0 0.0 0.0 0.1
3.e 33 9.5 630 0.0 0.0 0.0 0.1
3.f 33 10.5 680 0.0 0.0 0.0 0.2
3.g 33 11.5 730 0.0 0.0 0.0 0.2
3.h 33 12.5 770 0.0 1.0 2.6 0.1
3.i 33 13.5 800 0.0 0.8 3.8 0.1
4.a 100 5 486 0.0 0.8 1.0 0.7
4.b 100 6 590 0.5 1.7 3.1 0.8
4.c 100 7 679 1.6 2.5 3.5 0.9
4.d 100 8 771 3.6 4.5 5.1 1.0
4.e 100 9 853 3.4 4.2 5.5 1.1
4.f 100 10 932 2.1 3.0 4.3 1.2
4.g 100 11 1007 0.0 0.9 4.1 1.2
4.h 100 12 1083 1.7 3.0 3.6 1.3
4.i 100 13 1147 1.3 1.7 2.4 1.3
4.j 100 14 1198 4.2 5.3 6.4 1.4
5.a 66 5.5 580 0.0 0.3 1.7 0.3
5.b 66 6 650 2.3 2.3 2.3 0.3
5.c 66 7 770 1.3 1.6 2.6 0.4
6.a 64 6.5 870 0.0 0.3 0.7 0.5
6.b 64 7 930 0.0 0.6 1.3 0.4
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6.c 64 8 1056 0.0 0.9 2.3 0.5
6.d 64 9 1152 0.5 0.8 2.1 0.5
6.e 64 10 1236 0.0 1.1 1.9 0.6
6.f 64 11 1308 0.9 1.8 2.8 0.5
6.g 64 12 1344 0.9 1.5 2.2 0.7
6.h 64 13 1344 0.0 0.0 0.0 0.5
6.i 64 14 1344 0.0 0.0 0.0 0.5
7.a 102 4 532 4.5 5.3 7.0 0.7
7.b 102 5 648 4.9 6.1 9.0 0.8
7.c 102 6 774 0.8 1.1 1.7 1.0
7.d 102 7 884 1.7 1.8 2.1 1.1
7.e 102 8 994 4.7 6.1 7.0 1.1
7.f 102 9 1090 1.8 2.5 3.7 1.2
7.g 102 10 1175 1.2 3.1 4.9 1.3
7.h 102 11 1251 3.6 4.6 5.1 1.3
7.i 102 12 1317 2.7 3.2 3.5 1.4
7.j 102 13 1368 5.0 5.6 6.3 1.4
max 5.0 6.1 9.0 1.4
avg 1.0 1.4 2.0 0.5
% optimal 61.0 44.1 44.1
These results prove the high performance quality of the ACS, since the aver-
age gap is very low at 1.4%. Furthermore, the known optimal solution could be
found for 26 out of 59 test instances. A second conclusion is that the average
gap increases as the test instances become more complex due to a longer travel
time limit and an increasing number of vertices. Studying the computation time
leads to the conclusion that the ACS is very fast, as on average only one second is
needed to obtain a solution. The maximum observed CPU time was 1.4 seconds,
which is more than fast enough for most application purposes. Therefore, it can be
concluded that the ACS is able to deliver a high performance requiring a minimal
computational effort.
To stress the validity of this second test procedure, the average gap on the more
limited set of instances that was used in Section 4.3.1 is 0.1% and the maximum
gap equals 1.5%. These values do not deviate too much from the values of respec-
tively 0.8% and 4.3% obtained in Section 4.3.1.
4.3.3 Sensitivity analysis
In this section, the impact of the input parameters and the design of the ACS is
discussed. It is interesting to know how much the performance of the algorithm
depends on the specific values of the input parameters.
A first input parameter that needs separate attention is the number of iterations
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Table 4.4: Effect of the number of trial solutions on the average and maximum gap and
average CPU time (s)
Number of trial solutions 5,000 10,000 20,000 40,000 80,000
avg % gap 2.0 1.6 1.2 1.0 0.8
max % gap 8.8 8.7 6.4 6.0 5.6
avg time 0.3 0.5 1.2 2.0 4.4
Table 4.5: Overview of the input parameters TD-OP
Input parameter Description Value
τinit initial pheromone value 1
α importance of pheromone information 4
β∗ importance of heuristic information (β = β∗ · |Vc|) 0.07
max ants number of solutions that are constructed and improved per iteration 75
ρ evaporation rate 0.01
Nmaxni maximum number of iterations without improvement (% of Nc) 25%
(Nc) that each construction and improvement cycle is performed. Given the goal
of obtaining solutions within a few seconds, the value of this parameter has been
severely restricted, and only 10,000 trial solutions were allowed. The exact value
of Nc is therefore adjusted to the value of max ants. For example when 20 ants
are used, 500 iterations were allowed in order to generate 10,000 trial solutions.
Varying the value of Nc gives an indication on the likelihood of the metaheuristic
to get stuck in local optima (lack of diversity). If the algorithm easily gets stuck
at a local optimum, increasing the number of trial solutions would not lead to
significantly better solutions. The average results of five runs can be found in
Table 4.4. From this table, it can be concluded that the results keep improving
when the number of iterations is increased. Thus, the algorithm has an appropriate
diversification strategy.
Table 4.5 provides an overview of the input parameters of ACS, including their
value used for the experiments in Section 4.3.1 and 4.3.2. These values are based
on preliminary experiments on a test set of 21 instances, constructed by randomly
selecting 3 instances per dataset.
A second effect which needs to be analysed is the robustness of the algorithm
when its parameters are changed. Therefore, the orthogonal combinations dis-
played in Table 4.6 for the ACS were tested on the same random sample set of 21
test instances after 10,000 trial solutions. To eliminate the effect of the random
numbers generator, each configuration was executed 5 times and the average gap
was used to benchmark the performance. Tables 4.7 shows the impact of deviating
from the currently used value. The total %gap corresponds to the average gap over
all tested combinations.
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Table 4.6: Tested orthogonal combinations
Input parameter Values
α 1, 3, 6, 9
β∗ 0.01, 0.03, 0.05, 0.1
max ants 10, 25, 50, 75, 100
ρ 0.01, 0.05, 0.1
Nmaxni 0.25, 0.5, 0.75, 1
Table 4.7: Effect of α, β, Nmaxni , ρ and max ants on the average % gap
α % gap
1 7.5
3 6.0
6 4.9
9 4.8
Total 5.8
β∗ % gap
0.01 10.5
0.03 5.2
0.05 3.7
0.1 3.8
Total 5.8
Nmaxni % gap
0.25 5.7
0.50 5.8
0.75 5.8
1.00 5.9
Total 5.8
ρ % gap
0.01 5.2
0.05 5.9
0.10 6.3
Total 5.8
max ants % gap
10 5.7
25 5.5
50 5.7
75 5.9
100 6.2
Total 5.8
Note that preliminary tests indicated that the value of τinit has no impact on
the results. Furthermore, these tests showed that the optimal β parameter strongly
depends on the size of the problem instance therefore the altered values of β rep-
resent a percentage, β∗, of |Vc|.
These results for the ACS indicate that variations in max ants and Nmaxni
have no significant impact on the performance (ANOVA test). In contrast, chang-
ing the values of ρ, α and β∗ does have a significant effect on the performance of
the ACS. As explained in Section 4.2.3 the absolute values of α and β∗ determine
the weight given to the random number in the end of the construction procedure.
Higher values of α and β∗ lead to less randomness in the choice of the next vertex
to add to the solution. Based on Table 4.7, we conclude that higher values of both
α and β∗ are beneficial for the performance, i.e., that randomness in constructing
a solution should be kept low. This effect is visually shown in Figure 4.4, where
the dark blue area represents a large optimal zone corresponding to an average gap
of 1%. This figure, made using the commercial software Origin Pro, represents a
3D surface plot for a wide range of orthogonal combinations of α and β∗. In gen-
eral we can conclude that the ACS solution procedure is rather robust and small
changes in the parameters do not lead to huge gaps in performance.
In addition to the effect on the average gap, the CPU time also remained the
same when changing the values of the input parameters.
Table 4.8 yields insights into the performance of some design decisions. The
effect is measured by leaving the component out of the algorithm and executing
the altered algorithm on the set of 21 instances. For each alternative design of
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Figure 4.4: 3D graph showing the impact of α and β∗ on the average gap, the other
parameters are set at their default value
Table 4.8: Effect of the design components on average and maximum gap
Metric Normal No 2-opt No insert No 2-opt & No insert
avg % gap 1.4 2.5 6.9 8.4
max % gap 6.1 12.3 30.9 30.3
avg CPU 0.5 0.5 0.3 0.2
the algorithm, the average and maximal gap as well as the computation time is
indicated.
The backbone of the ACS is formed by the ant construction method together
with the pheromone memory effect. It can be noted that the effect of 2-opt is
small but significant, especially to reduce the maximum gap. Executing more 2-
opt moves per iterations turns out to have a drastically lower marginal benefit. The
added value of the 2-opt move lies in the extra diversity that is created by searching
for an alternative sequence of the included vertices.
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4.4 Solution method for the TD-OPTW
4.4.1 General outline
In this section, the procedures of the ACS for the TD-OP are altered and signifi-
cantly improved to deal with the specifics of time window constraints. Moreover, a
new and crucial time-dependent local search move called replace has been added.
An overview of the solution method is presented in Algorithm 5 and in the remain-
der of this section, the different procedures are discussed in detail.
The ACS consists of 3 phases which are executed on a set of solutions called
ants during a predetermined number of iterations. Firstly, ants, which represent
solutions, are created in a construction phase. The second phase consists of an
improvement phase where the ants are improved using three local search moves.
Thirdly, in the global pheromone update phase, the pheromone values belonging
to the arcs of the best ant of the iteration are increased.
Algorithm 5 Ant colony system for TD-OPTW - input parameters:
α, β, ρ,max ants, τinit, Nmaxni
solib ← 0, solgb ← 0, Nni ← 0, iteration← 0
while iteration < Nc do
Initialize parameters: τ , η (τinit)
for i← 1 to max ants do
Construct solution & local pheromone update (τ , η, α, β, ρ)
Calculate max shift
Swap (max shift)
Insert (max shift)
Replace (max shift)
end for
solib ← arg max(F (sol1), F (sol2), ..., F (solmax ants))
if F (solib) > F (solgb) then
solgb ← solib
Nni ← 0
else
Nni ← Nni + 1
end if
Global pheromone update (τ , solib, Nni, Nmaxni )
iteration← iteration + 1
end while
4.4.2 Pre-processing
In order to maintain acceptable computation times on larger instances, our solution
approach needs to be scalable. Therefore, a set of neighbours is defined for each
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vertex i ∈ Vc. This set, NBi, is computed before the start of the ACS and consists
of the closest vertices in the sense of spatial-temporal closeness. A vertex j is
considered a neighbour of vertex i if the following equation holds:
oi + si + ffi,j ≤ cj (4.8)
This means that it is possible to reach vertex j before the closing time when leaving
at the earliest possible departing time at vertex i. Subsequently, these neighbours
are first stored in a list, sorted according to the ratio of the reward over the sum of
its service time and the free flow time between vertices i and j.
rj
sj + ffi,j
(4.9)
If the number of neighbours in this list is greater than NBmax, only the first
NBmax neighbours are stored as the set of neighbours for the vertex under con-
sideration. These neighbour sets are used in the construction method and the local
search moves. In the remainder of this text, a vertex j is called a neighbouring ver-
tex of vertex i if j is included in the neighbour set of i. Various values where tested
for NBmax and a value equal to 45 seemed a good trade-off between a scalable
computational time and solution quality.
4.4.3 Initialize parameters
The value of the greedy information, ηi,j for arc (i, j) is calculated as follows:
ηi,j =
rj
ffi,j
(4.10)
The reasoning behind this formula is as follows: vertices with higher rewards and
lower time-independent travel time from the last visited vertex are more likely
to be interesting vertices to visit next. This way of working turns out to be less
computationally expensive in comparison to using the time-dependent travel time
as part of the ratio.
The pheromone value (τi,j) of all arcs is initially set at a value τinit.
τi,j = τinit (4.11)
The actual value of τinit is of no importance as it is the relative difference be-
tween the τ -values that determines the likelihood to be selected in the construction
method.
4.4.4 Construct solution & local pheromone update
This method creates max ants solutions independently and sequentially. Each
construction starts from an empty solution and adds vertices at the end of the so-
lution until no more vertices can be inserted due to the travel time restriction. At
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that point, the end vertex is added to finalize the solution, and the algorithm moves
on to the next solution, until max ants solutions are created.
Before adding a vertex following the already included vertex u, a list called
Vu of all neighbouring vertices eligible to include is created. This is done by first
calculating the time-dependent travel time between the last included vertex u and a
vertex under consideration i. Next, vertex i is not added to the list when the arrival
time is greater than its closing time or when there is not enough time to reach the
end vertex:
ta
(u,i)
> ci (4.12)
ta
(i,v)
> tmax (4.13)
Afterwards, each vertex in the list receives a probability li to be added to the solu-
tion. This probability is at the beginning of the procedure initialized to 1 for every
feasible vertex. It is also possible to arrive before oi which results in a waiting
time equal to:
oi − ta
(u,i)
(4.14)
Because waiting is not beneficial to obtain good solutions, li is decreased for the
vertices where waiting is necessary:
if ta
(u,i)
< oi then li = 1−
oi − ta
(u,i)
tmax
(4.15)
Finally, when the list is ready, the final probability is updated as follows:
li = li ∗
ταu,i · ηβu,i∑
w∈Vu
ταu,w · ηβu,w
∀i ∈ Vu (4.16)
In this equation, α determines how much weight is given to the pheromone value
and β defines how much weight is given to the greedy information. Then, a ran-
dom number is generated to determine, together with the probability li, which
vertex from the list is added to the solution by using a roulette wheel selection
method. Subsequently, the τ -value related to the newly added arc in the solution
is decreased. This local pheromone procedure which enhances diversification is
executed as follows:
τu,i = τu,i · (1− ρ) (4.17)
Recall that ρ is the evaporation rate.
After the construction of max ants solutions, the local search moves ex-
plained below and displayed in Figure 4.5 are executed on each constructed so-
lution. For these examples a service time equal to zero is assumed.
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4.4.5 Calculation of the local evaluation metric
As in the ACS for the TD-OP, a local evaluation metric is used to prevent a global
and time-consuming evaluation of a solution after every insertion and replacement
attempt (Section 4.4.7 and 4.4.8). In short, for every vertex in the current solution,
the maximum amount of time that a visit to it can be postponed before the solution
becomes infeasible is stored. The calculation of this metric called max shift, is
now adapted to take into account the time window restrictions and is presented in
the pseudo code of Algorithm 6. Note that in this procedure, sz is the number of
vertices stored in solution sol. The difference with the previous implementation is
situated in lines 8 and 9, where it is checked if the departure time (after subtract-
ing the service time), which can only be shifted towards the end of the solution
sequence, is greater than the closing time of the departing vertex. If this is the
case, the departure time is set equal to the closing time. The max shift value is
calculated for every vertex of the solution except the start vertex.
Algorithm 6 Calculation of max shift for TD-OPTW - input: sol
ta ← t0 + tmax
for i = 0 to sz − 2 do
y ← solsz−(i+1)
z ← solsz−i
k ← get time slot index(ta)
td ← calculate departure time(ta)
td ← td − sy
if td > cy then
td = cy
end if
max shiftsz−(i+1) ← td − actual departure timesz−(i+1)
ta ← td
end for
4.4.6 Swap local search move
The swap local search move tries to exchange two vertices in the solution se-
quence in order to save travel time. We define y and z as the vertices that will be
exchanged, k and l as the predecessor and successor of y and m and n as the pre-
decessor and successor of z. After verification that k and l are neighbours of z and
that m and n are neighbours of y, the vertices y and z are temporary exchanged.
Otherwise, this swap pair (y, z) is discarded before further evaluation. Afterwards,
the new arrival time for the vertices between k and n is calculated while account-
ing for time window restrictions. Next, the difference in travel time (calculated
from k to n) of the possible swap is calculated and if this difference (local gain in
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Figure 4.5: Overview of the time-dependent local search moves
travel time) is negative, the swap is executed. However, it is unsure that this exact
difference in travel time can be kept until the end of the solution sequence due to
waiting times and the time-dependent nature of succeeding travel times after ver-
tex n (global gain in travel time). However, since our travel time is FIFO we are
sure that departing earlier at vertex n guarantees that our new arrival time at the
end vertex will be less than or equal to the previous one. Therefore this approach
is chosen to avoid a complete evaluation of the solution. This significantly speeds
up the search for feasible swap partners. Afterwards, the new arrival times are cal-
culated and the max shift values for the vertices starting from n until the end
of the solution can be updated. An update of the max shift variable is different
from a recalculation and is executed according to the following formula:
max shifti = max shifti + (previous departure timei − new departure timei)
(4.18)
Finally, the max shift variable needs to be recalculated for all vertices before y.
Since this local search move does not use the max shift local evaluation
metric, a lot of travel time calculations are needed and therefore the procedure
is executed in a first improvement manner. The procedure stops when no more
improvements can be found.
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4.4.7 Insert local search move
The problem-specific insert local search move iteratively attempts to insert non-
included neighbouring vertices into an existing solution, thus improving its total
reward. The insert move tries to insert vertices into the current solution if the extra
travel time, required to visit this new vertex, is less than the value of max shift
of the succeeding vertex. For example, when the algorithm attempts to insert ver-
tex y between x and z, the extra time-dependent travel time equals:
∆travel time = travel timex,y + travel timey,z − travel timex,z
(4.19)
Note that the procedure first checks if vertex y is a neighbour of x and z, otherwise
this possible insertion combination is discarded. During the calculation of these
components, the required service time is added to the travel time. Waiting time is
also added when:
ta
(x,y)
< oy or ta
(y,z)
< oz (4.20)
The insert move is cancelled when during the calculation of the arrival time the
following time window is violated:
ta
(x,y)
> cy (4.21)
Recall that this violation is still possible as the set of neighbours is constructed
based on the time-independent travel time (Section 4.4.2). Vertex y can only be
inserted into the current solution when the extra travel time is less than or equal to
the maximum amount of time a visit to vertex z can be shifted towards the end of
the solution sequence or:
∆travel time ≤ max shiftz (4.22)
When vertex y is actually included in the solution, the algorithm updates the travel
time from x to y, as well as the travel times between the vertices succeeding vertex
y. This is necessary, because the insertion of vertex y has most likely caused a
change in waiting and/or travel time for the arcs of the solution succeeding vertex
y. The max shift of the vertices succeeding vertex y can easily be adjusted
based on the previous max shift value, the previous travel time and the new
travel time of the vertex under consideration:
max shifti = max shifti + (previous departure timei − new departure timei).
(4.23)
Secondly, for the vertices preceding vertex z only a recalculation of max shift
is required.
As a result of this procedure, the computation time needed to check if a vertex
can be included or not, and actually executing a feasible insertion is drastically
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reduced. A visual overview on which travel times are calculated and which are
stored in memory is provided in Figure 4.5.
The insert move is executed in a best-improving manner and stops when no
more feasible improvements can be found. The best improving combination is
found using a ratio equal to the increase in reward divided by the increase in travel
time of a feasible insertion. If the increase in travel time is less than or equal to
zero, the ratio is set equal to:
(1−∆travel time) ∗ ry. (4.24)
4.4.8 Replace local search move
After the insert local search move, the replace move is executed. This move tries
to replace a vertex from the current solution with a non-included vertex with a
higher reward at the same position in the solution sequence. We define y as the
potential replacement vertex to include, z as the vertex in the current solution that
will be replaced and x and w respectively as the predecessor and successor of z.
The reward of z is compared with the reward of its neighbours, when the reward of
a non-included neighbour (y) is higher, it is checked if the potential replacement
is feasible. A replacement is possible when y is a neighbour of both x and w and
when the following inequality is valid:
∆travel time ≤ max shiftw (4.25)
∆travel time = (travel timex,y + travel timey,w)− (travel timex,z + travel timez,w)
(4.26)
During the calculation of these components, a waiting time is added to the travel
time when:
ta
(x,y)
< oy or ta
(y,w)
< ow (4.27)
The replace move is cancelled when the following equation is valid:
ta
(x,y)
> cy (4.28)
As soon as a feasible replacement option is found, it is executed (first improve-
ment manner). Afterwards, the travel time is recalculated for vertices after y
while the max shift variable is recalculated for vertices before y and updated
for vertices after y. The replace move is repeated for each included vertex until no
more feasible improvements can be found.
4.4.9 Update global best
After the construction and local search moves, the algorithm checks which solution
has the highest solution reward and stores it as the iteration best solution (solib).
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If its reward is better than the best reward found during previous iterations (solgb),
we update solgb. If not, variable Nni, that keeps track of the number of iterations
without improvement, is incremented. When solgb is updated, Nni is reset to 0.
4.4.10 Global Pheromone update
If Nni is less than a maximum threshold (Nmaxni ), the pheromone values of the
arcs, used in solib, are augmented with the value of τinit. This makes it more
likely that these arcs will be used in a subsequent construction procedure (intensi-
fication):
τi−1,i ← τi−1,i + τinit ∀i ∈ solib|i > 1 (4.29)
If Nni equals Nmaxni , all the pheromone values are reset to τinit. This means that
all arcs have again an equal probability to be chosen during the next construction
procedure, allowing diversification.
4.5 Results for the TD-OPTW
In this section the pre-processing procedure as well as the performance of the pro-
posed algorithm for TD-OPTW will be discussed using various tests. In Subsec-
tion 4.5.1 the results of the ACS are compared against known optimal solutions.
Since only a few instances could be solved to optimality, a set of artificial bench-
mark instances are designed in Subsection 4.5.2. In Subsection 4.5.3 the ACS
is compared against a state-of-the-art solution method for the TD-TOPTW. This
section concludes with an overview on the sensitivity in Subsection 4.5.4 and the
(negative) impact of not accounting for time-dependent travel times is shown in
Subsection 4.5.5.
4.5.1 Comparison to optimal solutions of small instances
The first experiment consists of a straightforward comparison of the results of the
ACS and the optimal solution found by solving the MIP for TD-OPTW from Sec-
tion 3.2.1. However, most of the time-dependent instances discussed in Section
3.2.2 are too complex to be solved with the MIP using a commercial solver. Since
this is not the focus of our research, only a basic implementation of this MIP was
implemented using the commercial solver, CPLEX 12.6 (64-bit) using a high per-
formance computing (HPC) infrastructure which consists of 48 Intel Xeon X5675
3.07 GHz processors and a total of 384 GB of memory. The comparison between
the results of these optimal solutions and the ACS for five independent runs is
displayed in Table 4.9. The labels S, M, L display the span (closing time minus
opening time) of the time windows (small, medium, large)
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Table 4.9: Comparison to optimal solutions of small instances
CPLEX ACS
|Vc| tmax TW optimal cpu worst avg best cpu
name h S,M,L reward s %gap %gap %gap s
20.1.1 20 8 S 159 500 0.0 0.0 0.0 0.1
20.1.2 20 8 M 173 343 0.0 0.0 0.0 0.1
20.1.3 20 8 L 183 761 0.0 0.0 0.0 0.1
20.2.1 20 10 S 188 4,308 0.0 0.0 0.0 0.1
20.2.2 20 10 M 201 5,394 0.0 0.0 0.0 0.1
20.2.3 20 10 L 195 2,545 0.0 0.0 0.0 0.1
20.3.1 20 12 S 277 130,118 0.0 0.0 0.0 0.2
20.3.2 20 12 M 245 9,692 0.0 0.0 0.0 0.1
max 0.0 0.0 0.0 0.2
avg 0.0 0.0 0.0 0.1
% optimal 100.0 100.0 100.0
As performance metrics, the CPU is used together with the percentage gap be-
tween the total reward of the optimal solution and the total reward of the heuristic
solution:
% gap =
optimal reward− heuristic reward
optimal reward
∗ 100 (4.30)
The average, the best and the worst gap over all instances is recorded. The
ACS is executed until 10,000 trial solutions have been created. The exact value
of Nc is therefore adjusted to the value of max ants. For example when 20 ants
are used, 500 iterations were allowed in order to generate 10,000 trial solutions.
The results show the validity of our MIP model but also the excessive time needed
to solve these small instances using an commercial solver and a straightforward
MIP formulation. Apart from the number of vertices in the problem instance, the
required computation time depends in the first place on the value of tmax and in the
second place on the time window span. Furthermore, this table illustrates optimal
results obtained for all instances and in each run the very short computation times
of the ACS on small problem instances.
The reward of the ACS for the instances without known optimal solution are
also displayed in Table 4.10 to allow for future benchmarking.
4.5.2 Comparison to known optimal solutions of large instances
To evaluate the performance of the TD-OPTW metaheuristic developed, it would
be useful to have an optimal solution for each benchmark instance. However, the
time-dependent instances are too complex to be solved with a commercial solver
and a straightforward MIP formulation. Therefore, a procedure is developed which
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Table 4.10: Detailed results TD-OPTW
ACS
|Vc| tmax TW worst avg best cpu
name h S,M,L avg reward avg reward avg reward s
20.3.3 20 12 L 259 259 259 0.1
20.4.1 20 14 S 274 274 274 0.1
20.4.2 20 14 M 275 275 275 0.2
20.4.3 20 14 L 268 268 268 0.2
50.1.1 50 8 S 288 288 288 0.3
50.1.2 50 8 M 274 274 274 0.3
50.1.3 50 8 L 289 289 289 0.3
50.2.1 50 10 S 298 298 298 0.3
50.2.2 50 10 M 310 310 310 0.4
50.2.3 50 10 L 340 340 340 0.4
50.3.1 50 12 S 339 339 339 0.3
50.3.2 50 12 M 404 404 404 0.5
50.3.3 50 12 L 366 366 366 0.6
50.4.1 50 14 S 471 476.6 478 0.5
50.4.2 50 14 M 435 439.8 441 0.7
50.4.3 50 14 L 450 450 450 0.7
100.1.1 100 8 S 275 275 275 0.5
100.1.2 100 8 M 278 278 278 0.5
100.1.3 100 8 L 343 343 343 0.6
100.2.1 100 10 S 351 351.2 352 0.7
100.2.2 100 10 M 366 366.6 367 0.6
100.2.3 100 10 L 370 370 370 0.7
100.3.1 100 12 S 435 436 437 0.8
100.3.2 100 12 M 444 446.6 454 0.9
100.3.3 100 12 L 466 467 468 1.0
100.4.1 100 14 S 478 480 484 1.0
100.4.2 100 14 M 491 494.6 497 1.0
100.4.3 100 14 L 519 526.8 538 1.1
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allows to test the proposed algorithm on larger instances with known optimal so-
lutions.
Firstly, all instances were solved as time-independent OPTWs using the HPC
infrastructure requesting 48 Intel Xeon X5675 3.07 GHz processors and a total
of 384 GB of memory. The mixed integer problem formulation of the OPTW
from Section 2.1 was used to find these optimal solutions. The obtained solutions
together with their corresponding computation times are available on: http://
www.mech.kuleuven.be/en/cib/op/.
The excessive resources and required CPU time needed to solve these time-
independent OP instances, illustrates that it would be pointless to solve the datasets
as time-dependent OPTWs. The found (near-)optimal solutions are displayed in
Table 4.11 (column “optimal”). If the optimal solution could not be found, the best
solution after 72 hours of computation time is taken as benchmark solution. These
instances are marked with a star in the column “optimal”. Following the optimiza-
tion by CPLEX, the optimal time-independent solutions (sequence of vertices) are
used to modify the original time-dependent instances in such a way that slightly
modified time-dependent instances with known (near-)optimal solutions are cre-
ated using the procedure described in Section 4.3.2.
The creation of the benchmark instances in this way allows to compare the
performance of the developed solution methods with known optimal solutions for
larger instances. For five independent runs of the algorithm, these results are dis-
played in Table 4.11. In Table 4.12 the % gap per dataset is displayed.
These results prove the high performance quality of the ACS, since the average
gap is very low, i.e. only 0.2%. Furthermore, the known optimal solution could be
found for 32 out of 36 test instances. A second conclusion is that the average gap
increases as the test instances become more complex due to a longer travel time
limit and an increasing number of vertices. Studying the computation time leads
to the conclusion that the ACS is very fast, as on average only 0.4 seconds are
needed to obtain a solution. The maximum observed CPU time was 1.1 seconds,
which is more than fast enough for most application purposes. Therefore, it can be
concluded that the ACS is able to deliver a high performance requiring a minimal
computational effort.
4.5.3 Comparison to a state-of-the-art solution procedure
The iterated local search method (ILS) of Garcia et al. [53] was developed for the
TD-TOPTW and is, apart from the complex algorithm of Abbaspour and Samadzade-
gan [1], the only practical algorithm that is capable to deal with time-dependency.
Since this ILS method exploits the fixed frequency of buses to perform quick ar-
rival time and departure time updates, it is not capable to deal with time-dependency
originating from congestion on the arcs. Therefore, the ILS was reimplemented
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Table 4.11: Results for the TD-OPTW per problem instance
|Vc| tmax TW optimal worst avg best CPU(s)
name h S,M,L reward % % % s
20.1.1 20 8 S 177 0.0 0.0 0.0 0.1
20.1.2 20 8 M 193 0.0 0.0 0.0 0.1
20.1.3 20 8 L 201 0.0 0.0 0.0 0.1
20.2.1 20 10 S 213 0.0 0.0 0.0 0.1
20.2.2 20 10 M 219 0.0 0.0 0.0 0.1
20.2.3 20 10 L 211 0.0 0.0 0.0 0.1
20.3.1 20 12 S 306 0.0 0.0 0.0 0.2
20.3.2 20 12 M 262 0.0 0.0 0.0 0.1
20.3.3 20 12 L 286 0.0 0.0 0.0 0.1
20.4.1 20 14 S 293 0.0 0.0 0.0 0.2
20.4.2 20 14 M 299 0.0 0.0 0.0 0.2
20.4.3 20 14 L 283 0.0 0.0 0.0 0.2
50.1.1 50 8 S 314 0.0 0.0 0.0 0.3
50.1.2 50 8 M 290 0.0 0.0 0.0 0.3
50.1.3 50 8 L 316 0.0 0.0 0.0 0.3
50.2.1 50 10 S 322 0.0 0.0 0.0 0.3
50.2.2 50 10 M 347 0.0 0.0 0.0 0.4
50.2.3 50 10 L 346 0.0 0.0 0.0 0.4
50.3.1 50 12 S 380 0.0 0.0 0.0 0.3
50.3.2 50 12 M 444 0.0 0.0 0.0 0.5
50.3.3* 50 12 L 403 0.0 0.0 0.0 0.6
50.4.1 50 14 S 498 0.0 0.0 0.0 0.5
50.4.2* 50 14 M 463 0.0 0.0 0.0 0.7
50.4.3* 50 14 L 479 0.0 0.0 0.0 0.7
100.1.1 100 8 S 297 0.0 0.0 0.0 0.4
100.1.2 100 8 M 320 0.0 0.0 0.0 0.4
100.1.3 100 8 L 373 0.0 0.0 0.0 0.6
100.2.1 100 10 S 397 0.0 0.0 0.0 0.7
100.2.2* 100 10 M 393 0.0 0.0 0.0 0.7
100.2.3 100 10 L 394 0.0 0.0 0.0 0.7
100.3.1 100 12 S 490 0.0 0.0 0.0 0.9
100.3.2* 100 12 M 511 0.0 0.0 0.0 0.8
100.3.3 100 12 L 525 1.5 0.3 0.0 1.0
100.4.1* 100 14 S 505 4.2 3.1 1.0 1.0
100.4.2* 100 14 M 543 3.1 2.5 1.7 1.1
100.4.3* 100 14 L 590 3.4 1.4 0.0 1.1
max 4.2 3.1 1.7 1.1
avg 0.3 0.2 0.1 0.4
% optimal 88.9 88.9 94.4
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Table 4.12: % gap (best, average, worst) and average CPU time per dataset
best avg worst CPU
|Vc| % gap % gap % gap s
20 0.0 0.0 0.0 0.1
50 0.0 0.0 0.0 0.4
100 1.0 0.6 0.2 0.8
Table 4.13: Comparison to a state-of-the-art technique after 10,000 solutions
ACS cpu ILS cpu gap
|Vc| s s %
20 0.1 0.1 -3.8%
50 0.4 0.6 -8.7%
100 0.8 2.4 -6.0%
Overall 0.4 1.1 -6.2%
with a few modifications. Firstly, the local evaluation metric and solution update
procedure described in Section 4.4.7 was used. Secondly, after the shake proce-
dure, the solution is completely evaluated since it turned out to be too time ex-
pensive to verify which parts of the solution sequence needed to be updated and to
execute the partial updates afterwards. These issues, together with implementation
details and not making use of parallel computing given the sequential structure of
ILS, results in greater computational times for the ILS method compared to the
ACS. It should be noted that these issues contributed to the choice of the ACS as
the preferred solution framework in the first place. The results of ILS and ACS,
both with 10,000 trial solutions, are compared and can be found in Table 4.13.
More detailed results can be found on http://www.mech.kuleuven.be/
en/cib/op/. The first two columns display the average computational time of
both solution procedures and the third column displays the gap defined as:
gap =
ILSreward−ACSreward
ILSreward
(4.31)
On average the performance of the ACS is 6.2% better than that of the ILS. Fur-
thermore, the detailed results show that the ILS could not improve the reward of
the ACS solution method on a single instance. Finally, we also compared the per-
formance of the ILS after 50,000 solutions with the results of the ACS after 10,000
trial solutions and noticed the same -6.2% performance gap which might indicate
that the ILS more easily gets stuck in local optima. Secondly, iteratively removing
vertices from a solution turns out to be impractical and time consuming.
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Table 4.14: Overview of the input parameters TD-OPTW
Input parameter Description Value
τinit initial pheromone value 1
α importance of pheromone information 4
β importance of heuristic information 1
max ants number of solutions that is constructed and improved per iteration 50
ρ evaporation rate 0.05
Nmaxni maximum number of iterations without improvement (% of Nc) 25%
Table 4.15: Effect of α, β, Nmaxni , ρ and max ants on the average % gap
α % gap
1 2.9
3 1.1
6 1.1
9 1.5
Total 1.7%
β % gap
1 0.7
3 0.8
6 1.6
9 3.4
Total 1.7
Nmaxni % gap
0.25 1.5
0.50 1.6
0.75 1.7
1.00 1.8
Total 1.7
ρ % gap
0.01 2.6
0.05 1.2
0.10 1.2
Total 1.7
max ants % gap
10 2.8
25 1.8
50 1.2
75 1.2
100 1.2
Total 1.7
4.5.4 Sensitivity analysis
Table 4.14 provides an overview of the input parameters of ACS, including their
value used during all the discussed experiments. These values were determined
after preliminary tests. A sensitivity study, similar to the one of the ACS for the
TD-OP as discussed in Section 4.3.3, is performed to measure the impact on the
performance for various combinations of input parameter values. The results are
displayed in Table 4.15. The significant input parameters that have an impact on
the performance, based on an ANOVA test, are α, β, ρ and max ants.
Table 4.16 provides insights into the performance of some design decisions.
These effects are measured by leaving out some or all of the 3 local search moves
(S: swap, I: insert, R: replace) and repeating the test procedure discussed in Section
4.5.2. The missing components in the ACS framework (Algorithm 5) are marked
with a ”-”. Mainly based on the average gap, we conclude that the strength of the
ACS lies in the interaction effect between the swap, insert and replace local search
moves.
4.5.5 Impact of time-dependent travel times
In order to measure the impact of ignoring the time-dependency of travel times
when dealing with practical problems, the optimal OPTW solutions are evaluated
in a time-dependent context. This means that all travel times, arrival times and
departure times are updated. Two events can turn a solution infeasible: a violation
of the time window at a regular vertex and secondly, arriving too late at the end
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Table 4.16: Effect on the % gap and average CPU time (s) of different design components
Metric S I R - - - S - - - I - - - R - I R S I - S - R
max % gap 3.1 30.6 24.5 12.7 26.7 9.5 7.6 24.3
avg % gap 0.2 10.6 8.8 2.4 9.7 0.8 0.8 0.8
avg cpu 0.4 0.1 0.2 0.4 0.2 0.4 0.4 0.2
vertex.
Two different repair algorithms are proposed that inspect the solution sequence
(starting from the start vertex to the end vertex) and implement different recourse
actions. The first algorithm is called heuristic repair and removes the first vertex
with a violated time window and inspects the solution again for further violations.
When a late arrival occurs at the end vertex, the vertex with the lowest reward in the
solution sequence is removed and the solution is again inspected for further viola-
tions. Vertices are only set eligible for removal if no waiting occurs at subsequent
vertices in the solution sequence. The reason for this is that removing a vertex
which is positioned before a vertex where waiting occurs, would not lead to a de-
crease of the total travel time as it would only lead to an increase in waiting time at
a subsequent vertex. The second algorithm is called business logic repair and also
removes the first vertex with a violated time window and afterwards inspects the
solution again for further violations. For a late arrival at the end vertex, however,
the last regular vertex of the solution sequence is removed and the solution is in-
spected for further violations. This last recourse action is chosen because it might
resemble the action of actual planners in logistics companies. The last customers
on a trip are more likely to be removed when it becomes clear that the driver is
falling behind schedule and wants to return to the end depot. Finally, OPTW solu-
tions, evaluated by both algorithms, are compared against the TD-OPTW solutions
generated by the ACS.
The results are displayed in Tables 4.17 and 4.18. The first four columns list
respectively the name, number of vertices, maximum allowed total travel time,
time window restrictiveness of the problem instance and the total reward of the
optimal OPTW instance. The next two columns display respectively the reward of
the evaluated optimal OPTW solution by the heuristic repair (HR) and the business
logic repair (BL). In the 8th column the reward of the time-dependent OPTW
solution produced by the ACS is given. Finally, the last four columns display the
% improvement (imphr and impbl) of the ACS versus the two different evaluated
OPTW solutions and also the diversity (divhr and divbl) between the two solution
sequences for each evaluation method. The diversity between two solutions A
and B is calculated as the sum of the number of vertices in A not present in B
and the number of vertices in B not present in A, divided by the total number of
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vertices present in A and B (start and end vertex not included). The results are
road network specific but nonetheless stress the severe impact of congestion on
the quality and structure of the proposed solutions. Apparently there seems to be
no strong connection between the degree of improvement and diversity, on the
one hand, and the most important instance parameters like the number of vertices,
tmax and the time window restrictiveness on the other hand. However, instances
with smaller time windows are more likely to become infeasible and therefore the
improvement of using the ACS is more important. A possible explanation for the
greater impact of congestion for the instances with 100 vertices is that the routes
for these problems are more complex and are therefore also more vulnerable to
congestion.
An overall conclusion concerning the diversity of the routes proposed for both
problems is that a ”good” route for the TD-OPTW differs significantly from the
optimal route for the OPTW. This strengthens the claim that time-independent
route planning is not appropriate in a time-dependent business context. These re-
sults also show that using a time-independent routing planner together with some
basic recourse actions, that are often used in practice in order to deal with time-
dependent disturbance, does not work out well. Time-independent routes can-
not be easily altered or transformed into robust routes that have some ”buffer”
against the negative effects of time-dependent disturbance since congestion is a
time-spatial phenomenon.
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Table 4.17: Impact of time-dependency per problem instance
name |Vc| tmax TW OPTW HR BL ACS imphr impbl divhr divbl
h S,M,L r r r r % % % %
20.1.1 20 8 S 177 151 118 159 5.3 34.7 33.3 33.3
20.1.2 20 8 M 193 166 166 173 4.2 4.2 16.7 16.7
20.1.3 20 8 L 201 163 137 184 12.9 34.3 33.3 50.0
20.2.1 20 10 S 213 172 152 188 9.3 23.7 38.5 53.8
20.2.2 20 10 M 219 168 181 201 19.6 11.0 33.3 42.9
20.2.3 20 10 L 211 153 148 195 27.5 31.8 50.0 38.5
20.3.1 20 12 S 306 246 236 277 12.6 17.4 15.8 15.8
20.3.2 20 12 M 262 228 221 246 7.9 11.3 17.6 17.6
20.3.3 20 12 L 286 225 231 259 15.1 12.1 33.3 36.8
20.4.1 20 14 S 293 221 223 274 24.0 22.9 47.4 23.8
20.4.2 20 14 M 299 241 220 275 14.1 25.0 26.3 10.0
20.4.3 20 14 L 283 241 224 268 11.2 19.6 40.0 33.3
50.1.1 50 8 S 314 236 259 288 22.0 11.2 37.5 15.8
50.1.2 50 8 M 290 261 261 274 5.0 5.0 22.2 22.2
50.1.3 50 8 L 316 287 287 289 0.7 0.7 26.3 26.3
50.2.1 50 10 S 322 252 274 298 18.3 8.8 11.1 15.8
50.2.2 50 10 M 347 280 280 310 10.7 10.7 55.6 55.6
50.2.3 50 10 L 346 300 317 340 13.3 7.3 9.1 13.0
50.3.1 50 12 S 380 328 328 339 3.4 3.4 71.4 71.4
50.3.2 50 12 M 444 383 380 404 5.5 6.3 13.0 21.7
50.3.3 50 12 L 403 301 281 366 21.6 30.2 52.4 52.4
50.4.1 50 14 S 498 423 430 478 13.0 11.2 40.7 42.9
50.4.2 50 14 M 463 406 389 441 8.6 13.4 23.1 23.1
50.4.3 50 14 L 479 413 413 450 9.0 9.0 40.7 40.7
100.1.1 100 8 S 297 241 229 275 14.1 20.1 66.7 77.8
100.1.2 100 8 M 320 223 210 276 23.8 31.4 50.0 50.0
100.1.3 100 8 L 373 331 323 343 3.6 6.2 20.0 20.0
100.2.1 100 10 S 397 334 332 351 5.1 5.7 73.9 68.0
100.2.2 100 10 M 393 290 289 367 26.6 27.0 71.4 81.8
100.2.3 100 10 L 394 338 338 370 9.5 9.5 44.0 44.0
100.3.1 100 12 S 490 421 415 437 3.8 5.3 20.0 26.7
100.3.2 100 12 M 511 426 441 447 4.9 1.4 25.9 3.4
100.3.3 100 12 L 525 458 447 470 2.6 5.1 9.1 15.2
100.4.1 100 14 S 491 415 395 483 16.4 22.3 53.3 53.3
100.4.2 100 14 M 534 476 464 491 3.2 5.8 9.1 15.2
100.4.3 100 14 L 590 510 489 528 3.5 8.0 48.6 48.6
avg 11.4 14.3 35.6 35.5
Table 4.18: Impact of time-dependency (heuristic repair) versus problem characteristics
|Vc| %imphr %divhr tmax %imphr %divhr TW %imphr %divhr
20 14.5 32.1 8 12.7 34.0 S 16.3 42.5
50 12.8 33.6 10 17.2 43.0 M 11.7 30.4
100 11.5 41.0 12 9.3 28.7 L 10.9 33.9
14 12.6 36.6
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4.6 Motivation for the local search moves
As far as the choice of the local search moves is concerned, the survey paper of
the OP ([145]) states that insert, replace, 2-opt and swap are the most commonly
used local search moves but also mentions twoinsert, tworeplace and change as
less frequently used local search moves. Recall that the proposed solution method
for the TD-OP incorporates a time-dependent version of the insert and a modified
2-opt local search move while the solution method for the TD-OPTW uses a time-
dependent insert, replace and swap local search move.
During initial tests, the change local search move was tried but appeared not
efficient due to a large removal of vertices which in a time-dependent setting can
increase the total travel time and is computationally inefficient. Secondly, the
twoinsert local search move was tried but appeared difficult to implement in a
time-dependent context as the proposed local evaluation metric no longer could be
used. Thirdly, looking at Table 4.16 the replace move is only marginal effective
therefore we did not implement the tworeplace local search move. However, we
suspect the same issues as the ones mentioned for the twoinsert local search move
will be present.
The modified 2-opt developed for the TD-OP first checks if there is a time-
independent gain. Afterwards it validates this biggest gain in a time-dependent
context. In the solution method for the TD-OPTW the modified 2-opt is replaced
by a swap move that first locally checks if there is a time-dependent gain in travel
time in between the two swapped vertices and later globally validates this gain in
travel time. A 2-opt variant for the TD-OPTW, where the gain in time-dependent
travel time is also first checked locally and afterwards validated globally, was also
tested and similar results except for a slightly greater maximum gap (avg gap 0.2%,
max gap 4% avg cpu 0.4) were obtained. Overall, there can be concluded that
evaluating changes to a solution first locally followed by a global validation pro-
vides better performance than preselecting interesting moves by the gain in time-
independent travel time.
4.7 Conclusion
In this chapter, the time-dependent orienteering problem (TD-OP) and the time-
dependent orienteering problem with time windows (TD-OPTW) are presented.
These problems are extensions of the orienteering problem in which the travel
time between two vertices depends on the departure time at the first vertex. Apart
from a practical mathematical formulation to these problems that obtains optimal
solutions for small problem instances, the main contribution is a fast local search
based metaheuristic for each problem, inspired by an ant colony system.
For the TD-OP, the local search mechanism itself is a time-dependent insert
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move, speeded up by a local evaluation metric. The algorithm obtains high-quality
results on these instances requiring very small computation times, even for in-
stances with around 100 vertices. An average run obtains solutions with a reward
gap of only 1.4% using 0.5 seconds of computation time. For 44% of the test in-
stances, the known optimal solution is found. A sensitivity analysis demonstrates
that the performance of the algorithm is not sensitive to small changes in the pa-
rameter settings. This indicates that robust behaviour might therefore be expected
when incorporating this algorithm into real-life applications. The fast execution
time of this algorithm enables some interesting business applications where it is
necessary to update routes when new traffic information becomes available and to
provide proper guidance to drivers/tourists on the road.
For the TD-OPTW, the local search moves themselves represent respectively
a time-dependent insert, replace and swap move. The evaluation of possible im-
provement moves is fastened by a local evaluation metric and by efficiently limit-
ing the number of vertices that are considered by the procedure.
The proposed algorithm obtains very good results on these benchmark in-
stances, requiring small computation times due to the combination of a well per-
forming metaheuristic framework and the interaction effect between three efficient
local search moves tailored to the problem characteristics. The average reward
gap with the known optimal solution on these test instances is only 0.2% with an
average computation time of 0.4 seconds. A comparison between the ACS and a
state-of-the-art technique showed that the performance of the latter is 6.2% worse.
The average impact of not accounting for time-dependency on the proposed net-
work is at least 11.4%. Finally, there is a significant difference (35.6%) between
the structure of the solution sequence of a time-dependent solution and a solu-
tion ignoring time-dependency. These results also show that some basic recourse
actions which are often used in practice to create a kind of ”buffer” for the time-
dependent disturbance, often do not lead to high quality solutions.
5
Solution method and results for the
orienteering problem with
time-dependent and stochastic travel
times
In this chapter, the proposed solution method for the time-dependent orienteering
problem with stochastic weights and time windows (TD-OPSWTW) will be ex-
plained together with the experimental results on benchmark instances.
In the TD-OPSWTW, the travel times are stochastic, therefore the arrival and
departure times become stochastic variables too. This means that all actions that
are performed at a vertex occur with a certain probability: waiting because of
arriving too early, servicing in the case of on-time arrival and not servicing the
vertex because of a late arrival. A reward can only be collected with a certain
probability, while arriving too late a vertex should be penalised with a certain
probability. This leads to the fact that the objective function of this problem is
represented by an expected reward function.
5.1 Solution method for the TD-OPSWTW
The altered ant colony optimization algorithm takes into account the expected re-
ward and the stochastic travel times using an estimation algorithm while it sequen-
tially adds vertices to the solution. Before the metaheuristic is discussed in more
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detail, the Monte Carlo sampling and the estimation algorithm that provide us with
a way of calculating the travel time is described in the next section.
5.1.1 Arrival time and objective function calculation
Given a sequence of vertices, an algorithm is required to calculate for every in-
cluded vertex the arrival time distribution. This distribution allows us to deter-
mine the probability that a reward or a penalty is collected and therefore allows
us to calculate the expected profit of the vertex. The output of this algorithm is
the expected profit when executing the proposed sequence (the a-priori route) in
a stochastic context. In this research, two methods are proposed for this task: a
Monte Carlo simulation and an estimation algorithm.
In general, three cases can occur when travelling from one vertex to another
vertex:
1. The traveller arrives within the opening hours of the vertex which enables
the traveller to collect the reward after servicing the vertex. A service time
is added to the arrival time.
2. The traveller arrives before the opening time of the vertex which forces him
to wait first and collect the reward after servicing the vertex. The departure
time is equal to the opening time plus the service time.
3. The traveller arrives after the closing time of the vertex which forces him to
collect the penalty without servicing the vertex. No service time is added in
this case and the departure time is equal to the arrival time.
Recall that the closing time of the end depot is set equal to t0+tmax and a penalty,
ev is defined. Therefore, the third case also penalizes for the fact of having a total
time greater than tmax.
Given the fact that our travel time distributions are assumed to be normally
distributed, the resulting arrival distribution which is equal to the convolution of
the departure time distribution and the corresponding travel time distribution will
also be normally distributed if the departure time is also normally distributed. In
most cases this departure time will be normally distributed. However, problems
arise when waiting is necessary at a vertex, when the vertex can not be served or
when the width of the departure time distribution spans multiple time slots. As
will be discussed in the three subsequent subsections, in such cases the arrival
and/or departure time distribution and the resulting distribution can no longer be
categorized as normal. Therefore, executing the convolution of such an irregu-
lar departure time distribution with a subsequent normal travel time distribution
becomes a complex task. Sampling these distributions during the execution of a
metaheuristic is computationally expensive. Therefore, an estimation algorithm
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(Section 5.1.1.5) is used during the execution of the metaheuristic and its final
solution sequence is validated using a Monte Carlo simulation (Section 5.1.1.4).
These three cases will now be explained, together with the way they are dealt
with during the execution of the metaheuristic, i.e. by the estimation algorithm.
Note that for a given random variable D, φD stands for its probability density
function, ΦD stands for its cumulative distribution function and Φ−1D represents its
inverse cumulative distribution function. All equations derived in the subsequent
sections were obtained and validated using the commercial software Mathematica
10.0 combined with the mathStatica 2.7 package.
5.1.1.1 Width of departure time distribution spanning multiple time slots
When calculating the arrival time distribution, a time slot needs to be found which
corresponds with a departure time distribution. Based on this time slot the cor-
rect travel time distribution can be obtained. Recall that each arc can have a dif-
ferent travel time distribution for each time slot. Therefore, it is important that
the departure time distribution is convoluted with the travel time distribution that
matches the time slot of that departure time distribution. However, the departure
time distribution may span more than one time slot. If the mean departure time
would be used to find an appropriate time slot, a part of the departure time distri-
bution is convoluted with the wrong travel time distribution.
D ∼ N (µ0, σ20) represents the departure time and g > 0 the start time of a
time slot. Furthermore, let X1 ∼ N (µ1, σ21) be the travel time corresponding to
the first time slot andX2 ∼ N (µ2, σ22) the travel time corresponding to the second
time slot. Then, the random variable A represents the arrival time and is equal to
the following piecewise function:
A =
{
D +X1 if D ≤ g
D +X2 if D > g.
The probability density function of A therefore equals:
φA =
e
− (µ0+µ1−t)
2
2(σ20+σ
2
1)
(
erf
(
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(5.1)
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The mean of the arrival time distribution is equal to:
µA = µ0 +
1
2µ1
(
erf
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g−µ0√
2σ0
)
+ 1
)
+ 12µ2
((
−erf
(
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2σ0
)
− 1
)
+ 1
)
.
(5.2)
The standard deviation is equal to:
σA =
1
2
√√√√e− (g−µ0)22σ20 (e (g−µ0)22σ20 ((µ1 − µ2)2(−(erf(g − µ0√
2σ0
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√
2
pi
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.
(5.3)
In these equations erf stands for the error function. Details on the derivations of
these equations can be found in Appendix A.1.
As an example we choose the departure time distribution D ∼ N (11, 12).
The start of time slot 2 is located at 12 (g), the travel time associated with time
slot 1 is X1 ∼ N (1, 0.12) and the travel time associated with time slot 2 is
X2 ∼ N (1.2, 0.52). Note that at this point no information concerning the destina-
tion vertex is needed since the arrival time distribution is calculated. This example
is visualised in Figure 5.1. On the left panel we can see the departure time dis-
tribution in black, as well as the start and end of time slot 1 indicated by a black
vertical line. The part of the distribution that is located after the end of time slot 1
is shaded in orange. The part of the distribution that is located before the start of
time slot 1 is very small and is therefore ignored. In this case the part of departure
time distribution ranging from 7 to 12 needs to be convoluted with X1 while the
part of departure time distribution ranging from 12 to 15 needs to be convoluted
with X2. On the right panel the real arrival time distribution is drawn in black.
As can be seen in this specific case, the original arrival time distribution does
not look normally distributed but is relatively well approximated using a normal
distribution. During the execution of the metaheuristic the arrival time distribution
is assumed to be normally distributed with a mean and standard deviation equal to
equation 5.2 and 5.3. The approximation for this specific case is drawn in dashed
orange.
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Figure 5.1: Effect of departure time spanning multiple time slots on arrival time
distribution with µ0 = 11, µ1 = 1, µ2 = 1.2, σ0 = 1, σ1 = 0.1, σ2 = 0.5 and g = 12
5.1.1.2 Arriving early at a vertex
When a traveller arrives before the opening time of a vertex, a waiting time and
service time are added to the arrival time. In a stochastic case, waiting at a ver-
tex converts the normally distributed arrival time distribution into a departure time
distribution which is a combination of a mass point and a truncated normal distri-
bution.
The random variable D represents the departure time and equals the following
piecewise function:
D =
{
o+ s if A ≤ o
A+ s if A > o.
Its probability density function therefore equals
φD =
 e
− (µa+s−t)
2
2σ2a√
2piσa
o+ s− t < 0
1
2
(
erf
(
−µa−s+t√
2σa
)
+ 1
)
t = o+ s.
(5.4)
The mean and standard deviation (µd and σd) of this departure time distribution
are given by the following equations:
µd =
1
2
(o− µa)
(
erf
(
o− µa√
2σa
)
− 1
)
+
σae
− (o−µa)2
2σ2a√
2pi
+ o+ s, (5.5)
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(5.6)
Details on the derivations of these equations can be found in Appendix A.2. Note
that the service time does not occur in Equation 5.6.
As an example, we define the arrival time distribution A ∼ N (µa, σ2a) with a
mean of 9 and a standard deviation of 1, the opening time is equal to 10 (o) and
the service time (s) is set equal to 1. This example is visualised in Figure 5.2.
On the left panel we can see the arrival time distribution in black and the opening
time indicated by a black vertical line. The part of the distribution that is located
before the opening time (84%) is shaded in orange. On the right panel the real
(piecewise) departure time distribution is drawn in black. Since we have a 84%
chance to arrive early, the real departure time consists of a mass point of 84% at
time 11 (the sum of the opening time and the service time). The other part of
the departure time distribution is formed by shifting, the part of the arrival time
distribution that is located after the opening time, 1 time unit to the right.
During the execution of the metaheuristic, this piecewise departure time distri-
bution is approximated as a normal distribution with a mean and standard deviation
equal to equation 5.5 and 5.6 respectively. The approximation for this example is
drawn in dashed orange.
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Figure 5.2: Arrival and departure time distribution in the case of an early arrival with
µa = 9, σa = 1, s = 1 and o = 10 .
As can be seen in the expression of both the mean and the standard deviation
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of the departure time distribution, the opening time has an effect on the departure
time distribution. An example of this effect for an arrival time distribution with
a mean equal to 9 and a standard deviation and service time equal to 1 can be
seen in Figure 5.3. Note that in this figure the opening time is variable while
the arrival time is kept constant. This means for example that an opening time
greater than 9 corresponds to a scenario with a high probability of arriving early.
In Figure 5.3a can be seen that for a high probability of arriving early (right side of
Figure 5.3a) the mean departure time is equal to the opening time plus the service
time. However, for low probability of arriving early (left side of Figure 5.3a) the
mean is equal to the mean arrival time (9) plus the service time (1) of the vertex.
In between, a convex function limits the growth of the departure time when the
opening time increases. On Figure 5.3b can be seen that the standard deviation
decreases in a non-linear way when the probability of arriving early increases up
to the fact that the departure time becomes deterministic. It can be concluded that
arriving early at vertices decreases the variability in a TD-OPSWTW solution due
to the waiting before the time window opens.
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Figure 5.3: Effect of the opening time on µd and σd with µa = 9, σa = 1 and s equal to 1.
5.1.1.3 Arriving late at a vertex
A vertex cannot be served for the part of the arrival time distribution that is greater
than the closing time, so no service time should be added to this part of the arrival
time distribution. Recall that the time windows are defined for the start of the
service and not for the completion of the service.
When the arrival time distribution is defined as A ∼ N (µa, σ2a), the random
variable D represents the departure time and equals the following piecewise func-
tion:
D =
{
A+ s if A ≤ c
A if A > c.
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Note that the transformation from A to D is not one to one. In particular, there is a
zone of overlap where both subfunctions of the piecewise function can contribute
to one value of D.
The probability density function of D is given by:
φD =

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2
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2piσa
c < t < c+ s.
(5.7)
The mean and standard deviation (µd and σd) of the resulting departure time dis-
tribution are given by the following equations:
µd =
1
2
(
s erf
(
c− µa√
2σa
)
+ 2µa + s
)
, (5.8)
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−1
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−
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2
pi
σase
− (c−µa)2
2σ2a +
s2
4
+ σ2a. (5.9)
Details on the derivations of these equations can be found in Appendix A.3. Note
that the service time does occur in Equation 5.9.
As an example we define the arrival time distribution A ∼ N (µa, σ2a) with a
mean of 16 and a standard deviation of 1, the closing time (c) is equal to 17 and
the service time (s) is set equal to 1. This example is visualised in Figure 5.4.
On the left panel we can see the arrival time distribution in black and the closing
time indicated by a black vertical line. The part of the distribution that is located
after the closing time is shaded in orange. On the right panel the real (piecewise)
departure time distribution is drawn in black and the proposed approximation in
orange. Note that the elevated part of the original departure time distribution be-
tween 17 and 18 originates from both arrival times that were either on-time or too
late. For example an arrival time equal to 16.5 is transformed to a departure time
equal to 17.5 but an arrival time equal to 17.5 leads also to the same departure time
of 17.5.
During the execution of the metaheuristic, this piecewise departure time distri-
bution is approximated as a normal distribution with a mean and standard deviation
equal to equation 5.8 and 5.9 respectively. The approximation for this example is
drawn in dashed orange.
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Figure 5.4: Arrival and departure time distribution in the case of a late arrival with
µa = 16, σa = 1, s = 1 and c = 17.
Similarly to the effect of the opening time, an example of the effect of the
closing time on the mean and standard deviation of the departure time distribution
for two different values of the service time is visualised in Figure 5.5. For the
case where s = 1, the mean departure time increases and becomes closer to the
default value of the mean departure time (17) as the probability of arriving late
(higher values of c) increases (Figure 5.5a). The effect of the closing time on the
standard deviation resembles in this case a parabolic function which opens down-
wards, indicating that the standard deviation first decreases for high probabilities
of arriving late, then hits a minimum for the 50% probability of arriving late and
then increases again when the probability of arriving late decreases (Figure 5.5b).
For the case where the service time equals 3, the curve for the mean departure time
follows a similar pattern as discussed above (Figure 5.5c). However, the curve of
the standard deviation shown in Figure 5.5d deviates strongly from Figure 5.5b.
The standard deviation increases for low probabilities of arriving late and achieves
a maximum for the 50% probability whereafter the standard deviation drops for
high probabilities of arriving late. Finally, there can be concluded that late arrivals
severely complicate the calculation of the departure time distribution.
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Figure 5.5: Effect of the closing time on µd and σd with µa = 16, σa = 1 and s
respectively equal to 1 and 4.
5.1.1.4 Monte Carlo simulation
The pseudo code of the Monte Carlo is provided in Algorithm 7. Since in ev-
ery iteration the departure time is deterministic, it is possible to find exactly one
corresponding travel time distribution with a deterministic departure time. Subse-
quently, a random percentile of this travel time distribution is chosen as travel time
value. The deterministic arrival time therefore equals the sum of the deterministic
departure time and the randomly chosen percentile of the travel time distribution.
Afterwards, the three cases mentioned above are checked for this arrival time value
and a corresponding reward or penalty is obtained. This process is repeated for ev-
ery vertex in the solution. This algorithm returns the expected reward of the input
solutions sequence by dividing the sum of all rewards belonging to the 10,000 it-
erations by the number of iterations. This maximum number of iterations is set
equal to 10,000 since preliminary experiments showed that the objective function
no longer shows significant deviations. Although not shown in Algorithm 7, this
Monte Carlo simulation is also extended to capture the arrival time distribution
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at the end vertex of the solution. This allows to measure the difference in mean
and standard deviation between the arrival time distribution, originating from the
Monte Carlo simulation, and the one produced by the estimation algorithm. This
comparison can be found in Section 5.2.1.
Algorithm 7 Monte Carlo simulation- input: solution sequence S
expreward = 0
for iter tomaxiterations do
reward = 0
departuretime = t0
for i = 1 to |S| do
a = S[i− 1]
b = S[i]
k = find time slot(departuretime)
rnd = randomnumber between ]0, 1[
arrivaltime+ = Φ−1Ta,b,k(rnd)
if arrivaltime < ob then
departuretime = ob + sb
reward+ = rb
else if arrivaltime ≤ cb then
departuretime+ = sb
reward+ = rb
else
reward− = eb
departuretime = arrivaltime
end if
end for
expreward+ = reward
end for
RETURN expreward/maxiterations
5.1.1.5 Estimation algorithm
This algorithm provides an estimate of the departure time distribution when trav-
elling from vertex i to vertex j with a departure time distribution at i equal to
φDi . The pseudo code is displayed in Algorithm 8. During the execution, every
distribution is assumed to be normal which speeds up calculating the convolution
product of two distributions.
In general, to construct the arrival time distribution, the departure time distribu-
tion is convoluted with the matching normal travel time distribution (lines 10-12).
The time slot k, corresponding to the mean of the departure time distribution, is
selected to find the corresponding travel time distribution (line 1). However, if the
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proportion of the departure time distribution that is located in another time slot
than the time slot that corresponds with the mean of the distribution, is bigger than
1%, the arrival time distribution will be approximated. If a part (greater than 1%)
of the departure time distribution is situated in a lower time slot, then g is set equal
to k. The arrival time distribution is approximated using a normal distribution
with a mean equal to equation 5.2 and a standard deviation equal to equation 5.3
(lines 2-5). In the other case that a part (greater than 1%) of the departure time
distribution is located in a later time slot, then g is set equal to k + 1. The arrival
time distribution is approximated using a normal distribution with a mean equal to
equation 5.2 and a standard deviation equal to equation 5.3 (lines 6-9).
After the convolution of the departure time and the travel time into the arrival
time distribution, three scenarios can occur on arrival at vertex j: an early arrival,
a late arrival or an on-time arrival. For an early arrival the departure time is ap-
proximated using a normal distribution with a mean equal to equation 5.5 and a
standard deviation equal to equation 5.6 (lines 14-16). In the case of a late arrival
the departure time is approximated using a normal distribution with a mean equal
to equation 5.8 and a standard deviation equal to equation 5.9 (lines 17-19). An on-
time arrival requires the addition of a service time to the mean of the arrival time
distribution in order to obtain the departure time distribution. The standard devia-
tion remains unchanged (lines 20-22). Finally, this algorithm outputs the expected
reward of vertex j.
5.1.2 Pre-processing
As discussed more in detail in Section 4.4.2, a set of neighbours is defined for
each vertex i ∈ Vc. This set, NBi, is computed before the start of the solution
procedure and consists of the closest (based on the time-independent travel time)
vertices in the sense of spatial-temporal closeness. In the remainder of this text, a
vertex j is called a neighbouring vertex of vertex i if j is included in the neighbour
set of i.
5.1.3 Stochastic ant colony system (SACS)
The structure of the stochastic ant colony system (SACS) is similar to the ant
colony system proposed for the TD-OPTW as described in Section 4.4 and consists
of 3 phases which are executed on a set of solutions during a predetermined num-
ber of iterations. Firstly, ants, which represent solutions, are created in a construc-
tion phase. The second phase consists of an improvement phase where the ants are
improved using three local search moves. Thirdly, in the global pheromone update
phase the pheromone values belonging to the arcs of the best ant (of the iteration)
are increased. An overview of the algorithm is provided in Algorithm 9 and the
different components are described below. The best solution found in an iteration
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Algorithm 8 Estimation algorithm -input: vertex i, vertex j, departure time
distribution Di ∼ N (µ, σ2)
1: k = find timeslot(Di.µ)
2: if ΦDi(tpk) > 0.01 then
3: g = tpk
4: Aj .µ = eq. 5.2 (g,Di, Ti,j,k−1, Ti,j,k )
5: Aj .σ = eq. 5.3 (g,Di, Ti,j,k−1, Ti,j,k)
6: else if ΦDi(tpk+1)− ΦDi(tpk) < 0.99 then
7: g = tpk+1
8: Aj .µ = eq. 5.2 (g,Di, Ti,j,k, Ti,j,k+1 )
9: Aj .σ = eq. 5.3 (g,Di, Ti,j,k, Ti,j,k+1 )
10: else
11: Aj .µ = Di.µ+ Ti,j,k.µ
12: Aj .σ =
√
Di.σ2 + Ti,j,k.σ2
13: end if
14: if ΦAj (oj) > 0.01 then
15: Dj .µ = eq. 5.5 (oj , Aj)
16: Dj .σ = eq. 5.6 (oj , Aj)
17: else if ΦAj (cj) < 0.99 then
18: Dj .µ = eq. 5.8 (cj , Aj)
19: Dj .σ = eq. 5.9 (cj , Aj)
20: else
21: Dj .µ = Aj .µ+ sj
22: Dj .σ = Aj .σ
23: end if
24: RETURN Dj
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is defined as solib, solgb represents the best solution found during the entire opti-
mization procedure and F (solx) refers to the objective function (expected reward)
of solution solx.
Algorithm 9 Ant colony system for TD-OPSWTW - input parameters:
α, β, ρ,max ants, τinit, Nmaxni
solib ← 0, solgb ← 0, Nni ← 0, iteration← 0
while iteration < Nc do
Initialize parameters: τ , η (τinit)
for i← 1 to max ants do
Construct solution & local pheromone update (τ , η, α, β, ρ)
Swap
Calculate max start
Insert (max start)
Replace (max start)
end for
solib ← arg max(F (sol1), F (sol2), ..., F (solmax ants))
if F (solib) > F (solgb) then
solgb ← solib
Nni ← 0
else
Nni ← Nni + 1
end if
Global pheromone update (τ , solib, Nni, Nmaxni )
iteration← iteration + 1
end while
Monte Carlo simulation (solgb)
5.1.3.1 Construction phase
The construction phase, displayed in Algorithm 10, starts with an empty solution.
During each iteration a random vertex from the candidate list is selected using a
roulette wheel selection method. During the execution of this method, the proba-
bility of selection is based on a memory structure (τ ) and a heuristic ratio (η). The
candidate list consists of all unvisited vertices that can be inserted into the solution
and increase the expected reward of the solution when added. This increase in
expected reward of the solution consists of the increase in expected reward, due
to adding the unvisited vertex to the solution, minus the change in expected re-
ward when travelling from this newly added vertex to the end vertex. In short,
this means that late arrivals are allowed during the construction phase as long as
it is beneficial. Finally, this phase stops when the candidate list is empty except
for the end vertex. The memory structure follows the same logic as described in
Section 4.4. The pheromone values of arcs used during the construction phase are
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decreased while the values of the arcs belonging to the iteration best solution are
increased.
Algorithm 10 SACS construction phase- input parameter: α, β
i = 0
solution sol with sol[i] = 1
D[i].µ = 0
D[i].σ = 0
while S[i] 6= v do
CL = ∅
a = sol[i]
for all available neighbours b of a except v do
X=estimation algorithm(a, b,D[i])
expreward = ΦX(cb) ∗ rb + (1− ΦX(cb)) ∗ eb
V =estimation algorithm(b, v,X)
endexpreward = expreward− (1− ΦV (cv)) ∗ ev
if endexpreward > 0 then
add vertex b to CL
store X and expreward
end if
end for
if CL 6= ∅ then
for all vertices r ∈ CL do
calculate lr (α, β)
end for
roulette wheel selection method
add selected vertex to sol and update the solution
else
sol[i+ 1] = v
end if
i = i+ 1
end while
local pheromone update
5.1.3.2 Using local search moves in a stochastic context
Firstly, the swap local search move tries to exchange two solution member ver-
tices in order to save travel time. We define y and z as the vertices that will be
exchanged, k and l as the predecessor and successor of y and m and n as the pre-
decessor and successor of z. After verification that k and l are neighbours of z
and that m and n are neighbours of y, the vertices y and z are temporarily ex-
changed. Otherwise, this swap pair (y, z) is discarded before further evaluation.
Afterwards, the new arrival time for the vertices between k and n is calculated
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while accounting for time window restrictions. Next, the decrease in travel time
(calculated from k to n) of the possible swap is calculated using the estimation
algorithm. Only if this decrease in mean and standard deviation is positive, the
swap is executed. However, it is unsure that this exact decrease in travel time can
be gained also for the whole solution due to waiting times and the time-dependent
stochastic nature of succeeding travel times after vertex n. Nevertheless, since the
mean and standard deviation of the departure time distribution at n are reduced
we are sure that departing earlier from vertex n guarantees that our new arrival
time at the end depot will be less than or equal to the previous one. Therefore this
approach is chosen to avoid a complete evaluation of the solution.
Secondly, the insert and replace local search moves make use of a local eval-
uation metric called max start. This metric is created by calculating for every
vertex in the current solution, the latest possible start time of the service at the
vertex, before the objective function of the solution decreases, using the 99th per-
centile of the travel time distribution. Other percentiles (50th, 77.1th, 90th) were
tested but the results did not deviate much. This can be explained by the relatively
high penalty for arriving late at the end vertex. This process is shown in Algorithm
11. Note that the latest possible start time is searched given the current total length
of the route. This means that if the solution already contains a late arrival at the
end depot, this increase in travel time compared to tmax is taken into account as
feasible time during the calculation of max start (lines 7-9).
Concerning the insert procedure, a vertex y can only be inserted between x and
z into the solution when the 99th percentile of the new arrival time distribution at z
(calculated using the estimation algorithm) is less than the max start of vertex
z. When vertex y is actually included in the solution, the algorithm updates the
arrival times from x to y, as well as the arrival times at the vertices succeeding
vertex y. This is necessary, because the insertion of vertex y has most likely caused
a change in waiting and/or travel time for the arcs of the solution succeeding vertex
y. Secondly, for the vertices preceding vertex z, a recalculation of the max start
local evaluation metric is required. The insert local search move is executed in a
best-improving manner and stopped when no more feasible improvements can be
found.
A similar logic is applied for the replace move which tries to replace an in-
cluded vertex by a non-included vertex with a higher expected reward. The replace
local search move is run in a first-improving manner. Both local search moves are
stopped when no more feasible improvements can be found.
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Algorithm 11 Calculation of max start - input solution sol
1: sz = |sol|
2: latestarrival=Φ−1D[sz](0.99)
3: if latestarrival ≤ tmax then
4: max start[sz] = tmax
5: ta = t0 + t
max
6: else
7: max start[sz] =latestarrival
8: ta =latestarrival
9: end if
10: i = sz − 1
11: while i > 0 do
12: z = sol[i+ 1]
13: y = sol[i]
14: k = find time slot (ta)
15: td = ta − Φ−1Ty,z,k(0.99)
16: if td > cy + sy then
17: td = cy + sy
18: end if
19: max start[i] = td
20: ta = td − sy
21: i = i− 1
22: end while
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5.2 Results for the TD-OPSWTW
5.2.1 Validation of the estimation algorithm
The estimation algorithm is compared with the Monte Carlo procedure, both de-
scribed in Section 5.1.1, based on the final solution sequence (solgb) outputted by
the SACS. Recall that different values for the mean and standard deviation of the
arrival and departure time distribution lead to different expected rewards and penal-
ties. Therefore the same solution sequence can have a different objective function
when evaluated by the estimation algorithm or the Monte Carlo procedure.
The average difference after five runs over all instances concerning the arrival
time distribution at the end vertex is less than 0.01% for the mean arrival time at
the end vertex and 0.67% for the standard deviation. This results in a objective
function deviation of only 0.01%. As a comparison, during the initial research
phase, the SACS was also executed using an inferior estimation algorithm. During
this algorithm each normal arrival/departure time distribution was discretised using
four-point Gaussian quadratures of a normal distribution. The benefits and down-
sides of this approximation are discussed by Bickel et al. [16]. The corresponding
action to each of the three cases discussed in Section 5.1.1 is then applied sepa-
rately to the four different percentiles of the arrival/departure distribution. When
comparing this method to the results of the Monte Carlo procedure, this way of
working lead to an average deviation of 0.04% for the mean, 7.9% for the standard
deviation and 0.15% for the objective function. The simplest estimation algorithm
consists of taking the convolution of the departure time distribution and the travel
time distribution (which corresponds with the mean of the departure time distribu-
tion) while ignoring the three different cases. This leads to an average deviation of
0.02% for the mean, 8.19% for the standard deviation and 0.32% for the objective
function.
5.2.2 Evaluation of the SACS algorithm
To the best of our knowledge, this is the first time the TD-OPSWTW is pro-
posed. Therefore the SACS algorithm cannot be compared to other solution meth-
ods. However, to evaluate its performance, all TD-OPSWTW instances were
also solved as deterministic and time-independent orienteering problems with time
windows (OPTW) according to the mixed integer problem formulation presented
in Section 2.1 using a commercial solver. Afterwards, this optimal solution is
evaluated in a stochastic context using the Monte Carlo simulation. Then, a com-
parison can be made between this stochastically evaluated OPTW solution and a
genuine stochastic solution proposed by the SACS. The same input parameter val-
ues for the SACS are used as the ones mentioned in Table 4.14 for the ACS for
TD-OPTW. More specifically, the percentage difference between the expected re-
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ward of SACS solution method and the expected reward of the evaluated optimal
OPTW solution is calculated as follows :
% imp =
SACS expreward−OPTW expreward
OPTW expreward
∗ 100 (5.10)
Another performance metric is the required CPU time. The SACS was allowed
to generate 10,000 trial solutions. The performance of the algorithm is displayed
in the second and third column of Table 5.1.
Secondly, the SACS will be compared with the ACS for the TD-OPTW us-
ing a predefined travel time percentile on every arc. The resulting deterministic
TD-OPTW solutions are subsequently validated using a Monte Carlo simulation.
This way of working differs from the two stage approach used in [41, 42] for the
fact that the route is never aborted and penalties are imposed here for unvisited
vertices and late arrivals. Table 5.2 provides an overview of the effect of exe-
cuting the algorithm with a different percentile of the travel time distribution on
every arc. Constructing routes with the 1st percentile corresponds to searching
for an optimistic solution, while using the 99th percentile corresponds to finding
a limited-risk or pessimistic solution. In the last column the average improvement
is displayed when the best solution is taken over all solutions corresponding to the
5 different travel time percentiles. Based on this table, using the 77th percentile
of the travel time distribution results in the best performance for this set of in-
stances. In general, the optimal percentile (pi) is instance specific and depends on
the reward-penalty ratio and the amount of uncertainty in the network.
The SACS outperforms the regular ACS on quality (1%) but needs significantly
more computation time than the deterministic version of the ACS. However, this
computation time is relative as in reality the ACS needs to be executed for every
percentile of the travel time distribution in order to determine which pi returns the
best result. The solutions proposed by the SACS are on average 23.8% better than
executing the optimal solution sequence calculated for a stochastic environment. It
turns out that not taking into account the time-dependent and stochastic nature of
the travel time has a significant impact on the quality of the proposed solutions in
a realistic problem context. Finally, it can be concluded that accounting for time-
dependent and stochastic travel times during the optimization process augments
the performance of the proposed solutions but at the same time also requires higher
computational efforts.
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Table 5.1: Overview on the performance of SACS and ACS
SACS ACS (pi=77.1th)
|Vc| % imp cpu (s) % imp cpu (s)
20 21.9 1.2 21.0 0.1
50 22.7 3.8 21.5 0.4
100 26.8 5.9 26.0 0.7
Overall 23.8 3.7 22.8 0.4
Table 5.2: The avg % imp for the ACS for different percentiles of the travel time
distribution
Percentile of travel time distribution (pi)
|Vc| 1st 22.9th 50th 77.1th 99th best
20 7.9 13.2 19.0 21.0 21.0 22.1
50 16.4 18.4 21.9 21.4 21.4 22.6
100 16.5 21.9 26.8 26.0 25.7 27.3
Overall 13.6 17.8 22.6 22.8 22.7 24.0
5.2.3 Sensitivity analysis
Table 5.3 provides an overview of the input parameters of SACS, including their
value used during all the discussed experiments. These values were determined
after preliminary tests. A sensitivity study, similar to the one of the ACS for the
TD-OP as discussed in Section 4.3.3, is performed to measure the impact on the
performance for various combinations of input parameter values. The results are
displayed in Table 5.4. An ANOVA test points out that the significant input pa-
rameters that have an impact on the performance are β, ρ and max ants.
Table 5.3: Overview of the input parameters TD-OPSWTW
Input parameter Description Value
τinit initial pheromone value 1
α importance of pheromone information 4
β importance of heuristic information 1
max ants number of solutions that is constructed and improved per iteration 50
ρ evaporation rate 0.01
Nmaxni maximum number of iterations without improvement (% of Nc) 25%
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Table 5.4: Effect of α, β, Nmaxni , ρ and max ants on the average gap
α % gap
1 24.4
3 25.8
6 25.4
9 24.9
Total 25.1
β % gap
1 25.8
3 25.8
6 25.2
9 23.7
Total 25.1
Nmaxni % gap
0.25 25.3
0.50 25.2
0.75 25.1
1.00 25.0
Total 25.1
ρ % gap
0.01 24.4
0.05 25.5
0.10 25.5
Total 25.1
max ants % gap
10 24.1
25 25.0
50 25.5
75 25.5
100 25.5
Total 25.1
Table 5.5 provides insights into the performance of some design decisions.
These effects are measured by leaving out some or all of the 3 local search moves
(S: swap, I: insert, R: replace) and repeating the test procedure discussed in Section
5.2.2. The missing components in the SACS framework (Algorithm 9) are marked
with a ”-”. Based on the average improvement, we conclude that the strength of
the SACS lies in the interaction effect between the swap, insert and replace local
search moves. However, the insert local search move remains the most prominent
local search move while the replace move helps to reduce the computation time if
the swap and insert local search moves are used together.
Table 5.5: Effect on the % gap and average CPU time (s) of different design components
Metric S I R - - - S - - - I - - - R - I R S I - S - R
avg % imp 23.8 16.9 19.0 22.5 17.9 23.0 23.4 18.5
avg cpu 3.7 0.8 0.9 2.9 1.0 3.4 5.1 1.3
5.2.4 Impact of stochastic travel times
To measure the impact of not taking into account stochastic travel times during
the optimisation process, the SACS approach is compared against the solution
to the certainty equivalence problem using the ACS. When solving the certainty
equivalence problem the mean of the stochastic travel time is taken as travel time
estimate.
The detailed results are displayed in Table 5.6 and a summary is provided in
Table 5.7. The first four columns of Table 5.6 list respectively the name, number
of vertices, the maximum allowed travel time and time window restrictiveness for
each problem instance. The succeeding column displays the expected reward of
the evaluated optimal ACS solution. In the 6th column the expected reward (ex-
preward) of the TD-OPSWTW solution created by the SACS is given. Finally, the
last two columns display the percentage improvement (imp) of the SACS versus
the evaluated TD-OPTW solution and also the diversity (div) between the two so-
lution sequences. The diversity between two solutions A and B is calculated as the
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sum of the number of vertices in A not present in B and the number of vertices
in B not present in A, divided by the total number of vertices present in A and B
(start and end vertex not included).
The SACS on average can improve the expected reward with 1.3% in compar-
ison with the ACS. A time-dependent stochastic orienteering problem has on aver-
age a solution that differs 28.3% from the time-independent and deterministic one.
Based on Table 5.7, the SACS is more likely to improve instances with short time
windows and a shorter allowed maximum travel time as more late arrivals can be
avoided. Instances with more vertices and a higher maximum allowed travel time
are more difficult to improve by the SACS and therefore negative improvements
are sometimes obtained. As the problem becomes less constrained, the advantage
of the deterministic approach is rewarded because of its simplicity.
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Table 5.6: Impact of stochasticity per problem instance
|Vc| tmax TW ACS(pi=50th) SACS imp div
name h S,M,L expreward expreward % %
20.1.1 20 8 S 124.7 157.0 25.9 33.3
20.1.2 20 8 M 173.0 173.0 0.0 7.7
20.1.3 20 8 L 173.0 181.6 4.9 28.6
20.2.1 20 10 S 188.0 188.0 0.0 33.3
20.2.2 20 10 M 190.7 195.0 2.3 50.0
20.2.3 20 10 L 194.5 195.0 0.3 14.3
20.3.1 20 12 S 275.9 272.0 -1.4 9.1
20.3.2 20 12 M 239.7 239.6 0.0 15.8
20.3.3 20 12 L 259.0 259.0 0.0 23.8
20.4.1 20 14 S 255.8 274.0 7.1 21.7
20.4.2 20 14 M 275.0 275.0 0.0 4.4
20.4.3 20 14 L 268.0 268.0 0.0 21.7
50.1.1 50 8 S 287.8 288.0 0.1 14.3
50.1.2 50 8 M 274.0 274.0 0.0 15.8
50.1.3 50 8 L 280.5 289.0 3.0 20.0
50.2.1 50 10 S 298.0 298.0 0.0 4.8
50.2.2 50 10 M 310.0 310.0 0.0 50.0
50.2.3 50 10 L 326.9 327.5 0.2 12.0
50.3.1 50 12 S 324.4 337.0 3.9 65.2
50.3.2 50 12 M 410.3 412.1 0.4 12.0
50.3.3 50 12 L 366.0 366.0 0.0 46.2
50.4.1 50 14 S 461.9 470.0 1.7 24.1
50.4.2 50 14 M 439.0 434.9 -0.9 17.2
50.4.3 50 14 L 446.0 450.0 0.9 24.1
100.1.1 100 8 S 272.0 266.0 -2.2 50.0
100.1.2 100 8 M 278.0 278.0 0.0 26.3
100.1.3 100 8 L 343.0 343.0 0.0 11.1
100.2.1 100 10 S 351.0 351.0 0.0 23.1
100.2.2 100 10 M 350.3 361.0 3.0 68.0
100.2.3 100 10 L 370.0 370.0 0.0 38.5
100.3.1 100 12 S 435.9 437.0 0.3 15.2
100.3.2 100 12 M 450.0 444.0 -1.3 61.3
100.3.3 100 12 L 470.0 466.0 -0.9 14.3
100.4.1 100 14 S 478.0 479.0 0.2 76.5
100.4.2 100 14 M 484.7 489.0 0.9 24.3
100.4.3 100 14 L 538.0 525.0 -2.4 42.1
avg 1.3 28.3
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Table 5.7: Impact of stochasticity versus problem characteristics
|Vc| imp div tmax imp div TW imp div
20 3.3 22.0 8 3.2 26.8 S 3.0 30.9
50 0.8 25.5 10 0.6 23.7 M 0.4 29.4
100 -0.2 37.5 12 0.1 22.5 L 0.5 24.7
14 0.8 28.5
These results are road network and instance specific but nonetheless they re-
flect that including stochastic information in the model can improve the objective
value.
Recall that the coefficient of variation (cv = σµ ) for the original set of instances
was rather low (0.5%) and the penalty ratio (pr = re ) was equal to 20% for the
regular vertices while the penalty of the end depot was set equal to the highest score
of the instance. Therefore, the focus of the algorithm lies in generating routes with
a high probability to arrive on time.
In order to test a more diverse set of stochastic situations, the same test setup
was performed with higher coefficients of variation and also different penalty ra-
tios for all vertices including the end depot. To achieve this, for every arc and
timeslot combination the standard deviation of the travel time (σ) was set equal to
cv∗µ. The percentage average improvement over all instances is displayed in Table
5.8. Firstly, there can be seen that the average improvement drastically increases
when both the coefficient of variation and the penalty ratio are set to higher levels.
The lowest result obtained in Table 5.8 equals 12.5% while the overall average
improvement for the original instances displayed in Table 5.6 is 1.3%. Therefore,
the logical conclusion that can be made is that it is worthwhile to take stochasticity
into account when the variability of the travel times is high. Secondly, given a cer-
tain coefficient of variation a higher penalty ratio always leads to a bigger increase
in overall average improvement. Thirdly, given a certain penalty ratio the overall
average improvement decreases when the coefficient of variation increases. This
is due to the fact that the max start local evaluation metric uses the 99% travel
time percentile. Therefore, a vertex can only be inserted when it is almost certain
that the insertion will not lead to an additional lateness for subsequent vertices.
This leads to very few candidates for feasible insertion when the variation is ex-
tremely high. For a cv equal to 30%, the results can be improved by using a lower
percentile (e.g. 77.1%) to calculate max start.
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Table 5.8: Impact on the average improvement (%) for different coefficients of variation
(%) and penalty ratios ( %)
pr
cv 10 20 30
25 16.7 14.2 12.5
50 22.0 19.1 17.9
100 42.7 38.2 36.5
5.2.5 Practical insights
When it is 100% certain that a vertex is visited on time, its standard deviation of the
departure time is equal to the standard deviation of its arrival time. The probability
of arriving early at a vertex decreases the standard deviation of the departure time
(Section 5.1.1.2). As mentioned in Section 5.1.1.3, the probability of a late arrival
can lead to an increase or decrease of the standard deviation of the departure time
(σd) depending on the ratio of the standard deviation of the arrival time (σa) and
the service time (s). When s is much higher than σa (more than twice the size),
σd can become higher than σa. In reality the service time is also likely to be
higher than σa as the service time is usually several minutes while σa is zero at the
beginning of the solution sequence and increases towards the end of the solution
sequence as variance propagates through the system. Therefore, in some cases, a
possible late arrival at the end of the solution sequence decreases the variation of
the route.
Contrary to the deterministic version, a swap operator can, apart from reduc-
ing the travel time, also increase the expected reward in a stochastic context. For
example, if the swap operator is used on a solution with a late arrival at a vertex,
the reduction in travel time can lead to the fact that the traveller no longer arrives
late at this vertex. This means that the expected reward obtained at this vertex will
increase. Therefore, an update of the expected reward starting from vertex z is
necessary after a successful swap move has been executed. Two additional (less
restrictive) decision criteria have been tried for evaluating possible swap pairs apart
from comparing both the difference between the mean and standard deviation val-
ues of the departure time at n: only comparing the difference between the mean
departure times at n and comparing the difference between the 99th percentiles of
the departure time at n. The problem with these last two criteria is that a reduction
in mean departure time can go along with a significant increase in standard devia-
tion of the departure time which might cause a decrease in the objective function.
This can happen because the probability of arriving late at subsequent vertices
might increase as well. There exist multiple reasons for this phenomenon. Firstly,
executing a swap move means that a set of arcs is replaced by another set of arcs in
the solution and this new set of arcs might have a higher standard deviation. Sec-
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ondly, as already mentioned above, late arrivals at the end of the solution decrease
the variation of the route. If after the execution of a swap move the late arrivals
become on time arrivals, this in turn might lead to an increase in route variability
which in most cases means a late arrival at the end vertex. Only a full evaluation of
the solution for every swap pair can ensure that this adverse effect is not present.
But since a full evaluation is too computationally expensive we opted to compare
the difference of a possible swap move on both the mean and standard deviation.
Finally, using a 99th percentile of an updated arrival time distribution whether
to decide if a vertex can be inserted or replaced means that there is also a 1%
probability that you arrive late at one or more subsequent vertices (in most cases
also the end vertex) because of this decision. Furthermore, inserting a vertex also
leads to an increase in variance that propagates through the system. However,
the adverse effects of this assumption are marginal and the expected reward of
inserting a vertex largely compensates for the very small expected penalty of a
late arrival towards the end of the solution sequence. Nonetheless, the insert and
replacement moves might cause small violations to the time budget but this effect
is preferred as similar results cannot be achieved using the deterministic ant colony
system and its local search moves.
5.3 Conclusion
In this chapter, the orienteering problem with time windows and time-dependent
stochastic travel times (TD-OPSWTW) is introduced and a solution method is pro-
posed. This specific problem formulation applies to congestion related issues in
realistic routing problems that deal with uncertainty. The solution method con-
sists of a stochastic version of an ant colony optimization (SACS) specifically de-
veloped for the TD-OPSWTW. The SACS uses a swap local search move and
an insert and replace local search move equipped with a local evaluation met-
ric which speeds up the insertion/replacement process. The combination of time-
dependency, time windows and stochastic travel time severely complicates the cal-
culation of departure and arrival time distributions. Therefore, three prominent
complications are defined and the way they were dealt with by the proposed esti-
mation algorithm is explained. This might also be useful for other vehicle routing
problems with time windows and time-dependent stochastic travel times.
The proposed solution method is evaluated based on solution quality and com-
putational performance on altered TD-OPTW problem instances. Promising re-
sults were obtained in a reasonable amount of computation time. A first compar-
ison is made by comparing the results of the SACS with optimal solutions for the
regular OP with time windows, found using an exact solution method, that are
evaluated in a stochastic environment. The solutions proposed by the SACS are
on average 23.8% better than executing the optimal solution sequence in a time-
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dependent stochastic environment. Secondly, the solutions generated by the ACS
for TD-OPTW, using different percentiles of the travel time distribution as input,
were also evaluated in a stochastic environment and compared to the solutions
of the SACS. The SACS performs better than the ACS, independent of the used
travel time percentile, as it takes into account the stochastic nature of this problem.
However, the SACS also requires a greater computation time. Thirdly, when solv-
ing the certainty equivalence problem using the ACS method for the TD-OPTW,
the SACS improves solutions by 1.3% on average. When solving the certainty
equivalence problem, the mean of the stochastic travel time is taken as travel time
estimate. The fourth observation is the solution sequence being on average 28.3%
different compared to the proposed solution by the state-of-the-art algorithm. An
important practical insight is that a probability of a late arrival at a customer can
lead to either an increase or decrease of the standard deviation of the departure
time. When it is 100% certain that a customer is visited on time, its standard de-
viation of the departure time is equal to the standard deviation of the arrival time.
The probability of arriving early at a customer decreases the standard deviation
of its departure time. The effect of a possible late arrival depends on the ratio of
the standard deviation of the arrival time and the length of the service time. In
general, at the beginning of the solution sequence, the service time is likely to be
higher than the standard deviation of the arrival time as the service time comprises
usually several minutes while the standard deviation of the arrival time is equal
to zero at that point. However, the standard deviation of the arrival time tends to
increase towards the end of the solution sequence. In short, a probability of a late
arrival in the beginning of the solution sequence increases the standard deviation of
the arrival time whereas a possible late arrival at the end of the solution sequence
might decrease the standard deviation of the arrival time. The combination of
these results should motivate vehicle trip planners to consider the time-dependent
and stochastic nature of travel times in the future.

6
Case studies: solving a
multi-constrained team orienteering
problem with time-dependent travel
times
In this chapter, the solution method for the TD-OPTW, discussed in Chapter 4,
will be adapted and applied to a real case of two logistics companies. Apart from
company specific data, the road network with travel time information from Be-
Mobile (Section 3.2.2) is used to solve these cases. Both problem instances can be
modelled using the same mathematical problem formulation. In comparison to the
problem formulation of the TD-OPTW, this formulation has to consider multiple
days and vehicles and has more practical requirements to take into account. These
additional requirements consist out of a lunch break, customers having a different
time window per day and two capacity limitations for each vehicle. This prob-
lem bears many similarities with some of the variants of the orienteering problem
discussed in Section 2.5 and is called the multi-constrained time-dependent team
orienteering problem with time windows (multi-constrained TD-TOPTW). Unlike
in Chapter 5, the travel times are assumed to be dynamic but not stochastic in this
chapter.
The mathematical formulation of this problem is discussed in more detail in
Section 6.1. Details about the logistic cases are described in Section 6.2. As
some of the practical requirements drastically change the way a solution can be
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evaluated and altered by the local search moves, the adaptations to the solution
method are discussed in Section 6.3 and 6.4. Finally, the results of this algorithm
will be compared to solutions that do not take time-dependent travel times into
account in Section 6.5.
6.1 Mathematical formulation
Formally, the multi-constrained TD-TOPTW can be described by defining a set of
vertices Vc = 1, ..., v . In this set vertex 1 represents the start depot and vertex v
the end depot. We assume there is an arc (i, j) between all i and j in Vc. As this
is an extension of the TOPTW the goal is to determine δ number of routes, each
route d limited by tmaxd . The predefined vehicle that is assigned to route d has a
limited volume capacity (volmaxd ) and weight capacity (wei
max
d ). Moreover, the
predefined driver needs to take a break for a duration of brkdur during a certain
time window (brkstart, brkend). Note that this break time window is the same for
all routes but this break needs to be taken on arrival at a vertex. This assumption
represents the current practice of both companies and therefore allows for a com-
parison of our proposed solutions to the solutions of the commercial VRP solver
as will be explained in Section 6.5. Associated with each vertex i ∈ Vc is a non-
negative reward ri, weight weii, volume voli, service time si and a set of time
windows that differ per route (oi,d, ci,d). The reason for this will be explained in
the next paragraph. Note that a break can be taken at a vertex before its opening
time. A day is divided in κ time slots and let tp
t
and tpt represent the moment
at which time slot t starts and ends respectively. Subsequently, based on these
time slots and their corresponding travel times for each arc, the linear travel time
coefficients for each arc µi,j,t and νi,j,t can be calculated as discussed in Section
3.2.1.
The set Vc represents customer locations that can be served by a fleet of ve-
hicles during a fixed planning period i.e. a week. The reward is related to the
urgency of visiting this vertex, the higher the reward, the more urgent it is to visit
this vertex during this planning period. The time window can be different for each
day in the planning period. However, for simplicity reasons the time window is
coupled with a particular route index as stated in the previous paragraph. For ex-
ample if the planning period is equal to 3 days and the fleet size equals 5, 15 unique
route indices are used in the mathematical formulation. For each vertex and route
index, an unique time window is possible. The reason for this is twofold: in one of
the cases only one vehicle is used during the whole planning period. For example
route 1 stands for a vehicle used on Monday and route 2 stands for the same vehicle
used on Tuesday. So there is no distinction between a route index and a day index.
Secondly, this way of modelling also enables the modelling of specific customer
requirements such as a request to be served by a specific driver or enables the mod-
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elling of the restriction that a vehicle is not able to enter the hangar because of the
vehicle dimensions. Finally, note that the volume and weight requirements are not
related to the reward of the vertex.
The decision variables and parameters are listed before the mixed integer prob-
lem formulation is shown and discussed.
Decision variables
xd,i,j,t =1 if a traveller traverses the arc (i, j) with a departure time in time slot t
on route d, 0 otherwise.
wd,i,j,t=departure time at vertex iwhen travelling from i to j in time slot t on route
d, 0 otherwise.
bd,i,j,t=equals 1 if a break is scheduled on arrival at vertex j when traversing arc
(i, j) in time slot t on route d, 0 otherwise.
Parameters
κ: number of time slots for all arcs
δ: number of routes
Vc = 1, ..., v: set of vertices
tp
t
: start of time slot t
ri: reward of vertex i
weii: weight of vertex i
voli: volume of vertex i
oi,d: opening time of vertex i when serviced on route d
ci,d: closing time of vertex i when serviced on route d
si: service time of vertex i
µi,j,t: slope coefficient of the linear time-dependent travel time
νi,j,t: intercept coefficient of the linear time-dependent travel time
tmaxd : time budget of route d
weimaxd : maximum weight of route d
volmaxd : maximum volume of route d
brkstart: earliest start of the break
brkend: latest start of the break
brkdur: duration of the break
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Max
δ∑
d=1
v−1∑
i=2
v∑
j=2
κ∑
t=1
rixd,i,j,t (6.1a)
δ∑
d=1
v∑
j=2
κ∑
t=1
xd,1,j,t =
δ∑
d=1
v−1∑
i=1
κ∑
t=1
xd,i,v,t = δ (6.1b)
δ∑
d=1
v−1∑
i=1
κ∑
t=1
xd,i,j,t ≤ 1 ∀j (6.1c)
v−1∑
i=1
κ∑
t=1
xd,i,h,t =
v∑
j=2
κ∑
t=1
xd,h,j,t ≤ 1 ∀d, h = 2, ..., v − 1 (6.1d)
xd,i,j,t · tpt ≤ wd,i,j,t ∀d, i = 1, ..., v − 1, j = 2, ...v,∀t (6.1e)
wd,i,j,t ≤ xd,i,j,t · tpt+1 ∀d, i = 1, ..., v − 1, j = 2, ...v, ∀t (6.1f)
v−1∑
i=1
κ∑
t=1
[wd,i,h,t + µi,h,t · wd,i,h,t + (νi,h,t + sh) · xd,i,h,t]
+ bd,i,h,t ∗ brkdur ≤
v∑
j=2
κ∑
t=1
wd,h,j,t ∀d, h = 2, ..., v − 1
(6.1g)
v−1∑
i=1
κ∑
t=1
[wd,i,v−1,t + µi,v−1,t · wd,i,v−1,t + νi,v−1,t · xd,i,v−1,t + bd,i,v−1,t]
∗ brkdur ≤ tmaxd ∀d
(6.1h)
v−1∑
i=1
v∑
j=2
κ∑
t=1
xd,i,j,t · weij ≤ weimaxd ∀d (6.1i)
v−1∑
i=1
v∑
j=2
κ∑
t=1
xd,i,j,t · volj ≤ volmaxd ∀d (6.1j)
bd,i,j,t · brkstart ≤ wd,i,j,t + µi,j,t · wd,i,j,t + (νi,j,t + sj) · xd,i,j,t ∀d, i, j, t
(6.1k)
wd,i,j,t + µi,j,t · wd,i,j,t + (νi,j,t + sj) · xd,i,j,t
≤ bd,i,j,t · brkend + (1− bd,i,j,t) · tmaxd ∀d, i, j, t
(6.1l)
v−1∑
i=1
v∑
j=2
κ∑
t=1
bd,i,j,t = 1 ∀d (6.1m)
xd,i,j,t ≥ bd,i,j,t ∀d, i, j, t (6.1n)
v−1∑
i=1
κ∑
t=1
(oh,d + sh) · xd,i,h,t ≤
v∑
j=2
κ∑
t=1
wd,h,j,t ∀d, h = 2, ..., v − 1 (6.1o)
v∑
j=2
κ∑
t=1
wd,h,j,t ≤
v−1∑
i=1
κ∑
t=1
(ch,d + sh) · xd,i,h,t ∀d, h = 2, ..., v − 1 (6.1p)
xd,i,j,t ∈ (0, 1) (6.1q)
bd,i,j,t ∈ (0, 1) (6.1r)
0 ≤ wd,i,j,t ≤ tmaxd ∀d, i, j, t (6.1s)
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The decision variable xd,i,j,t is equal to 1 when travelling from i to j with a
departure time in time slot t on route d, and equals 0 otherwise. The continuous
decision variable wd,i,j,t contains the departure time at vertex i when travelling to
vertex j in time slot t on route d. This departure time at vertex i equals the sum
of the arrival time at vertex i, the break time, the waiting time at vertex i and the
service time si. Finally, bd,i,j,t equals 1 if a break is scheduled on arrival at j when
traversing arc (i,j) in time slot t on route d, and equals 0 otherwise.
The objective function and the first five constraints are similar to the TD-
OPTW except for the fact that multiple routes have to be created. The objective
function (6.1a) maximizes the total collected reward over all routes. Constraint
(6.1b) guarantees that each route starts at vertex 1 and ends in vertex v. Constraints
(6.1c) make sure that every arc is only travelled once and constraints (6.1d) ensure
the connectivity of the route. Constraints (6.1e), (6.1f) determine the departure
time in the right time slot which is necessary to multiply the departure time with
its corresponding µ and ν value in Constraints (6.1g) and (6.1h).
Constraints (6.1g) guarantee that the departure time of the next vertex in the
route is equal to or greater than the sum of the departure time of the previous vertex
together with the travel time, break time and service time. The travel time is cal-
culated as a linear function. In this function the departure time is multiplied with
a parameter µi,j,t, whereafter parameter νi,j,t is added. Constraint (6.1h) ensures
the limited time budget. Constraints (6.1i and (6.1j) ensure that the total weight
and volume for each route is within the acceptable limits. Constraints (6.1k) and
(6.1l) make sure that the break for every route is taken during the allowed period.
Furthermore, Constraints (6.1m) make sure that only one break is taken and Con-
straints (6.1n) ensure that this break is taken on arrival at a vertex. Constraints
(6.1o) ensure that the departure time at each vertex except from the start and end
vertex is higher than the opening time. Constraints (6.1p) in turn, ensure that the
departure time is lower than the closing time of the vertex under consideration.
The range of the decision variables is controlled in Constraints (6.1q), (6.1r) and
(6.1s).
A small problem instance and its optimal solution, found using the commercial
solver CPLEX, are shown in Figure 6.1. For this instance we assume that all
travel times are time-independent and equal to the euclidean distance between the
vertices.
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brkdur brkstart brkend
1 2 3
d tmax weimax volmax
1 5 4 3
2 6 4 4
i r s wei vol o1 c1 o2 c2
2 4 0 1 1 0 5 3 6
3 6 0 1 1 0 5 0 6
4 8 0 2 1 0 5 0 6
5 4 0 1 1 0 5 0 6
6 8 0 1 1 0 5 0 6
7 8 0 2 2 0 0 0 6
8 1 0 1 1 0 5 0 6
, depot , vertex , vertex + break
,1
,v
,2
,3
,4 1
,5,8
,6 1
,7
1
1
1
1
t1 = 5
vol=3
wei=4
obj=18
1
1.4
1.4
1
t2 = 5.8
vol=4
wei=4
obj=20
Figure 6.1: An example of the multi-constrained TD-TOPTW
6.2 Case studies
In this section some background information is given about both case studies.
6.2.1 Case study 1: setting and instance generation
The first case study consists of a logistics company with a start and end depot at
two different locations in The Netherlands (Europe). The company is charged with
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the task of picking up containers of used batteries at a set of customer locations
(represented by vertices) spread throughout the whole of The Netherlands. People
can drop of their used batteries at containers that are placed at various frequently
visited locations (i.e. supermarkets). A recycle company is responsible for picking
up (almost) full containers and replace them with empty ones. Locations that have
an (almost) full container are more urgent to visit than locations with (almost)
empty containers.
For this particular instance the planning period was situated in the first week
of 2015 and the total number of vertices that could be visited is equal to 832. For
each of these vertices the required information is available: geographical location
(latitude, longitude), reward, time window for each day of the planning period,
required weight and required volume. For this case the average length of the time
window at a vertex is rather large. Recall that the reward of the vertex depends on
their urgency level. This urgency level is based on a forecast system and companies
calling the recycle company to inform them that their container is (almost) full.
When a phone call is received, the vertex representing this location is defined as
an obligatory vertex. Obligatory vertices have a reward between 1,000 and 2,000
while non-obligatory vertices have a reward between 1 to 10. Note that since this
is an OP and not a VRP, a solution without the inclusion of all obligatory vertices
is still a feasible solution (given that all other constraints are met). The solution
method does not force obligatory vertices to be included in a solution. However,
due to the large difference in rewards, any good solution will include all obligatory
vertices, if this is feasible.
The planning period consists of 3 days and the company has a fleet of 5 vehicles
with the same weight and volume capacities available for each day. According to
the reasoning mentioned above, this leads to a total of 15 different routes that need
to be generated. All routes start at 4:00 and the first 10 routes have to end before
17:00 and the last 5 before 15:00. On all routes, a break of 45 minutes needs to be
taken at a vertex between 10:00 and 15:30. An overview of the characteristics of
this case can be found in Table 6.1.
Table 6.1: Overview characteristics case 1
# depots 2
# vertices 832
# obligatory vertices 146
# non-obligatory vertices 686
# vehicles 5
# days 3
# avg time window length 10.46h
# start break 10:00
# end break 15:30
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The travel times between the set of vertices is calculated using the same proce-
dure as discussed in Section 4.4.2. However, since the historic travel time profile
consisted of car measurements, these travel times were limited to a maximum of
80km/h on every arc which is the maximum allowed speed for trucks driving on
highways in The Netherlands. Subsequently, a matching needs to occur between
the set of vertices representing customer locations (Vc) and the set of vertices be-
longing to the Be-Mobile road network (V ) discussed in Section 3.2.2. Note that
previously, during the creation of instances for the TD-OPTW in Section 3.2.2, a
matching was not necessary as Vc was chosen as a subset of V . In this chapter,
however, Vc is not a subset of V . Therefore, for each vertex representing a cus-
tomer location the nearest vertex on the Be-Mobile road network is searched using
the great-circle distance. The remaining distance in kilometres between the cus-
tomer location and the nearest vertex on the Be-Mobile graph is multiplied with 2
minutes of travel time to approximate the remaining travel time. Since the graph
of the Be-Mobile network is dense, the average remaining distance equals 0.17
kilometres and the maximum distance amounts 1.81 kilometres. The travel times
on the arcs are assumed to be FIFO.
6.2.2 Case study 2: setting and instance generation
The second case models the problem of a logistics company that needs to deliver
bakery products from a single depot to a set of 160 customers (represented by
vertices) in the upper part of Belgium. For this particular instance the planning
period was situated in the last week of February 2015. For each of these customers
the required information is available: geographical location (latitude, longitude),
reward, time window for each day of the planning period, required weight and
required volume. Almost all customers are obligatory and therefore have a reward
equal to or higher than 1,000.
For this case, the time period consists of a single Friday for a heterogeneous
fleet of 9 vehicles which means that 9 routes need to be planned. All routes start at
6:30 and the trucks need to be back at the end depot before 16:30. Furthermore, a
break of 45 minutes needs to be taken between the above mentioned start and end
hour of each route. Secondly, the maximum weight and volume capacity differs
within the set of vehicles. An overview on the characteristics of this case can be
found in Table 6.2.
Concerning the generation of the travel times, since all vertices are situated in
Belgium, the maximum speed of the vehicles is limited to 90km/h which corre-
sponds to the maximum allowed speed on highways for trucks. The same match-
ing method is applied as explained in Section 6.2.1. For this case, the average
remaining distance equals 0.15 kilometres and the maximum distance amounts
1.96 kilometres.
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Table 6.2: Overview characteristics case 2
# depots 1
# vertices 160
# obligatory vertices 153
# non-obligatory vertices 7
# vehicles 9
# days 1
# avg time window length 9.79h
# start break 6:30
# end break 16:30
6.3 Pre-processing
A k-means clustering algorithm is performed on the subset of obligatory vertices
with k, the number of clusters, equal to the number of routes (δ). The k-means
algorithm was originally published by Forgy [49] and aims to partition n obser-
vations into k clusters in which each observation belongs to the cluster with the
nearest mean, serving as a prototype of the cluster. This results in a partitioning
of the data space. The average weight and volume requirements are calculated for
all the members of a certain cluster. Subsequently, the cluster with the highest
capacity requirements is assigned to a route with the highest available capacity.
Secondly, the same neighbourhood structure as discussed in Section 4.4.2 is
used. However, a different ratio is used to sort the feasible neighbours of every
vertex:
rj
ffi,j + sj + weij + volj
(6.2)
The maximum number of neighbours (NBmax) is set equal to 200. This means
that no limit on the maximum number of neighbours is set in the second case as
the vertices are located very close to each other and the time-windows are too lose.
So all feasible neighbours are retained for this case.
6.4 Solution method
The ant colony system proposed in Chapter 4.4 for the TD-OPTW is adapted in
order to solve this multi-constrained TD-TOPTW problem. In this section the
difference between the two solution methods will be described. The construction
method and the local search moves are altered to work on multiple routes and to
include the two capacity constraints. The development of a relocate local search
move which removes a vertex from one route and inserts it in another route also
aided to this course.
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The main challenge, however, resides in the incorporation of the breaks when
evaluating local search moves. Firstly, during the optimization process we assume
that breaks have to be scheduled as soon as possible. More specifically, if no break
is scheduled in the tour and a new vertex is added to the solution which causes the
arrival time to become greater than brkstart, then a break is scheduled on arrival
at this newly added vertex. This assumption is made to facilitate the solution
method and for computational efficiency. Determining when a break should be
positioned during the construction of a solution would require too much travel
time calculations. Secondly, if no break is necessary (because of an arrival at the
end vertex before the start time of the break) it is placed at the end vertex but
the actual break time is added to the arrival time at the end vertex. This helps to
reposition the break later on (i.e. after a successful insert local search move) at
a regular vertex. Thirdly, the addition of breaks to this problem also violates the
FIFO principle. This means that arriving earlier at a vertex does not always lead to
a decrease or status quo of the departure time at succeeding vertices in the solution
sequence. For example, assume a break can only start at 10:00 (brkstart) and in
the current solution a break is scheduled at vertex i at 10:00. If for instance after
performing a swap local search move, the arrival time at vertex i decreases to 9:50,
the break might need to be rescheduled at a succeeding vertex (i+ 1). This means
that arriving earlier at vertex i still leads to an earlier arrival at vertex i + 1 but
to a postponed departure at vertex i + 1. Due to this postponed departure time
succeeding travel times might increase which can eventually lead to a late arrival
at the end vertex. Additionally, note that it is therefore possible that this decrease
in travel time of 10 minutes can be offset by an increase in travel time for arcs in
the solution sequence after vertex i+ 1. In both examples a violation of the FIFO
principal occurs.
The general outline of this solution method is given in Algorithm 12. In the
succeeding subsections the adaptations and additions to the original TD-OPTW
solution method will be discussed. The main strategy is to create diverse solutions
during the construction procedure using only obligatory vertices. Subsequently,
these routes are then improved using local search moves that can also use non-
obligatory vertices. To facilitate the understanding of the local search moves, fig-
ures which contain examples, have been made and were added to each section.
For all these examples the vertices are assumed to have no time windows and a
service time equal to zero. The legend for these figures can be found in Figure 6.2.
The difference with previous figures is that a break is now shown by colouring the
border of a vertex or depot in orange.
No changes were made to the initialisation procedure as compared to Section
4.4.3.
6.4 SOLUTION METHOD 6-11
Algorithm 12 Ant colony system for multi-constrained TD-TOPTW - input
parameters: α, β, ρ,max ants, τinit, Nmaxni
solib ← 0, solgb ← 0, Nni ← 0, iteration← 0
while iteration < Nc do
Initialize parameters: τ , η (τinit)
for i← 1 to max ants do
Construct solution & local pheromone update (τ , η, α, β, ρ)
Swap
2-opt
Calculate max shift
Insert (max shift)
Relocate (max shift)
Insert (max shift)
end for
solib ← arg max(F (sol1), F (sol2), ..., F (solmax ants))
if F (solib) > F (solgb) then
solgb ← solib
Nni ← 0
else
Nni ← Nni + 1
end if
Global pheromone update (τ , solib, Nni, Nmaxni )
iteration← iteration + 1
end while
, depot
, regular vertex
, vertex with break
, vertex with changed position
travel time x needs to be calculatedx
travel time x is stored in memory
x
x max shift x of the vertex
Figure 6.2: Legend to figures of Chapter 6
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6.4.1 Construct solution
For every route, feasible (obligatory) vertices belonging to the assigned cluster are
subsequently added to a candidate list. Feasible vertices are vertices that do not in-
cur violations to the volume and weight limitation and the time budget restriction.
For the time budget restriction, the time required to go back to the end depot and
to schedule a required break are taken into account. This break is added as soon as
the arrival time at a vertex becomes greater than brkstart. Based on this candidate
list, a vertex is chosen based on the roulette wheel selection as discussed in Sec-
tion 4.4.4. The process stops when the candidate list is empty and the end vertex
is added to the route. If no break is incorporated yet in the solution sequence, the
break is positioned at the end depot.
6.4.2 Swap
In the original implementation (Section 4.4.6), a swap move was executed when a
decrease in travel time was found at vertex n (the successor of the swap partner po-
sitioned the closest to the end vertex) and all neighbour restrictions held. Because
of the violation to the FIFO property, the feasibility of a swap local search move
can only be evaluated at the end vertex because it is possible that a break needs
to be repositioned. After a neighbour check, possible interesting swap pairs are
searched by subsequently performing a local evaluation and a global evaluation.
Recall that during the execution of the local search moves all vertices (obligatory
and non-obligatory) are taken into account and no cluster information is used. Dur-
ing the local evaluation the break can not be repositioned. The subsequent global
evaluation is only considered when a lower travel time is obtained at vertex y. If
the arrival at the end vertex is decreased by executing the possible swap move, the
swap combination is performed on the solution in a first improvement manner. If
after the execution of a swap move the arrival time at the end vertex is less than
brkstart, the break is scheduled at the end vertex.
An example of a swap move is visually depicted in Figure 6.3. In this example,
vertex y is swapped with vertex z. The local evaluation shows that a decrease in
travel time of 0.4 units can be found when evaluating the difference at vertex n.
During the global evaluation, the break can no longer be positioned at vertex l as
the arrival time (2.8) at vertex l is less than brkstart (3). Therefore, the break is
postponed and positioned at vertex m. The result of the swap move is evaluated at
the end vertex and results in a decrease in travel time of 0.5 units.
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swap
tmax = 8, brkstart = 3, brkend = 5, brkdur = 1
select
local
global
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Figure 6.3: Example of the swap local search move
6.4.3 2-opt
This intra route local search move changes the sequence between two vertices y
and z with index i and j in one and the same route as discussed in Section 4.2.2.
After a neighbour check, possible interesting 2-opt pairs are searched by subse-
quently performing a local evaluation and a global evaluation. During the local
evaluation the break can not be repositioned. The subsequent global evaluation
is only considered when a lower travel time is obtained at j + 1. This global
evaluation is only performed when the break in the new solution would be posi-
tioned before brkstart or after brkend which turns the solution infeasible. During
the global evaluation the infeasible solution is repaired by repositioning the break
and this new solution is accepted when the new arrival time at the end vertex is
lower than the original arrival time. This local search move is employed in a first
improvement manner.
The 2-opt local search move is visually presented in Figure 6.4. In this example
y and z are interchanged and the sequence between these two vertices is reversed.
During the local evaluation the break remains scheduled at the third position of the
solution sequence, meaning at vertex m. A decrease in travel time (0.5 units) is
obtained at vertex n during the local evaluation. Due to our arrival at vertex m on
2.8, the break is positioned too early and will be repositioned to the fourth position
during the global evaluation. An update of the travel times from vertex k until the
end vertex reveals that a decrease in travel time of 0.4 time units can be achieved
when executing this specific 2-opt pair.
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2-opt
tmax = 8, brkstart = 3, brkend = 5, brkdur = 1
select
local
global
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Figure 6.4: Example of the 2-opt local search move
6.4.4 Calculation of max shift
This local evaluation metric will be used by the insert and relocate local search
move. Recall from Section 4.4.5 that this metric measures the maximum amount
of time a vertex can shifted towards the end of the route before the solution be-
comes infeasible. However, apart from the time budget and the closing time an
additional limitation, namely the latest start of the break (brkend), needs to be
considered. This means that when a break is scheduled at a vertex and this vertex
is shifted towards the back of the solution sequence, it is possible that the break
is positioned after brkend. Therefore, an additional check needs to be performed
when calculating the max shift of a vertex where a break is positioned. Re-
ducing the max shift of a vertex leads to less room for a possible insertion and
is therefore not beneficial to the optimization process. Therefore we decided to
schedule a break as soon as possible. However, as will be explained in Section
6.4.5 it is still possible for this phenomenon to occur due to a series of insertions.
6.4.5 Insert
This local search move is very similar to the insert move described in Section 4.4.7.
This move does not reposition the break, when inserting vertices in a solution, but
postpones them towards the end of the solution sequence. Recall that postponing
a break after brkend is prohibited by the use of the max shift metric. The only
exception to this rule occurs when a break was scheduled at the end vertex and the
arrival time of the end vertex has become equal to or greater than brkstart due to
the insertion of a vertex in the route. In this case the break is repositioned towards
the first regular vertex with an arrival time greater than or equal to brkstart. This
local search move is executed in a best improvement manner.
The insert move is visually presented in Figure 6.5. In this example vertex y
is tested for insertion between x an z. Note that the break is scheduled at the end
vertex since the arrival at z is less than brkstart. Vertex y can be inserted because
the increase in travel time (0.5 units) is less than the max shift of vertex z.
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However, the arrival time at z (2.5) is now equal to brkstart, so the break needs to
be placed at z instead of at the end vertex.
insert
tmax = 4.5, brkstart = 2.5, brkend = 4.5, brkdur = 1
select
try out
execute
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Figure 6.5: Example of the insert local search move
6.4.6 Relocate
The idea behind this local search move is to reposition a vertex x from route d on
position i to route e (d 6= e) on position j in order to obtain an overall decrease
in travel time. So this local search move consists of two parts: first a removal on
route d and an insertion on route e without repositioning the break. At the start
of the relocate local search move the variable besttotaldecrease is set equal to
0. After a neighbour and capacity check on both routes, two evaluations (local
and global) are performed for every vertex of route d and for every position j on
route e. During the local evaluation the break remains stationary on route d and
the relocation is assumed feasible when the increase in arrival time at position i
on route d is less than or equal to max shiftj+1. For all feasible insertions the
variable localtotaldecrease is set equal to the decrease in travel time on route d
measured at position i + 1 minus the increase in travel time on route e measured
at j + 1. If the localtotaldecrease is bigger than bestotaldecrease, a global
evaluation is performed. During the global evaluation the break on route d can
be repositioned and the decrease in travel time on route d is evaluated at the end
vertex. The variable totaldecrease can now be calculated as the decrease in travel
time on route d minus the increase in travel time on route e. If this totaldecrease
is greater than besttotaldecrease than the relocate combination is set as the best
relocate combination. The best relocate combination is performed until no more
improvements can be found. The relocate local search move is executed in a best
improving manner.
An example of this local search move is visually presented in Figure 6.6. Ver-
tex x is removed from route d and inserted between vertices a and b on route e.
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This causes a decrease in time of 1.6 units on route d evaluated at vertex z and
an increase for 0.2 units on route e. Vertex x can be inserted on route e since the
increase is less than the max shift of vertex b. Note that the break at vertex y on
route d is now positioned too early (1.4 < 2). Therefore it needs to be repositioned
at vertex z during the global evaluation. Afterwards, the localtotaldecrease be-
comes equal to 1.6 − 0.2 = 1.4. A global evaluation for route d reduces this
overall decrease (totaldecrease) to 1.5 − 0.2 = 1.3 time units. The decrease in
travel time is positive, so this relocate combination can be executed.
relocate
tmaxd = 6, t
max
e = 5.5, brk
start = 2, brkend = 4, brkdur = 1
select
local
global
exec
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Figure 6.6: Example of the relocate local search move
6.4.7 Remaining procedures
If the relocate local search move can improve the solution, some additional room
for insertion might be created. Therefore an additional insert move is performed.
Finally, the update of the global best solution and the global pheromone update
are performed as described respectively in Section 4.4.9 and 4.4.10. The ACS is
iteratively executed until 10,000 solutions have been created.
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6.5 Results
In this section, the results of the cases will be discussed. The results for each case
consist out of three tests. In the first test, the proposed algorithm is run with time-
independent travel time data. This means that for every arc all time-dependent
travel time estimates are set equal to one time-independent travel time estimate.
The algorithm still searches for a solution with the time-dependent solution proce-
dures as described above. This way of working enables a comparison on quality
with the time-independent solution provided by a commercial VRP solver that
does not take time-dependency into account but uses a single average travel time
estimate. As this travel time estimate does not represent a free-flow state estimate
on the arc it is possible that the travel times can be overestimated by the commer-
cial VRP solver. So when this solution is evaluated in a time-dependent context
the total length of a route can be less than, greater than or equal to the original one.
This also means that the objective function of the time-dependent solution can be
higher than the time-independent one because it is possible to visit more vertices
within the same time span.
During the second test the algorithm is run with the time-dependent travel time
information in order to obtain a time-dependent solution. For the third test setup
the time-independent solution of the commercial VRP solver is evaluated in a time-
dependent environment. Firstly, this allows for an analysis of the effects of time-
dependency on this solution sequence. As a second step, a variant to the heuristic
repair algorithm, described in Section 4.5.5, will be applied to make this solution
feasible and allows for a direct comparison with the time-dependent solution cre-
ated by the proposed algorithm. The difference resides in the fact that after a vertex
is removed, a check is performed. This check verifies that the break is positioned
between brkstart and brkend. If this is not the case, then the break is repositioned
at the earliest vertex in the sequence with an arrival time greater than brkstart.
6.5.1 Results Case study 1
Using the ACS solution method with the same time-independent travel time es-
timates as the commercial VRP solver, a solution (TID) with objective function
149,379 is found while the commercial solver itself returns a solution (TID com)
with 149,417. A graphical depiction of this solution can be found in Appendix
A.4. In both solutions all (146) obligatory vertices are included. The commer-
cial VRP solvers manages to included more non-obligatory vertices (210) into the
solution than our solution method (163). The total travel time of the commer-
cial VRP solver is 8,248 and the total distance amounts 5,364. The total travel
time of our solution is 10,439 and the total distance amounts 6,088. The lack in
performance can be explained by the fact that our algorithm is not optimized for
time-independent travel times. The increase in time and distance can be explained
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by the fact that our proposed solution method does not take the travel time and the
distance into account in the objective function. For this setup, travel time forms
the most restrictive factor in comparison to the volume and weight limitations.
If we evaluate the commercial VRP solution without performing recourse ac-
tions in a time-dependent context, for an average route a driver arrives 15 minutes
too late at the end depot. The average increase in arrival time at the end depot is
12.5 minutes which also indicates that for some routes the arrival times decrease
when taking time-dependency into account. This is possible as the VRP commer-
cial solver uses average travel times which will typically overestimate the travel
times before the morning congestion peak (7:00-9:00). If we look at the route
level, we notice that some routes have a rather high violation to the time budget:
• Route 6: 38 min too late
• Route 8: 24 min too late
• Route 9: 57 min too late
• Route 12: 53 min too late
This short study validates the fact that congestion is a time-spatial phenomenon
that can not be modelled by working with averages. On some routes this leads
to an overestimation of the travel time and for others this will lead to a possible
significant underestimation of the travel time.
If we perform the time-dependent evaluation on the solution (TD com HR),
an objective function of 148,385 is obtained as 33 vertices (of which 1 obliga-
tory) were removed from the solution. The time-dependent solution (TD) for this
case has an objective function of 149,406 which is higher than the evaluated solu-
tion. This solution contains 146 obligatory and 172 non-obligatory vertices and is
visually presented in Appendix A.5. The total time amounts 10,381 and distance
6,118. The required computation time to obtain this solution amounts 406 seconds.
This again validates that it is better to take congestion into account during the op-
timization than applying recourse actions to time-independent solutions. Also in
the time-dependent environment, travel time forms the most restrictive factor. An
overview on the results is presented in Table 6.3.
Table 6.3: Overview results case 1
obj # oblig # non-oblig time distance
TID com 149,417 146 210 8,248 5,364
TID 149,379 146 163 10,439 6,088
TD com HR 148,385 145 178 10,264 5,344
TD 149,406 146 172 10,381 6,118
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6.5.2 Results Case study 2
The commercial VRP solver is able to find an time-independent solution to this
problem which contains all possible vertices (160). This solution has an objective
function equal to 154,205, the total time is 4,394 minutes and the total distance
in kilometres equals 2,375. Our proposed solution method was also able to find
a solution with the same objective function. In this solution all 160 vertices were
included, the total time is equal to 4,688 minutes and the total distance amounts
2,869 kilometres. A graphical depiction of this solution can be found in Appendix
A.6.
Evaluating the commercial VRP solution without performing recourse actions
in a time-dependent context, a driver arrives on average 7.8 minutes too late at the
end depot. The average increase in travel time was equal to 37 minutes. Due to
time-dependency, a late arrival is observed at a vertex on route 3 and both route 6
and 8 have an arrival time that respectively was 45 and 20 minutes later than the
time budget. Note that given this high increase in travel time, only a few routes
have a late arrival at the end depot. This is due to the fact that the travel time is not
the most limiting factor for this case but the weight capacity is.
After performing the necessary recourse actions on the time-independent solu-
tion, the objective function drops to 148,065 as 7 vertices (of which 6 obligatory)
are removed from the solution. Solving this problem, using the proposed solution
method and the time-dependent travel time information, a solution with an objec-
tive function equal to 152,205 is obtained. In this solution 151 obligated vertices
and 7 non-obligated vertices are included. The total travel time amounts 4,793
minutes and the total distance amounts 2,810. The solution is visually presented in
Appendix A.7. The required computation time to obtain this solution amounts 120
seconds. In this case it also pays off to take time-dependency into account during
the optimization process. An overview on the results is presented in Table 6.4.
Table 6.4: Overview results case 2
obj # oblig # non-oblig time distance
TID com 154,205 153 7 4,394 2,375
TID 154,205 153 7 4,688 2,869
TD com HR 148,065 147 6 4,584 2,380
TD 152,205 151 7 4,793 2,810
6.6 Conclusion
In this chapter, a real case of two logistics companies is solved by adapting the so-
lution method proposed for TD-OPTW in Chapter 4. In comparison to the problem
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formulation of the TD-OPTW, this formulation has to consider multiple days and
vehicles and has more practical requirements to take into account. These additional
requirements consist out of a lunch break, customers having a different time win-
dow per day and two capacity limitations for each vehicle. The problem is called
the multi-constrained time-dependent team orienteering problem with time win-
dows (multi-constrained TD-TOPTW). While most of these requirements could
easily be implemented into the solution method, the inclusion of a break in every
route required substantial adaptations. Furthermore, it substantially increases the
computational effort when executing local search moves.
The results of the adapted algorithm are compared to solutions, originating
from a commercial VRP solver, that do not take time-dependent travel times into
account. These solution are evaluated in a time-dependent context which simulates
the performance of a possible execution in real-life. For both cases the proposed
solution method outperforms the evaluated solutions within a reasonable compu-
tation time. So although time-dependency forms a burden for the computation
time, especially when breaks need to be planned in a route, it still pays off to take
time-dependency into account during the optimization process. Increasing the per-
formance of the algorithm and considering a multi-objective function that consists
of route related costs and time-dependent travel times offers the main avenue for
further research. Especially the neighbourhood structure needs to be improved
by using more advanced partitioning methods. Moreover, the capacity limitations
need to be more actively included during the execution of the construction method
and during the selection of promising local search moves.
7
Conclusion
7.1 Concluding summary
Vehicle routing problems (VRP) focus on determining an optimal route to visit all
customers using a fleet of vehicles, each constrained by a maximum travel time.
The goal is to determine the best order to visit these customers and how to assign
the customers to the available vehicles. In the classic VRP the travel time between
two customers is assumed to be a constant value such as a distance metric or an
average travel time estimate. However, this is not a realistic way of modelling
travel times, since planners nowadays have to take into account congestion issues:
the travel time between two customers will vary significantly during the day due
to external factors such as congestion, road accidents, weather conditions etc. In
general, taking time-dependency into account, which means that the travel time be-
tween two customers depends on the departure time at the first customer, leads to a
more realistic vehicle trip planning process. Apart from an increase in travel time
due to a reduction of the speed and queuing, congestion also increases the vari-
ability of the travel times and therefore increases the uncertainty about the planned
arrival times. Congestion is modelled by making various assumptions about the
travel time required to traverse an arc (set of roads that links two customers). If
the travel time is a fixed value it is defined as being deterministic. If this travel
time is not a fixed value but the value is subject to variations, the travel time is said
to be stochastic. On the other hand, a distinction has to be made between time-
independent and time-dependent travel times. If the time to traverse an arc is not
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dependent on the hour of the day, it is considered to be time-independent and can
be represented as a single value. In the other case, when the travel time is different
on different moments of the day, the travel time is said to be time-dependent. It
should be noted that nowadays in almost all realistic road networks, travel times
are both time-dependent and stochastic.
Variants on the vehicle routing problem concerning different types of travel
times on the arcs between customers are investigated in this dissertation. More
specifically, the main focus lies on developing solution methods for the orienteering
problem (OP), a vehicle routing problem where it is not obligatory to visit all cus-
tomers but visiting a customer allows to gain a specific reward. The goal of the
OP is to select a subset of customers that maximises the total collected reward
given a maximum allowed travel time. Apart from different types of travel times,
additional practical requirements are added to this problem and taken into account
during the optimization process.
The first problem that is discussed is called the time-dependent orienteering
problem (TD-OP) in which the travel time between two customers depends on
the departure time at the first customer. Apart from a mathematical formulation
for this problem that allows to calculate optimal solutions for small problem in-
stances, the main contribution is a fast local-search based metaheuristic, inspired
by an ant colony system (ACS). The local search mechanism itself is a time-
dependent insertion procedure, sped up by a local evaluation metric. Moreover,
realistic time-dependent test instances with known optimal solution are developed
based on the time-independent OP instances in combination with a well perform-
ing speed model for the time-dependent vehicle routing problem, a closely related
problem.
The proposed algorithm obtains high-quality results on these instances requir-
ing very small computation times, even for instances with around 100 customers.
An average run obtains solutions with a reward gap with the optimal solution of
only 1.4% using 0.5 seconds of computation time. For 44% of the test instances,
the known optimal solution is found. A sensitivity analysis demonstrates that the
performance of the algorithm is not sensitive to small changes in the parameter
settings. This indicates that robust behaviour might therefore be expected when
incorporating this algorithm into real-life applications. The fast execution time of
this algorithm enables some interesting business applications where it is necessary
to update routes when new traffic information becomes available and to provide
proper guidance to drivers/tourists on the road.
The second problem being considered, is the extension of the time-dependent
orienteering problem with time windows. This problem is called the time-dependent
orienteering problem with time windows (TD-OPTW). A mixed integer problem
formulation and an altered ACS approach are proposed. Apart from an adapted
time-dependent insert local search move, a replace and a swap procedure are also
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developed. The evaluation of possible improvement moves is fastened by a local
evaluation metric and by efficiently limiting the number of customers that are con-
sidered in each attempt to improve the current solution. Moreover, realistic time-
dependent test instances with known optimal solutions are developed and made
publicly available. 36 test instances with a number of customers to visit ranging
from 20 to 100 were extracted from a road network containing 84,720 customers
and 116,683 arcs.
The TD-OPTW algorithm obtains very good results on these benchmark in-
stances, requiring small computation times due to the combination of a well per-
forming metaheuristic framework and the interaction effect between three efficient
local search moves tailored towards the problem characteristics. The average re-
ward gap with the known optimal solution on these test instances is only 0.2%
with an average computation time of 0.4 seconds. A comparison between the ACS
and a state-of-the-art technique showed that the performance of this state-of-the-
art technique is 6.2% worse. The impact of not accounting for time-dependency
on the proposed network means a loss in objective function of at least 11.4% on
average. Finally, there is a significant difference (on average 35.6%) between the
structure of the solution sequence of a time-dependent solution and a solution ig-
noring the time-dependency of the arcs. These results also showed that some basic
recourse actions which are often used in practice to create a kind of ”buffer” for
the time-dependent disturbance do not pay off.
The orienteering problem with time-dependent stochastic travel times and time
windows (TD-OPSWTW) is the third problem considered in this dissertation. The
solution method consists of a stochastic version of an ant colony optimization
(SACS) specifically developed for the TD-OPSWTW. The SACS uses three lo-
cal search moves: swap, insert and replace. The latter two are equipped with a
local evaluation metric which speeds up the process. The combination of time-
dependency, time windows and stochastic travel times severely complicates the
calculation of departure and arrival time distributions. Three prominent compli-
cations were defined in this dissertation and the way they were facilitated by the
proposed estimation algorithm is explained. These complications and estimation
method will also be useful for other vehicle routing problems with time windows
and time-dependent stochastic travel times.
The proposed solution method is evaluated based on solution quality and com-
putational performance on altered TD-OPTW problem instances. Promising re-
sults were obtained in a reasonable amount of computation time. A first compar-
ison is made by comparing the results of the SACS with optimal solutions for the
regular OP with time windows, found using an exact solution method, that are
evaluated in a stochastic environment. The solutions proposed by the SACS are
on average 23.8% better than executing the optimal solution sequence in a time-
dependent stochastic environment. Secondly, the solutions generated by the ACS
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for TD-OPTW, using different percentiles of the travel time distribution as input,
were also evaluated in a stochastic environment and compared to the solutions
of the SACS. The SACS performs better than the ACS, independent of the used
travel time percentile, as it takes into account the stochastic nature of this problem.
However, the SACS also requires a greater computation time. Thirdly, when solv-
ing the certainty equivalence problem using the ACS method for the TD-OPTW,
the SACS improves solutions by 1.3% on average. When solving the certainty
equivalence problem the mean of the stochastic travel time is taken as travel time
estimate. The fourth observation is the solution sequence being on average 28.3%
different than the proposed solution by the state-of-the-art algorithm. An surpris-
ing practical insight is that a probability of a late arrival at a customer can lead
to either an increase or decrease of the standard deviation of the departure time.
When it is 100% certain that a customer is visited on time, its standard deviation
of the departure time is equal to the standard deviation of the arrival time. The
probability of arriving early at a customer decreases the standard deviation of its
departure time. The effect of a possible late arrival depends on the ratio of the stan-
dard deviation of the arrival time and the length of the service time. In general, at
the beginning of the solution sequence, the service time is likely to be higher than
the standard deviation of the arrival time as the service time comprises usually sev-
eral minutes while the standard deviation of the arrival time is equal to zero at that
point. However, the standard deviation of the arrival time tends to increase towards
the end of the solution sequence. In short, a probability of a late arrival in the be-
ginning of the solution sequence increases the standard deviation of the arrival time
whereas a possible late arrival at the end of the solution sequence might decrease
the standard deviation of the arrival time. The combination of these results should
motivate vehicle trip planners to consider the time-dependent and stochastic nature
of the travel times in the future.
The acquired insights and solution concepts are also applied on a practical case.
For this application, two problem instances where a (different) logistics company
has a fleet of vehicles, located at a start depot. These vehicles have a limited ca-
pacity in volume and weight and the assigned drivers need to take a break during
a certain time window. This break needs to be taken on arrival at a customer. To
model the additional practical requirements being different time windows per day,
multiple vehicles, the inclusion of a lunch break and two capacity limitations on
the vehicles, additional constraints were added to the mathematical formulation
of the TD-OPTW. The new problem is called the multi-constrained TD-TOPTW.
Subsequently, the solution method originally developed for the TD-OPTW has
been adapted as some of these practical requirements drastically change the way
a solution can be evaluated and altered by the local search moves. The results of
the adapted algorithm are compared to solutions, originating from a commercial
VRP solver, that do not take time-dependent travel times into account. These so-
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lution are evaluated in a time-dependent context which simulates the performance
of a possible execution in real-life. For both cases the proposed solution method
outperforms the evaluated solutions within a reasonable computation time. So al-
though time-dependency forms a burden for the computation time, especially when
breaks need to be planned in a route, it still pays off to take time-dependency into
account during the optimization process.
7.2 Contributions
To have a better overview of the contributions of this dissertation to the research
field, these contributions are summarized here:
1. Reviewing the literature on the class of vehicle routing problems and orienteering
problems in particular with time-dependent (stochastic) travel times and
time windows.
2. Mathematical formulation of the TD-OP, TD-OPTW, TD-OPSWTW and the
multi-constrained TD-TOPTW.
3. Creation of benchmark instances with a known optimal solution for the TD-
OP based on the original OP instances. Creation of realistic instances for the
TD-OPTW and TD-OPSWTW based on the road network of the Benelux.
In the case of the TD-OPTW, optimal solutions are available. All instances
are made publicly available.
4. Developing multiple ant colony system variants to handle the medium to
large scale instances of the TD-OP, TD-OPTW and TD-OPSWTW within a
short computation time. Efficient pre-processing methods were also devel-
oped to create the required travel time information.
5. Analysis and comparison of the results of the proposed solution methods.
6. Demonstrating that the presented problems and solution methods can be
applied in practice by showcasing two case studies. Moreover, these case
studies also showed the negative impact on the solution quality when time-
dependency was not taken into account.
Introducing and solving the TD-OP and its variants such as the TD-OPTW
and TD-OPSWTW is certainly an added value to the literature of the field of rout-
ing problems. It is a challenging optimization problem and practically relevant.
From our experience, the TD-OP inherits characteristics of the OP but due to the
time-dependency an even greater effort is required when solving the instances.
Moreover, in any proposed algorithm dealing with this problem, one should con-
sider that in looking for a good quality solution there is a constant need to update
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the solution. A small change to the solution at one specific part requires that the
arrival times for visits at customers later on are also updated. This requirement
makes for a cumbersome solution procedures if not well designed. Firstly, on
execution of the local search moves, preselecting interesting changes based on
time-independent travel times is a must. Subsequently, when no local evaluation
metric is present a full evaluation of the solution is always necessary to detect if
the change means an improvement to the objective function. However, evaluating
the effect of a move first locally, and if positive globally, decreases the required
computation time.
As stated in the results sections, an effective algorithm designed for the time-
independent variants of the OP, which does not consider the time-dependency is
not expected to efficiently solve orienteering problems with time-dependent travel
times, even with minor modifications.
7.3 Future research
Further research could focus on developing exact solution methods that are able to
solve medium sized TD-OP and TD-OPTW within a reasonable amount of time.
Advanced cuts will need to be developed and applied in order to successfully
complete this line of research. Recently, the pulse framework was able to solve
large OPTW problem instances within a reasonable amount of computation time.
Therefore this framework offers interesting opportunities for future research on the
time-dependent variant.
Secondly, in this dissertation, we ignored the fact that customers not served to-
day must be served in the near future. Including this consideration would create an
interesting extension and could have a big impact on which customers are selected
on a given day.
Thirdly, concerning the multi-constrained TD-TOPTW the current modelling
of the driving hours regulation is too simplistic. Recall that in this practical ap-
plication a break needed to be planned between a predetermined start and end
time. The duration of the break was equal to 45 minutes and the start time was in
one of the instances equal to the departure time at the start depot plus 4.5 hours.
These numbers referred to the legislation for truck drivers in Europe. However,
this legislation is more complex as regulation (EC) 561/2006 requests the follow-
ing requirements for each truck driver:
1. A period between two breaks of at least 45 minutes is called a driving period.
The accumulated driving time in a driving period may not exceed 4.5 hours.
2. The break that ends a driving period may be reduced to 30 minutes if an
additional break of at least 15 minutes is taken anywhere during that driving
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period. The driving hours regulations do not allow service times at cus-
tomers to be considered as break time.
3. The total accumulated driving time may not exceed 9 hours.
4. The total accumulated duty time may not exceed 13 hours.
Currently, we only partially modelled the first item in the problem formulation of
the multi-constrained TD-TOPTW. Taking this European regulation into account
would be an interesting future research opportunity.
Furthermore, the experience and the knowledge obtained from this study can
be used as a pilot to develop new algorithms for the more general class of vehicle
routing problems with time-dependent travel times.
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Appendix
A.1 Width of departure time distribution spanning
multiple time slots
If D ∼ N (µ0, σ20) represents the departure time and g > 0 the start of a time
slot that divides the departure time distribution into two parts. Furthermore, let
X1 ∼ N (µ1, σ21) be the travel time corresponding to the first time slot and X2 ∼
N (µ2, σ22) the travel time corresponding to the second time slot. Then, the ran-
dom variable A represents the arrival time and is equal to the following piecewise
function:
A =
{
D +X1 if D ≤ g
D +X2 if D > g.
(A.1)
To find the probability density function of A, the following help functions need to
be calculated:
• h1(z) which is the probability density function of (D +X1)|(D ≤ g)
• h2(z) which is the probability density function of (D +X2)|(D > g)
The probability density function of (D + X1)|(D ≤ g) is the joint product of the
individual probability density functions or:
φf1 =
φD
P(D ≤ g) ∗ φx1 (A.2)
A-1
A-2 APPENDIX A. APPENDIX
Note that P stands for the probability. This function is inserted in Mathematica as
follows:
f1 = (1/(Subscript[\[Sigma],0]*Sqrt[2*\[Pi]])
*Exp[-(d - Subscript[\[Mu],0])ˆ2/
(2 *Subscript[\[Sigma],0]ˆ2)])/(1/2 (1 +
Erf[(g - Subscript[\[Mu],0])/
(Subscript[\[Sigma],0]*Sqrt[2])]))*
1/(Subscript[\[Sigma],1]*Sqrt[2*\[Pi]])*
Exp[-(Subscript[x,1] - Subscript[\[Mu],1])ˆ2/
(2 *Subscript[\[Sigma],1]ˆ2)];
domain[f1] = {{d,-Infinity,Infinity},{Subscript[x,1],
-Infinity,Infinity}} &&
{Element[Subscript[\[Mu],0],Reals],
Element[Subscript[\[Mu],1],Reals],
Subscript[\[Sigma],0] > 0,Subscript[\[Sigma],1] > 0,
g > 0};
Afterwards, we apply the following transformation on f1 (D,X1) → (Z =
D + X1, V = X1). The joint probability density function of (Z, V ) is called
g1(z, v). Note that the transformation equation (Z = D + X1, V = X1) induces
dependency between Z and V . In particular, since Z = V + D and D < g, it
follows that Z < V + g. We execute this transformation in Mathematica using the
Transform function and a boole statement.
g1 = Transform[{z == d + Subscript[x,1],
v == Subscript[x,1]},f1] Boole[z < v + g]
domain[g1] = {{z, -Infinity, Infinity},
{v, -Infinity,Infinity}} &&
{Element[Subscript[\[Mu],0],Reals],
Element[Subscript[\[Mu],1], Reals],
Subscript[\[Sigma],0] > 0,
Subscript[\[Sigma],1] > 0, g > 0};
Finally, h1 is the marginal probability density function of Z = D +X1. This last
procedure is performed in Mathematica using the Marginal function:
h1 = Marginal[z, g1]
Similarly, h2 is calculated as follows: The probability density function of (D+
X2)|(D > g) is the joint product of the individual probability density function or:
φf2 =
φD
P(D > g) ∗ φx2 (A.3)
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Afterwards, we apply the following transformation (D,X2)→ (Z = D+X2, V =
X2), the joint probability density function of (Z, V ) is called g2(z, v). h2 is the
marginal probability density function of Z = D+X2. These procedures are done
in Mathematica as follows:
f2 = (1/(Subscript[\[Sigma],0]*Sqrt[2*\[Pi]])*
Exp[-(d - Subscript[\[Mu],0])ˆ2/
(2 *Subscript[\[Sigma],0]ˆ2)])/(1/2
(1 -Erf[(g - Subscript[\[Mu],0])/
(Subscript[\[Sigma],0]*Sqrt[2])]))*1/
(Subscript[\[Sigma],2]*Sqrt[2*\[Pi]])
*Exp[-(Subscript[x,2] - Subscript[\[Mu],2])ˆ2/(2
*Subscript[\[Sigma],2]ˆ2)];
domain[f2] = {{d, -Infinity, Infinity},
{Subscript[x, 2], -Infinity,Infinity}} &&
{Element[Subscript[\[Mu],0],Reals],
Element[Subscript[\[Mu],2], Reals],
Subscript[\[Sigma],0] > 0,
Subscript[\[Sigma],2] > 0, g > 0};
g2 = Transform[{z == d + Subscript[x,2],
v == Subscript[x,2]},f2] Boole[z > v + g]
domain[g2] = {{z, -Infinity, Infinity},
{v, -Infinity,Infinity}}
&&{Element[Subscript[\[Mu],0], Reals],
Element[Subscript[\[Mu],2], Reals],
Subscript[\[Sigma],0]>0,Subscript[\[Sigma],2]>0,
g > 0};
h2 = Marginal[z, g2]
The probability density function of A is now equal to:
A = P(D ≤ g) ∗ h1(z) + P(D > g) ∗ h2(z) (A.4)
This is calculated using the Prob function in Mathematica as follows:
Dep = 1/(Subscript[\[Sigma],0]*Sqrt[2*\[Pi]])*
Exp[-(d - Subscript[\[Mu],0])ˆ2/
(2*Subscript[\[Sigma],0]ˆ2)];
domain[Dep] = {d, -Infinity,
Infinity} && {Element[Subscript[\[Mu],0], Reals],
Subscript[\[Sigma],0] > 0};
prob = Prob[g, Dep]
Arr = h1*prob + (1 - prob)*h2 // Simplify
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To calculate the mean and the variance let f3(d, x1, x2) denote the joint prob-
ability density function of (D,X1, X2) which, by independence, is the product of
the 3 individual normal probability density functions. Together with the following
function z, Mathematica can calculate the mean and standard deviation of A using
respectively the Expect and Var function.
f3 = (1/(Subscript[\[Sigma],0]*Sqrt[2*\[Pi]])*
Exp[-(d - Subscript[\[Mu],0])ˆ2/(
2 *Subscript[\[Sigma],0]ˆ2)])*(1/(
Subscript[\[Sigma],1]*Sqrt[2*\[Pi]])*
Exp[-(Subscript[x,1] - Subscript[\[Mu],1])ˆ2/(
2 *Subscript[\[Sigma], 1]ˆ2)])*(1/(
Subscript[\[Sigma],2]*Sqrt[2*\[Pi]])*
Exp[-(Subscript[x,2] - Subscript[\[Mu],2])ˆ2/(
2 *Subscript[\[Sigma], 2]ˆ2)]);
domain[f3] = {{d,-Infinity,Infinity},{Subscript[x,1],
-Infinity,Infinity},{Subscript[x,2],
-Infinity, Infinity}} && {Element[Subscript[\[Mu],0],
Reals], Element[Subscript[\[Mu],1], Reals],
Element[Subscript[\[Mu],2], Reals],
Subscript[\[Sigma],0] > 0, Subscript[\[Sigma],1] > 0,
Subscript[\[Sigma],2] > 0, g > 0};
z = Piecewise[{{d + Subscript[x,1], d <= g},
{d + Subscript[x,2], d > g}}];
meana= Expect[z,f3]
vara = Var[z, f3]
sda = Sqrt[vara]
A.2 Early arrival
Define normal arrival time function and help function z.
A = Exp[-(t - Subscript[\[Mu],a])ˆ2/
(2 Subscript[\[Sigma],a]ˆ2)]/(Sqrt[2 Pi]
Subscript[\[Sigma],a]);
domain[A] = {t, -Infinity, Infinity} &&
Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],a] > 0, o > 0, s > 0};
z = If[t <= o, o + s, t + s];
Calculation of the mean using the Expect function
meand = Expect[z,A]
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Calculation of the standard deviation using the Var function
vard = Var[z,A]
sdd = Sqrt[vard]
Calculation of the continuous part of the probability density function using the
Prob function
cdf = Prob[If[t < o, o + s, t + s] < d, A]
domain[cdf] = {d, -Infinity, Infinity}
&& {Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],a] > 0, o > 0, s > 0};
pdf = D[cdf, d]
domain[pdf] = {d, -Infinity, Infinity}
&& {Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],a] > 0, o > 0, s > 0};
A.3 Late arrival
Define normal arrival time function and help function z.
A = Exp[-(t - Subscript[\[Mu],a])ˆ2/
(2 Subscript[\[Sigma],a]ˆ2)]/(
Sqrt[2 Pi] Subscript[\[Sigma],a]);
domain[A] = {t, -Infinity, Infinity} &&
{Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],a] > 0, c > 0, s > 0};
z = If[t <= c, t + s, t];
Calculation of the mean using the Expect function
meand = Expect[z, A]
Calculation of the standard deviation using the Var function
vard = Var[z, A]
sdd = Sqrt[vard]
Calculation of the probability density function using the Prob function
cdf = Prob[If[t < c, t + s, t] < d, A]
domain[cdf] = {d, -Infinity, Infinity}
&& {Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],d] > 0, c > 0, s > 0};
pdf = D[cdf, d] // Simplify
domain[pdf] = {d, -Infinity, Infinity}
&& {Subscript[\[Mu],a] > 0,
Subscript[\[Sigma],a] > 0, c > 0, s > 0};
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A.4 Time-independent solution solution case 1
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A.5 Time-dependent solution solution case 1
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A.6 Time-independent solution solution case 2
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A.7 Time-dependent solution solution case 2


