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Summary 
In recent years, human motion analysis increasingly becomes one of the most active 
research areas in computer vision, which is motivated by a wide spectrum of promis-
ing applications such as intelligent visual surveillance, content-based video retrieval, 
human-computer interaction, and so on. Vision-based human motion analysis aims at 
attempting to detect, track and identify humans from image sequences or videos, and 
then to recognize their motions. The goal of this research is to provide a robust system 
for human motion analysis. The efforts mainly focus on human motion recognition. 
Almost all human motion analysis starts from motion segmentation. Motion segmenta-
tion aims at extracting foreground objects of interest from the background. This thesis 
implements two background subtraction algorithms where the background is modeled 
respectively by a single Gaussian and a mixture of Gaussians both of which are adapted 
online recursively to cope with dynamic background changes. Visual tracking comes 
naturally following motion segmentation, which is the process of locating moving ob-
jects over time. In the thesis, we present a multiple human tracking system where a 
motion model and an appearance model (including color and shape) are built and main-
tained for each object. The centroid of each object is tracked over time by a Kalman 
filter. In order to match multiple detected objects with multiple tracked models, for 
each object, we build a color model respectively using the histogram and the mixture of 
Gaussians to model its color distributions, and a simple shape model using the aspect 
ratio of its bounding box. 
We believe that the shape dynamics, i.e., the spatio-temporal shape variations in a mo-
tion, provides many clues for visually recognizing that motion. This thesis presents an 
approach to view-dependent human motion recognition. In our approach, Procrustes 
shape analysis and curvature scale space technique are respectively used for numerically 
representing 2D human body contours. To model the spatio-temporal shape changes in 
a motion, we propose two mathematical tools, i.e., the linear dynamical system and an 
improved HMM. Since in the traditional exemplar-based HMM framework the hidden 
states are typically coupled with the training data, which will bring many undesired 
problems to the learning procedure, we introduce a non-parametric HMM approach 
that uses discrete output HMM with arbitrary states (decoupled from training data) 
to learn the shape dynamics directly from large amounts of training data where a 
non-parametric kernel density estimation algorithm is applied to learn the observation 
probability distribution in order to compensate for the uncertainty introduced by those 
arbitrary hidden states. This optimizes the HMM training procedure. Moreover, we 
also extend our proposed approach to automatic motion segmentation. Here, the mean-
ing of motion segmentation is different from the one mentioned above, which actually 
means detecting the point in time when people change their motions. 
View-dependent human motion recognition focuses on all the motion sequence (no 
matter for training or testing) from a single viewpoint, and ignores the issue of view 
invariance. Therefore, it is not quite feasible in practice. In this thesis, we present a 
novel approach to view-invariant human motion recognition. Image-based visual hull 
explicitly represents the 3D shape information of an object, which is computed from 
a set of silhouettes. We then use the set of silhouettes to implicitly represent the 
visual hull. Due to the fact that a silhouette is the 2D projection of an object with 
respect to a certain camera in the 3D world, which is sensitive to the viewpoint, our 
multi-silhouette representation for the visual hull entails the correspondence between 
views. To guarantee the correspondence, we define a canonical multi-camera system 
and a canonical human body orientation in motions. We then "normalize" all the 
constructed visual hulls into the canonical multi-camera system, align them to follow 
the canonical orientation, and finally render them. The rendered views thereby satisfy 
the requirement of the correspondence. In our visual hulls implicit representation, each 
silhouette is represented as a fixed number of sampled points on its closed contour, 
therefore, the 3D shape information is implicitly encoded into the concatenation of 
multiple 2D contours. Each motion class is then learned by a Hidden Markov Model 
(HMM) with mixture of Gaussians outputs. 
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Chapter 1 
Introduction 
The ability to automatically recognize human motions by vision plays a crucial role in a 
scenario where machines intelligently and effortlessly interact with human beings. For 
example, with the increasing use of CCTV cameras for video surveillance, it becomes 
increasingly difficult and costly for humans to continuously monitor so many cameras 
and to rapidly respond to accidents [82], so there is a great need for such a system that 
can automatically detect, track, and recognize humans and their motions. 
Human motion analysis is currently one of the most active research areas in computer 
vision, which aims at attempting to detect, track and identify humans from image 
sequences or videos, and then to recognize their motions. Human motion analysis 
is motivated by a wide spectrum of promising applications, such as intelligent visual 
surveillance, advanced human-computer interaction, content-based video retrieval, and 
so on. 
However, vision-based human motion analysis is a challenging problem. Due to the 
fact that the human body is highly articulated, there are many forms of human body 
movements, namely the way we walk, run, jump, communicate, and so on. An added 
complication is that the information hidden within human body movements, such as 
intent, mood, ideas, and even personalities, would affect human motions. Therefore, 
even the same human motion category, such as walking, from the vision point of view, 
can vary significantly from person to person, culture to culture, and sometimes even 
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from the same individual. Biometrics is such a technology that makes use of such 
phenomena to authenticate the identities of people. 
Related to the human motion analysis, there are generally three main research areas: 
motion segmentation, visual tracking, and motion recognition. Motion segmentation, 
namely background and foreground segmentation, performs the processes of extracting 
regions corresponding to moving objects from the rest of an image, and constructing 
representations for the moving objects. Subsequent processes, i.e., visual tracking and 
motion recognition, greatly depend on effective motion segmentation. Visual tracking is 
the process of locating a moving object (or several objects) over time, i.e., building the 
connection between objects detected at the current frame using motion segmentation 
and targets tracked in the past frames. Human motion recognition, just as its name 
implies, is the process to understand what motions people are performing in the scene. 
On the other hand, due to the fact that video is the 2D projection of the 3D world with 
respect to a certain camera, vision-based human motion analysis is further divided into 
two aspects: view dependent and view invariant. In view-dependent human motion 
analysis, human motions are generally captured from a single and stationary camera, 
the angle between the principal axis of the camera and the human moving direction is 
known, which is orthogonal in most cases, and people are moving in a straight line. On 
the contrary, in view-invariant human motion analysis, there are no such constraints as 
in the view-dependent case. The ideal ultimate goal of view-invariant human motion 
analysis is that human motions finally should be able to be recognized accurately no 
matter what viewing angles of input videos are, which is obviously more practical than 
view-dependent human motion analysis. 
1.1 Contributions of This Thesis 
The goal of this research is to build systems for view-dependent and view-invariant 
human motion analysis, which is capable of automated detecting, tracking, and rec-
ognizing human motions in videos. Since our research is mainly focussed on human 
motion recognition, for motion segmentation and visual tracking, only several well-
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known algorithms were implemented to provide necessary data for motion recognition 
step. 
Human motion recognition may be simply thought of as the classification of time-
varying "data". At the current stage, the scheme of matching unknown input sequences 
with a group of learned reference motions, draws much more attention. Related to the 
scheme, there are four fundamental problems involved: 
1. what abstract features are extracted from original image data for motion model 
learning; 
2. how to numerically characterize the extracted features; 
3. how to learn motion models from the numerically characterized features; 
4. how to match similarities between reference motions and unknown test sequences. 
Our research on human motion recognition is accordingly carried out to respectively 
seek solutions for the four fundamental problems. 
1.1.1 View-Dependent Human Motion Recognition 
Shape 
What abstract features are extracted from original image data for modeling motions? In 
our view-dependent human motion recognition system, we selected the shape, Le., hu-
man body 2D contour in a more accurate description. Why shape? Shape is one of the 
most popular visual features analyzed in computer vision, and one of the basic features 
used to describe image contents. 2D shape has been widely adopted in object recog-
nition, and proved its robustness. And moreover we believe that the spatio-temporal 
shape variation of an object during its movement provides many clues about motions 
performed by the object. 
As far as how to numerically characterize the shape is concerned, there currently exist 
many shape descriptors. In our system, based on the requirements over shape descrip-
tors such as invariance, uniqueness, stability, and efficiency, we respectively adopted 
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Kendall shape definition with Procrustes Analysis [25] and Curvature Scale Space (also 
known as CSS) [63] to represent human body 2D contours in motions. 
Linear Dynamical System 
Based on the assumption that the shape variation in motions is well-approximated by 
a linear manifold, we treated the sequences of shapes as realizations of second-order 
stationary stochastic processes (the covariance is finite and shift-invariant). It is well 
known that a second-order stationary process with arbitrary covariance can be modeled 
as the output of a linear dynamical system driven by white, zero-mean Gaussian noise 
[56]. In our system, we therefore assumed that there exists a positive integer n, a 
process {x(t)}, x(t) E nn, with initial condition Xo E nn, and symmetric positive-
definite matrices Q E nnxn and R E nmxm such that 
{ 
x(t + 1) = Ax(t) + v(t) v(t) "" N(O, Q) 
y(t) = Cx(t) + w(t) w(t) "" N(O, R) 
(1.1) 
for some matrices A E nnxn and C E nmxn. Here, y(t) in Equation 1.1 is the sequences 
of shapes in motions. Then, we borrowed tools from system identification to learn the 
model parameters (A, C, Q, R), so that we converted the problems of modeling, learning, 
and recognizing human motions to the learning and distance metric of linear dynamical 
systems. 
Non-Parametric Hidden Markov Model 
Using linear dynamical system to model human motions is based on the assumption 
that the sequences of shapes in motions, i.e., y(t) in Equation 1.1, are realizations 
of a second-order stationary stochastic process. This means that the shape statistics 
between two instants is shift-invariant. This is a severely restrictive assumption that 
is only meaningful for a few human motions such as walking and running, but not for 
"transient" motions. 
As a mathematical tool for time series analysis, Hidden Markov Model (HMM) has been 
proved robust through its wide adoption in speech recognition. In recent years, HMM 
1.1. Contributions of This Thesis 5 
is increasingly used in human motion recognition. In the traditional HMM framework, 
however, the hidden states are typically coupled with the training data, especially in 
HMM modeling spatio-temporal shape variation, which brings many undesired prob-
lems to the HMM training procedure. We therefore introduced a non-parametric HMM 
approach that used discrete output HMMs with arbitrary states that were decoupled 
from training data to learn the shape dynamics directly from large amounts of train-
ing data where a non-parametric kernel density estimation algorithm was applied to 
learn the observation probability distribution in order to compensate for uncertainties 
introduced by those arbitrary hidden states. This algorithm optimizes and simplifies 
the HMM training procedure. 
1.1.2 View-Invariant Human Motion Recognition 
Much research has been conducted in the field of view-dependent human motion recog-
nition so far, i.e., human motions are captured by a single static camera, and the 
camera axis generally is orthogonal to the human moving direction. Moreover, since 
most visual features currently used for motion recognition are also view-dependent, 
i.e., their values vary significantly with viewing angle, inevitably human motion mod-
els learned from these features also turns out to be increasingly ineffective when the 
viewing angle gradually varies away from orthogonal. In practice, however, human 
motion recognition systems are generally required to be able to accurately recognize 
human motions no matter what the viewing angle of input motion sequence is, and 
even when no knowledge about viewing angle is available. Obviously, view-dependent 
human motion recognition system mentioned above cannot achieve this goal. 
Due to the fact that videos are the 2D projection of the 3D world with respect to a 
certain camera, and human body is highly articulated, view-invariant human motion 
recognition is a non-trivial task. While human beings can recognize motions from 
various views easily, finding view-invariant cues for recognition is difficult to replicate 
in computational vision systems. 
In our research, we proposed a system to view-invariantly recognize human motions 
based on the analysis over the spatio-temporal variation of visual hulls in motions. A 
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visual hull of an object is the maximal volume that is known to include the object and 
to be included in the object convex hull. Visual hulls are object shape approximations 
which can be calculated from a set of object silhouettes. Such approximations capture 
all the geometric information given by the set of silhouettes. In practice, the visual 
hull is usually computed with respect to a finite number of silhouettes that are seen by 
a set of synchronized pinhole cameras. In our system, we used visual hulls in motions 
directly as observations to learn motion models where each visual hull was represented 
by a set of 2D silhouettes from which the visual hull was constructed, and each silhou-
ette was represented by a closed contour. The 3D information was thereby encoded 
implicitly into a set of contours from multiple views. Based on this representation, the 
distance between two visual hulls can be evaluated approximately through matching 
their corresponding 2D silhouettes. Obviously, the view correspondence between two 
visual hulls plays a crucial role for the feasibility of this representation. In terms of 
the fact that a silhouette of an object is the 2D projection of the object in the 3D 
world with respect to a certain camera, the correspondence between representations 
is controlled by two factors: the multi-camera system in which the set of silhouettes 
are captured; and the object that is moving in the scene. Different multi-:camera sys-
tems generally have different number of cameras, and the cameras surround the scene 
in different styles such as positions and angles. Therefore, provided that an object is 
respectively positioned into two different multi-camera systems, there consequentially 
is no comparability between the two sets of silhouettes. To solve this problem, we 
determined a canonical multi-camera system, and rendered all constructed visual hulls 
in it. On the other hand, even if the object is positioned in the same multi-camera 
system and keeps the same posture, when its facing orientation changes, its silhouette 
seen by a certain camera generally also changes. This situation also causes the cor-
respondence between two representations disordered. To cope with this problem, we 
defined a canonical human body orientation in the canonical world coordinate system, 
then rotated all constructed visual hulls into that orientation. Through the preceding 
two processing, all the visual hulls were "normalized" into a common space where the 
comparability was guaranteed. Then an Hidden Markov Model (HMM) with mixture 
of Gaussians outputs for each motion class was learned from the visual hulls of that 
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motion class. 
1.2 Publications 
1. Ning Jin and Farzin Mokhtarian. Human motion recognition based on statistical 
shape analysis. Proc. IEEE International Conference on Advanced Video and 
Signal based Surveillance, 2005. (Oral Presentation). 
2. Ning Jin and Farzin Mokhtarian. Human motion recognition based on dynamic 
shape analysis. Proc. International Workshop on Human Activity Recognition 
and Modeling, British Machine Vision Conference, 2005. (Oral Presentation). 
3. Ning Jin and Farzin Mokhtarian. A Non-Parametric HMM Learning Method 
for Shape Dynamics with Application to Human Motion Recognition. The 18th 
International Conference on Pattern Recognition, 2006. (Oral Presentation). 
4. Ning Jin and Farzin Mokhtarian. Image-Based Shape Model for View-Invariant 
Human Motion Recognition. IEEE International Conference on Advanced Video 
and Signal based Surveillance, 2007. (Oral Presentation). 
1.3 Organization of This Thesis 
This thesis is organized as follows. Chapter 2 will present a review of relevant literature 
to human motion analysis. Chapter 3 will give a presentation about motion segmen-
tation and visual tracking used in our human motion recognition systems. Chapter 4 
will introduce our view-dependent human motion recognition systems. Chapter 5 will 
present our view-invariant human motion recognition system. Finally, this thesis will 
be ended with a discussion and conclusion in Chapter 6. 
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Chapter 2 
Literature Review 
As one of the most active research areas in computer vision, vision-based human mo-
tion analysis is attracting more and more attentions. Human motion analysis attempts 
to detect, track, and recognize humans from videos or image sequences, and further 
understand what motions humans are performing in the scene. Figure 2.1 shows the 
general framework of a human motion analysis system, from which we can see that 
there are three main research areas related, i.e., motion segmentation, visual tracking, 
and human motion recognition. In recent years, much work has been carried out within 
these three areas. The state of the arts in this area may be learnt from some compre-
hensive surveys [2][30][36][62]. In the remainder of this chapter, we will respectively 
review relevant literatures. 
2.1 Motion Segmentation 
Higher level vision-based tasks, such as tracking objects, labeling human body parts, 
detecting of unusual motions, and recognizing human motions, requires some lower level 
computer vision processes to build representations of the appearance of objects in the 
scene. Almost all human motion analysis therefore start with motion segmentation, 
which builds the background and the foreground representation. Motion segmentation, 
namely background modeling and foreground segmentation, aims at extracting regions 
corresponding to moving objects from the rest of an image. Since all of what will be 
9 
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Chapter 2. Literature Review 
[ Motion Model ) 
:~:: ... ::.:.:.::. [ :.::....:.... .. 
: Human Motion Recognition . 
( Motion Model Learning ) 
[ Motion Classification ] 
....... _----- - ..... - -_ .... _ .. _------ -------------- ... --- ... --_ ..... -- ...... 
Figure 2.1: Overview of the human motion analysis system 
analyzed in the subsequent processes (i.e. , visual tracking and human motion recog-
nition) is foreground objects , an efficient motion segmentation algorithm is therefore 
very important. A great deal of work has been carried out in this area, among which 
background subtraction scheme obtains much more attention in contrast with temporal 
differencing and optical flow methods. 
Background subtraction, just as its name implies, is first to statistically model the 
background environment, and then to subtract the background model (i.e., a reference 
background image) in a pixel-by-pixel manner by the image where moving foreground 
objects exist. In our research, we are only concerned about the scenario that the 
video data is captured from a stationary camera and the background scene is relatively 
static or changes only slowly in comparison with moving objects of interest. To model 
the background environment monitored by a stationary camera, a sequence of images 
in which there is usually no moving foreground object is taken as the training data. 
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Then, the statistics of each pixel over time are modeled by some mathematical tools. 
In practice, however , there exist many undesirable factors in the scene that challenge 
the background modeling, especially in the outdoor environment, such as illumination 
changes, cast shadows, occasional motions like waving trees and flying birds, etc. To 
cope with these problems, many algorithms have been proposed to adapt to changes of 
dynamic scenes. These approaches differ in two aspects: the type of mathematical tools 
modeling the background environment , and the way used to update the background 
model. 
The simplest background model is the temporally averaged image, a background ap-
proximation which is similar to the current static scene. Based on the observation 
that the median value is far more robust than the mean value, Yang and Levine [86] 
proposed an algorithm for constructing the initial background image through adopting 
the median value of pixel intensity over time. The median value, as well as a threshold 
value determined by using a histogram procedure based on the least median squares 
method, was applied to create the difference image. This algorithm could cope with 
some of the inconsistencies due to lighting changes. Although averaging images over 
time is efficient in the situation where objects move continuously and the background 
is visible in a significant portion of time, it is not robust to the scenes where there 
are many moving objects especially when they are also moving slowly. It also cannot 
handle bimodal backgrounds. When the background is unoccupied, it recovers slowly. 
And in the background subtraction, it only has a single, predetermined threshold for 
the entire scene. 
To cope with these problems, in W 4 system [34], the background model is a bimodal 
distribution constructed from order statistics of background values during the training 
period. The background scene is modeled by representing each pixel using three values: 
its minimum and maximum intensity values and the maximum intensity difference 
between consecutive frames observed during the training period. During tracking, W 4 
dynamically constructs a change map to update the background model. 
In recent years, some statistical methods have been proposed to build more robust back-
ground models, which analyze the statistics of individual background pixel or groups 
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of background pixels over time, and the parameters of the background models can be 
updated dynamically to adapt to the background dynamic changes. This type of back-
ground models is becoming increasingly popular due to its robustness against noise, 
shadow, and illumination variance. 
Based on the assumption that the video data is captured from the stationary camera 
and the background scene is relatively static or changes only slowly in comparison with 
the foreground objects of interest, a single Gaussian N(/1>, (72) is sufficient and efficient to 
model the statistics of each background pixel over time given that the image noise over 
time can be modeled by a zero mean Gaussian distribution N(O, (72). In [59], McKenna 
et al. introduced such an adaptive background model which used a single Gaussian to 
respectively model the statistics of three attributes of each background pixel over time, 
i.e., RGB channel values, chromaticity values, and local image gradients. Because of the 
introduction of chromaticity and gradient information, the hybrid background model 
could effectively eliminate some types of shadow, and reduce the influences of unreliable 
color cues. Based on the assumption that changes in illumination occurred slowly in 
comparison with object motion of interest, the background model was adapted online 
using simple recursive updates to cope with such changes. Recursive updates of mean 
and variance were performed only at the locations that were labeled as background. 
These updates consequently constructed a non-stationary Gaussian distribution whose 
mean /1> and variance (72 both were time-varying. 
The single Gaussian model has proved ineffective in some cases. If each pixel resulted 
from a single surface under a fixed lighting, a single Gaussian would be sufficient to 
model its statistics. If only illumination slowly changed over time, a single Gaussian 
model with an adaptive update process would be also sufficient. In practice, however, 
multiple surfaces often appear in the view frustum of a particular pixel, and the lighting 
conditions change. For example, waving trees repetitively occupy a particular pixel 
location so that the pixel can be the image of the sky in the first frame, a tree leaf 
in the second frame, and a tree branch in the third frame. In this situation, the pixel 
has different intensity or color values, so a single Gaussian assumption will not hold. 
Furthermore, these complex dynamic changes occur in a short time-scale and thereby 
cannot be handled using adaptation. Instead they can be considered to give rise to 
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multi-modal, stationary distributions for the pixel values. Chris Stauffer et al. in [80] 
modeled the values of a particular pixel position over time as a mixture of Gaussians, 
and used an online approximation to update the model. The Gaussian distributions 
were then evaluated to determine which components were most likely to result from a 
background process. Pixel whose value did not match any background component was 
set to foreground until there was a background Gaussian component producing it with 
sufficient and consistent evidence. The background model used in [45] is quite similar 
to Stauffer's algorithm. The differences lie in the update equations of the parameters 
of the background model, and the initialization of new Gaussian component. Using a 
mixture of Gaussians to model the statistics of each pixel over time can deal robustly 
with lighting changes, repetitive motions of scene elements, tracking through cluttered 
regions, slow moving objects, and introducing or removing objects from the scene. 
Slowly moving object would take a longer time to be assigned to the background, 
since their intensity has larger variance than the background. Repetitive motions are 
also learned, and a model for the background distribution is maintained even if it 
is temporarily replaced by another distribution which leads to faster recovery when 
objects are removed. 
Both the single Gaussian model and the mixture of Gaussians treat the statistics of 
each pixel over time as a process that is modeled as a random variable in a feature 
space with an associated probability density function (pdf). The density function is 
represented parametrically using a particular statistical distribution, which is assumed 
to approximate the actual distribution, with the parameters estimated from training 
data. Alternatively, in [27], Ahmed Elgammal et al. proposed a non-parametric ap-
proach, which estimated the probability density function directly from the training 
data without any assumption about the underlying distribution. This avoids choosing 
a model and estimating its parameters. The non-parametric technique used in [27] is 
the kernel density estimation [6] [26]. A more advanced approach using adaptive kernel 
density estimation was recently proposed in [1]. 
When the background varies rapidly, it is not easy for the mixture of Gaussians to 
accurately model it, and the mixture of Gaussians may fail to provide sensitive detec-
tion (which is discussed in [27]). In addition, depending on the learning rate to adapt 
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to background changes, the mixture of Gaussians faces trade-off problems. For a low 
learning rate, it produces a large variance that is difficult to detect a sudden change 
in the background. If the model adapts too quickly, slowly moving foreground pixels 
will be assigned to the background, resulting in a high false negative rate. This is 
the foreground aperture problem presented in [44]. Although non-parametric kernel 
density estimation based background model solves the above problems, it cannot be 
used when long-time periods are needed to sufficiently sample the background mainly 
due to memory constraints. In [49], Kim et al. proposed a highly compressed and 
real-time background model that addressed this problem. Sample background values 
at each pixel are quantized into codebooks which represent a compressed form of the 
background model over a long image sequence. This allows to capture structural back-
ground variation due to periodic-like motions over a long period of time under limited 
memory. The codebook representation is efficient in memory and speed compared with 
other background modeling techniques. Kim's codebook-based background model can 
handle scenes containing moving backgrounds or illumination variations. In addition to 
the basic algorithm, layered modeling and detection and adaptive codebook updating 
scheme were proposed to improve the algorithm performance. 
Temporal differencing involves computing the pixel-wise difference between several con-
secutive frames and thresholding the resulting difference to extract moving regions from 
the background scene. Temporal differencing is adaptive to dynamic environments, but 
does a poor job of extracting all the relevant pixels, e.g., there may be holes left inte-
rior to the moving entities. In [18], Lipton detected moving targets using three-frame 
differencing. 
Optical-flow based motion segmentation makes use of characteristics of flow vectors 
of moving objects over time to detect moving regions. Meyer et al. in [61] computed 
the displacement vector field to initialize a contour based tracking algorithm, called 
active rays, for the extraction of articulated objects. Optical flow can be used to detect 
independently moving objects in the presence of camera motion. However, most optical 
flow methods are computationally expensive and very sensitive to noise, and cannot be 
applied in real-time without specialized hardware. 
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2.2 Visual Tracking 
Visual tracking naturally follows motion segmentation. Visual tracking is the process of 
locating moving objects over time. In other words, it assigns moving objects detected in 
the current frame to targets tracked in the past frames. The visual tracking algorithm 
usually has considerable intersection with motion segmentation during processing. Typ-
ically, the course of tracking over time is, at each time instant, extracting foreground 
objects using motion segmentation, constructing representations of the appearance of 
foreground objects using visual features such as color and shape, matching detected ob-
jects with tracked target models based on the appearance models, and finally updating 
the relevant target models. 
Useful mathematical tools for visual tracking include Kalman filter [84], the particle 
filters (e.g., CONDENSATION) [3][39][55][66]. Kalman filtering is a state space model, 
which provides a recursive solution to the discrete-data linear filtering problem based 
on the assumption that the process and the measurement noises are independent, white, 
with normal probability distribution. The Kalman filter is reliable and efficient as an 
optimal recursive Bayesian estimator for a somewhat restricted class of linear Gaussian 
problem. However, it is inadequate in dealing with simultaneous multi-modal distri-
butions with the presence of occlusion, cluttered background resembling the tracked 
objects [76]. Particle filters are proposed to cope with the problems of non-linearity 
and non-Gaussianity. The particle filter aims to estimate the sequence of hidden states 
based only on the observed data. All Bayesian estimates of states follow from the pos-
teriori distribution of states given the observations. Through factored sampling, the 
posteriori distributions estimated in the previous frame are propagated to successive 
time instants. By combining a tractable dynamic model with visual observations, the 
particle filter is robust to track non-linear and non-Gaussian object motion. 
Tracking methods are generally divided into four major categories: region based track-
ing, active contour based tracking, feature based tracking, and model based tracking. 
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2.2.1 Region-Based Tracking 
Region-based tracking algorithms track objects according to variations of the image 
regions corresponding to the moving objects. A region is a connected set of pixels in the 
image. In [85], a person consists of multiple 2D regions. Every cluster of pixel locations 
has a 2D spatial mean f.L and a covariance matrix~. The region spatial statistics 
are characterized by a single Gaussian model with a pixel-by-pixel based support map 
corresponding to the region. Then, each region has a spatial (x, y) and a color (Y, U, V) 
component. In tracking, at each time instant, the spatial model associated with each 
region is updated using the region's dynamic model (Kalman filter) held in the past 
frames to yield the region's predicted spatial distribution in the current frame. Then, 
for each pixel and for each region model, the likelihood that the pixel belongs to the 
region is calculated using a Maximum A Posteriori Probability (MAP) approach. These 
resulting pixel-by-pixellikelihoods are then involved into a new support map. Finally, 
all region models are updated using the support map. 
McKenna et al. [59] perform tracking at three levels: regions, individuals, and groups 
of people. Regions are the smallest tracking units, which are connected components 
that have been tracked for some frames. Each region has a bounding box, a support 
map (mask), a timestamp and a tracking status. The system assigns a tracker for each 
region. Regions can split and merge. A person consists of one or more regions grouped 
together. Since there exists no perfect motion segmentation algorithm, a person is often 
split into multiple regions. This is the case even if morphological operations such as 
opening and closing are used. To assign isolated regions to a person, McKenna et al. 
define a set of rules such as one or more regions currently belonging to no person, the 
significant overlapping of the x-axis projections of different regions, total area, aspect 
ratio, and skin color. A group consists of one or more people, and hence one or more 
regions. If two people share one region, they are considered to be in the same group. 
Group can split and merge. The temporal matching in McKenna's tracker is performed 
based on the support map and the overlapping of bounding boxes. The representation 
of the appearance of individuals is also constructed using color information to track 
people consistently as they enter and leave groups. There is not the prediction in 
2.2. Visual Tracking 17 
McKenna's tracker since the visual motions of regions are assumed to be always small 
relative to their spatial extents. 
2.2.2 Active Contour Based Tracking 
Active contour based tracking algorithms track objects by representing their boundaries 
as active contours [8J or snakes [5][38J, and updating these contour models dynamically 
in successive frames. 
Isard and Blake in [38J applied parametric B-spline curves to model the curve segments 
of moving objects, and tracked them using the CONDENSATION algorithm which 
combined factored sampling with learned dynamic models to propagate aJ;l. entire prob-
ability distribution for object positions and shapes over time. 
In the sampling step of CONDENSATION, particles are drawn from the prior proba-
bility distribution of the state transition without making use of the latest observations. 
Therefore, the algorithm needs a large number of particles to represent the posteriori 
distribution, especially in the situations where the new measurements appear in the tail 
of the state transition distribution, or the likelihood is strongly peaked. This problem 
was addressed in [37][55J. In [55], Li et al. proposed two curve trackers respectively 
based on a Kalman particle filter and an unscented particle filter to cope with the 
problem of CONDENSATION. The object to be tracked was modeled as a B-spline 
curve. In tracking, the Kalman filter and the unscented Kalman filter were adopted 
to incorporate the latest observation, which could effectively reduce the number of 
particles needed without loss of performance. 
In contrast to region-based algorithms, active contour based algorithms describe objects 
more effectively. Even under clutter and partial occlusion, these algorithms can track 
objects continuously. However, the tracking precision is limited at the contour level. 
Active contour based algorithms rely heavily on the initialization of tracking, so it is 
difficult to start tracking automatically. 
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2.2.3 Feature Based Tracking 
In feature based tracking, some higher level visual features are extracted from original 
image data to model the appearance or the dynamics of objects, and then matched with 
tracked targets' appearance or dynamics models. Feature-based tracking algorithms 
can be further categorized into two classes according to the nature of selected features: 
global features, and local features. 
The features used in global feature-based algorithms include centroid, color, geometric 
information (e.g., perimeter, area, contour), etc. In [60], McKenna et al. applied a mix-
ture of Gaussians to model and track color distributions of foreground objects under the 
varying of illumination, viewing geometry, and camera parameters. During tracking, 
the color mixture models were dynamically, adaptively updated based on the changing 
appearance of objects. Meanwhile, observed log-likelihood measurements were used to 
cope with occlusion. The features used in local feature-based algorithms include line 
segments, curve segments [38][55J, and corner vertices, etc. 
To provide more robust tracking systems, there are many applications combining mul-
tiple features. In [45], multiple objects are tracked based on the information of their 
motion, simple shape and color contents. Characteristics of an object are assumed 
to be uncorrelated, so separate probabilistic models are employed for motion, simple 
shape, and color. Concretely, the Kalman filter is applied to maintain the motion state 
of the object, namely the coordinates of the object's centroid in successive frames; 
the shape information is simply represented as the height and width of the minimum 
bounding box, which is employed to detected subtle interactions such as occlusion and 
camouflage; as far as the color contents is concerned, the system first transforms the 
color contents of foreground objects from the RGB color space into the Munsell color 
space, and then constructs the color histogram containing eleven bins. At the feature 
matching stage, both the existence of multiple objects and the multi-feature represen-
tations give rise to two questions of how to compute the similarity between detected 
measurements and tracked target models and how to assign a detected measurement 
to a tracked target model. Pakorn's tracker performs these tasks within a data associa-
tion module [14J. First, the feature similarities are calculated respectively based on the 
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aspect ratio of the bounding box, the Mahalanobis distance of a measurement to the 
estimated position predicted from a target motion model, and the histogram intersec-
tion. Then the summation of three matching scores comprises a validation matrix to 
search the best assignment. In order to deal with continuously tracking objects when 
camouflage and occlusion occur, the stochastic sampling search (SSS) is used, which 
draws inspiration from the CONDENSATION algorithm. 
W4 [34] also implemented a tracking system through combining several global and local 
features together. W4 used the median coordinates of foreground region as an estimate 
of object position in the image coordinate system. The dynamics of the median co-
ordinates were modeled by a second order motion model. W 4 determined a major 
axis for the foreground region by applying principal components analysis (PCA) [77] 
over the foreground pixels. The major axis was used to compute relative orientations 
of body parts and body posture. The major feature used in W 4 was silhouettes of 
foreground objects. The shape of a 2D binary silhouette was represented by its projec-
tion histograms. During tracking, W4 used a two-stage matching strategy to update 
the global position estimate of a person. In the initial estimate of displacement, W 4 
employed the second order motion model to estimate a person's position. Then, to 
cope with the inaccurateness of long term tracking, W4 performed a binary edge cor-
relation between the current and previous silhouette edge profiles. In order to cope 
with the tracking problem arising when a merged region splits and the people reap-
pear, W 4 combined the gray-scale textural appearance and shape information together 
into a 2D dynamic template. Based on the observation of the topology of the human 
body, W 4 analyzed the shape of the silhouette boundary to locate human body parts, 
and to estimate human body posture, which was performed through finding "natu-
ral" vertices as a candidate set of locations for body parts. To achieve this purpose, 
W4 implemented two methods: a recursive convex hull algorithm (Graham scan) and 
a corner detector. For estimating human body posture, a set of average normalized 
projection histogram templates for a single person was pre-computed experimentally. 
Then W 4 calculated the similarity between the observed silhouette and the templates 
using the sum of absolute difference method. Furthermore, W 4 used template matching 
and motion prediction also for body parts tracking. W4 analyzed the vertical projec-
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tion histograms of silhouettes to determine whether the foreground region contained 
multiple people or not. 
Generally, feature-based tracking algorithms can handle partial occlusion by construct-
ing the appearance or dynamics models for objects. The key point of this type of 
algorithms is the modeling, matching, and updating features. 
2.2.4 Model Based Tracking 
Model-based tracking algorithms track objects by matching image data to tracked tar-
get models which are produced with prior knowledge. Those models are usually built 
off-line with manual measurements, 3D graphics tools, or computer vision techniques. 
Model-based tracking algorithms are further categorized into rigid object tracking and 
non-rigid object tracking, which are quite different from each other. Because the re-
search related to this thesis is human motion analysis, only model-based human (non-
rigid object) tracking is presented here. 
The general approach to model-based human tracking is analysis-by-synthesis, and it 
is performed in a predict-match-update pattern. First of all, the pose of the model for 
the next frame is predicted according to prior knowledge and tracking history. Then, 
the predicted model is synthesized and projected into the image plane for calculating 
similarities with image data. A specific pose evaluation module is applied to measure 
the similarity between the projected model and image data, which is done, according to 
different search strategies, either recursively or using sampling techniques until the best 
pose is finally found and then is used to update the model. Pose initialization in the 
first frame needs to be handled specially. Generally, model-based human body track-
ing involves three issues: construction of human body models, representation of prior 
knowledge of motion models and motion constraints, prediction and search strategies. 
Constructing human body models is the basis of model-based human body tracking. 
In general, the more complex a human body model, the more accurate the tracking 
result, but the more expensive the computation. Traditionally, there are four human 
body models: stick figure, 2-D contour, volumetric models, and hierarchical model. 
The essence of human motion is generally contained in the movements of the head, the 
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torso, and the four limbs, hence the stick-figure model is to represent a human body 
as sticks and link the sticks with joints. Karaulova et al. in [48] used a stick figure 
representation to build a novel hierarchical model of human dynamics encoded using 
hidden Markov models (HMMs), and realized view independent tracking of human 
body. 2D contour based human body model is relevant to human body projections 
onto an image plane. The human body parts are modeled by 2D ribbons or blobs. 
For instance, Ju [43] proposed a cardboard human body model where the human limbs 
were represented by a set of jointed planar ribbons. The parameterized image motion of 
these patches was constrained to enforce the articulated movement of human limbs. The 
main deficiency of 2D models is that they require restrictions on the viewing angle. To 
overcome this disadvantage, 3D volumetric models, such as elliptical cylinders, cones, 
spheres, and super-quadrics, are proposed. However, volumetric models need more 
parameters and hence lead to more expensive computation during the matching stage. 
Recently, hierarchical models are proposed to achieve more accurate results. In [72], the 
hierarchical model included four levels: skeleton, ellipsoid meatballs simulating tissues 
and fats, polygonal surface representing skin, and shaded rendering. 
Motion models of human limbs and joints are widely used in tracking. They are effective 
because the movements of the limbs are strongly constrained. These motion models 
serve as prior knowledge to predict motion parameters, to interpret and recognize hu-
man behaviors, or to constrain the estimation of low-level image measurements. For 
example, Bregler in [13] described a probabilistic decomposition of human dynamics 
at multiple abstractions, and showed how to propagate hypotheses across space, time, 
and abstraction levels. This representation was used for both tracking and recognition. 
Pose estimation in a high-dimensional body configuration space is intrinsically difficult, 
so search strategies are often carefully designed to reduce the solution space. There are 
four major classes of search strategies: dynamics, Taylor models, Kalman filtering, and 
stochastic sampling. As a recursive linear estimator, the Kalman filter can thoroughly 
deal with the tracking of shape and position over time in the relatively clutter-free case 
in which the probability density of the motion parameters can be well modeled as Gaus-
sian [45]. In order to cope with clutter that causes the probability density of motion 
parameters to be multi-modal, non-Gaussian, and their propagation to be nonlinear, 
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stochastic sampling strategies, such as Markov Chain Monte Carlo, particle filters [55], 
and CONDENSATION [37][38][39], are designed to represent multiple hypotheses. 
In [66], Nummiaro built a novel and robust tracker through integrating color distribu-
tions into particle filtering. Initially, the target models were constructed off-line. Based 
on the prior knowledge of the target object, three possible model initialization methods 
were applied: manual initialization, automatic initialization using a known histogram 
as target model, or an object detection algorithm that found interesting targets. The 
object to be tracked was an elliptical interior area of the foreground object, which was 
represented by the location of the ellipse, the velocities of the ellipse, the half axes of the 
ellipse, the scale change of the ellipse, and the color distributions of the elliptical area. 
The dynamics of the state was governed by the linear stochastic difference equation. 
During tracking, the target models, namely particles, were first placed strategically at 
positions where the object was likely to appear. Then, the Bhattacharyya coefficients 
[46] were computed between tracked target histograms and the hypotheses histograms 
to measure the similarity between target model and image data, and to weight the 
sample set. Finally, the tracker estimated the mean state of the sample set. 
Compared with other tracking methods, model-based tracking algorithms are intrinsi-
cally more robust by using prior knowledge, and can obtain better results even under 
occlusion or interference between nearby image motions. Furthermore, the human 
body models, the constraint of human motion, and corresponding prior knowledge can 
be fused. However, model-based tracking algorithms have some deficiencies such as the 
necessity of constructing the models and high computational cost. 
2.3 Human Motion Recognition 
Human motion recognition and interpretation is the ultimate goal of human motion 
analysis. Both motion segmentation and visual tracking serve this objective, and hence 
the performance of motion recognition relies heavily on the two processes, whereas 
motion recognition incorporated into tracking systems to govern the expected human 
dynamics can strongly increase tracker's performance. Human motion interpretation 
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refers to high-level description of human motion patterns using natural language, which 
is not the focus of this thesis. 
Human motion recognition can be simply thought of as the classification of time-varying 
features. There generally are four fundamental problems related to human motion 
recognition, 
1. what abstract features are extracted from original image data to describe human 
motion; 
2. how to numerically characterize these features; 
3. how to learn motion models from the characterized features; 
4. how to match the similarity between learned motions and test motions. 
On the other hand, due to the fact that videos are the 2D projection of the 3D world 
with respect to a certain camera, which causes most visual features used for motion 
model learning are view-dependent, i.e., their values vary significantly when the viewing 
angle changes, human motion recognition is further classified into two categories: view-
dependent, and view-invariant. In view-dependent human motion recognition systems, 
human motions are generally captured by a single static camera, and the camera's 
principal ray generally is orthogonal to the human moving direction. On the contrary, 
view-invariant human motion recognition seeks solutions to recognize human motions 
no matter what viewing angles they are captured from. 
In recent years, much work has been carried out in human motion recognition. No 
matter what kind of systems, view-dependent or view-invariant, they proposed their 
own solutions to the four fundamental problems mentioned above. 
In [10][11][23], Davis et al. proposed a view-dependent approach to the representation 
and recognition of human actions. The basis of the representation was a temporal 
template, i.e., a static vector image where the vector value at each pixel is a function of 
the motion properties at the corresponding spatial location in an image sequence. Using 
these descriptions, Davis proposed an appearance-based action recognition strategy 
comprised of two stages: firstly a binary motion energy image (MEl) was computed 
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to grossly describe the spatial distribution of motion energy for a given view of a 
given motion; secondly a motion history image (MHI) was generated, which is a scalar-
valued image where the intensity is a function of recency of motion. MEl and MHI 
were considered as a two-component version of the temporal template. These view-
dependent templates were then matched against the stored models of known actions 
of given views. In [22], Davis proposed a hierarchical extension to the original MHI 
framework mentioned above to compute dense (local) motion flow directly from the 
MHI. A hierarchical partitioning of motions by speed into an MHI pyramid enabled 
efficient calculation of image motions using fixed-size gradient mask. A polar histogram 
of motion orientation was constructed to characterize the resulting motion field. Finally, 
the view-dependent polar histograms were matched against the stored polar histograms 
of known actions of given views. These improvements overcome the limitations related 
to the global image feature calculations and specific label-based recognition encountered 
in the previous system, and compensate for the varying speeds that are common to 
articulated human motion. 
In view-dependent human motion systems, 2D shape is a very popular visual feature, 
and has been proved to be robust to a certain extent. In [53], horizontal and verti-
cal histograms of binary shapes associated with humans were selected as features, and 
supplied as input to an unsupervised clustering algorithm named Basic Competitive 
Learning Scheme (BCLS). The Manhattan distance was used for both cluster building 
and run-time classification. Then, the sequences of detected postures were modeled by 
discrete hidden Markov models. In [83], Namarata et at. proposed a system for abnor-
mal activity detection where the objects of interests were treated as discrete landmarks 
characterized using Kendall's shape definition, and their changing configuration was 
modeled as a moving and deforming "shape" using a continuous state hidden Markov 
model. Then, abnormal activities were defined as a change in the shape activity model, 
which could be slow or drastic and whose parameters were unknown. In [9], human 
actions in videos were treated as three dimensional shapes induced by the silhouettes 
in the space-time volume. The properties of the solution to the Poisson equation were 
used to extract space-time features such as local space-time saliency, action dynamics, 
shape structure and orientation. The classification of actions was performed using the 
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nearest neighbor algorithm on normalized global features. 
In [7], Bissacco et al. estimated the joint angle trajectory in motions, and assumed it as 
the output of a Gauss-Markov "ARMA" model. After training, the system was applied 
to gait recognition. In [81], the motion parameters of each frame were first computed 
using different motion parameter models. The likelihood of these observed motion 
parameters was then optimally approximated based directly on a multivariate Gaussian 
probabilistic model. The dynamic change of motion parameter likelihood in activities 
was characterized using a continuous density hidden Markov model. In [21], Datta et al. 
proposed a system for detecting human violence in video, such as fist fighting, kicking, 
hitting with objects, etc. The detection relied on motion trajectory information and 
orientation information of human limbs. In [20], Cutler et al. developed a technique 
to detect and analyze periodic motions seen by static or moving cameras. In tracking, 
an object's self-similarity over time was computed. Based on the assumption that for 
periodic motions the self-similarity measure is also periodic, the periodic motion was 
detected and characterized using time-frequency analysis. In [15], Cao et al. proposed 
a motion recognition strategy that represented a video clip as a set of filtered images 
each of which encoded a short period of motion history. Given a set of video clips 
whose motion types are known, a filtered image classifier was built using support vector 
machines. In offiine classification, the label of a test video clip was obtained by applying 
majority voting over its filtered images. In online classification, the most likely motion 
at an instant was determined by applying the majority voting over the most recent 
filtered images which were in a slide window. In [70], Park et al. proposed a method 
for the recognition of two-person interactions using a hierarchical Bayesian network. 
The poses of simultaneously tracked body parts were estimated at the low level of 
the Bayesian network, and the overall body pose was estimated at the high level of 
the Bayesian network. The evolution of the poses of the multiple body parts were 
processed by a dynamic Bayesian network. The recognition of two-person interactions 
were expressed in terms of semantic verbal descriptions at multiple levels; individual 
body-part motions at low level, single-person actions at middle level, and two-person 
interactions at high level. 
In practice, a human motion recognition system is required to be able to accurately 
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recognize human motions no matter what viewing angle of input motion sequence is. 
Due to the fact that videos are the 2D projection of the 3D world with respect to 
a certain camera, and the human body is highly articulated, however, view-invariant 
human motion recognition is a non-trivial task. While human beings can recognize 
motions from various views easily, finding view-invariant cues for recognition is difficult 
to replicate in computational vision systems. In recent years, much work has been 
carried out on view-invariant human motion recognition. 
In [65], human motions are captured by multiple synchronized cameras. Each human 
motion class is then represented by a set of Hidden Markov Models each of which 
corresponds to a camera and is learned from shape and motion features captured by 
that camera. This is the most straightforward scheme. It tries to solve the view-
invariance in the 3D world through combining multiple 2D view-dependent recognition 
systems where each corresponds to an individual view. However, constructing the 
HMM for each view is computationally expensive as the number of cameras is large. 
Moreover, whether or not the selected views are sufficient for view-invariance is difficult 
to get an accurate answer. On the other hand, the algorithm presented in [65] has a 
serious constraint. That is, people must move in a straight line, and cannot randomly 
change their moving direction, otherwise the recognition would fail. 
In [12], Bodor et al. compute an optimal virtual camera which is orthogonal to the 
motion trajectory, and then use image-based rendering algorithm to synthesize the or-
thogonal view which is the one right used for the motion model learning. Since most 
view-dependent visual features generally work best under the orthogonal view, the 
scheme of rendering the orthogonal view therefore draws much more attention. In ad-
dition to [12], Kale et al. in [47] also proposed an algorithm to synthesize the orthogonal 
view from an arbitrary view. In a similar way, Shakhnarovich et al. in [33] computed 
image-based visual hulls from a set of monocular views. Then the orthogonal view was 
rendered based on the virtual camera and visual hulls. Although from the experimental 
results presented in [12][33][47] the algorithm of synthesizing the orthogonal view for 
view-invariant human motion recognition is encouraging and promising, nevertheless 
the recognition still remains in the 2D space, and much desirable 3D information is 
lost. Moreover, for the sake of accurately positioning the virtual camera, accurately 
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estimating the motion trajectory is very important. Good motion trajectories should 
be able to tell us the accurate orientation of human body at each frame in motions. 
In most cases, however, it is difficult to automatically estimate an accurate trajec-
tory. Coarsely estimated trajectories inevitably cause rendered views with undesirable 
deviations. Therefore, the robustness of this kind of algorithms is limited. 
In [74], Cen Rao et al. presented a representation of human action to capture the 
dramatic speed and direction changes in motion trajectories using spatio-temporal 
curvature of 2D trajectory. This representation is view-invariant, and is capable of 
explaining an action in terms of meaningful action units called dynamic instants and 
intervals. However, the motions analyzed in [74J were some very particular office mo-
tions, and moreover their recognition was only based on hand moving trajectories. The 
generality of this algorithm for human motion recognition still needs to be investigated 
more thoroughly. 
2.4 Conclusions 
This chapter has reviewed relevant literatures to human motion analysis, which is 
organized into three sections respectively corresponding to three major research areas in 
human motion analysis, i.e., motion segmentation, visual tracking, and human motion 
recognition. From this chapter, we get familiar with the state of arts of vision-based 
human motion analysis. The ultimate goal of our research is to build a human motion 
analysis system, which is able to detect and track humans in the video and then to 
recognize their motions. 
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Chapter 3 
Motion Segmentation and Visual 
Tracking 
Vision-based human motion analysis is generally divided into three aspects, i.e., motion 
segmentation, visual tracking, and human motion recognition. From the introduction 
in Chapter 2, we have known that both motion segmentation and visual tracking are 
essential to a high quality human motion recognition. Motion segmentation extracts 
the object of interest from images, and visual tracking locates the object of interest 
over time. In this chapter, we will respectively present the motion segmentation and 
the visual tracking algorithms implemented in our research. 
3.1 Motion Segmentation 
Motion segmentation aims to model the background scene, and to extract the fore-
ground object from the rest of image. In our research, we have implemented two 
representative background subtraction algorithms where the statistics of each pixel 10-
cation is respectively modeled by a single Gaussian [59] and a mixture of Gaussians 
[80]. 
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3.1.1 Single Gaussian Model 
Based on the assumption that the video data is captured by a single stationary camera 
and the background scene is relatively static or changes only slowly in contrast with 
foreground objects of interest, the values of each pixel location over time can be treated 
as a stochastic process that was described by a Gaussian distribution. 
In the training period, from a sequence of images where no foreground objects of interest 
exist, the R, G and B channels of each pixel location are respectively modeled by a 
single Gaussian distribution [J.lr, J.lg, J.lb, (7;, (7~, (7~l· 
During tracking, in order to adapt to dynamic changes in background scene such as the 
illumination change, the background model of each pixel location will be updated at 
each frame in terms of whether the pixel is classified as background. The classification 
(i.e., the background subtraction) is performed as follows: given a pixel x = (r,g,b), it 
will be assigned to background when all the equations in 3.1 are true. 
Ir-J.lrl < kX(7r 
Ig - J.lg 1 < k x (7 9 
Ib - J.lbl < k x (7b 
(3.1) 
where k is an experimental threshold. If a pixel x = (r, g, b) is classified as background 
at frame t, the parameters of its background model will be updated as follows: 
{ 
J.lt = aJ.lt-l + (1 - a)xt 
(7; = a((7t-l + (J.lt - J.lt_l)2) + (1- a)(xt - J.lt)2 
(3.2) 
where x, J.l, and (72 are respectively set to the corresponding values of the R, G, and 
B channels. The updates estimate a non-stationary Gaussian distribution whose mean 
and variance can be both time-varying. The constant a is set empirically to control 
the rate of adaptation (0 < a < 1), which depends on the frame rate and the actual 
rate of change of the scene. Smaller value of a is set, faster the old data is forgotten. 
The assumption that illumination changes slowly is violated when people cast shadows 
in the scene. The solution to eliminate shadows is inspired from the observation that 
an area cast into shadows often results in a significant change in the intensity but 
without much change in the chromaticity. As shadows appear and disappear, the 
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intensity level respectively decreases and increases. The system therefore assumes that 
any significant intensity change and meanwhile without significant chromaticity change 
could be caused by shadows. Therefore the system computes the chromaticity value 
of each pixel location and model it with a Gaussian distribution. The background 
subtraction and adaptive background model update are then performed respectively 
according to Equations 3.1 and 3.2 but using chromaticity values instead of RGB 
values. The chromaticity is computed as follows: 
Yc = 
r 
r+g+b 
9 
r+g+b 
(3.3) 
(3.4) 
In practice, there exists another phenomenon of no difference in chromaticity values 
between foreground and background. For example, a dark green coat moves in front of 
grass. In such a case, the system cannot differentiate reliably whether the pixel value 
has changed due to shadow only based on zeroth-order, pixel-level information described 
above. Hence, the system takes advantage of the first-order image gradient information 
to cope with this problem. In the training period, the system estimates gradients using 
the Sobel masks [31 J [79J. And then each background pixel is modeled using gradient 
means (/-Lxr, /-Lyr) , (/-Lxg, /-Lyg) , (/-Lxb, /-Lyb) and variances a~r' a~g, azb. Additionally, the 
system computes the average variances over the entire image area O'~r' O'~g, O'~b. Then 
the adaptive background subtraction is performed as follows, given a particular pixel 
x = (r,g,b) and its spatial gradients (rx,ry), (gx,gy), (bx, by), if any of the following 
three formulae is true, the pixel is set to foreground. Otherwise it is set to background. 
V(rx - /-Lxr)2 + (ry - /-Lyr)2 > k x max(agr,O'gr) (3.5) 
V(gx - /-Lxg)2 + (gy - /-Lyg)2 > k x max(agg , O'gg) (3.6) 
V(bx - /-Lxb)2 + (by - /-Lyb)2 > k x max(agb,O'gb) (3.7) 
Given the three-layer background model, a pixel will be flagged as foreground when 
either chromaticity or gradient information supports that classification. This approach 
helps eliminate some types of shadows. Shadows with hard edges will be detected as 
foreground. However, they tend to be near the person, and so cause only small errors 
during grouping. 
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3.1.2 Mixture of Gaussians 
In the preceding system, each background pixel is modeled by a single Gaussian, which 
relies on a relatively ideal assumption that the background is static or changes only 
slowly in contrast to foreground objects of interest. In practice, however, the back-
ground is much more complex where much disturbance violates the above assumption, 
especially in the outdoor environment, such as illumination changes, weather, shaking 
trees, flying birds, waving water, etc. However, all of the disturbance can be thought of 
as leading to the statistical characteristics at each pixel location in the sense of multi-
modal. A mixture of Gaussians is therefore a feasible technique to model these kind of 
statistics [80J. 
The values of a pixel location over time are considered as a stochastic process. At any 
time t, what is known about a particular pixel location is its history {Xl' ... ,Xt }. The 
ideal distribution of the stochastic process should be a Gaussian-like cluster around a 
fixed point. However, based on the observation that the cluster can shift dramatically 
over time and two or more processes at the same pixel location can form several dis-
tinctive clusters, each pixel location can be modeled as a mixture of M Gaussians. In 
detail, we first coarsely define that all the observations at a pixel location can be classi-
fied into M classes (WI, ... ,WM); P(Wj) (j = 1, ... ,M) denotes the probability of each 
M 
class, and satisfies l: P(Wj) = 1 and P(Wj) 2:: 0 (j = 1, ... ,M). Given the assumption j=l 
that the video is captured from a stationary camera, and the probability distribution in 
each class approximately satisfies the Gaussian distribution, a pixel location is therefore 
modeled as 
where 
M 
p(X) = L P(wj)N(X; /-tj, ~j) 
j=l 
(3.8) 
N(X; /-tj, ~j) = (21l")d/;I~jll/2 exp{ -~(X - /-tjf~jl(X - /-tj)} (3.9) 
Here the value to be modeled by a mixture of Gaussians is usually the color or the gray 
scale. The selection of M is generally determined by the available memory and com-
putational power. Empirically, three or five is used. Also, to simplify the computation, 
the covariance matrix is assumed to be diagonal, e.g., l:j = (1Jl, which depends on the 
assumption that the elements of X are independent and have the same variance. This 
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simplification reduces model accuracy but provides a significant increase in efficiency 
since it removes the need for matrix inversions. 
In other words, each pixel location is modeled by a set of parameters 
(3.10) 
which are trained from a sequence of images using expectation maximization (EM) 
algorithm. As far as the initialization of Gaussian mixture model is concerned, a 
simple procedure presented in [60] is used. In detail, for a pixel location, a suitable 
value of M is selected based on visual inspection of the intensity distributions over 
the training data. Each component's mean is evaluated over a random subset of the 
training data. All the priors are initialized to P(Wj) = 1/ M (j = 1, ... ,M). And the 
covariance matrices are initialized to be (71 where (7 is the Euclidean distance from the 
component's mean to its nearest neighbor component's mean. After the initialization, 
the EM algorithm provides an effective maximum-likelihood algorithm for fitting the 
mixture to the training data [6][24][75]. The EM algorithm is iterative with the mixture 
parameters being updated in each iteration. Let 7jJold denote the sum of the posteriori 
probabilities of the training data evaluated using the old model from the previous 
iteration, i.e., 7jJold = L: POld(jIX). The following updates are applied in the given 
order over the training data 
new l: pold(jIX)X 
/-lj = 7jJold 
.I.old 
P(Wjtew = _'1-'_ 
N 
L: pold(j IX) (X - /-l'r!-ew)T (X - /-l'r!-ew) ~new _ J J 
j - 7jJold 
(3.11) 
(3.12) 
(3.13) 
where N denotes the size of training data; all summations are over all training data; 
and 
(3.14) 
EM monotonically increases the likelihood with each iteration, and finally converges to 
a local maximum. The resulting mixture model will depend on the number of mixture 
components M and the initialization of the parameters of the components. 
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Due to the fact that many undesirable dynamic changes exist in the scene, such as 
lighting changes and introduction or removal of static objects, we need to update the 
background model online during tracking. However, because each pixel is modeled by a 
mixture of Gaussians, implementing an exact EM algorithm on a window of recent data 
for all pixel locations is computationally expensive. Therefore, an alternative update 
is needed. Stauffer and Grimson in [80J proposed an online K-means approximation 
to update the mixture models. For a pixel location, a new pixel value X t is checked 
against the existing M Gaussian components until a match is found. Matched or not 
is defined below: 
{
match 
un match 
there exists a j E {1, ... ,M} causing IXt - /1j,t-ll S k x Ej,t-l 
for all j E {1, ... ,M}, IXt - /1j,t-ll > k x Ej,t-l 
(3.15) 
where k is a per-pixel and per-distribution threshold. When different regions in the 
scene have different lighting, it is extremely useful, because objects which appear in 
shaded regions do not exhibit as much noise as objects in lighted regions. Therefore, 
if a uniform threshold is chosen, it will result in objects disappearing when they enter 
shaded regions. 
If none of the M components matches the current pixel value, which means that there 
appears a new process acting on the pixel location, the component with the least 
probability P(w) therefore is replaced by a new Gaussian with the current pixel value 
as its mean, a relatively high value as its variance, and a relatively low value as its prior 
weight. 
The prior weight of each component at time t is updated as follow: 
(3.16) 
where 0: is the learning rate, and 
{ 
1 if Wj is the first matched Gaussian component 
Mj,t = 
° otherwise 
(3.17) 
After this update, the prior probabilities are re-normalized. The parameters of the first 
matched Gaussian component are updated using the following equations: 
/1t = (1 - P)/1t-l + pXt (3.18) 
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(3.19) 
where 
(3.20) 
In [45J, Pakorn proposed an improvement for the update equations mentioned above 
to reduce computational complexity, which is derived from sufficient statistics and L-
recent window formula. This provides a system which learns a stable background scene 
faster and more accurately. The improvement is presented below. Given that the first 
matched component is j at time t, 
1 1 
Pt = max( t ' I) 
" M·· L. J,~ 
i=l 
(3.21) 
Since only the first matched component is updated and others remain the same, the 
matching procedure refers to a component-ordering problem. In order to perform the 
background subtraction, the system must estimate which Gaussians in the mixture are 
mostly corresponding to the background. The Gaussians with the most supporting ev-
idence and the least variance are chosen to model the background. As far as the reason 
is concerned, consider the accumulation of supporting evidence and the relatively low 
variance for the background distributions when a static, persistent object is visible. In 
contrast, when a new object occludes the background object, it will result in either 
the creation of a new Gaussian, or the increase of the variance of an existing Gaus-
sian. Moreover, the variance of the moving object is expected to remain larger than a 
background pixel until the moving object stops. Based on these analyses, Stauffer and 
Grimson proposed a method for deciding what portion of the mixture best represented 
the background. First of all, all Gaussian components are ordered with their own fitness 
value P(wj)/aj. This value increases both as a distribution gains more evidence P(Wj) 
and as the variance decreases aj. After reestimating the parameters of the mixture, it is 
sufficient to sort from the matched distribution towards the most probable background 
distribution because only the value relative to the matched models will have changed. 
This ordering makes sure that the most likely background distributions remain on top 
and the less probable transient background distributions gravitate toward the bottom 
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and are eventually replaced by new distributions. Then the first B components in the 
ordered mixture are classified as background components by 
b 
B = argmin(L P(Wj) > th), bE {1, ... ,M} 
b j=l 
(3.22) 
where the threshold th is a measure to the minimum fraction of the data that should 
be treated as the background. If a small th is chosen, the background model is approx-
imately unimodal. Contrarily, if th is higher, the background model can represent the 
multimodal nature. 
After the background components are determined, the adaptive background subtrac-
tion is performed to distinguish background and foreground as follows. Given a pixel 
location with the value Xt at time t, 
! foreground background if for all j E {l, ... ,M}, !Xt - !-lj,t-l! > k x O'j,t-li or j E {B + 1, ... , M}, !Xt - !-lj,t-l! < k x O'j,t-l if there exists a j E {1, ... ,B} making !Xt - !-lj,t-l! < k x O'j,t-l (3.23) 
One of the significant advantages of Gaussian mixture model (GMM) modeling the 
background is that, when something is allowed to become a part of the background, it 
will not break the existing mixture model. Each component remains in the mixture until 
it becomes the Mth most probable and meanwhile a new process is observed. Therefore, 
if an object keeps stationary just long enough to become a part of the background and 
then it moves away, the component describing the previous background still exists in 
the mixture with the same mean and covariance, but a lower weight, and will be quickly 
reincorporated into the background. 
3.1.3 Post-Processing 
So far, there exists no perfect motion segmentation algorithm. Although we have 
maintained a good model for the background scene, the effect of camera jitter, motions 
of uninterested objects, camouflage and occlusions cannot be completely eliminated. 
There still exists much noise in the resulting image. To eliminate noise, we first applied 
morphology-based operations to get rid of some noise with small number of supporting 
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pixels, and to filling small holes inside the foreground object. Then, a 3-by-3 median 
filter was used to further eliminate some noise. And finally a connected-component 
labeling algorithm was applied. Any connected component whose area is less than a 
threshold is discarded as noise. 
3.2 Visual Tracking 
Visual tracking is essentially a process to assign objects detected in the current frame 
to target models tracked in the past frames. In detail, several targets are supposed to 
be stably tracked in the past frames for each of which a hybrid model is generally built 
at the first frame and maintained over time, e.g. the appearance model and the motion 
model; in the new frame, multiple objects of interest are detected through motion 
segmentation; obviously the next step is to find a target for each detected object, i.e., 
to match each detected object with all the tracked targets based on the hybrid model 
to find one target with the highest matching score; for all the unmatched objects, a 
hybrid model is constructed for each of them. 
In our research, the hybrid model we constructed for each object to be tracked included 
a motion model and an appearance model respectively based on information of its 
position, shape, and color contents. The characteristics of an object were assumed 
to be uncorrelated. Therefore, separate models were applied to different features. In 
detail, the coordinates of the object's centroid over time were modeled by the Kalman 
filter; the aspect ratio of the bounding box of the object is maintained over time; and 
the color distribution of the object was modeled by an adaptive Gaussian mixture. 
3.2.1 Kalman Filter 
Kalman filter is a set of mathematical equations that provide an efficient recursive 
solution to the discrete-data linear filtering problem based on the assumption that the 
process and the measurement noises are independent, white, with normal probability 
distribution [84] (see Appendix A). 
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In our research, consider that a person moves in infinitely long straight lines. Initially 
the person is stationary at position O. We measure the position of the person every 
f:l.t seconds, but these measurements are imprecise; we want to maintain a model of 
where the person is and what his/her velocity is. We show here how we derive the 
model from which we create our Kalman filter. There are no controls on the person, 
so we ignore Bk and Uk. We assume that between the (t _1)th and tth time step the 
person undergoes a constant acceleration of at that is normally distributed, with zero 
mean and standard deviation (7a. From Newton's laws of motion we conclude that the 
underlying dynamic system for the x coordinate of centroid is modeled as follows 
x(t) = Ax(t - 1) + Gat (3.24) 
where 
(3.25) 
We find that 
Q = cov(Ga) = E[(Ga) (Ga)T] = GE[a2]GT = G{7~GT (3.26) 
Since {7 a is a scalar, 
(3.27) 
At each time step, a noisy measurement of the true position of the person is detected. 
Given that the noise is also normally distributed, with zero mean and standard devia-
tion (7z. 
z(t) = Hx(t) + v (3.28) 
where 
(3.29) 
We initialized our Kalman filter as follows 
X(J) ~ [ .(~~}(O) ], PI ~ [~ :] u, (3.30) 
and {7a and (7z are respectively initialized random values, where z(O) and z(l) are the 
position measurements detected at the first and second frames; P is the posteriori state 
estimate error covariance matrix. 
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3.2.2 Color Model 
Color is one of the most popular visual features used for modeling the appearance of the 
object. The multi-color object is usually modeled using a color histogram or a mixture 
of Gaussians. If only a small set of samples is available, most bins in the histogram 
are very likely empty and the procedure of fitting data to a mixture model tends to 
converge to a singular solution. One solution to this problem is to increase the bin size 
or limit the number of components in the mixture. This leads to a question of how 
large the bin size should be or how many components is sufficient to represent the color 
distribution of the object. Too large a bin size or too few mixture components cause 
no discernible difference between objects. Too small a bin size or too many mixture 
components could not only cause singular solutions but also be unable to deal with 
changes resulting from objects crossing in front of different regions in the scene. In our 
research, the object of interest generally accounts for around 10% of the image area, 
which provides sufficient data for the color modeling. 
The color histogram has many advantages for tracking non-rigid objects as it is robust 
against partial occlusion, rotation and scale, and can be computed efficiently. To make 
the histogram less sensitive to the lighting conditions, our color histograms were typi-
cally computed in the Hue-Saturation space using 5 x 5 bins with discarding Value. 
In order to cope with the color variance caused by the illumination condition, the view-
ing geometry, the camera parameters, etc, we maintained the histograms over time as 
follows, 
(3.31) 
where f3 is a constant denoting the update rate, Bi(O) = Bi(O), and Bi(t + 1) is the ith 
bin of the histogram at frame t + 1. There are several distance formulas for measuring 
the similarity of color histograms. Given two color histograms Band B, the histogram 
Euclidean distance is computed as follows 
(3.32) 
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and the histogram intersection distance is computed as follows 
M ~ 
I: min(Bi' Bi) 
d(B, B) = i:in(IBI, IBI) (3.33) 
where IBI and IBI denote the magnitude of the histogram, i.e., the number of pixels 
modeled by the histogram. 
The color histogram can be thought of as a simple, non-parametric form of density 
estimation in color space, which gives reasonable results. On the other hand, the color 
distribution of a multi-color object can be modeled by a mixture of Gaussians. We 
have discussed the usage of GMMs for motion segmentation in Section 3.1.2 where a 
mixture of Gaussians models the statistics of a pixel over time. Here, we used a mixture 
of Gaussians to model a multi-color object that consists of a group of pixels. That is, 
given an object 0, the conditional density of a pixel x belonging to 0 is modeled as 
m 
p(xIO) = LP(x/j)7l'(j) 
j=l 
(3.34) 
m 
where 7l'(j) denotes the probability of the component j; I: 7l'(j) = 1; and p(xlj) = 
j=l 
N(x;j.£j,L,j) denotes the probability that x is generated by the jth component, which 
is a Gaussian with mean j.£j and covariance L,j. 
At time t, a new object is detected to be formed by a set X t of pixels with the size Nt. 
We then use the expectation maximization (EM) algorithm to fit a mixture of Gaus-
sians to xt. The EM algorithm is iterative with the mixture parameters being updated 
in each iteration using Equations 3.11, 3.12, and 3.13, where all the summations are 
over x E xt. EM algorithm monotonically increases the likelihood with each itera-
tion, and finally reaches a local maximum. The performance of the resulting mixture 
model depends on the number of components m and the initialization of the mixture 
parameters. A suitable value of m was selected by means of an observation on the 
object's color distribution. For example, in the case of a person wearing clothes, the 
color distribution generally includes skin color, hair, shoes, trousers, and upper clothes, 
i.e., 5 components involved in the mixture, where we assume that shoes, trousers and 
upper clothes are near single color. Each component's mean was evaluated over ran-
dom samples in the corresponding area of the training data xt. All the priors were 
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initialized to 7r(j) = 11m (j = 1, ... , m). And the covariance matrices were initialized 
to (J/ where (J was the Euclidean distance from the component's mean to its nearest 
neighbor component's mean. 
We modeled the object's color distribution over HS/ (hue, saturation, intensity) space 
discarding the / channel in order to obtain a high level of invariance to the intensity of 
ambient illumination. At low saturation, measurements of hue become unreliable, and 
then are discarded. Likewise, pixels with very high intensity are also discarded. 
In order to cope with dynamic changes, such as rotations in depth, scale changes, partial 
occlusions, and illumination changes, the Gaussian mixture model p(xIO) constructed 
over data X t at time t should be updated in each subsequent frame. While the com-
ponent's parameters are updated over time, the number of components remains fixed. 
Given that at time T a new set of pixels X r with the size Nr is detected and assigned 
to the object 0 with the model p(xIO) initially constructed over data X t at time t and 
kept updating from t to T - 1, the mixture model p(xIO) is then updated using the 
data x r . Let 7/J(r) = l: P(jlx). The parameters of component j are first evaluated 
xEX'" 
as follows 
(r) _ l:P(jlx)x 
/1> - 7/J(r) 
7r(r) = 7/J(r) 
Nr 
L;(r) _ l:P(jlx)(x - /1>r_l)T(X - /1>r-l) 
- 7/J(r) 
(3.35) 
(3.36) 
(3.37) 
Then, the final updates for the component's parameters are performed using the fol-
lowing equations. 
_ + ( (r) ) /1>r - /1>r-l 0: /1> - /1>r-l 
_ + ( (r) ) 7rr - 7rr -l 0: 7r - 7rr -l 
(3.38) 
(3.39) 
(3.40) 
where 0: is a constant denoting the update rate. Here, the above update procedure is 
based on the assumption that the data is a slowly varying non-stationary signal. 
Given an object detected at the current frame, which consists of a set X of pixels with 
the size N, and an existing object model p(xIO), the log-likelihood of the detected 
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object given the existing object model is evaluated as 
1 
1: = N L logp(xIO) 
xEX 
(3.41) 
If the object is occluded, the value of 1: will generally have a sudden and large drop. In 
such frames, the adaption will be then suspended until the object is again tracked with 
sufficiently high likelihood. Obviously, a threshold T should be defined. The adapt ion 
will only be performed when 1: > T. Given the median 1/ and the standard deviation 0' 
of 1: in the n most recent exceeding-threshold frames, the threshold is set to T = 1/ - kO', 
where k is a experimental constant. 
3.2.3 Shape Model 
Simple shape information, i.e., the aspect ratio of the bounding box of the foreground 
object is maintained over time. A sudden and big change of the aspect ratio may imply 
an occlusion occurring. 
The aspect ratio f is maintained as follows 
f(t) = f(t - 1) + j3(r(t) - f(t - 1)) (3.42) 
where j3 is a constant denoting the update rate, f(O) = r(O), and r(t) is the aspect ratio 
of the object at time t. 
3.2.4 Data Association 
In the multi-object tracking system, at each frame, there are multiple detected objects 
and multiple target models maintained over time. The purpose of data association is 
to assign these detected objects to their corresponding tracked target models. 
As presented in Section 3.2.1 and 3.2.2, our target model consists of a motion model 
and an appearance model (color and shape). Our data association procedure is similar 
to that presented in [45]. 
The motion model (see Section 3.2.1) defines an ellipsoidal area called the validation 
gate [4], where the data association procedure searches for a match between the target 
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model and the object. The validation gate V is related to the inverse of the Kalman 
innovation covariance S = H Pi: HT + R and the Kalman innovation Zk - Hx"k, which 
is the minimum volume that contains a given probability mass under the Gaussian 
assumption. 
(3.43) 
where Zk is the centroid measurement at time k; and x"k is the centroid prediction of 
the motion model for the time k. Obviously, we should define a gate threshold Tg so 
that only those Zk causing V S Tg are considered to be candidates to search for the 
best match with the model predicting x"k. It can be seen that the validation gate is 
Chi-square distributed with the number of degrees of freedom equal to the dimension 
of the measurement. In our experiment, the dimension of the measurement Zk is 2 (see 
Equation 3.25), from Figure 3.1, it can be seen that setting Tg = 4 gives 86% of the 
probability mass in the validation gate. 
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Figure 3.1: Chi-square cumulative distribution function. 
When the targets move close to each other, their validation gates may overlap so that 
a measurement generated from one target is likely to fall within more than one gate, 
which causes the difficulty for the assignment. To solve this problem, a square validation 
matrix (hypothesis matrix) T is computed whose rows represent the targets and whose 
columns represent the measurements. Each element of the matrix, Tij , is the matching 
score between the target i and the measurement j. The matching score is only evaluated 
for the measurement that falls within the gate. For the rest, zero is assigned. In the 
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case that the number of the targets is not equal to that of the measurements, zero 
elements are added to form the square matrix. 
Each element of the validation matrix is the summation of two matching scores respec-
tively associated with the motion model and the appearance model, 
(3.44) 
where Tij is the total matching score. Mij is the motion matching score calculated as 
(3.45) 
where Dij is the Mahalanobis distance between the centroid prediction x~k of the ith 
target model for the time k and the lh centroid measurement Zj,k detected at the time 
k, which is evaluated as follows 
D ( ~- )TS-l( ~- ) ij = Zj,k - xi,k i,k Zj,k - xi,k (3.46) 
where Si,k is the Kalman innovation covariance of the ith target model. And Hij 
indicates the color similarity between the ith tracked target model and the lh detected 
object, and is computed based on the color model used, i.e., Equation 3.32 or 3.33 for 
the color histogram, and Equation 3.41 for the mixture of Gaussians. 
After constructing the validation matrix, the search for the best matching comes nat-
urally. The best matching is defined as the assignment whose total matching core 
maximizes the probability of the hypothesis: (measure-I, target-I), ... , (measure-I, 
target-n), ... , (measure-m, target-I), ... , (measure-m, target-n). If one hypothesis 
is true, that measurement and that target should not be considered any more. One 
solution of finding the best match is the Hungarian algorithm [5I][64J. 
3.3 Experimental Results 
3.3.1 Temporal Differencing 
In order to show the robustness of the background model respectively based on the 
single Gaussian and the mixture of Gaussians, a temporal-differencing based motion 
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segmentation algorithm presented in [18] was implemented in MATLAB. Given a video 
stream from a stationary camera, let In(x) denote the intensity value at the pixel 
position x at time t = n. The three-frame differencing rule suggests that a pixel is 
legitimately moving if its intensity has changed significantly between both the current 
image and the last frame, and the current image and the next-to-last frame. That is, 
a pixel x is moving if 
where Tn(x) is a threshold describing a statistically significant intensity change at pixel 
position x. The main problem with frame differencing is that pixels interior to an 
object with uniform intensity are not included in the set of "moving" pixels. However, 
after clustering moving pixels into a connected region, interior pixels can be filled in by 
applying an adaptive background subtraction algorithm to extract all of the "moving" 
pixels within the region's bounding box R. Let Bn(x) denote the current background 
intensity value at pixel position x learned over time t = 1 : n. Then the blob bn can be 
filled by taking all the pixels in R that are significantly different from the background 
model Bn. That is, 
(3.48) 
Both the background model and the difference threshold are statistical characteristics 
of the pixel intensities observed from the image sequence. Bo(x) is set to the first frame, 
namely Bo(x) = Io(x). And To(x) is set to some pre-determined, non-zero values. 
{ 
aBn(x) + (1 - a)In(x) x is non-moving 
Bn+1(x) = (3.49) 
Bn(x) x is moving 
{ 
aTn(x) + (1 - a)(5 x IIn(x) - Bn(x)l) x is non-moving 
Tn+l(X) = 
Tn (x) x is moving 
The corresponding experimental results are demonstrated below in Figure 3.2. 
3.3.2 Single Gaussian Model 
(3.50) 
The algorithm presented in 3.1.1 was implemented in MATLAB. At the stage of RGB 
detection, 10",20 frames where there is not any moving object of interest, are used as 
46 Chapter 3. Motion Segmentation and Visual Tracking 
.... .; 
(a) (b) (c) 
Figure 3.2: (a) Original Image; (b) Temporal Differencing; (c) Adaptive Background 
Subtraction 
the training data to obtain the initial background model [/-tr,/-tg,/-tb,O";,O"~,O"tJ. Then, 
given a pixel location x = (r, g, b) in a new frame, it is assigned to background pixel 
when the following three conditional equations are all true. 
Ir-/-trl < k*O"r 
Ig -/-tgl < k * O"g 
1 b - /-tb 1 < k * O"b 
(3.51 ) 
We can notice that in the algorithm the threshold k plays a crucial role. When the 
value of k is too large, there will be some foreground pixels to be treated as background. 
When the value of k is too small, on the contrary, there will be some background pixels 
to be grouped into foreground. Here, different values of k are tested to demonstrate its 
effect. Results are shown in Figure 3.3. 
(a) (b) (c) 
Figure 3.3: (a) Original image (b) thresholding at k = 3 (c) thresholding at k = 3.5 
From Figure 3.3, we can see that much shadow cast by the moving person is also 
classified as foreground. Casting shadow is one of the most serious problems in motion 
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segmentation, which brings much complexity to the following processes. As presented 
in Section 3.1.1, chromaticity can be applied to eliminate shadow. In Figures 3.4 and 
3.5, we provide a visual demonstration for the phenomenon of the chromaticity. From 
the figures, we can notice that when a pixel location is covered by a shadow area its 
chromaticity values will not vary much nevertheless its RGB intensities have significant 
variation. Conversely, when a pixel location is overlaid by a foreground object, both its 
chromaticity values and RGB intensities will have significant changes. Based on this 
(a) RGB 
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(b) Chromaticity 
Figure 3.4: The RGB and chromaticity of a pixel location that was only covered by 
shadow. 
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(b) Chromaticity 
Figure 3.5: The RGB and chromaticity of a pixel location that was only covered by 
foreground object. 
observation, we also built single Gaussian models for chromaticity values of each pixel 
location. The adaptive chromaticity detection was performed as the RGB subtraction. 
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Then the result was combined with the result of the RGB detection. The final results 
are demonstrated in the Figure 3.6. 
(a) k = 3 (b) k = 3.5 (c) k = 4 
Figure 3.6: Chromaticity based Background Model Eliminates Shadows. 
The quality of motion segmentation mainly refers to two factors, i.e., the quality of 
video and the scene where a motion occurs. During the video capturing, the video 
devices will introduce different kinds of noise. There is also distortion in the process of 
video compression. Moreover, even if a video with good quality is given, we should also 
select an appropriate motion segmentation algorithm in terms of the scene we would 
model where many factors should be taken into account such as illumination, outdoor 
or indoor, weather, and so on. The experiments we have done so far are allover one 
video sequence that is indoor, constant illumination, stationary background, and with 
high quality. Intuitively, it can be imagined that in this case a single Gaussian based 
background subtraction algorithm is adequate for extracting foreground objects. Fig-
ures 3.4 and 3.5 also clearly demonstrate this kind of statistics of each pixel location. To 
further test the robustness of single Gaussian model, we introduced a more challenging 
video sequence, which is outdoor, variant illumination, non stationary background, and 
with low quality. In the experiments, we built adaptive background models respec-
tively over RGB space and HSV space. Most color cameras provide an RGB signal. 
In order to model background color distribution, the RGB signal is first transformed 
to make the intensity or brightness explicit so that it can be discarded in order to 
obtain a high level of invariance to the intensity of ambient illumination. We used 
HSV (hue, saturation, value) and then modeled the background in the two-dimensional 
hue-saturation space. The background subtraction results are shown in Figure 3.7. As 
mentioned before, the threshold k plays a crucial role in the background subtraction, 
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(a) Original image (b) RGB (c) HSV 
Figure 3.7: Adaptive background subtraction in the outdoor environment. 
which is an experimental value. In fact, it is exactly one of the most serious drawbacks 
of the background subtraction method. All the pixel locations use a common threshold 
k, nevertheless different pixel locations usually have different statistics, especially in 
the case of outdoor environments and low quality video capturing. From Figure 3.7, 
we can therefore notice that the performance of both background subtractions are not 
good, and RGB performed better than HSV. It can be seen that there is an area on 
the back of the person classified as background. We therefore selected a pixel location 
interior to the area, and then checked its RGB and hue-saturation values over time. 
From Figure 3.8, it can be seen that no matter what color space is used the value of the 
pixel location over time is unstable and its statistics is multi-modal. In the experiment, 
we applied k = 3 to all pixel locations, which is obviously not suitable for this pixel 
location. 
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(a) Hue-Saturation (b) RGB 
Figure 3.8: Hue-saturation and RGB. 
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3.3.3 Mixture of Gaussians 
As presented in Section 3.1.2, complex environments can be thought of as leading to the 
statistical characteristics at each pixel location in the sense of multi-modal. Therefore, 
a mixture of Gaussians is a feasible technique to model this kind of background. 
Figure 3.9 shows the results of indoor background subtraction using Guassian mixture 
model where we set each pixel location having 3 components and th in Equation 3.22 
being 0.8 (Le., 80% of the scene variation is due to the static background processes.). 
In comparison with the results showed in Figures 3.2, 3.3, and 3.6, the performance of 
Gaussian mixture model is obviously better. 
(a) (b) (c) 
Figure 3.9: Gaussian mixture model for indoor environment. 
We further tested the Gaussian mixture model over the outdoor video sequence. Here, 
we set each pixel location having 3 components and th = 0.8. The results are shown 
in Figure 3.10. In comparison with the results of single Gaussian model showed in 
Figure 3.11, the Gaussian mixture model over this video doesn't show its significant 
improvement as expected. It is because of the low quality of the video. However, from 
the post-processing result showed in Figure 3.1O(c), it can be noticed that the area 
on the back of the person is successfully picked up by the Gaussian mixture model, 
nevertheless is failed by the single Gaussian model. 
3.3.4 Post Processing 
From the experimental results showed before, we can see that there exists much noise 
in the background subtracted image. In the following process such as visual tracking 
L 
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(a) Original image (b) Raw result (c) Cleaned result 
Figure 3.10: Gaussian mixture model for outdoor environment. 
(a) Original image (b) Raw result (c) Cleaned result 
Figure 3.11: Single Gaussian model for outdoor environment. 
and motion modeling, a relatively "clean" foreground object is a must. Therefore, we 
must eliminate the noise as much as possible. In our experiments, we first transformed 
the resulting image into the binary image, then applied morphology-based operations 
to remove some noise with small number of supporting pixels, and to fill small holes 
inside the foreground object. Then, a 3-by-3 median filter was used to further eliminate 
some noise. And finally a connected-component labeling algorithm was applied. Any 
connected component whose area is less than a threshold is discarded as noise (in our 
experiments it is around 200",300). Figure 3.12 shows the results of post processing. We 
can see that the proposed methods can effectively eliminate noise. The data showed 
in Figure 3.12 are all captured indoor with simple background and high quality. In 
Figure 3.13, we show the results of our proposed methods operating on the outdoor 
video with complex background and low quality. In comparison with the raw results of 
background subtraction showed in Figures 3.1O(b) and 3.11(b), it can be seen that the 
proposed methods still can effectively eliminate most noise. 
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Figure 3.12: Results of post processing: walking, walking with holding objects, sitting, 
squatting, bending, and running. 
Figure 3.13: Results of post processing. 
3.3.5 Visual Tracking 
Our human tracker was implemented based on the algorithm presented in Section 3.2, 
which consists of the following steps at each frame: 
1. Construct the appearance model (including color and shape) for each detected 
foreground object; 
2. For each tracked model (motion and appearance), compute its distance with those 
detected foreground objects that fall in the validation gate estimated by its motion 
model; 
3. If a tracked object matches a detected object, then use the detected object to 
update the tracked motion and appearance model; 
4. If cannot find a tracked object for a detected object, then regard it as a new 
appearing object and initialize the motion and appearance model for it. 
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The centroid of the foreground object over time is modeled by Kalman filter based 
on the assumption that the foreground object is moving with a constant acceleration 
subject to Gaussian noise. Therefore, from Newton's laws of motion, we have the 
underlying dynamic system as 
x(t) 1 0 b.t 0 x(t - 1) b.t2 /2 0 
y(t) 0 1 0 b.t y(t - 1) 0 b.t2 /2 [ a.(t - 1) 1 + 
dx(t) 0 0 1 0 dx(t - 1) b.t 0 ay(t - 1) 
dy(t) 0 0 0 1 dy(t - 1) 0 b.t 
(3.52) 
where [x(t), y(t)] is the coordinates of the centroid at time t, [dx(t) , dy(t)] is the ve-
locities of the centroid at time t, b.t is the time interval between consecutive frames 
(the video used in our experiment is captured at a rate of 25 fps, i.e., b.t = 0.04), and 
[ax (t) , ay(t)] is the accelerations of the centroid at time t. We defined the covariance of 
process noise Q as 
b.t2 /2 0 0 0 
Q-a2 0 t::..t
2 /2 0 0 
- a (3.53) 
0 0 b.t 0 
0 0 0 b.t 
where aa is an experimental value (e.g., a~ = 2.5 in our experiment). For the measure-
ment equation, 
x(t) 
y(t) 
dx(t) 
dy(t) 
We defined the covariance of measurement noise R as 
2 [1 0 1 R=az 
o 1 
+ [ vx(t) 1 
vy(t) 
(3.54) 
(3.55) 
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where O'z is an experimental value (e.g., O'z = 1 in our experiment). We initialized our 
(3.56) 
(3.57) 
Figure 3.14 and Figure 3.15 illustrate the filtered centroid trajectories of the people 
moving in the scene (see Figure 3.13) . 
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Figure 3.14: The filtered centroid trajectory of person a. The blue ellipses illustrate 
the uncertainty of the filtering. 
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Figure 3.15: The filtered centroid trajectory of person b. 
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In the meantime, we also built the color model for each foreground object. In our 
experiments, we first transformed the color of the foreground object from RGB into 
HSV. Then, we discarded the "value" channel, and modeled the color (hue-saturation) 
distribution of each foreground object respectively using color histogram and Gaussian 
mixture model. Figure 3.16 shows the color histograms of foreground objects. In 
our experiments, we used 5 x 5 bins (hue x saturation) in the histogram. Figure 3.17 
shows the Gaussian mixture model superimposed onto plots of foreground objects' color 
distributions. It can be noticed that the Gaussian mixture model cannot well model 
the color distribution. It is because of that for the parametric probability density 
(pdf) estimation the assumption that the forms of the underlying density functions 
are known is suspect. The common parametric forms rarely fit the densities actually 
encountered in practice. Moreover, in the sequence, the illumination conditions and 
the clothes colors resulted in large changes in the apparent color of the body as the 
person b crossed the scene. At the beginning of the person b appearing in the scene, 
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his body was very dark, which made hue and saturation measurements unreliable and 
the construction of Gaussian mixture model failed (see Figure 3.18). 
1 j 
1 1 
(a) person a (b) person b 
Figure 3.16: Color histogram. 
As mentioned above, in the sequence, the illumination conditions and camera param-
eters (internal and external) varied over time so that the apparent color of foreground 
objects had large changes. In order to keep tracking foreground objects based on color 
information, we estimated the color distributions online, and made our color models 
adapt to accommodate changes in the viewing conditions, all of which were imple-
mented based on Equation 3.31 for the color histogram and Equations 3.35",3.40 for 
the Gaussian mixture model. Here, we take the color histogram as an example to 
demonstrate the online adaptation. At each new frame, we construct the color his-
togram for each detected foreground object, then compute its distance with those color 
histograms tracked in the past frames, if find a matching, then update the tracked 
color histogram using the matched object through Equation 3.31. In Figure 3.19, the 
curves illustrate the histogram intersection distance measurements over time. It can 
be seen that through online adaptation the foreground objects detected in the new 
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(a) person a (b) person b 
Figure 3.17: Gaussian mixture model. 
frame always have high similarity scores with their corresponding models tracked in 
the past frames , and in the meantime lower scores with other models . In Figure 3.20, 
we show two color histograms. The left one is the "true" color histogram constructed 
from a foreground object detected in the current frame; and the right one is the color 
histogram maintained over time up to the previous frame. It can be easily seen that 
they are very similar. 
Figures 3.21, 3.22, and 3.23 show 11 frames from the sequence where the people were 
tracked using our proposed algorithm. Figure 3.21 illustrates the simplest single person 
tracking. In each new frame, there will ideally be only one foreground object detected. 
Therefore, data association module is not needed. However, when more than one 
person enter the scene, there will be multiple foreground objects detected in the new 
frame. As far as how to assign those detected objects to their corresponding models 
maintained over time, data association module is applied to cope with this problem, 
i.e. , only those detected foreground objects that fall in a model's validation gate are 
picked up to compare with the model. For those foreground objects that cannot match 
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Figure 3.18: Mixture of Gaussians failed to model the color distribution. 
any model, we will initialize their motion model and appearance model using the data 
detected in the current frame, and add them into the tracking system. During the 
occlusion, affected trackers will lose respective objects they are tracking. In this case, 
the trackers will not update their color models. In our experiments, the test video was 
relatively easier to carry out multiple people tracking. The experimental results are 
demonstrated in Figures 3.22 and 3.23 where the bounding boxes with different colors 
show the reliable tracking of our proposed tracker. 
3.4 Conclusions 
In this chapter, we have presented two aspects of contents, i.e., motion segmentation and 
visual human tracking. For the motion segmentation, we implemented two background 
subtraction algorithms, i.e., the statistics of each background pixel is respectively mod-
eled by a single Gaussian and a mixture of Gaussians, which aim at different situations. 
For the visual human tracking, we implemented an effective tracker which was based on 
multiple features, i.e., motion, color, and shape. The centroids of the foreground object 
was tracked over time through Kalman filter. The color distribution of the foreground 
object is respectively modeled by the color histogram and the Gaussian mixture model. 
And the aspect-ratio of the bounding box of the foreground object is maintained over 
time to provide a simple shape information. Through illustrating a number of exper-
imental results, we provide a visual insight into our motion segmentation and visual 
tracking system. 
3.4. Conclusions 
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Figure 3.20: Histogram online adaptation. 
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Figure 3.21: Single Person Tracking 
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Figure 3.22: Multiple isolated people tracking 
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Figure 3.23: Multiple people tracking with occlusion 
Chapter 4 
View-Dependent Human Motion 
Recognition 
Vision-based human motion recognition increasingly draws attention from the research 
area of computer vision, which is motivated by many promising applications such as 
intelligent video surveillance, content-based video database retrieval, human-computer 
interaction, video coding, and so on. Vision-based human motion recognition tries 
to tell what kind of motion is performed in the video through analyzing some visual 
features. Human motion recognition may be simply thought of as the classification of 
time varying feature data. It is then obvious that there are four fundamental problems 
related to vision-based human motion recognition, 
1. what abstract features are extracted from original image data to describe human 
motions; 
2. how to numerically characterize these features; 
3. how to learn the motion pattern from the characterized features ; 
4. how to match the similarity between learned motion models and test motion 
sequences. 
On the other hand, due to the fact that the video is the 2D projection of the 3D world 
with respect to a certain camera, vision-based human motion recognition is further 
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divided into two aspects: view dependent and view invariant. In view-dependent human 
motion recognition, human motions are generally captured from a single and stationary 
camera, the angle between the principal axis of the camera and the human moving 
direction is known, which is orthogonal in most cases, and people are moving in a 
relatively straight line. On the contrary, in view-invariant human motion analysis, 
there are no such constraints as in the view-dependent case. The ideal ultimate goal of 
view-invariant human motion recognition system is that human motions finally should 
be able to be recognized accurately no matter what viewing angles of input videos 
are. In this chapter, we will present our research on view-dependent human motion 
recognition. View-invariant human motion recognition will be presented in the next 
chapter. 
In the remainder of this chapter, we will respectively address our solutions to the four 
fundamental problems mentioned above. In Section 4.1, we will present the visual 
feature used in our research and its characterization. In Section 4.2 and 4.3, we will 
respectively introduce two mathematical tools for motion pattern learning and classifi-
cation. 
4.1 Shape 
Shape is one of the most popular visual features analyzed in computer vision, which has 
been widely adopted in object recognition. We deem that the spatia-temporal shape 
variation of an object during its movement provides many clues about the motion 
performed by the object. In our research, therefore, we tried to learn human motion 
patterns from the spatia-temporal shape variation in motions. Shape characterization 
refers to the methods that result in a numerical descriptor of the shape. A shape 
characterization method generates a shape descriptor vector from a given shape. The 
goal of the descriptor is to uniquely characterize the shape. The required properties of 
a shape description scheme are invariance to translation, scale, and rotation. 
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4.1.1 Kendall Shape Definition 
In our approach, we used Kendall shape definition to represent human body contours. 
In [25], shape is defined as all the geometrical information that remains when location, 
scale and rotational effects are filtered out from an object. In Kendall shape definition, 
a shape is represented by a k x m matrix X of Cartesian coordinates of the k landmarks 
in m dimensions. In our analysis, we represented each contour in a k x 2 matrix, and 
therefore it is convenient to describe the contour vector as a k dimensional complex 
vector, i.e. 
(4.1) 
Our method entails that the contour vector must be invariant to translation and scale, 
because the motion recognition should not be distance-dependent. Translation-Scale 
Normalization: In [25], the centered pre-shape of X is computed as follows 
CX 
Zc = IICXII where (4.2) 
where Ik is a k x k identity matrix, 1k is a k dimensional vector of ones, and 11·11 is the 
Euclidean norm of complex or real vector. 
4.1.2 Procrustes Shape Analysis 
A concept of distance between shapes is required to fully define the non-Euclidean 
shape metric space. We used the Procrustes distance which is defined in [25] as follows. 
Given two centered shapes 
{ 
Ul = (Ul1, ... ,Ulkf 
U2 = (U21, •.. , U2k)T 
(4.3) 
with Ui1k = U21k = 0, where U* denotes the transpose of the complex conjugate of u. In 
order to establish a measure of distance between the two shapes, a suitable procedure 
is to match U2 to Ul using the similarity transformations, and then the differences 
between the fitted and observed Ul will indicate the magnitude of the difference in 
shape between U2 and Ul. Consider the complex regression equation 
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where A = (a + jb, (3e j O)T is the 2 x 1 complex parameters with translation a + jb, scale 
(3 > 0 and rotation 0 ::; 0 < 21l"; € is the k x 1 complex error vector; and XD = [lk' U2] 
is the k x 2 "design matrix". The full Procrustes fit (superimposition) of U2 onto Ul is 
(4.4) 
where ((3,0, a, b) are chosen to minimize 
(4.5) 
When Ul and U2 are the centered pre-shape, the full Procrustes distance is then defined 
as 
(4.6) 
Given a set of n shapes, we can compute their full Procrustes estimate of mean shape 
p, through minimizing (over f..L) the sum of square full Procrustes distances from each 
shape Ui to an unknown unit size mean configuration f..L, i.e. 
n 
p, = arg infI: d~(ui' f..L) 
J.t i=l 
(4.7) 
In [25], a very simple method of calculating the full Procrustes mean shape is provided 
as follows. Given a set of n centered pre-shapes ui(i = 1,2, ... , n), we first compute the 
matrix Su 
n n 
Su = I:(uiui)/(uiui) = I: uiui (4.8) 
i=l i=l 
then the full Procrustes mean shape p, is the dominant eigenvector of Su, i.e. the 
eigenvector corresponding to the largest eigenvalue of SUo In fact, the above mean 
shape computation is the general principal component analysis on the set of n centered 
pre-shapes. 
The non-Euclidean nature of the shape space brings many difficulties to the shape 
analysis. The tangent space is the locally linearized version of the shape space in the 
vicinity of a particular point of shape space which is called the pole of the tangent 
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projection. An average shape obtained from the data set of interest (i.e., the full 
Procrustes mean shape in our method) is usually chosen to be the pole. The centered 
pre-shape formed by k points lie on k - 1 dimensional complex hypersphere of unit 
radius. If most objects in the data set are close to each other in shape, those points on 
the hypersphere are also close to each other. The full Procrustes mean shape computed 
from those shapes will be also close to those points. So a tangent projection to the 
pre-shape sphere constructed with the full Procrustes mean shape as the pole is a good 
linearized local approximation for this data set. Accordingly, the Euclidean distance in 
the tangent space is a good approximation to the full Procrustes distance for the points 
in the vicinity of the pole. The advantage of the tangent space just is that this space 
is Euclidean, which is extremely important and useful for practical shape analysis. 
The Procrustes tangent coordinates of a centered pre-shape u in the tangent space is 
given by 
(4.9) 
where I-l is the pole of the tangent space, i.e. the full Procrustes mean shape of the data 
set. 
Consequently, through using the Kendall shape theory to characterize human body 
contours in motions, we construct an N x K linear shape space, V = {vih=l, ... ,N, 
where N is the number of frames of the motion sequence and K is the number of 
sampled points on each contour, and a distance metric D( Vi, Vj) over this shape space, 
i.e., the Euclidean distance between shapes Vi and Vj. 
4.1.3 Curvature Scale Space 
In practical applications, since the camera is allowed to change its viewpoint with 
respect to the object of interest, the resulting shape of the object may be deformed. 
This deformation can be approximated by affine transformation, and therefore the 
shape descriptor should be affine invariant. On the other hand, in practice, due to the 
capture device having some undesired intrinsic properties, and there existing no perfect 
motion segmentation algorithms, much noise is inevitably imposed on resulting shapes, 
which entails the shape descriptor should be robust to noise. The Curvature Scale 
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Space (CSS) technique is a powerful and popular shape analysis tool that indeed has 
such desired properties discussed above. In [63], a comprehensive presentation about 
the theory and applications of the CSS technique is given. 
A planar curve is a set of points whose position vectors are the values of a continuous , 
vector-valued function. It can be represented by a parametric vector equation 
r(u) = (x(u) , y(u)) , (4.10) 
where u is an arbitrary parameter. The formula of computing the curvature of a planar 
curve from its parametric representation is 
~(u) = x(u)y(u) - x(u)y(u) 
(x2(u) + y2(u))3/2 
where . represents the derivative. 
Given a planar curve 
r = {(x(w) , y(w))lw E [0, I]} 
(4.11) 
(4.12) 
where w is the normalized arc length parameter, and evolved version of that curve is 
defined by 
where 
r a = {(X(u, 0"), Y(u, O"))lu E [0, I]} 
x(u) ® g(u, 0") 
y(u) ® g(u,O") 
where g(u, 0") is a one-dimensional Gaussian kernel with width 0" 
1 2/2 2 g(u,O") = __ e- u a 
0".;2ir 
(4.13) 
(4.14) 
(4.15) 
and ® is the convolution operator. Due to the properties of convolution, the derivatives 
of each component can be calculated as 
x(u) ® gu(u, 0") ( 4.16) 
xuu(u) ® g(u, 0") = x(u) ® guu(u, 0") 
and similar for Yu (u , 0") and Yuu (u , 0"). Since the exact forms of gu (u, 0") and guu (u, 0") 
are known, the curvature of an evolved digital curve r a is given by 
(4.17) 
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As (7 increases, the shape of r 0" changes. The process of generating ordered sequences 
of curves as (7 varies from a small to a large value is referred to as the evolution of r. 
If we locate the curvature zero crossings of r 0" during the evolution, we can display 
the resulting points in a (u, (7) plane. For every (7 we have a certain curve r 0" which 
in turn has some curvature zero crossing points. As (7 increases, r 0" becomes smoother 
and smoother, and the number of zero crossing points decreases. When (7 is sufficiently 
high, r 0" will be a convex curve with no curvature zero-crossings, and the process of 
evolution is terminated. The result of this process can be represented as a binary image 
called CSS image of the curve. From Figure 4.1, we can see the course of the evolution 
of the curve and the final CSS image; and in the CSS image the vertical axis represents 
the scale (7, and accordingly the horizontal axis is u. 
As seen in Figure 4.1, the CSS image consists of several arch-shaped contours, each 
related to a segment on the shape. The shape is finally represented by the locations 
of the peaks of the arch-shaped contours in its CSS image, e.g., the locations marked 
by the symbol "X" in Figure 4.1. Small arch-shaped contours in the CSS image are 
related to noise or small ripples of the curve. For the sake of simplicity, small maxima 
are not included in the final representation. As a result, the CSS image collapses into 
a small feature vector consisting of the locations of K (7-maximum peaks in the CSS 
image sorted in the (7 descending order, i.e., (Uk, (7k)k=l, .. . ,K where (7k > (7k+l. 
(a) Image (b) Contour (c) 0"=1.7 
(d) 0"=2.3 (e) 0"=4 (f) 0"=13.7 
Figure 4.1: The evolution of the curve. 
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A concept of distance between shapes is required to fully define the non-Euclidean shape 
metric space. A simple but efficient distance metric based on the CSS image is addressed 
in [63]. The basic idea behind the CSS matching algorithm is to obtain a coarse-level 
match using the structural features of input curves. Such a matching procedure is 
quick and reliable, since at the high scales of CSS images there are relatively fewer 
features to be matched. The actual features used for matching are the maxima of the 
curvature zero-crossing contours, i.e., the locations marked by the symbol X in the 
Figure 4.1. The reason for using the maxima as features is that they are the most 
significant points of zero-crossing contours: the CSS coordinates of a maximum convey 
information about both the location and the scale of the corresponding contour, which 
records a significant structural (spatial) feature of the shape. Furthermore, the maxima 
are isolated point features and therefore solving the feature correspondence problem is 
relatively simple. This is particularly true at the high scales of the CSS image where 
the maxima are sparse. 
The following is a condensed version of the CSS matching algorithm [63] which includes . 
the basic concepts: 
1. Normalize those coordinates so that the horizontal coordinate u varies in the 
range [0, 1]. 
2. Create a number of nodes corresponding to the possible matches, i.e., the highest-
scale maximum of the test CSS image with each maximum of the model CSS image 
that has a o--coordinate close (within a threshold, e.g. 90%) to the highest-scale 
maximum of the model CSS image. Initialize the cost of each node to zero. 
3. For each node created in the previous step, compute a CSS shift parameter 0: 
using Um = Ui + 0:. 
4. Create two lists for each node created in step 2, initialize the first list of each 
node to contain the highest-scale maximum in the test CSS image, and initialize 
the second list of each node to contain its corresponding scale maximum of the 
model CSS image determined in step 2. 
5. Expand each node once as described in step 6. 
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6. For a node, select the highest-scale maximum in the test CSS image that is not 
in the first list, and shift it to the model CSS image using that node's CSS shift 
parameter computed in step 3. Locate the nearest scale maximum in the model 
CSS image that is not in the second list. The cost of match is defined as the 
Euclidean distance in the model CSS image between the two maxima. If there 
are no more maxima left in the test CSS image, define the cost of match as the 
height of the highest-scale maximum in the model CSS image that is not in the 
second list. Likewise, if there are no more maxima left in the model CSS image, 
define the cost of match as the height of the selected highest-scale maximum in 
the test CSS image. Add the matching cost to the node cost. Update the two 
lists associated with the node. 
7. Select the lowest-cost node. If there are no more test or model CSS image maxima 
that remain unmatched within that node, then return the matching cost of that 
node. Otherwise, go back to step 6 and expand the lowest-cost node. 
From the above description, the strength of the CSS method is clear, which derives 
from several important properties: 
Multi-scale organization results in a natural representation of shape at multiple 
levels of detail, where noise and insignificant object features are filtered out at 
smaller scales and only the prominent shape features surviving to larger scales. 
Consequently, the significance of the shape features can be easily taken into con-
sideration when matching is performed. 
Invariant local features yield a representation that is quite robust to similarity and 
affine transforms as well as local shape deformations. 
Consequently, through using the CSS technology to characterize the human body 2D 
contours in motions, we construct an N x 2K shape space X = (Xl,···, XN f where 
Xi = (Uil' (j i1, ... , UiK, (j iK ), and a distance metric D (Xi, Xj) over this shape space, i.e., 
the CSS matching cost between Xi and X j. 
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4.2 Linear Dynamical System 
As mentioned before, we deem that the spatio-temporal shape variation of an object 
during its movement provides clues about the motion performed by the object. We 
therefore consider that, given a shape sequence that corresponds to a motion, if we can 
find a system that is able to model this saptio-temporal shape variation, we may take 
this system as a model of that motion; and then in recognition, given a test motion 
sequence, we just need to match its similarity with all learned motion models. 
4.2.1 The System Model 
Given a time series of shapes y(t)t=l,,,.,T that correspond to a particular motion, in Sec-
tion 4.1, we have created a shape space where each shape y(t) is numerically represented 
as a feature vector, i.e., in Kendall shape theory, 
1 1 .. K KT y(t)=(ut,vt, ... ,uLv:, ... ,ut ,vt ) t=1,2, ... ,T (4.18) 
where K denotes the number of sampled points on the contour, and (ui, vi) denotes 
the coordinates in the tangent space; or in Curvature Scale Space theory, 
(4.19) 
where K denotes the number of highest-scale peaks in the CSS image, and (ui,cri ) 
denotes the coordinates of those peaks. 
We assumed that the time series of shapes y(t)t=l, ... ,T is a realization from a second-order 
stationary stochastic process. This means that the joint statistics between two instants 
is shift-invariant. This is a severely restrictive assumption that is only meaningful for 
stationary human motions but not for "transient" motions. 
It is well known that a second-order stationary stochastic process with arbitrary co-
variance can be modeled as the output of a linear dynamical system driven by white, 
zero mean Gaussian noise [56J. In our case, therefore, we assume there exist a positive 
integer n, a process {x(t)}, x(t) E ~n, with initial condition Xo E ~n and symmetric 
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positive-definite matrices Q E ~nxn and R E ~mxm, so that 
{ 
x(t + 1) = Ax(t) + lI(t) 
y(t) = Cx(t) + w(t) 
for some matrices A E ~nxn and C E ~mxn. 
lI(t) I'V N(O, Q) 
w(t) I'V N(O, R) 
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( 4.20) 
Human motions are then coded in such linear dynamical systems, which is represented 
by the so-called system parameters, i.e., {A, C, Q, R}. 
4.2.2 Learning the System Model 
In our system, learning the dynamical system must be done in a canonical way to guar-
antee that a particular data set just corresponds to one and only one model. From the 
observation on the model (see Equation 4.20), however, the choice of system parameters 
A, C, Q, R is not unique. There are infinitely such matrices that give rise to exactly 
the same sample paths y(t) originated from suitable initialization. To identify a unique 
model from a given sample path y(t), it is therefore necessary to select a representative, 
which is called a canonical model realization. 
The problem of learning the dynamical system from data is then formulated as follows: 
given measurements of a sample path y(l), ... ,y(r), estimate the system parameters 
A, 6, Q, il, a canonical model of the observations y(t). Ideally, we would want the 
maximum likelihood solution from a finite sample set 
A,6,Q,il = arg max p(y(l), ... y(r)IA,C,Q,R) 
A,G,Q,R 
(4.21) 
Asymptotically optimal solutions of this problem, in the maximum-likelihood sense, 
have been presented in the system identification theory [56]. In particular, the sub-
space identification algorithm N4SID proposed by Van Overschee and De Moor in 
[68] has been implemented as a Matlab toolbox. Moreover, in [78], Soatto et al. 
proposed a closed-form sub-optimal solution to this learning problem. Given Y 
[y(l), y(2), ... ,y(r)] E ~mxT being a sequence of human body contours, and X 
[x(1),x(2), ... ,x(r)] E ~nxT being a state sequence with r > n, let 
Y = [y(1)y(2) ... y(r)] = U~VT (4.22) 
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be the singular value decomposition of the sequence. Then 
o = U 
X(r) = ~VT 
A = ~VTD1V(VTD2V)-1~-1 
(4.23) 
(4.24) 
(4.25) 
[ 0 0 1 [17 - 1 0 1 where D1 = and D2 = . The system process noise covariance 17 - 1 0 0 0 
Q can be estimated from 
, 1 7-1 
Q(r) = -1 L i/(i)i/T(i) 
r - i=l 
(4.26) 
where 
i/(t) = x(t + 1) - ..1.x(t) (4.27) 
Accordingly, the measurement noise covariance R can be estimated in a similar way 
(4.28) 
where 
w(t) = y(t) - Ox(t) (4.29) 
The state transition matrix A and the output transition matrix C are the intrinsic 
characteristics of the model, nevertheless the input and output noise covariances Q and 
R are not significant for the purpose of recognition. 
4.2.3 Distance Between Models 
Through learning over a sequence of human body contours, we construct a space of 
linear dynamical systems where each motion pattern is coded by a set of corresponding 
system parameters ..1.,0, Q, R. To perform recognition in such a space, therefore, entails 
a distance metric between models. Since the parameters of the linear dynamical system 
lie in a non-Euclidean space (even if the model itself is linear), the distance calculation 
between models is non-trivial. Here, we applied three distance metrics that have been 
widely adopted in system identification for comparing ARMA models. These distance 
metrics are based on the so-called subspace angles [67J. Subspace angles between two 
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ARMA models are defined as the principal angles (fh, i = 1,2, ... , n) between the column 
spaces generated by the observability matrices of the two models extended with the 
observability matrices of the inverse models. In [16], a simple method of computing 
the subspace angles between two ARMA models is proposed where the Equation 4.20 
is first converted into a sa-called forward innovation form 
{ 
x(t + 1) = Ax(t) + Kek 
y(t) = Cx(t) + ek 
(4.30) 
where KEiRn is the Kalman gain (see [69], p. 61). Thenthe subspace angles are 
computed based on (A, K, C) which can be provided by the Matlab System Identifica-
tion Toolbox (Le., N4SID algorithm). The state transition matrix A and the output 
transition matrix C are the intrinsic characteristics of the model, nevertheless the input 
and output noise covariances Q and R are not significant for the purpose of recogni-
tion. Soatto et al. [78] therefore proposed a relatively easier approach to computing 
the subspace angles, which is actually the distance between two AR models and gives 
promising results (see the Matlab implementation in Figure 4.2). Then the three dis-
tance metrics can be calculated based on those subspace angles (Oi, i = 1,2, ... , n), Le., 
Marlin distance (dM), gap distance (dg ), and Probenius distance (dF)' 
n 1 
In II -----=...,.--,-
i=l COS2 (Oi) 
sinOmax 
n 
d} = 2 LSin2 Oi 
i=l 
The various distance metrics do not change results significantly. 
4.3 Non-Parametric Hidden Markov Model 
(4.31) 
(4.32) 
(4.33) 
In Section 4.2, linear state space was introduced to model the spatia-temporal shape 
variation in motions where system dynamics, Le., changes in state over time, is as-
sumed to be controlled by a linear difference function and relationship between state 
and measurements is also assumed to be controlled by a linear function. In practice, 
however, this assumption is usually broken since most physical systems are inherently 
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function cosTheta = sbspAngle(A 1, C1,A2,C2) 
[m, n] = size(C1); 
A = [A l' zeros(n, n); zeros(n, n) A2']; 
Q = [C1'; C2')*[C1 C2]; 
X = dlyap(A,O); 
Q11 = pinv(X(1 :n,1 :n»; 
Q12 = X(1 :n,(n+1):(2*n»; 
Q21 = X«n+1):(2*n),1 :n); 
Q22 = pinv(X«n+1):(2*n),(n+1):(2*n))); 
cosTheta = sort(real(eig([zeros(n,n) 011*012; Q22*021 zeros(n,n)]))); 
J = find(cosTheta>1); 
cosTheta(J) = 1; 
J = fi nd (cos Theta <-1); 
cosTheta(J) = -1; 
cosTheta = fliplr(cosTheta«n+1):(2*n))); 
Figure 4.2: Matlab code of Soatto's algorithm computing subspace angles. 
nonlinear in nature. Nonlinear equations are difficult to solve. Alternatively, the hid-
den Markov model (HMM) is a statistical model widely adopted in temporal pattern 
recognition such as speech, handwriting, and gesture, where the system to be modeled 
is assumed to be a Markov process. In recent years, hidden Markov models have been 
increasingly applied to human motion recognition. An excellent introduction to hidden 
Markov models is given in [73J. 
In general, there are two orthogonal categories of the style variability in human motions: 
1. temporal style variation: variations due to how fast or how slow individuals 
perform motions; 
2. spatial style variation: due to the physical constraints of the human body, the 
appearance of the body at corresponding points of time is different for different 
individuals. 
Generally, the way of using HMM to learn a probabilistic model for human motions 
from a sequence of shapes 0 = {01, 02, ... , OT} is first to cluster the sequence into N 
distinct classes in the spatial domain, and then to assign each shape in the sequence a 
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corresponding class index i, where i E [1, N], which is similar to the vector quantization 
in speech recognition using HMMs [73]. Meanwhile, an exemplar (Le., the observation 
symbol) Ei where i = 1,2, ... ,N (e.g., the mean shape) for each cluster is computed 
with assuming that other shapes in this cluster can be transformed from the exemplar. 
The clusters are generally assumed to be the hidden states of the model, and each 
exemplar Ei is considered to be the center of the emission of the state. And the 
probability distribution that an observation Ot t = 1,2, ... , T is generated from the 
state j is computed as follows 
p.(Ot) = _1_e- D2(Ot,Ej)/2a2 J (j/'Fff (4.34) 
where Ej is the exemplar corresponding to the state j, and D( Ot, Ej ) denotes the 
distance of the observation Ot from the exemplar Ej. Then, the initializing and training 
ofthe HMM follows the method presented in [73], which is a variation on the well-known 
K-means iterative procedure for clustering data. 
However, learning the model dynamics is thus coupled with the exemplars, which causes 
the orthogonality between the spatial domain and the temporal domain to be violated. 
On the other hand, in the framework presented above, the exemplar and the distance 
metric are the key factors for the performance of the HMM. However, due to the shape 
descriptor being generally high dimensional, sometimes, it is even impossible to cluster 
data in a meaningful way. And the non-Euclidean nature of the constructed shape space 
with its high dimensionality makes the clustering over it still open. Moreover, since 
there exist no perfect motion segmentation algorithm, the appearance of foreground 
objects automatically extracted frame by frame sometimes varies significantly, even if 
they might be quite similar to each other. This also makes the clustering procedure 
unreliable. The case where there are many spatial styles in a motion results in a large 
number of clusters. However, there are only few data points in each cluster so that the 
learned model specializes to a particular training sequence and has poor generalization. 
In order to overcome the drawbacks presented above, we seek a solution where the 
orthogonality is held and no clustering is needed. We therefore define the hidden states 
are a set of abstract variables that are independent of the exemplars, and we directly 
use all the training data as the exemplars. 
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Given a HMM A = (A, B, 7r), from [73], we know that either random or uniform initial 
estimates of 7r and A are adequate for giving useful re-estimates of these parameters 
in almost all cases. For B, however, a good initialization is helpful in the discrete 
symbol case, and is essential in the continuous distribution case. Nevertheless the fact 
that those abstract state variables are independent of the training data, violates the 
above requirement on the initialization of B. To cope with this problem, we introduce 
an alternative leaning approach which assists the Baum-Welch algorithm [73J with a 
non-parametric kernel density estimation method. 
Given a HMM A = (A, B, 7r) with N abstract states 8 = {81, 82, ... , 8N } and the 
training data V = {vkh=l, ... ,M, generally, M» N. For the traditional discrete output 
HMM, if all the training data is used as the observation symbols, during the train-
ing, each data point will be seen exactly once in one iteration. In other words, the 
observation symbol probability distribution matrix B = {bj(k) = P(vk at tlqt = 8j )} 
has only one entry across each row. This might lead to a problem that the probabil-
ity of observing a certain data point vi might be very small although the probability 
of observing another data point vj that is very similar to vi in shape might be high. 
The reason causing this problem is because the training data are merely treated as 
discrete observation symbols without any genuine feature information (here is shape) 
further involved in the training procedure. We therefore treat the training data as 
the continuous outputs of the HMMs. This entails estimating the probability density 
function (pdf) of the observation probability distribution. On the other hand, our de-
coupled model, which violates the requirement on the initialization of the observation 
probability distribution, entails a solution that compensates this violation during the 
training. 
Generally, most continuous output HMM systems use parametric forms for the pdf es-
timation. Typically, Gaussian mixtures are widely adopted [26][73J. However, in most 
applications, the assumption that the forms of the underlying density functions are 
known, is suspect; the common parametric forms rarely fit the densities actually en-
countered in practice. In particular, all of the classical parameter densities are unimodal 
(have a single local maximum), whereas many practical problems involve multimodal 
densities. Therefore, we apply non-parametric density estimation method in our re-
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search. There are also many other applications of non-parametric density estimation 
such as background subtraction in [28]. 
In the non-parametric density estimation, given the training data V = {vkh=l,.oo,K, a 
density estimate at a fixed data point v is computed as follows 
1 K 
p(v) = K 2: <Ph(D(v,vk)) 
k=l 
(4.35) 
where <Ph is the kernel function with bandwidth h applied to the training data distance 
function D. In our research, we select the Gaussian kernel function [6][26]. Let ~(j, i) 
be the expected number of times in state Sj observing data point vi in one training 
cycle; and ~(j) be the expected number of times in state Sj in one training cycle. So 
we can deduce an estimate of the joint distribution 
1 K ° 
P(Ot = vk, qt = Sj) = K 2: [<ph(D(vk ,v~)) . ~(j, i)] 
i=l 
(4.36) 
Therefore, we can obtain an estimate for the pdf of the observation probability distri-
bution bj(k) 
= P(Ot=vk!qt=Sj) 
= 
P(Ot = vk,qt = Sj) 
P(qt = Sj) 
K k l: [<ph(D(vk, vi)) . ~(j, i)] 
i=l 
= ~(j)/K 
= t[~~J(".'/,)')· <ph(D(vk, vi))] 
~=l .. J 
(4.37) 
( 4.38) 
( 4.39) 
(4.40) 
Based on the definition of ~(j, i) and ~(j), we know that WJ») in Equation 4.40 is exactly 
the estimate of the observation probability distribution bj(k) for the discrete output 
HMM [73]. 
From now on, we integrate the non-parametric density estimation into the traditional 
Baum-Welch algorithm as follows. In the iteration i, 
1. The training data is re-segmented into states based on the current model A(i-l) = 
(A(i-l),B(i-l),7r(i-l)) updated from the previous iteration i -1. The segmenta-
tion is achieved by finding the optimum state sequence via the Viterbi algorithm 
and then backtracing along the optimal path [73]. 
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2. Based on the state re-segmentation, the model parameters are evaluated as follows 
l(i) = {ai' = expected number of transitions .f~om state Si to state Sj} (4.41) 
J expected number of transItIOns from state Si 
B(ili-1) = {b .(k) = expected number of times in Sj observing symbol Vk} 
J expected number of times in Sj 
(4.42) 
n(i) (j) = expected frequency in Sj at t = 1 (4.43) 
3. Feed B(ili- 1) into Equation 4.40 (substitute ~&y) to evaluate the observation 
probability of the training data jj(i). 
4. Feed (l(i) , jj(i), n(i)) into the Baum-Welch algorithm to compute (A(i) , B(i), 7r(i)). 
In the recognition, given a test motion sequence 0 = 0 102 ... OT, and a set of 
learned HMMs {>.1,A2,'" ,An}, we wish to calculate the probabilities P(OIAi) where 
i = 1,2, ... ,n. Then the test motion sequence is assigned a class index c as 
(4.44) 
Accordingly, we should also modify the traditional computation method of P(OIA), i.e., 
the forward procedure presented in [73]. In detail, given a HMM A = (A,B,7r) learned 
from a set of training data V = {vk h=l, ... ,K, and a test sequence 0 = 0 10 2 ... OT, 
in order to compute P(OIA), the probability of the observation Ot at time t given the 
state at time t being qt is computed as 
K K 
P(Otlqt) = L P(Ot, vklqt) = L P(Otlvk)P(vklqt) (4.45) 
k=l k=l 
where P(vklqt) is exactly the observation probability distribution of the learned HMM 
A, which is already known after the HMM training. Now the problem is how to com-
pute P(Otlvk), which is the key factor of calculating P(OIA). In order to reflect the 
probability of the observation with respect to a training data point, we transformed 
their distance into a probability score as follows 
P(OtIVk ) = I + _1_e- D2 (Ot ,v k )/2a2 
(7~ (4.46) 
where the constant I is a lower bound since the distance D might be very large with 
respect to some distance metrics. Then, the traditional forward procedure [73] is per-
formed to evaluate P(OIA) using {P(Otlqt)}t=l, .. . ,T, A, and 71'. 
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4.4 Experimental Results 
To demonstrate the ability of our proposed algorithms to recognize human motions, we 
have performed a large number of experiments. 
4.4.1 Data Acquisition 
In our database, we have captured a number of video sequences showing different people 
performing some natural motions such as "walking", "running", "sitting", "squatting", 
and "bending". These motions are simple but account for a large proportion of human 
daily life. The ability to recognize this type of human motions therefore plays a crucial 
role in many promising applications such as intelligent video surveillance, content-based 
video retrieval, human-computer interaction, and virtual reality. 
During the video capturing, a digital camera fixed on a tripod was used to capture 
motion sequences at a rate of 25 fps. And for the sake of simplicity, there was only 
one person naturally performing the above motions in the field of camera view with-
out any occlusion. Furthermore, all motions were performed in a straight line and in 
an orthogonal viewing angle with respect to the camera's principal ray. The length 
of each sequence varies with the time of a person performing that motion, but the 
average of the whole database is about 60 frames per sequence. The resolution of all 
images is 288 x 352. In Figure 4.3, we show some sampled frames of our database. 
Besides our own database, we also test our algorithm over some other databases 
Figure 4.3: Sampled frames from our database 
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such as the USF database [71], the eMU database [17], and the Gatech database 
(http://www.cc.gatech.edu/cpl/projects/hid/). However, since all of these databases 
belong to DARPA Human Identification at a Distance program, which mainly focus on 
gait recognition, there is only human walking data. 
4.4.2 Preprocessing 
After the video data collection, we performed the motion segmentation to extract mov-
ing people from the rest of image. In detail, the single Gaussian based background 
subtraction algorithm presented in Section 3.1.1 was adopted. After obtaining noisy 
background subtracked results, we applied mathematical morphology (Erosion and Di-
lation), 3x3 median filter, and connected component labeling algorithm to eliminate 
noise. Erosion would eliminate most noise with few supporting pixels. Dilation would 
fill interior holes. And any connected component whose area was less than a threshhold 
T (in our experiments T = 300) was discarded as noise. 
After getting the "clean" binary image, we applied a contour tracing algorithm to 
sample a fixed number of points on the human body contour. In our experiments, the 
number is 250. Then, we normalized the contour points to be translation and scale 
invariant using Equation 4.2. 
4.4.3 Procrustes Shape Analysis 
After the translation-scale normalization, we computed the mean shape for each motion 
class using Equation 4.8 over all sequences being that motion, and then projected them 
into a tangent space with the pole being the corresponding mean shape using Equation 
4.9. The mean shape of each motion class is shown in Figure 4.4. Till now, we have 
prepared our training data for the motion pattern learning. In detail, given a motion 
pattern, we have 
(4.47) 
where On (n = 1,2, ... ,N) is the nth sequence of human body contours in that motion, 
and 
(4.48) 
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where 01 (l = 1,2, ... ,L) is the human body contour at the frame l. The length L of 
different sequences can be variant. 
(4.49) 
where Vm (m = 1,2, ... ,M) is the tangent coordinates of the contour point m, and M 
is the number of sampled points on the contour (250 in our experiments). 
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Figure 4.4: The full Procrustes mean shapes of some motions: walking, running, sitting, 
squatting, and bending. 
4.4.4 Curvature Scale Space 
Similarly, after the translation-scale normalization, we calculated the ess image for 
each contour. As presented in Section 4.1.3, we selected the locations of K a-maximal 
peaks in the ess image, which were sorted in the a descending order, as the repre-
sentation of that contour (see Figure 4.1). Then, we obtained the training data for 
the motion pattern learning, which was also organized as indicated by Equations 4.47, 
4.48, and 4.49. The difference is that here v in Equation 4.49 is the coordinates of one 
peak in the ess image. Some results are shown in Figures 4.5 and 4.6. 
(a) (b) (c) (d) 
Figure 4.5: (a)The original image; (b) The motion segmentation; (c) The binary image; 
(d) The ess image 
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~n II rt 
Figure 4.6: The temporal changes of the CSS images. 
4.4.5 Linear Dynamical System 
As presented in Section 4.2, we assume that any time series of human body contours 
that occur in a particular motion pattern are the output of a particular state space 
model. In other words, that state space representation can be used as the model of 
that motion pattern. Given the form of the state space model being 
{ 
x(t + 1) = Ax(t) + Kek 
y(t) = Cx(t) + ek 
(4.50) 
we need to estimate the model parameters (A, C, K) through fitting the model to the 
observed output data. In control theory, building dynamical models from measured 
data is a classic issue, which is generally called system identification. An excellent 
system identification (SID) toolbox based on [56] has been implemented in Matlab. 
Figure 4.7 shows the main graphical user interface (GUI) of the SID toolbox, which 
facilitates the data analysis and model identification. 
In the System Identification toolbox, observed data are represented as a ndim x nsize 
matrix where ndim denotes the dimensionality of the data set, and nsize denotes the 
size of the data set. In our system, the observed data are sequences of vectorized 
f 
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Figure 4.7: The main GUI of the system identification toolbox. 
human body contours, however in the case of using Procrustes shape analysis to rep-
resent human body contours, the dimensionality of our data set (i.e., the number of 
sampled points on the contour) exceeds the computational capability of SID toolbox. 
Therefore we need to reduce the dimensionality of our data set. The purpose of peA 
is to obtain several principal components to represent the original feature data from a 
high-dimensional space to a low-dimensional eigenspace. Given a training data set of 
a particular motion pattern, we compute its mean 1-£ and covariance matrix~. If the 
rank of ~ is N, we can compute N nonzero eigenvalues AI, A2, . .. ,AN and associated 
eigenvectors el, e2,' .. ,eN using SVD (Singular Value Decomposition). The eigenvec-
tors corresponding to the first few maximal eigenvalues represent the dominant changes 
in the training data. To reduce the dimensionality, we ignore those small eigenvalues 
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and their corresponding eigenvectors based on a threshold T 
k N 
K = argmin(L Ai! LAi > T) 
k i= l i= l 
(4.51) 
After projecting the training data into a linear subspace with a lower dimensionality, 
we feed it into the SID toolbox, and then select a model structure in the Parametric 
Models dialog box (see Figure 4.8), which will be fed into the training data. The 
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Figure 4.8: The parametric models dialog box. 
model structure we chose in our experiments is the state space model 
{ 
x(t + 1) = Ax(t) + Ke(t) 
y(t) = Cx(t) + e(t) 
(4.52) 
The most important structure parameter is the model order, i.e., the dimension of the 
state vector x. There is no simple way to find out "the best model structure"; in fact, 
for real data, there is no such thing as a "best" structure. We therefore experimentally 
evaluate many model orders simultaneously by entering multiple options such as "1:10" 
in the order edit box of the parametric models dialog box shown in Figure 4.8. Then 
the SID toolbox will open a Model Order Selection dialog box showing a graph for 
model order selection (see Figure 4.9) where the singular value corresponding to order 
n is a measure of how much the nth component of the state vector contributes to the 
input-output behavior of the model. A reasonable choice of model order n is one where 
the singular values to the right of n are smaller compared to those to the left. We 
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Figure 4.9: The model order selection dialog box. 
select an appropriate model order, and then the toolbox will estimate the model from 
the measured data. There are two estimation methods: PEM and N4SID. PEM is a 
standard prediction error/maximum likelihood method based on iterative minimization 
of a criterion. N4SID is a subspace-based method that does not use iterative search. 
As mentioned before, there is no simple way to find out "the best model structure"; in 
fact, for real data, there is no such thing as a "best" structure. Therefore, estimating 
a model is just the first step. A more important task is to examine the resulting 
models to see their qualities of fitting the data. The SID toolbox therefore provides six 
Model View functions for obtaining insight into the quality of a model, which is at the 
right bottom of the main toolbox window (see Figure 4.7). Here, we applied just two 
Model View functions: model output and model residuals. A good way of obtaining 
insight into the quality of a model is to simulate it with a fresh input, and compare 
the simulated output with the measured one. This gives an intuitive feeling for which 
properties of the dynamical system have been picked up by the model and which have 
not. This can be obtained by checking the model output box. The data set currently 
in the Validation Data box will be used for the comparison. The fitting quality is 
computed as the root of the mean square value of the difference between measured 
and simulated output. If the model is unstable, or has integration or very slow time 
constants, the levels of the simulated and the measured output may drift apart, even 
for a model that is very good. It is then a good idea to evaluate the model's predicted 
output rather than the simulated one. The predicted value y(t) is computed from all 
:l! 
III 
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available inputs u(s) (s ~ t) (in our experiments there is no input) and all available 
outputs up to time t - k, i.e., y(s) (s ~ t - k). The simulation case, where no past 
outputs at all are used, thus formally corresponds to k = 00. Figures 4.10 and 4.11 
show the model output of one of our tests. Given a walking data set, we partitioned it 
into two subsets where one was used for the model training and another one was used 
for the model validating. Here, we estimated three models with respect to three model 
orders, which were respectively denoted by n4s5, n4s7, and n4s9. Figure 4.10 shows 
the fitting curves of the first three channels of the validation data with three models' 
k = 1 step predicted outputs. It can be seen that three models' predicted outputs are 
all well aligned with the validation data and they have similar fitting qualities. Then 
we changed the validation data to be a running data set. From Figure 4.11, it can be 
seen that the output of three estimated walking models cannot match the data from a 
different motion class, which gives negative fitting qualities. 
In a state-space model 
y(t) = Cx(t) + e(t) (4.53) 
the noise source e(t) represents the part of the output that the model could not repro-
duce. It gives the residuals. For a good model, the residuals should be independent 
of the state x(t). Otherwise, there would be more in the output that originates from 
the state and that the model has not picked up. To test this independence, the cross-
correlation function between state and residuals is computed by checking the Model 
Residuals, which will open the Residual Analysis window to show the results (see 
Figure 4.12). In Figure 4.12, the area between two horizontal dashed lines is called con-
fidence region. For an ideal model, the correlation function should lie entirely between 
the confidence lines. If there is a peak outside the confidence region, that means that 
there is something in the output that originates from the state and that has not been 
properly described by the model. In Figure 4.12, four estimated models were examined, 
where red solid line with diamond marker denoted model pss7 (estimated using PEM 
with model order being 7), blue dashed dot line with triangle marker denoted model 
n4s5 (estimated using N4SID with model order being 5), green dashed line with circle 
marker denoted model n4s6 (estimated using N4SID with model order being 6), and 
purple dashed line with square marker denoted model n4s7 (estimated using N4SID 
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Figure 4.10: Model View - model predicted output v.s. "true" measured output. 
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with model order being 7). From Figure 4.12, it can be seen that pss7 has the best 
quality. 
Through examining estimated models, we select one of them with the best quality, and 
then output its parameters (A, C, K). As presented in Section 4.2.3, given two linear 
dynamical systems, to match their similarities, there are three distance metrics based 
on the subspace angles, i.e., Equations (4.31) - Martin distance, (4.32) - gap distance, 
and (4.33) - Frobenius distance. First of all, we compute the subspace angles between 
two linear dynamical system using the method proposed in [16] whose Matlab code 
is shown in Figure 4.13. The Martin and Frobenius distance metrics do not alter the 
results significantly, however the gap distance is unstable. We show the results using 
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Figure 4.11: Model View - model predicted output v.s. "wrong" measured output. 
the Ftobenius distance (see Equation 4.33). 
Then, we tested the proposed algorithm over our database. The similarity matrices 
computed from the Ftobenius distance for different motions are shown in Figures 4.14 
and 4.15. Figure 4.14 shows the experiments where the human body contour in motion 
is described by Procrustes shape analysis. The experiments where the human body 
contour in motions is described by curvature scale space is shown in Figure 4.15. Ftom 
these figures , it can be seen that the two shape descriptors give similar results. We can 
also notice that the different kinds of walk are very similar to each other, even when 
the person walks with holding an object ("hold walk"). Moreover, walking as a motion 
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89 
pattern is far different from running, sitting, squatting, and bending. Jogging is a kind 
of motion between walking and running. As expected, this nature can be discriminated 
from two figures. The same results are also obtained for running (including "hold 
run"), sitting, squatting, and bending. These experiments convince us that the linear 
dynamical system is a feasible tool for motion recognition. 
The overall results of motion recognition are shown in Table 4.1 and Table 4.2 respec-
tively for Procrustes shape analysis and ess. 118 motion sequences were tested in which 
23 sequences were natural walking, 5 sequences were walking with holding objects, 8 
sequences were jogging, 17 sequences were natural running, 5 sequences were running 
with holding objects, and sitting, squatting and bending were each 20 sequences. In 
our database, jogging is more like running. The classification accuracy was 91.5% when 
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function theta = subspace_angles(Al,Kl,Cl,A2,K2,C2) 
n = size(Al,l); 
m = s;ze(Cl,l); 
A = [ Al zerOS(n,3*n); zeros(n) A2-K2*C2 zeros(n,2*n); 
zeros(n,2*n) A2 zeros(n); zeros(n,3*n) Al-Kl*Cl]; 
C = [ Cl -C2 C2 -Cl ]; Q .. dlyaQ(A' ,C' *c); 
E - eig([zeros(2*n) pinv(Q(1:2*n,1:2*n))*Q(1:2*n,2*n+l:4*n); ... 
p;nv(Q(2*n+l:4*n,2*n+l:4*n))*Q(2*n+l:4*n,1:2*n) zeros(2*n)]); 
E - max(-OneS(SiZe(E~)'E); 
E = m;n(ones(s;ze(E) tE); 
theta = acos(E(1:2*n ); 
Figure 4.13: Matlab code for computing subspace angles between innovation models 
(where dlyap is a function of the System Identification Toolbox). 
using Procrustes shape analysis to represent human body contours, which is better than 
the performance 82.2% of CSS. The reason why CSS does not perform as well as Pro-
crustes shape analysis is that although CSS provides a compact descriptor for human 
body contours without losing the significance of local shape features and is robust to 
noise and affine transformation, the temporal variation of CSS nevertheless describes 
human motions not as well as Procrustes shape analysis since it just records the (u, a) 
coordinates of a few maximum curvature zero-crossing points on the contour, which 
loses much useful global shape information in the case of describing human motions, 
and the temporal variation of the locations of those maximum curvature zero-crossing 
points sometimes is not quite regular, which is seriously affected by the quality of 
motion segmentation. 
4.4.6 Non-Parametric Hidden Markov Model 
In the experiment of testing the proposed non-parametric HMM, each motion pattern 
was modeled by an HMM with a fixed topology (i.e., ergodic) and a fixed number 
of states (9 in our experiments). The training procedure was performed using the 
approach presented in Section 4.3. From Figure 4.16, it can be seen that any random 
selection of the HMM structure and any random initialization of the HMM parameters 
do not affect the fast convergence of HMM training. 
For the non-parametric probability density estimation using a Gaussian kernel function, 
an appropriate choice for the value of band width h is important if a good approximation 
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Walk Run Sit Squat Bend 
Walk 23 0 0 0 0 
Hold Walk 4 1 0 0 0 
Jog 2 6 0 0 0 
Run 1 16 0 0 0 
Hold Run 1 4 0 0 0 
Sit 0 0 18 2 0 
Squat 0 0 3 17 0 
Bend 0 0 0 0 20 
Table 4.1: Recognition rate on our database where the human body contour is repre-
sented by the Procrustes Shape analysis 
Walk Run Sit Squat Bend 
Walk 23 0 0 0 0 
Hold Walk 3 2 0 0 0 
Jog 3 5 0 0 0 
Run 3 14 0 0 0 
Hold Run 2 3 0 0 0 
Sit 0 0 15 5 0 
Squat 0 0 6 14 0 
Bend 0 0 0 0 20 
Table 4.2: Recognition rate on our database where the human body contour is repre-
sented by the Curvature Scale Space 
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Figure 4.14: Similarity matrix for some motions where the human body contour is 
represented by the Procrustes shape analysis. Colder color indicates a smaller distance 
between systems. 
to the true density is to be obtained [6J. For different motion patterns, the band width 
h is different. Figure 4.17 shows the experimental curves of selecting the band width 
h for the walking pattern. We can notice that with the increasing of the value of 
h, the model gradually can not distinguish different motions. This is because when 
h is too large the estimated density is over-smoothed and the bimodal nature of the 
underlying distribution is lost. On the contrary, when h is too small, a great deal 
of structure is present in the estimated density which represents the properties of the 
particular data set rather than true structure in the underlying distribution, i.e., losing 
the generalization. In the figure, we can see that at h = 0.01 the walking model gives 
the best classification results. When h < 0.01, the model training is unstable and the 
performance does not improve significantly. 
Figure 4.18 shows the motion likelihood of five motion classes (walking, running, sitting, 
squatting, and bending) with respect to the walking model. From the figure, it can 
be seen that at the beginning of the motion the walking model can not accurately 
differentiate different motions since no much temporal shape information is involved 
but as the motions carryon with time, the likelihood of the correct motions increases, 
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Figure 4.15: Similarity matrix for some motions where the human body contour is 
represented by the Curvature Scale Space. Colder color indicates smaller distance 
between systems. 
and the likelihood of the other motions decreases as a result of more temporal constrains 
imposed by the HMM. 
Motion segmentation is one of the most important issues in the area of vision-based 
human motion analysis, which is a completely different research topic from the one we 
addressed in Chapter 3. Usually, people continuously perform different motions, and 
the transition between motions is relatively smooth. How to automatically detect the 
point where the person changes his/her motions is still open. Figure 4.19 shows the 
results of one of our experiments where a sequence including walking and sitting is 
analyzed. The transition point is around frame 30 (the frames 1-30 is walking, and the 
rest is sitting). Our proposed system shows some encouraging results. From the figure, 
it can be easily seen that the likelihood of the motion sequence with respect to the 
walking model starts decreasing from frame 30, and accordingly the likelihood of the 
motion sequence with respect to the sitting model starts increasing also from frame 30. 
Moreover, it can be noticed from the figure that the other motion sequences (walking, 
running, sitting, and squatting) with respect to the walking and sitting model also show 
the correct classification results. 
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Figure 4.16: Non-parametric learning of uncoupled HMM with Gaussian kernel. 
We tested our non-parametric HMM algorithm over the same database as the one used 
for testing the linear dynamical system. The overall results of motion recognition are 
shown in Table 4.3. As expected, we obtained 95.8% recognition rate, which is better 
than the linear dynamical system. 
4.5 Conclusions 
In this chapter, we have presented a view-dependent human motion recognition system 
based on statistical shape analysis. We believe that the spatio-temporal shape variation 
of an object during its movement provides many clues about the motion performed by 
the object. Therefore, we respectively applied two shape descriptors, i.e., Procrustes 
shape analysis and Curvature Scale Space (CSS), to numerically represent human body 
2D contours in motions. In order to learn the motion model from the spatio-temporal 
shape variations, we respectively used the linear dynamical system and an improved 
hidden Markov model. Through illustrating a number of experimental results, we 
provide a visual insight into our view-dependent motion recognition system. 
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Figure 4.19: Motion classification results. 
Walk Run Sit Squat Bend 
Walk 23 0 0 0 0 
Hold Walk 5 0 0 0 0 
Jog 2 6 0 0 0 
Run 0 17 0 0 0 
Hold Run 0 5 0 0 0 
Sit 0 0 18 2 0 
Squat 0 0 3 17 0 
Bend 0 0 0 0 20 
Table 4.3: Recognition rate on our database using non-parametric HMMs where the 
human body contour is represented by the Procrustes Shape analysis 
Chapter 5 
View-Invariant Human Motion 
Recognition 
Although much research has been conducted in the field of human motion recognition 
recently, most of that research has merely focused on the view-dependent human motion 
recognition so far, i.e., human motions are captured by a single static camera, and the 
camera axis generally is orthogonal to the human moving direction. Moreover, since 
most visual features currently used for motion recognition are also view-dependent, 
i.e., their values vary significantly with viewing angle, inevitably human motion model 
learned from those features also turns to be increasingly ineffective when the viewing 
angle gradually varies away from orthogonality. In practice, however , a human mo-
tion recognition system is generally required to be able to accurately recognize human 
motions no matter what the viewing angle of input motion sequence is. Obviously, 
view-dependent human motion recognition system cannot achieve this goal. 
Due to the fact that videos are the 2D projection of the 3D world with respect to a 
certain camera, and the human body is highly articulated, view-invariant human mo-
tion recognition is a non-trivial task. While human beings can recognize motions from 
various views easily, finding view-invariant cues for recognition is difficult to replicate 
in computational vision systems. Intuitively, to view-invariantly recognize human mo-
tions, we need to take 3D information into account. To obtain the 3D information of 
the human body, we introduced the multiple camera system. 
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As mentioned in the previous paragraph, finding view-independent cues is the key to 
the view-invariant human motion recognition. In our research, we counted on the 
image-based visual hull. Our view-invariant human motion recognition system consists 
of the following steps: 
1. capture synchronized video sequences in a multiple camera system where the 
cameras are fully calibrated; 
2. extract foreground objects (humans in our research) frame by frame; 
3. construct visual hulls of the foreground objects; 
4. translate the visual hulls into a predefined canonical multiple camera system, and 
follow a predefined canonical human body orientation; 
5. render the visual hulls in the canonical multiple camera system; 
6. human motion learning and recognition. 
The remainder of this chapter is organized as follows. We will give a brief introduction 
to the visual hull in Section 5.1. For why and how we defined a canonical multiple 
camera system and a canonical human body orientation, and how to translate visual 
hulls into the canonical multiple camera system and follow the canonical human body 
orientation, we will seek answers in Section 5.2. In Section 5.3, we will introduce our 
human motion learning and recognizing procedure. The experimental results will be 
presented in Section 5.4. And we will end this chapter with conclusions in Section 5.5. 
5.1 Visual Hulls 
2D shape is one of the most popular visual features used in human motion recognition 
[40][41][42][54][83]. Since an object generally shows significantly different 2D shapes 
when it is observed from different viewpoints, however, 2D shape cannot be simply 
utilized in view-invariant human motion recognition. Intuitively, 3D shape models are 
taken into account. 
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The concept of visual hull was first introduced in [52]. The visual hull of a 3D object S 
is the closest approximation of S. An equivalent statement is that the visual hull of Sis 
the maximal object silhouette-equivalent to S, i.e., which can be substituted for S with-
out affecting an silhouette. Such approximations capture all the geometric information 
given by the set of silhouettes. Visual hull has been widely adopted in a number of 
modeling applications especially in human modeling systems. Its popularity is largely 
due to the fact that straightforward approaches exist and are easy to implement. We 
drew the inspiration from the concept of visual hull that after constructing an object's 
visual hull we can get the 2D shape of the object with respect to any viewpoint using 
image-based rendering. 
In practice, the visual hull is usually computed from a finite number of silhouettes 
that are seen by a set of synchronized pinhole cameras. In detail, the silhouette seen 
by a pinhole camera determines a three-dimensional volume, i.e., silhouette cone that 
originates from the camera's center of projection and extends infinitely while passing 
through the silhouette's contour on the image plane. All silhouette cones exhibit the 
hull property in which they contain the actual geometry that produced the silhouette. 
The visual hull is defined as the three-dimensional intersection of silhouette cones from 
a set of pinhole silhouette images. Many efficient image-based approaches to computing 
the visual hull have been proposed in recent years, such as [29] [57] [58]. In our research, 
exact polyhedral visual hull (EPVH) [29] is utilized. Figure 5.1 shows an example of 
constructing EPVH. The visual hull computed using EPVH is stored as .OFF format, 
which consists of the coordinates of the vertices on the surface and the relationship of 
the polygons on the surface with the vertices. 
5.2 Coordinates Translation 
From the literature review in Chapter 2, we know that there exists a popular scheme 
for view-invariant human motion recognition, i.e., synthesizing the orthogonal view and 
then still using view-dependent recognition algorithms. In Figures 5.2 and 5.3, we give 
a brief demonstration of this kind of scheme. We have discussed the drawback of 
this scheme, i.e. abandoning useful 3D information and inaccurate estimation of the 
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(a) Input Silhouettes (b) Visual Hull 
Figure 5.1: An example of EPVH. 
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Figure 5.2: Estimate virtual orthogonal camera. 
orthogonal view. In our proposed system, therefore, we seek solutions to directly use 
visual hulls as observations for view-invariant human motion recognition. 
Visual hulls computed using EPVH [29] contain objects' 3D information with respect 
to a certain multiple camera system where the cameras are fully calibrated. The 3D 
information includes the coordinates of surface vertices, and the relationship of surface 
polygons with surface vertices. However, this representation is not easy to use due to 
its high dimensionality and complexity, so we simply represent a visual hull by a set 
of 2D silhouettes from which the visual hull is built, see Figure 5.1. This represen-
tation facilitates the distance metric between two visual hulls, i.e., directly matching 
their corresponding 2D silhouettes view-by-view. Obviously, this matching scheme is 
seriously conditioned on the view correspondence between two visual hulls. Since a 
5.2. Coordinates Translation 101 
Figure 5.3: Rendered orthogonal views. 
silhouette of an object is the 2D projection of that object with respect to a certain 
camera in the 3D world, the correspondence between representations is affected by two 
factors: the multiple camera system in which the set of silhouettes are captured; the 
orientation of the object in the scene. The first factor is straightforward, see Figure 
5.4. There is generally no view-by-view correspondence between two sets of silhouettes 
-
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Figure 5.4: Two multi-camera systems with different number of cameras and spread 
styles. (a) has ten cameras; (b) has eight cameras. 
respectively captured from two different multi-camera systems. To solve this problem, 
we determined a common multiple camera system, and then render all constructed 
visual hulls in it. The second factor is a little more complicated. We explain it with 
the following example. In a multiple camera system, given that a person keeps his/her 
body pose and only changes his/her body orientation, due to the fact that 2D shape is 
seriously sensitive to the viewing angle, correspondingly his/her silhouette with respect 
to a certain view also changes. In other words, even if the actual 3D shapes of the two 
constructed visual hulls are the same and they are positioned into a common multiple 
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camera system, the view correspondence is also affected by the visual hull orientation 
in the multiple camera system. From Figure 5.5 it can be easily understood. To cope 
with this situation, we defined a canonical human body orientation in the canonical 
multiple camera system, and then rotated all constructed visual hulls to follow it. 
-
t ~ I~' ~ ,t 
,t ~ ~ j, t 
(a) (b) 
Figure 5.5: In the same multi-camera system, by contrast with (a) the subject changed 
his moving direction in (b) , although the 3D shapes of the subject in (a) and (b) are 
quite similar, the constructed visual hulls ' orientation changed, and correspondingly 
two sets of silhouettes cannot be compared view-by-view. 
In a multiple camera system, a world coordinate system is predetermined before the 
calibration. This world coordinate system can be determined randomly. Once it is 
determined, after the calibration, there will be a certain camera calibration matrix 
associated. The computation of EPVH [29J will use this camera calibration matrix. 
As mentioned before, visual hulls computed using EPVH consist of the coordinates of 
surface vertices, and the relationship between surface polygons and surface vertices. 
In other words, those visual hulls are located in a world coordinates system that de-
termines the calibration matrix used for their computation. In order to make our 
multi-silhouette visual hull representation workable, we must therefore "normalize" all 
the visual hulls into a common world coordinate system before we can learn the mo-
tion model from them. Without losing any generality, the common world coordinate 
system is determined as follows: the X oZ plane denotes the ground plane; the Y axis 
denotes the vertical positive direction; the Z axis denotes the canonical human body 
orientation in motions; the X axis is then determined in terms of right-hand rule. Here, 
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the definition of the axis Z is a key point, which is generally a time-varying value in 
motions. That is, the direction of the axis Z relies on the human body orientation at 
each instant of time in motions, which is concretely explained as follows. In our exper-
iment, without losing any generality we randomly selected a set of data, and then took 
the multiple camera system where the set of data was captured as the canonical multi-
ple camera system and its world coordinate system as the canonical world coordinate 
system (i.e., the one defined above) . In the data set, people all move in a straight line 
aligned exactly with the Z axis of the canonical world coordinate system. Therefore, 
we chose the direction of the axis Z of the canonical world coordinate system as the 
canonical human body orientation in motions. 
Based on the above presentation, our "normalization" work is in fact a coordinate 
translation between two coordinate systems. As a result, all visual hulls should stand 
straightly on the X oZ plane of the canonical world coordinate system; and their orien-
tations should be aligned with the axis Z of the canonical world coordinate system. To 
rotate the constructed visual hulls to align with the canonical human body orientation, 
we defined a local human body coordinate system as follows: its origin is situated at the 
intersection where the vertical line through the visual hull's centroid crosses the ground 
plane; its Y axis denotes human body upright direction, which is represented by the 
eigenvector that corresponds to the largest eigenvalue of principal components analysis 
(PCA) over the visual hull 's surface vertices; its Z axis is aligned with the orientation 
that human body faces; its X axis is finally determined based on the right-hand rule. In 
the "normalization", there are generally two steps of coordinate translations. We first 
translate visual hulls from the world coordinate system where they are constructed into 
the canonical world coordinates system; then we rotate them from their local coordinate 
system into the canonical world coordinate system in the case that their orientations 
are not aligned with the Z axis of the canonical world coordinate system. It can be 
seen that the local human body coordinate system is just a rotation of the canonical 
world coordinate system about the Y axis. For the relative rotated angle, we need to 
estimate the visual hull's orientation at each time instant. We have developed a simple 
but efficient algorithm for the moving trajectory analysis to help this estimation. In 
our research, we made an assumption that there is only one person moving in the scene. 
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Based on this assumption, we can easily obtain the moving trajectory. We compute 
the mean values of (X, Y, Z) of the visual hull's surface vertices as the centroid, i.e., the 
position of the human in the world coordinate system at that time instant. Given the 
centroids of a visual hull in two consecutive frames ft and ft+l' we estimate the motion 
of the visual hull between t and t+ 1 by Ilf = ft+l - It. Under the assumption that the 
motion is parallel to the X oZ plane, we consider the projection of b.f onto the ground 
plane as the motion vector. When the person is moving in an approximately straight 
direction, we can fit a straight line z = mx + b to the noisy centroid observations. This 
is done by solving a linear least-squares optimization problem. For a general trajec-
tory, we applied a data association based Kalman filter to recover the centroid path 
(presented in Section 3.2). After finding the motion trajectory, we evaluate the tangent 
at each time instant as the visual hull's orientation. It can be seen that in our system 
we also just did a coarse motion trajectory estimation as [12][33][47J. However, unlike 
merely using a synthesized 2D view, in our system, we rendered multiple 2D views to 
implicitly represent the 3D information. This processing gives our system the ability 
to compensate for the inaccurate motion trajectory estimation. 
Given the orientations of visual hulls at each time instant, we can perform the rotation 
between the local human body coordinate system and the canonical world coordinate 
system (see Appendix B). 
Consequently, we translated all the constructed visual hulls into a common multiple 
camera system with a common world coordinate system, and make them face a common 
orientation. Then, we rendered those visual hulls to get a new set of silhouettes. In 
this way, the multi-silhouette representation of the visual hull is feasible. The view 
correspondence is guaranteed. 
5.3 Recognition 
As presented before, in our research, we consider image-based statistical shape models 
that can be directly matched to observed image features. Given multi-view silhouettes 
from a set of calibrated cameras, a visual hull can be recovered to model the 3D shape 
of the observed object. By building a statistical model of these multi-view silhouettes, 
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an implicit 3D shape representation that can be used for view-invariant human motion 
recognition is created. 
Through the coordinate translation presented in 5.2, all the constructed visual hulls 
are "normalized" into a common shape space where each visual hull is represented by a 
set of silhouettes. We represent the silhouette as sampled points on its closed contour. 
Then, the shape vectors of all the views are concatenated in terms of a common order 
to form a single vector in the input space. That is, given a set of contours Ck each of 
which has n points and corresponds to one of the K views, 
(5.1) 
a visual hull is then represented as a 2K n-dimensional multi-view observation vector 
0, 
(5.2) 
It can be seen that our multi-silhouette representation for the visual hull has very high 
dimensionality. For example, a visual hull is computed from a set of 10 silhouettes each 
of which is represented by a closed contour with 250 sampled points, so the dimension-
ality of its representation is 250 x 2 x 10 = 5000. Learning motion models from such 
high dimensionality entails a large database, however collecting such database is costly 
in resources and effort given the current state of the art in motion capture and segmen-
tation, and at the end the "ground truth" could still be imprecise. In [32], Grauman 
et al. gave a comprehensive presentation that, if the vector of observed contour points 
of a 3D object resides on a linear manifold, then the affine projections of that shape 
also belong to a linear manifold, at least for the case of affine cameras. Therefore, 
when the variation in a set of 3D objects is well approximated by a linear manifold, 
their multi-view projections will also lie on a linear manifold. For more general object 
classes, object variation may only locally lie on a linear manifold, correspondingly a 
mixture of manifolds can be used to represent the shape model [19][32]. We thereby 
use principal components analysis (peA) to project the observation into a linear space 
with much lower dimensionality. 
As one of mathematical tools for time series analysis, Hidden Markov Model (HMM) 
has proved robust by its wide adoption in human motion recognition, e.g. [42][65][83]. 
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In our research, therefore, we learn a HMM with mixture of Gaussians outputs for each 
motion class. The types of our HMMs are determined experimentally, i.e. ergodic, 
fully connected or left-right topology, the number of states, and the number of mixture 
components for each state. Our HMMs are learned from the PeA-based linear subspace. 
5.4 Experimental Results 
Our experiments were carried out following the steps presented at the beginning of this 
chapter. Since the shape model learned from examples is generally weak in that its 
ability to accurately represent the whole space of the object class depends heavily on 
the available training data, for the human motion recognition system based on shape, 
a large data set for the model training is crucial. Moreover, the training data must be 
"clean", otherwise the model could fit the bias of a particular segmentation algorithm. 
However, as mentioned before, it is costly to prepare a large data set for training. In our 
system, besides the existing real human motion data, we therefore synthesize virtual 
human motion data for training HMMs. We used POSER - a commercially available 
human animation software - which allows us to design realistic human models, animate 
human models, and render textured images or silhouettes from any interested point of 
view. Moreover, we also use Autodesk 3DS Max with which we designed realistic human 
mesh models, fitted a 3DS Max-embedded skeleton model to the human mesh model, 
fed the skeleton model with the motion capture data to drive the human mesh model, 
built a multi-camera system, and finally rendered the silhouette. Our goal is to train 
motion models using the combination of real and synthetic data, but in recognition to 
test the models using real motion sequences. 
Since synthesizing virtual human motion data using POSER and 3DS Max is a time-
consuming work, and needs many professional skills for creating realistic human mo-
tions. So far, we only generated a large synthetic walking and running data set of 
multi-view input, where human models were created with different anatomical shape 
parameters such as male and female, children and adults, etc; walking and running 
were built with different manners such as the phase of a walking or running cycle, and 
the stride. The orientation of the model in motions was set up randomly in order to 
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test the ability of our coordinates translation algorithm. 
In our data sets, the real human motion data is captured by a multi-camera system 
which comprises ten cameras surrounding the scene at approximately the same height, 
and is fully calibrated. 
The requirement that the training data must be "clean" entails good foreground extrac-
tion. The background subtraction algorithm used in our experiments is based on the 
notion of codebook model proposed in [50]. After obtaining noisy foreground masks, 
we used the morphological "open" and "close" algorithms, the median filter, and the 
connected components labeling algorithm to eliminate most noise and shadows, and 
smooth the silhouettes. Then, a contour tracing algorithm was applied to uniformly 
sample a fixed number of points along the silhouettes. All contour points are normalized 
to a translation and scale invariant input coordinates system. The complete represen-
tation is then the vector of concatenated multi-view contour points, see Equation 5.2. 
In our real data sets, each view is a 720 x 576 image, and 250 points are sampled from 
each contour. 
After obtaining cleaned silhouettes, visual hulls for each frame are constructed using 
EPVH [29] with respect to their own camera calibration matrix. Since the visual hulls 
are in various orientations or in different world coordinates systems, we translated them 
into the canonical world coordinates system and rotated them to follow the canonical 
orientation. In Figure 5.5, two frames were both in the canonical world coordinates 
system. In Figure 5.5(a), the human body's orientation is well aligned with the canon-
ical orientation. However in Figure 5.5(b), the person changed his moving direction. 
Therefore, it can be easily seen from the constructed visual hull and the captured 2D 
silhouettes that although the 3D shape of the body in Figure 5.5(b) is very similar to 
Figure 5.5(a) we cannot match two visual hulls through the multi-silhouette represen-
tation. Therefore, through using the algorithm presented in Section 5.2, we rotated 
the constructed visual hull of Figure 5.5(b) to follow the canonical orientation, and 
rendered it under the same multi-camera system. In Figure 5.6, the rotated visual 
hull (see Figure 5.6(a)) has been well aligned with the canonical orientation in contrast 
with that in Figure 5.5(b). We then positioned it into the same multi-camera system, 
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and rendered it. In comparison with Figure 5.5(a), the resulting multiple views (see 
Figure 5.6(b)) clearly reflect the truth that in Figure 5.5 the 3D shape of Figure 5.5(a) 
actually is very similar to Figure 5.5(b). For the human motion data captured from a 
multi-camera system different from the canonical one, we first constructed their visual 
hulls, and then positioned them into the canonical multi-camera system to render, see 
Figure 5.7. 
(a) (b) 
Figure 5.6: (a) shows the rotated version of the visual hull in Figure 5.5(b), which has 
been well aligned with the canonical orientation; (b) shows the rendered multiple views 
under the same multi-camera system, from which it can be easily seen that the rotated 
version well reflect the nature that in Figure 5.5 the 3D shape of Figure 5.5(a) actually 
is very similar to Figure 5.5 (b) . 
After "normalizing" all the constructed visual hulls into the common multi-camera 
system and obtaining their rendered multiple silhouettes, we built an observation space 
for each motion class where each data point is a vector of concatenated multi-view 
contour points as follows, 
(5.3) 
where 0i = (Cl,C2"",cK)T, 1 ~ i ~ N, and Cj = (x{,y{,~,~, ... ,x~,y~)T, 1 ~ 
j ~ K. N denotes the number of training data for a motion class; K denotes the 
number of views; n denotes the number of sampled contour points, which is 250 in our 
experiments. Obviously, our observation space has very high dimensionality 2K n = 
5000. It is necessary for learning over such high dimensionality to have a large data 
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(a) (b) 
Figure 5.7: (a) Human motion data captured from a multi-camera system different 
from the canonical system. The visual hull is computed from the multiple silhouettes, 
and then is positioned into the canonical system to render, see the rendered views in 
(b). 
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Figure 5.8: PCA visualization of the observation and K-Means clustering result. 
set, i.e. N in Equation 5.3. Although we used 3D human animation software to 
synthesize virtual motion data, it is still not sufficient. Therefore, we applied principal 
components analysis (PCA) to project the observation space into a linear subspace with 
a much lower dimensionality of 200. Figure 5.8 shows the first three components of the 
linear subspace, and a K-means clustering over it, which implies the interpretability of 
the linear subspace. 
Up to now, we have prepared the training data for the motion model learning. We 
then applied HMMs with mixture of Gaussians outputs whose maximum likelihood 
parameters are computed using expectation maximization algorithm. The types of 
our HMMs are determined experimentally, i.e. ergodic, fully connected or left-right 
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topology, the number of states, and the number of mixture components for each state 
(see Figure 5.9) . In recognition, test motion sequences were also captured from multi-
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Figure 5.9: HMM training curve. 
camera systems. We did the same processing on them, i.e. first "normalized" the 
constructed test visual hulls into the canonical world coordinates system and aligned 
them with the canonical orientation, and then rendered them to obtain their multi-
silhouette representation which is comparable with the training silhouettes. For a test 
sequence 0 , to recognize what motion it represent, we first respectively project it 
into every linear subspace which was respectively used for training the HMM of the 
corresponding motion class. Given (.AI , .A2,··· ,.An) as n motion classes learned in our 
system, the true classification c is then evaluated as c = arg max P(OI.Ai). Since in 
l ~~~n 
each frame we check if the orientation of the visual hull is aligned with the canonical 
one, our recognition system is therefore independent of the moving direction. That 
is, even if people randomly change their moving directions constantly, our system can 
continuously recognize them. The classification results are shown in Table 5.1. 
5.5 Conclusions 
In this chapter, we have proposed an image-based shape model for view-invariant human 
motion recognition. Image-based visual hull explicitly represents the 3D shape of the 
object, which is computed from a set of silhouettes seen by multiple calibrated cameras. 
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Walking Running Sitting Squatting Bending 
Walking Straight Line 13 0 0 0 0 
Walking Turn Left 7 0 0 0 0 
Walking Turn Right 7 0 0 0 0 
Random Walking 7 0 0 0 0 
Female Sexy Walking 2 0 0 0 0 
Child Walking 1 0 0 0 0 
Shuffle 4 0 0 0 0 
Hold Walking 4 0 0 0 0 
Jog 2 5 0 0 0 
Running Straight Line 0 6 0 0 0 
Running Turn Left 0 6 0 0 0 
Running Turn Right 0 6 0 0 0 
Random Running 0 6 0 0 0 
Hold Running 0 4 0 0 0 
Sitting 0 0 4 0 0 
Squatting 0 0 0 8 0 
Bending 0 0 0 0 5 
Table 5.1: Recognition rate on our database 
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We then use the set of silhouettes to represent the visual hull. Due to the fact that a 
silhouette is the 2D projection of an object in the 3D world with respect to a certain 
camera, which is sensitive to the point of view, our multi-silhouette representation for 
the visual hull entails the view correspondence. To keep the correspondence, therefore, 
we define a canonical multi-camera system and a canonical human body orientation in 
motions. We then "normalize" all the constructed visual hulls into the canonical multi-
camera system, align them to follow the canonical orientation, and render them. The 
resulting views therefore satisfy the requirement of the correspondence. In our multi-
silhouette representation, each silhouette is represented as a fixed number of sampled 
points on its closed contour. Therefore, the 3D shape information is implicitly encoded 
into the concatenation of multiple contours. Since the multi-silhouette representation 
has very high dimensionality, we apply principal components analysis (peA) to project 
observations into a linear subspace with much lower dimensionality. Each motion class 
is then learned by a Hidden Markov Model (HMM) with mixture of Gaussians outputs. 
Experiments using our algorithm over some data sets give encouraging results. 
Chapter 6 
Conclusions 
In recent years, human motion analysis has increasingly become one of the most active 
research areas in computer vision, which is motivated by a wide spectrum of promis-
ing applications such as intelligent visual surveillance, content-based video retrieval, 
human-computer interaction, and so on. Vision-based human motion analysis aims at 
attempting to detect, track and identify humans from image sequences or videos, and 
then to recognize their motions. 
In this thesis, we presented our research on human motion analysis. Concretely, we 
implemented two motion segmentation algorithms and a visual human tracking system. 
The main efforts of the work in this thesis were to propose two novel approaches to 
view-dependent human motion recognition based on statistical shape analysis, and to 
propose an image-based 3D shape model for view-invariant human motion recognition. 
6.1 Contributions 
The main contributions of this thesis are: 
• Propose a view-dependent human motion recognition system where human body 
2D contours in motions are represented respectively by two shape descriptors: 
Procrustes shape analysis and curvature scale space, the motion models are then 
learned from the spatio-temporal changes of the human body 2D contour using 
113 
, 
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linear dynamical system, and finally the recognition is performed using the dis-
tance between linear dynamical systems. Through the experiments, our proposed 
systems both give encouraging results. The recognition rate is 91.5% when human 
body 2D contours are represented by Procrustes shape analysis, which slightly 
surpasses the performance 82.2% of using curvature scale space . 
• Propose an improved HMM based algorithm to learn the shape dynamics for 
view-dependent human motion recognition, where we introduce a non-parametric 
HMM approach that uses continuous output HMMs with arbitrary states (decou-
pled from training data) to learn the shape dynamics directly from large amounts 
of training data where a non-parametric kernel density estimation algorithm is 
applied to learn the observation probability distribution in order to compensate 
for the uncertainty introduced by those arbitrary hidden states. This optimizes 
the HMM training procedure. Through the experiments, our proposed system 
gives more accurate recognition results 95.8% than that of using the linear dy-
namical system. Moreover, our method shows some interesting results when used 
to find the motion changing point . 
• Propose an image-based shape model for view-invariant human motion recogni-
tion. We use a set of 2D silhouettes to implicitly represent the visual hull. Due to 
the fact that a silhouette is the 2D projection of an object in the 3D world with 
respect to a certain camera, which is sensitive to the point of view, our multi-
silhouette representation for the visual hull entails the correspondence between 
views. To guarantee the correspondence, we define a canonical multi-camera sys-
tem and a canonical human body orientation in motions. We then transform all 
the constructed visual hulls into the canonical multi-camera system, align them 
to follow the canonical orientation, and finally render them. The rendered views 
thereby satisfy the requirement of the correspondence. In our visual hulls repre-
sentation, each silhouette is represented as a fixed number of sampled points on 
its closed contour, therefore, the 3D shape information is implicitly encoded into 
the concatenation of multiple 2D contours. Each motion class is then learned by a 
Hidden Markov Model (HMM) with mixture of Gaussians outputs. Through the 
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experiments, our proposed system gives encouraging results. On our database, 
the recognition rate is 97.9%. Moreover, experimentation on subsets of canonical 
views shows that for specific views and view combinations 100% recognition rate 
could be achieved. 
6.2 Summary of Work 
In Chapter 3, we addressed two issues, motion segmentation and visual tracking. 
Conditioned on the assumption that the video is captured from a stationary camera 
and the background scene is relatively static or changes only slowly in contrast with 
foreground objects of interest, the statistics of the value of each pixel location can be 
modeled by a single Gaussian. When the difference of the new incoming value from 
the mean of the Gaussian model is greater than a predefined threshold, the pixel is 
classified as foreground. Based on this analysis, we implemented a single Gaussian 
based background subtraction algorithm. The R, G, and B channels of each pixel 
location were respectively modeled by a single Gaussian from a sequence of images 
where there was not any foreground objects of interests. Changes in illumination and 
noise introduced by cameras can cause the trained background model fail. Therefore, 
the background model was adapted online using simple recursive updates in order to 
cope with such problems. Here, illumination changes are assumed to occur slowly 
relative to object motion. At each iteration, the adaptation was performed only at 
pixel locations that were classified as background. The assumption that illumination 
changes slowly is violated when the change is due to shadows cast by people moving 
in the scene. Ideally, we would like our background subtraction method not to label 
such regions of shadow as foreground. Based on the observation that an area cast into 
shadow often results in a significant change in intensity but without much change in 
chromaticity, we first converted RGB value into chromaticity, and then modeled each 
pixel location's chromaticity by the single Gaussian. Adaptive background subtraction 
was performed as before but using chromaticity values instead of RGB values. 
In practice, however, some background pixels can violate the single Gaussian assump-
tion because of jitter or small "micro-motions" such as leaves moving on a tree or 
116 Chapter 6. Conclusions 
waves on water. These changes occur on a short timescale, and so cannot be handled 
using online adaptation. Instead they can be considered to give rise to multi-modal, 
stationary distributions for the pixels' values. For this kind of distributions, a mixture 
of Gaussians could be an appropriate option. Each pixel location was modeled by a 
mixture of Gaussians in which each component represented a distinctive cluster. Since 
the cluster can shift dramatically over time and multiple processes at the same pixel 
location can introduce different distinctive clusters, as the single Gaussian model, the 
background model was adapted online using recursive updates. A new pixel value will, 
in general, be produced by one of the components of the mixture model, and then used 
to update that component. If none of the components match the pixel value, it will 
give rise to a new component. The existing component with least prior weight will be 
replaced. In the mixture model, those Gaussian components with the most supporting 
evidence and the least variance are regarded as background components. If the new 
incoming pixel value matches one of the background components, it will be assigned as 
background and then used to update the background model. 
There exists no perfect motion segmentation algorithm. Much noise still exists in the 
raw resulting image. We applied some image processing algorithms, such as morphology-
based operations, median filter, and connected component analysis, to eliminate the 
noise. 
Visual tracking naturally follows motion segmentation. We implemented an effective 
tracker based on multiple visual features. The centroid of foreground object was tracked 
by Kalman filter over time conditioned on the assumption that the object undergoes 
movement with a constant acceleration that is normally distributed, with zero mean 
and standard deviation. The Kalman filter was then constructed based on Newton's 
laws of motion. To assign foreground objects detected in the new frame to models 
tracked in the past frame, we built a hybrid appearance model for each foreground 
object that included a color model and a shape model. We respectively applied the 
histogram and the mixture of Gaussians to model the color distribution of foreground 
object. The shape information of foreground object was simply modeled by the aspect 
ratio of the bounding box. In order to cope with variations caused by viewing geometry 
conditions, illumination, and cameras, the color and shape model were adapted online 
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using simple recursive updates. At each frame, the proposed tracker was performed 
step by step as follows: 
1. Calculate centroids of foreground objects; construct the appearance model (in-
cluding color and shape) for each foreground object; 
2. For each tracked model (motion and appearance), compute its distance with 
those detected foreground objects that fall in the validation gate estimated by 
the tracked motion model; 
3. If find a detected object matches a tracked model, then use the detected object 
to update the tracked motion and appearance model; 
4. If cannot find a match for a detected object, then regard it as a new appearing 
object and initialize the motion and appearance model for it. 
In Chapter 4, we proposed a novel view-dependent human motion recognition algorithm 
based on statistical shape analysis. We believe that spatio-temporal shape changes in 
a motion provide many clues for recognizing that motion. The shape information 
was represented by a fixed number of sampled points on the 2D contour. The sampled 
points were normalized into a common coordinate system for the purpose of translation 
and scale invariance, and were then analyzed using the Procrustes shape analysis to 
project into an local approximated linear space, i.e., tangent space, where the Euclidean 
distance can be used to measure the similarity between shapes. Representing the shape 
in this way, each data point has a very high dimensionality. Therefore, we projected our 
data set into a linear subspace with lower dimensionality using principal component 
analysis before learning motion models from it. After the dimensionality reduction, 
we applied the linear dynamical system to model the spatio-temporal shape variation 
based on the assumption that a time series of shapes is a realization from a second-order 
stationary stochastic process. Given the system output, learning the dynamical system 
must be done in a canonical way to guarantee that a particular data set just corresponds 
to one and only one model. Therefore, we borrowed the methods widely adopted in the 
system identification theory, which has been implemented and included in Matlab as a 
toolbox. In recognition, the linear dynamical system modeling the test sequence was 
, 
118 Chapter 6. Conclusions 
constructed and then matched with referential motion gallery. The matching entails a 
distance metric between linear dynamical systems. In the system identification theory, 
a set of subspace angle based distance metrics are provided to measure the similarity 
between linear dynamical systems. 
The curvature scale space technique is a powerful shape analysis tool, which provides 
a compact descriptor being invariant to affine transformation and robust against noise. 
We computed the ess image for each human body contour, and numerically represented 
it using the peak coordinates of arch-shaped contours in the ess image. Each arch-
shaped contour in the ess image related to a segment on the contour. Those small 
arch-shaped contours in the ess image are related to noise or small ripples of the curve, 
which are filtered out at lower scales. For the sake of simplicity, small maxima are not 
included in the final representation. As a result, the ess image collapses into a small 
feature vector consisting of the locations of maximal peaks in the ess image sorted in 
the scale descending order. The motion model learning and recognition were performed 
as before but using ess coordinates instead of tangent space coordinates. 
Using the linear dynamical system to learn the motion model from the spatia-temporal 
shape variation is conditioned on the assumption that both the system dynamics (i.e., 
state changes state over time) and the relationship between state and measurements 
are controlled by a linear difference function. In practice, however, this assumption is 
usually broken since most physical systems are inherently nonlinear in nature. Nonlin-
ear equations are difficult to solve. Alternatively, hidden Markov model is a statistical 
model where the system to be modeled is assumed to be a Markov process, which has 
been widely adopted in temporal pattern recognition. In using the traditional exemplar-
based HMM to learn a probabilistic model from a sequence of shapes, the hidden states 
are typically coupled with the exemplars, which will bring many undesired problems in 
the HMM learning procedure. We introduced a non-parametric HMM approach, which 
used discrete HMMs with arbitrary states decoupled from training data, to learn the 
shape dynamics directly from large amounts of training data where a non-parametric 
kernel density estimation algorithm was applied to learn the observation probability 
distribution in order to compensate for the uncertainty introduced by the arbitrary 
hidden states. This optimized the HMM training procedure. 
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Through the experiments on our database, our proposed view-dependent human motion 
recognition systems both give encouraging results, where the non-parametric HMM 
method surpasses the linear dynamical system due to its more general assumptions. 
Since our motion models are learned from the spatio-temporal variation of the human 
body 2D contour, however, we must be able to obtain a "clean" human body contour 
at each frame. Otherwise, the motion models will be specialized to some particular 
data set from which they are trained. Therefore, our proposed systems are not suitable 
in the scenario where the foreground objects of interest are low resolution, since we 
cannot get an informative human body shape at each frame. 
In Chapter 5, we presented a novel approach to view-invariant human motion recogni-
tion. To realize view invariance, multi-camera system was introduced. The visual hull 
explicitly represents the 3D shape information of an object, which is computed from a 
set of 2D silhouettes seen by multiple synchronized and calibrated cameras. Since the 
data structure of visual hull is inappropriate to use because of its high dimensionality 
and complexity, we simply represented a visual hull by a set of 2D silhouettes from 
which the visual hull is computed. This implicit representation facilitates the distance 
metric between two visual hulls, i.e., directly matching their corresponding 2D silhou-
ettes view-by-view. Obviously, this matching scheme is seriously conditioned on the 
view correspondence between two representations. Since a silhouette of an object is 
the 2D projection of that object with respect to a certain camera in the 3D world, the 
correspondence between representations is affected by two factors, i.e., camera views 
and object orientation. In practice, the data may come from different multi-camera 
systems; and the people in the scene may have different orientations. To keep the view 
correspondence, we defined a canonical multi-camera system and a canonical human 
body orientation in motions. We then "normalized" all the constructed visual hulls into 
the canonical multi-camera system, aligned them to follow the canonical orientation , 
and finally rendered them. The resulting views whereby satisfied the requirement of 
the correspondence. In our multi-silhouette representation, each silhouette was repre-
sented as a fixed number of sampled points on its closed contour. Therefore, the 3D 
shape information is implicitly encoded into the concatenation of multiple contours. 
Each motion class was then learned by a Hidden Markov Model (HMM) with mixture 
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of Gaussians outputs. 
Through the experiments on our database, our proposed view-invariant human motion 
recognition system gives encouraging results. However, our system has a serious limita-
tion. That is, the test data must be also captured from multiple cameras, since we need 
to construct the visual hull. This scheme is obviously not quite practical. For example, 
in a real video surveillance system, there is generally only one camera installed for one 
spot, and no viewing geometry information is known. The practical system is therefore 
required to be able to recognize human motions no matter what viewing angle of the 
input video is. Our system is not suitable in this kind of scenario. On the other hand, 
since our system relies on a movement trajectory estimation to compute the visual 
hull's orientation, we therefore need to be able to recover a meaningful trajectory. For 
example, when a person jumps up and down or turns around just at the same place, 
our system cannot obtain a correct orientation from the trajectory recovered from this 
kind of motion. 
6.3 Future Work 
In this thesis, our human motion recognition are all based on shape analysis. For 
the sake of simplicity, we mainly tested our algorithms over the database where we 
could relatively easily extract "clean" human body silhouettes. Moreover, clothing will 
considerably influence the shapes of moving people, e.g., clothes in different seasons. In 
our experiments, therefore, we did avoid this situation intentionally. Once we take these 
factors into account, shape-based methods will be inevitably affected. Furthermore, so 
far there exists no perfect motion segmentation algorithm. In many cases, especially in 
the outdoor environments, the extracted contour will be therefore very noisy. As part 
of future work, therefore, we will continue our research on how to reliably recognize 
human motions based on shape analysis as images are obtained with low quality or 
serious clothing influence. 
As mentioned above, so far our human motion recognition algorithms are all based 
on shape analysis. Through our experiments, shape has proved to be an efficient 
visual feature for human motion recognition. However, shape also has its obvious 
6.3. Future Work 121 
drawbacks. 2D shape is view dependent, i.e., its appearance varies significantly with 
viewing angle, so human motion model learned from it inevitably turns out to be 
increasingly ineffective when the viewing angle gradually varies away from the one 
used for training. And shape is seriously sensitive to noise. Moreover, most shape 
descriptors usually have a very high dimensionality. All of these drawbacks may cause 
a weak motion classifier. Therefore, in order to provide a more robust human motion 
classifier, besides the shape feature, we intend to introduce other features for human 
motion recognition. 
In Chapter 5, our view-invariant human motion recognition system has a serious lim-
itation, i.e., the test motion sequence should also be captured from a multiple camera 
system, which is not feasible in practice. For example, in real CCTV systems the video 
surveillance data is usually captured from a single camera, and generally no viewing 
geometry information is known. How to recognize a motion sequence observed from an 
arbitrary viewpoint is an important part of our future work. 
, 
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Appendix A 
Kalman Filter 
In [84], Kalman filter addresses the general problem of estimating the state x E ?Rn of 
a discrete-time controlled process which is governed by the linear stochastic difference 
equation: 
(A.l) 
with a measurement z E ?Rm that is: 
(A.2) 
The random variables Wk and Vk respectively represent the process noise and the mea-
surement noise. They are assumed to be independent of each other, white, and with 
normal probability distributions 
P(Wk) rv N(O, Qk) 
p(Vk) rv N(O, Rk) 
(A.3) 
(A.4) 
Qk and Rk are respectively the process noise covariance and the measurement noise 
covariance. Anxn' Bnxz, and Hmxn are respectively transition matrices. u E ?Rz is the 
optional control input to the state x E ?Rn . 
In practice, the parameters Ak, Bk, Hk, Qk, and Rk might change with each time step 
or measurement, however here we assumed that they were constant, i.e., eliminating 
their subscripts. 
123 
\ 
124 Appendix A. Kalman Filter 
xi; E iRn is defined to be a priori state estimate at time step k given the knowledge of 
the process prior to the step k. Xk E iRn is defined to be a posteriori state estimate at 
time step k given the measurement Zk' So the priori and posteriori estimate errors is 
defined as follows: 
The a priori and a posteriori estimate error covariances respectively are: 
Pk- = E[ei;(ei;)TJ 
Pk E[ekefJ 
(A.5) 
(A.6) 
(A.7) 
(A.8) 
The a posteriori state estimate Xk is computed as a linear combination of an a pri-
ori estimate xi; and a weighted difference between an actual measurement Zk and a 
measurement prediction Hxi;. 
(A.9) 
The difference (Zk - Hxi;) is called innovation or measurement residual. And Knxm 
is called optimal Kalman gain or blending factor that minimizes the a posteriori error 
covariance (see Equation A.8). The minimization is accomplished as 
p-HT Kk - _--",k--= __ 
- HPkHT+R (A.lO) 
where the denominator H Pk- HT + R is called innovation (or residual) covariance. 
The justification for Equation A.9 is rooted in the probability of the a priori state 
estimate xi; conditioned on all prior measurements Zk (Bayes rule). The Kalman filter 
maintains the first two moments of the state distribution, 
E[XkJ 
E[(Xk - Xk)(Xk - Xk)J 
(A.ll) 
(A.12) 
If the conditions of Equation A.3 and Equation A.4 are met, the state is normally 
distributed, 
(A.13) 
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Using Kalman filter to estimate a process follows two stages: time update equations 
and measurement update equations. The time update equations are responsible for 
projecting forward (in time) the current state and error covariance estimates to obtain 
the a priori state estimates for the next time step. The measurement update equations 
are applied to incorporate new measurements into the a priori estimates to obtain an 
improved a posteriori estimate. Time update equations are 
p-
k 
Measurement update equations are 
AXk-l + BUk 
APk_lAT +Q 
Kk = PkHT(HPk-HT +R)-l 
Xk = X"k + Kk(Zk - Hx"k) 
Pk = (1 - KkH)Pk 
(A.14) 
(A.15) 
(A.16) 
(A.17) 
(A.18) 
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Appendix B 
Coordinate Translation 
In our view-invariant human motion recognition system, the translation between two 
coordinate systems is performed by calculating the Euler angles (a, (3, ,) (see Figure 
B.1). It is well known that two coordinate systems are related via a rotation and a 
z 
(a) 
Figure B.1: Euler angles between two coordinates systems. 
translation [35] (see Figure B.2), where R is a 3 x 3 rotation matrix, and t is a 3 x 1 
translation vector. The equation of the transformation may be written in homogeneous 
coordinates as 
X2 Xl 
Y2 [: : 1 Yl Z2 Zl (B.1) 
1 1 
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Figure B.2: The Euclidean transformation between two coordinates systems. 
Using the Euler angles, the computation of the rotation matrix R can be dissected into a 
sequence of 2D rotations, whereby in each rotation one axis remains invariant, referring 
to Figure 4a. Correspondingly, three rotation matrices are related to the sequence of 
2D rotations, i.e., Rz (a), Ry ((3), and Rz b) 
[ _~aa ~: ~ I (B.2) 
[ ~~ ~ -~Q I 
sm {3 0 cos (3 
Ry({3) (B.3) 
[ -~m~~ ~~ ~ I (BA) 
The combined effect of these three rotations gives the rotation matrix R 
(B.5) 
The translation vector t is computed from t = - R62 where 62 represents the co-
ordinates of the origin of the coordinates system X2Y2Z2 in the coordinates system 
XlYiZl. 
Appendix C 
Evaluation of the Performance of 
the Different Number of Views 
In our research, to achieve the objective of view-invariantly recognizing human mo-
tions, we applied 10 camera views for motion model training and testing, which gave 
us encouraging recognition results. However, one question comes naturally, i.e., are 
these 10 cameras sufficient for human motion recognition or redundant? We therefore 
performed an experiment to evaluate the performance of the different number of views. 
C.l Experimental Results 
The canonical multiple camera system used in our system is shown in Figure C.l. The 
corresponding setup of the multiple camera system is shown in Table C.l. 
To evaluate the performance of the different number of views, we performed the ex-
periment as follows. For each number k (k = 1, ... ,10) of cameras, we tested all Cro 
combinations. That is, in our experiment, Cio + Cro + ... + cig = 1023 kinds of camera 
combinations need testing. In detail, for each camera combination, we used the data 
captured from these views for motion model training and testing. As the experiments 
in Chapter 5, the data used here is the human body 2D contour that is represented 
by the coordinates of a fixed number of sampled points on it. We used the continuous 
output HMM to train the motion model. 
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No. fc cc R t 
0.63206 - 0.774711 
- 0.017973] - 0.032964 
[ 696.015] [ 377.764] ~1 - 0.29652 - 0.220362 - 0.929256 0.484049 
757.844 305.957 
0.715944 0.592675 - 0.369 4.24438 
[ 0063992 -0.997946 0.00309] [ 00123477] [ 655.291 ] [ 37105] U2 - 0.392202 - 0.027997 - 0.919453 0.485895 
715.081 306.727 
0.917651 0.057625 -0.393187 4.00683 
[ - 0.428346 - 0.903452 0.017116 [ 0.254387 
[ 781858] [ 365.397] U3 - 0.341542 0.144337 - 0.928717 0.472288 
850.961 306.175 
0.836582 -0.403659 -0.370393 4.57244 
[ -0.881381 -0.471728 - 0.025313 0.164025 
[ 770809] [ 371496] ~4 - 0.143066 0.317605 - 0.937368 0.55434 
835.959 294.826 
0.450222 - 0.822557 -0.347419 4.32983 
- 0.989404 0.143411 0.022655 0.305881 
[ 5~662] [ 367345] ~5 0.042852 0.437526 - 0.898184 0.308436 
654.452 298.673 
- 0.138722 -0.887696 - 0.439036 4.09436 
- 0.691064 0.722787 - 0.003113 - 0.0238904 
[ 766.004] [ 351702] ~6 0.250325 0.235294 - 0.939135 0.267494 
835.568 293.707 
- 0.678062 - 0.649781 - 0.343535 5.20913 
[ - 0.072221 0.997355 0.00814 - 0.419575 
[ 599.484] [ 374.095] ~7 0.41585 0.037529 -0.908658 0.373519 
652.381 297.838 
-0.906561 - 0.062239 - 0.417461 3.9867 
0.563083 0.826308 0.012402] -0.452919 [ 896.021 ] [ 378.264] ~8 [ 0.284854 - 0.179981 -0.941523 0.632413 
976.228 294.39 
- 0.775755 0.533688 -0.336721 4.02615 
0.913937 0.405833 -0.004279 -0.186641 
[ 650.597] [ 374.857] ~9 0.168587 -0.389208 - 0.905591 0.609618 
707.968 308.015 
-0.369184 0.826932 -0.42413 3.5604 
0.985937 - 0.167114 0.000833 0.0210491 
[ 585.828] [ 375.455] ~1O - 0.078867 - 0.469677 - 0.879309 0.555877 
636.295 310.93 
0.147336 0.866877 -0.476251 3.38264 
Table C.l: The setup of the canonical multiple camera system, where fc denotes the 
focal length, cc denotes the principal point, R denotes the 3 x 3 rotation matrix, and t 
denotes the translation vector. 
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#6 
#1 
Figure C.1: The canonical multiple camera system. 
Figure C.2 shows the recognition rate with respect to each number of views. As we 
expected, with more camera views involved, the recognition rate increases due to the 
fact that more motion information is taken into account. When the number of cam-
eras exceeds a threshold, however, the recognition rate has just slight improvement, 
since redundant motion information is introduced into the feature vector. We can see 
from Figure C.2 that when we use 5 or more cameras the system can give us over 
90% recognition rate. While more cameras improve the accuracy, more cameras also 
increase the complexity. Therefore, when the speed is a critical issue, we can use less 
cameras to obtain reasonable recognition rate. Moreover , since our system uses shape 
information that is sensitive to the viewing angle, different camera combinations show 
different performance in recognition. For example, when we use a single camera, the 
orthogonal view generally gives the best performance, and other cameras give weaker 
performance. When there are only a few cameras used, the performance of their differ-
ent combinations varies significantly, since different camera combinations provide much 
\ 
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Figure C.2: The recognition rate with respect to the different number of views. 
different motion information. However, when more cameras are used, there is gradually 
not much difference between different combinations, since more camera overlap exists 
so that every combination provides similar motion information. Froin the error-bar 
shown in Figure C.2, we can tell this phenomenon. 
Through the experiment, we found that for each number of views there exist a number of 
camera combinations that provide 100% recognition rate. Table C.2 shows the number 
of best combinations and the mean recognition rate for each number of views. In detail, 
we list all the best combinations for each number of cameras below. 
1. One camera: [3J, [4], [8], [9J 
2. Two cameras: [1 3J, [34], [4 7], [2 8J, [38], [5 8J, [1 9J, [2 9J, [3 9J, [69], [4 lOJ, [5 
lOJ, [7 10], [8 lOJ 
3. Three cameras: [1 4 5J, [1 4 7J, [347], [46 7J, [24 8J, [348], [23 9J, [349], [35 
9], [5 6 9], [38 9], [6 8 9J, [5 6 10], [2 7 lOJ, [38 lOJ, [48 10], [68 10], [39 10], [8 
910J 
4. Four cameras: [1 23 5J, [1 236], [145 7J, [1 2 6 7], [1 46 7J, [1 56 7J, [25 67J, 
[4 5 6 7J, [2348]' [2 3 5 8J, [236 8], [36 78], [4 6 7 8J, [1 24 9J, [23 6 9], [34 
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Number of best combinations Mean recognition rate 
Number of views 
that give 100% recognition rate of all combinations 
1 4 0.54 
2 14 0.78 
3 19 0.83 
4 38 0.89 
5 33 0.9 
6 25 0.93 
7 15 0.95 
8 5 0.97 
9 3 0.98 
Table C.2: For each number of view, the best combinations that give 100% recognition 
rate, and the mean recognition rate of all combinations. 
6 9], [348 9], [3 5 8 9], [4 5 8 9], [1 6 8 9], [4 6 8 9], [1 3 4 10], [1 35 10], [346 
10], [456 10], [1 37 10], [45 7 10], [238 10], [2 5 8 10], [358 10], [378 10], [1 
29 10], [349 10], [45 9 10], [1 69 10], [3 6 9 10], [2 8 9 10], [5 8 9 10] 
5. Five cameras: [1 2 3 5 6], [1 2 3 6 7], [2 3 4 6 7], [1 4 5 6 7], [2 3 4 5 8], [2 3 5 6 8], 
[1 25 78], [1 2469], [1 3469], [23589], [34589], [1 2689], [23689], [2 
5689], [1 6789], [3456 10], [1 2 5 7 10], [1457 10], [2468 10], [3468 10], 
[4568 10], [1 578 10], [1 269 10], [2469 10], [3469 10], [4 5 79 10], [348 
9 10], [2 5 8 9 10], [3 5 8 9 10], [2 6 8 9 10], [3 6 8 9 10], [1 7 8 9 10], [3 7 8 9 10] 
6. Six cameras: [1 2 3 5 6 8], [2 3 4 6 7 8], [2 3 4 5 6 9], [1 3 4 5 7 9], [1 3 4 5 8 9], 
[2 3 5 6 8 9], [3 4 5 6 8 9], [1 4 5 7 8 9], [3 4 6 7 8 9], [1 3 4 5 8 10], [2 3 4 5 8 10], 
[1 2368 10], [23568 10], [345 68 10], [34578 10], [34569 10], [1 3479 
10], [2 3479 10], [345 79 10], [2358 9 10], [1 268 9 10], [1 568 9 10], [3 5 
6 8 9 10], [4 5 6 8 9 10], [3 4 7 8 9 10] 
7. Seven cameras: [1 2 3 4 5 6 9], [1 3 4 5 6 7 9], [1 2 3 5 6 8 9], [2 3 5 6 7 8 9], [1 2 
3 4 6 8 10], [1 3 4 5 6 8 10], [2 3 4 5 6 8 10], [2 3 4 5 7 8 10], [3 4 5 6 7 9 10], [2 3 
4 5 8 9 10], [1 34 6 8 9 10], [2 3 5 6 8 9 10], [3 4 5 6 8 9 10], [1 4 6 7 8 9 10], [3 5 
, 
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678910] 
8. Eight cameras: [1 2 3 4 5 78 10], [1 23 5 6 8 9 10], [23456 8 9 10], [1 2 5 6 7 
8 9 lOJ, [2 3 5 6 7 8 9 lOJ 
9. Nine cameras: [1 234 5 6 8 9 10], [1 234 5 78 9 lOJ, [23456 78 9 lOJ 
In Figure C.1, we can see that the cameras U3, U4, U8, U9 are the most nearly orthogo-
nal to the motion path. Through the experiment, they as we expected give the best 
recognition result when only one camera is used. Through analyzing the above list, 
for other number of views, the best camera combinations are all interpretable and un-
derstandable, where there are always one or more of the most nearly orthogonal views 
assisted by other non-orthogonal views. The non-orthogonal views can be seen as an 
effective compensation for the most nearly orthogonal views, i.e., they introduce more 
useful motion information. 
Through evaluating the performance of the different number of views, we have found 
that in our view-invariant human motion recognition system, ten cameras are sufficient 
to view-independently recognize the human motions tested. When the computational 
time is a critical issue, however, we can use less cameras and obtain reasonable recog-
nition results. Moreover, as expected, the analysis shows that using camera views 
approximately orthogonal to the direction of motion gives the best recognition results 
for the situation where just one camera is used. 
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