Abstract: Recent theoretical work has revealed a direct connection between asset return volatility forecastability and asset return sign forecastability. This suggests that the pervasive volatility forecastability in equity returns could, via induced sign forecastability, be used to produce direction-ofchange forecasts useful for market timing. We attempt to do so in an international sample of developed equity markets, with some success, as assessed by formal probability forecast scoring rules such as the Brier score. An important ingredient is our conditioning not only on conditional mean and variance information, but also conditional skewness and kurtosis information, when forming direction-of-change forecasts.
Recent work by Christoffersen and Diebold (2004) has revealed a direct connection between asset return volatility dependence and asset return sign dependence (and hence sign forecastability). This suggests that the pervasive volatility dependence in equity returns could, via induced sign dependence, be used to produce direction-of-change forecasts useful for market timing.
To see this, let t R be a series of returns, and t Ω be the information set available at time t .
Pr[ 0]
t R > is the probability of a positive return at time t . The conditional mean and variance are denoted, respectively, as In practice, interaction between mean and volatility can weaken or strengthen the link between conditional volatility predictability and return sign predictability. For instance, time-variation in conditional means of the sort documented in recent work by Brandt and Kang (2004) and Lettau and Ludvigson (2005) would strengthen our results. Interaction between volatility and higher-ordered conditional moments can similarly affect the potency of conditional volatility as a predictor of return signs.
In this paper, we use 
to explore the sign predictability of one-, two-, and three-month returns in twenty stock markets, in which we examine out-of-sample predictive performance. We also use an extended version of (2) that explicitly considers the interaction between volatility and higher-ordered conditional moments. We estimate the parameters of the models recursively, and we evaluate the performance of sign probability forecasts. We proceed as follows. In Section 2, we discuss our data and its use for the construction of volatility forecasts. In Section 3, we discuss our direction-of-change forecasting models and evaluation methods. In
Section 4 we present our empirical results, and in Section 5 we conclude.
Data and Volatility Forecasts
Estimates and forecasts of realized volatility are central to our analysis; for background see Andersen, Bollerslev, Diebold and Labys (2003) Table 1 summarizes some descriptive statistics of the return and the log of the square root of realized volatility (hereafter "log realized volatility") for the two markets. All markets have low positive mean returns for the period. With a few exceptions, returns have negative skewness and are leptokurtic at all three frequencies. The p-values of the Jarque-Bera statistics indicate non-normality of all returns series except Denmark at all frequencies, and Japan, Sweden, and Far East for two-month returns. Log realized volatility is positively skewed in all except Austria, Denmark, and Japan, and are slightly leptokurtic in most markets. As with the returns series, the p-values of the Jarque-Bera statistics indicate non-normality of most of the volatility series, the main exceptions being Austria, Denmark, Japan, and Far East. Figure 1 presents the plots of the log realized volatilities for three of the twenty markets, namely
Hong Kong, UK, and US. There appears to be some clustering of return volatility. Predictability of volatility is indicated by the corresponding correlograms. As we move from the monthly frequency to the quarterly frequency, the autocorrelations diminish, but still indicate predictability. These comments extend to the other seventeen series. The correlograms (none of which are reported here) of the return series of the twenty indexes show that they are all serially uncorrelated.
Our method for forecasting the probability of positive returns will require forecasts of volatility, which we discuss here. We use the data from 1980:01 through 1993:12 as the base estimation sample.
Out-of-sample one-step ahead forecasts are generated for the period 1994:01 through 2004:06, with recursive updating of parameter estimates, i.e., a volatility forecast for period 1 t + made at time t will use a model estimated over the period 1980:1 to t . In addition, we also choose our models recursively: at each period we select ARMA models for log-volatility by minimizing either the AIC or the SIC.
Broadly speaking, both criteria tend to choose AR(1) and ARMA(1,1) models, with SIC favoring the former, especially at the quarterly frequency, and AIC favoring the latter, particular at the monthly frequency. In Figure 2 we display the volatility forecasts (with actual log realized volatilities included for comparison) for the Hong Kong, UK, and US markets. Both the forecasts generated by the AIC and the SIC criteria produce fairly similar forecasts, and both track actual log realized volatility fairly reasonably. This is also true for the other seventeen markets. The ratios of the mean square prediction errors (MSPEs) to the sample variance of log realized volatility are given in Table 2 . For all markets, the performance of the AIC and SIC models are very similar, and no one criterion outperforms the other systematically. More than half of all the ratios reported are 0.6 or less, so the forecasts capture a substantial amount of the variation in actual log realized volatility. Because the probability forecasts generated by both criteria, and the corresponding evaluation results, are very similar, we will report results only for the models selected by the AIC.
A comment on our notation: throughout the paper we use ˆt σ to represent the square root of realized volatility. The symbol 1| t t σ + will represent the period t forecast of the square root of period t + 1 realized volatility. Note also that our volatility forecasting models use (and forecast) the log of these objects, so that 1| t t σ + actually represents the exponent of the forecasts of (log) realized volatility. Finally, for simplicity of notation, we will also write
Forecasting Models and Evaluation Methods

Forecasting Models
We will evaluate the forecasting performance of two sets of forecasts, and compare their performance against forecasts from a baseline model. Our baseline forecasts are generated using the empirical cdf of the t R using data from the beginning of our sample period right up to the time the forecast is made, i.e., at period k , we compute 1| 1
where ( ) I ⋅ is the indicator function.
Our first forecasting model makes direct use of (2). Using all available data at time k , we first regress t R on a constant, log( ) 
The coefficients 0 β , 1 β , and 2 β are recursively estimated using (4). A quadratic specification is used as the quadratic term is significant for almost all series in the starting estimation sample. Although the coefficients are recursively estimated, at each recursion no attempt is made to refine the model. We refer to forecasts from (5) as nonparametric forecasts (even though the realized volatility forecasts are generated using fully parametric models) to differentiate it from forecasts from our next model.
The second model is an extension of (1), and explicitly considers the interaction between volatility, skewness and kurtosis. This is done by using the Gram-Charlier expansion: 
Thus, conditional skewness affects sign predictability through 0t β , and conditional kurtosis affects sign predictability through 1t
β . When there is no conditional dynamics in skewness and kurtosis, the above equation is reduced to
for some time-invariant quantities 0 β and 1 β .
We use equation (7) as our second model for sign prediction, i.e., we generate forecasts of the probability of positive returns as 
Forecast Evaluation
We perform post-sample comparison of the forecast performance of (5) and (8) for the sign of return. Both are compared against baseline forecasts (3). This is done for one-month, two-month, and three-month returns. We assess the performance of the forecasting models using Brier scores; for background see Diebold and Lopez (1996) .
Two Brier scores are used:
The latter is the traditional Brier score for evaluating the performance of probability forecasts, and is analogous to the usual mean square prediction error. A score of zero for Brier(Sq) occurs when perfect forecasts are made: where at each period correct probability forecasts of 0 or 1 are made. The worst score is two and occurs if at each period probability forecasts of 0 or 1 are made, but turn out to be wrong each time. Note that if we follow the usual convention where a correct probability forecast of
is one that is greater than 0.5, then correct forecasts will have an individual Brier(Sq) score between 0 and 0.5, whereas incorrect forecasts have individual scores between 0.5 and 2. A few incorrect forecasts can therefore dominate a majority of correct forecasts.
For this reason, we also consider a modified version of the Brier score, which we call Brier(Abs).
Like Brier(Sq), the best possible score for Brier(Abs) is 0. The worst score is one. Here correct forecasts have individual scores between 0 and 0.5, whereas incorrect forecasts carry scores between 0.5 and 1.
Empirical Results
Figures 3a, 3b and 3c show, for the Hong Kong, UK, and US markets, the predicted probabilities generated by the baseline model, the nonparametric model, and the extended model (columns 1, 2, and 3 respectively) for the one-month, two-month, and quarterly frequencies (rows 1, 2, and 3 respectively). Before reporting our main results, we highlight some interesting regularities in the Brier scores.
In Table 3 we report the mean and standard deviation of the Brier(Abs) scores from the AIC based probability forecasts for the Hong Kong, UK, and US markets. Results are reported for three "subperiods". The 'low volatility subperiod' comprises all dates for which realized volatility falls in the 1st to 33rd percentile range. The 'medium' and 'high' volatility subperiods comprise all dates for which realized volatility falls in the 34th to 66th, and 67th to 100th percentile ranges. In all three markets, the Brier score for the low volatility period is lower than the corresponding Brier score for the high volatility period. In contrast, the standard deviation of the Brier scores for the nonparametric and extended models are higher in the low volatility periods than in the high volatility periods. For instance, the mean Brier score for the extended model in the US market at the one-month frequency is 0.378 for the low volatility period and 0.532 in the high volatility period. The standard deviation of the same Brier scores fall from 0.143 in the low volatility period, to 0.088 in the high volatility period. The patterns described here generalize to all markets in our study (except Japan), regardless of whether AIC or SIC volatility forecasts are used in generating probability forecasts, and regardless of whether Brier(Abs) or Brier(Sqr) is used to evaluate the forecasts. These findings seem perfectly reasonable: we should expect our models to have more to say in periods of low volatility, and little to say in periods of high volatility. In high volatility periods, the models tend to generate probability forecasts that are close to 0.5. The corresponding Brier scores in turn tend to be close to 0.5, resulting in the lower standard deviation of Brier scores in high volatility periods.
Our main results are reported in Tables 4a to 4d. Table 4a contains our results for the full forecast period. Tables 4b to 4d contain the results for the low, medium, and high-volatility subperiods. In all four tables, both Brier(Abs) and Brier(Sq) are given for the baseline model. The Brier scores for the nonparametric and extended models are expressed relative to the baseline Brier scores. A relative measure of less than 1 therefore implies improvement in forecast performance. Table 4a shows improvement in the performance of the nonparametric or extended models over the baseline forecasts in just under half of all the cases considered, when using Brier(Abs) as a measure of performance. All of the improvements, however, are very small. The best performance is for Sweden at the two-month frequency. The situation is worse when the forecasts are evaluated using Brier(Sq) instead.
The fact that the nonparametric and extended models perform better during low volatility periods than during high volatility periods suggests that their performance relative to the baseline model might be better during low volatility periods than during high volatility periods. This is verified by the relative performances reported in Tables 4b to 4d . In Table 4b , there is improvement in all except two markets (Japan and Far East, which is heavily weighted on Japan). Although in some cases the improvements are small, there are many instances where the improvement is substantial. In a number of cases, the ratio of the Brier(Abs) scores for the extended / parametric models to the baseline model is less than 0.9. In the case of Denmark at the quarterly frequency, the ratio is 0.772 for the extended model. When Brier(Sq) is used to measure forecast performance, there are fewer instances where the nonparametric and extended models perform better than the baseline. The notable differences between the Brier(Sq) scores and Brier(Abs) scores occur for France, Hong Kong, and Singapore, where Brier(Sq) shows no improvements from the nonparametric and extended models. Nonetheless, over half of all the ratios reported under Brier(Sq) are less than one, and a number are less than 0.9.
The ratios under Brier(Abs) also show that in a few cases, the extended model performs much better than the nonparametric model. The notable case is Denmark at the quarterly frequency, where the ratio for the nonparametric model is 0.937, whereas the ratio for the extended model is 0.772. Other instances include Belgium, France, Germany, Netherlands, UK, and USA at the quarterly frequency.
Interestingly, the largest improvements by the extended model over the nonparametric model tend to occur at the quarterly frequency. Using Brier(Sq), however, the nonparametric and extended models appear to perform similarly.
We note also that for both Brier(Abs) and Brier(Sq), the performance of the nonparametric and extended models, relative to the baseline, is better at the quarterly frequency than at the monthly frequency. This occurs in just under half of the markets for Brier(Abs), and just over a third of the markets for Brier(Sq). This is to be expected, as the theory indicates that volatility-aided prediction depends on a sizable mean return, and the mean return increases in all markets as we go from monthly to quarterly frequencies. Finally, we note that the worst performances by the nonparametric and extended models occur for Japan, Singapore, and the Far East, and these are among the markets in our sample with the lowest mean returns over the period under consideration.
The ratios in Tables 4c and 4d are qualitatively the same as Table 4a . In the medium volatility period only Sweden and Australia show any improvements in the performance of the nonparametric and extended models, using Brier(Abs). As expected, the performance of the nonparametric and extended models relative to baseline is even worse during the high volatility period. It appears that volatility in these periods is simply too large relative to the mean to be useful in guiding direction-of-change forecasts.
Figures 4a and 4b show for the Hong Kong, UK, and US markets a clear picture of the forecast performance of the nonparametric and extended models compared to the baseline forecasts. At each frequency, we show a scatterplot of the Brier(Abs) scores of individual forecasts. We include only observations when volatility is low, as previously defined. In both figures the horizontal axis measures the Brier(Abs) scores for individual baseline forecasts. In Figure 4a , the vertical axis measures the Brier(Abs) scores for individual nonparametric forecasts. In Figure 4b , the vertical axis measures the Brier(Abs) scores for individual forecasts from the extended model. We plot only the Brier scores for probability forecasts that use the AIC-based volatility forecasts. In addition to the scatterplots, we include a horizontal and vertical gridline at 0.5, and a 45 degree line. As a Brier(Abs) score below 0.5 indicates a correct forecast, points in the lower left quadrant indicate that both competing forecasts are correct, whereas a point in the lower right quadrant indicates that the baseline forecast for this observation is incorrect, with the competing forecast correct. Points below the 45 degree line indicate improvements in the Brier(Abs) scores over the baseline.
In all three markets illustrated here, the nonparametric and extended models clearly provide better signals than the baseline model when both the baseline and the competing forecasts are correct. However, for Hong Kong and UK, the performance of the nonparametric and extended model is worse than the baseline model when the baseline and the competing forecasts are wrong. Note that the upper left and lower right quadrants of Figure 4a and 4b are mostly empty, which implies that the models by and large make predictions that are similar to the baseline forecasts. Nonetheless, there is evidence that when volatility is low, forecasts of volatility can improve the quality of the signal, in the sense of providing probability forecasts with improved Brier scores. All of these remarks hold in general for the other seventeen markets.
Summary and Directions for Future Research
Methodologically, we have extended the Christoffersen-Diebold (2004) direction-of-change forecasting framework to include the potentially important effects of higher-ordered conditional moments.
Empirically, in an application to an international sample of equity markets, we have verified the importance of allowing for higher-ordered conditional moments and taken a step toward evaluating the real-time predictive performance. In future work, we look forward to using our direction-of-change forecasts to formulate and evaluate actual trading strategies, and to exploring their relationships to the "volatility timing" strategies recently studied by Fleming, Kirby and Ostdiek (2003) , in which portfolio shares are dynamically adjusted based on forecasts of the variance-covariance matrix of the underlying assets. Notes: "Volatility" refers to log of the square root of realized volatility constructed from daily returns. "AIC Forecasts" and "SIC Forecasts" are one-step ahead forecasts of volatility generated from recursively estimated ARMA models chosen (recursively) using the AIC and SIC criteria, respectively. In both columns, the forecasts generated using AIC and SIC volatility forecasts are given (solid line vs. dotted line respectively), although in some cases these are visually indistinguishable. 
