For any s ∈ R ≤0 ∪ {−∞} and oriented homology 3-sphere Y , we introduce a homology cobordism invariant rs(Y ) whose value is in R>0 ∪ {∞}. The values {rs(Y )} are contained in the critical values of the Chern-Simons functional of Y , and we have a negative definite cobordism inequality for any s. Moreover, for the case of r0, we give a connected sum formula, which gives several new results on the homology cobordism group. As one of such results, we give infinitely many homology 3-spheres which cannot bound any definite 4-manifold. As another result, we show that if the 1-surgery of a knot has the Frøyshov invariant negative, then all positive 1/n-surgeries of the knot are linearly independent in the homology cobordism group. Moreover, as a hyperbolic example, we compute an approximate value of rs for the 1/2-surgery of the mirror of the knot 52 in Rolfsen's knot table.
Introduction
Yang-Mills gauge theory has significantly improved the understanding of the homology cobordism group Θ 3 Z . Historically, it was conjectured that the Rokhlin homomorphism µ : Θ 3 Z → Z/2Z was an isomorphism. In the 1980s, Donaldson [6] applied Yang-Mills gauge theory to 4-dimensional topology and proved the diagonalization theorem, which implied that the Poincaré sphere has infinite order in Θ 3 Z . Fintushel-Stern [9] focused on the Seifert fiber structure of the Poincaré sphere, and developed gauge theory for orbifolds to prove that a certain class of Seifert homology 3-spheres have infinite order. Fintushel-Stern [10] and Furuta [14] combined the gauge theory for orbifolds with gauge theory for non-compact 4-manifolds with cylindrical ends to prove that Θ 3 Z contains Z ∞ as a subgroup. In this paper, we interpret these work into words of instanton Floer homology, and introduce a family {rs} of real-valued homology cobordism invariants for any homology 3-sphere.
1.1. The invariants rs. Let Y be an oriented homology 3-sphere. In [8] , Donaldson defines an obstruction class [θ] (denoted by D1 in [8] As consequences of Theorem 1.2 and results in [5] , we can understand the relationship of rs to the Frøyshov invariant h [13] , and obtain infinitely many examples with non-trivial rs. Let Σ(a1, a2, . . . , an) be the Seifert homology 3-sphere corresponding to a tuple of coprime integers (a1, a2, . . . , an) and R(a1, a2, . . . , an) an odd integer introduced by Fintushel-Stern [9] . Corollary 1.4. If R(a1, a2, . . . , an) > 0, then for any s ∈ R ≤0 , the equalities rs(−Σ(a1, a2, . . . , an)) = 1 4a1a2 · · · an and rs(Σ(a1, a2, . . . , an)) = ∞ hold.
For instance, it is known that R(p, q, pqk −1) = 1 for any coprime p, q > 1 and k ∈ Z>0. Here, one might ask whether rs is constant for any Y . We show that the answer is no. Indeed, the connected sum formula for r0 in Theorem 1.1 and the above corollaries imply that any Y k := 2Σ(2, 3, 5)# − Σ(2, 3, 6k + 5) (k ∈ Z>0) satisfies r0(Y k ) = 1 24(6k+5) < ∞, while h(Y k ) = 1 and hence r−∞(Y k ) = ∞. This observation also implies that r−∞(Y )(= Γ−Y (1)) does not satisfy a connected sum formula in the form of the fourth property in Theorem 1.1.
1.2. Topological applications. Next, we show topological applications of rs, which include several new results on the homology cobordism group Θ 3 Z and the knot concordance group C.
1.2.1. Homology 3-spheres with no definite bounding. We call a 4-manifold definite if it is positive definite or negative definite. Then we have the following theorem. Theorem 1.5. There exist infinitely many homology 3-spheres {Y k } ∞ k=1 which cannot bound any definite 4-manifold. Moreover, we can take such Y k so that the Y k are linearly independent in Θ 3 Z . Indeed, we can take {Y k } ∞ k=1 := {2Σ(2, 3, 5)#−Σ(2, 3, 6k+5)} ∞ k=1 as a concrete example for Theorem 1.5. Here, we note that if a homology 3-sphere Y is Seifert or obtained by a knot surgery, then Y bounds a definite 4-manifold. In addition, the existence of definite bounding is invariant under homology cobordism. Therefore, we have the following corollaries. Corollary 1.6. For any k ∈ Z>0, the homology cobordism class [2Σ(2, 3, 5)#−Σ(2, 3, 6k+ 5)] does not contain any Seifert homology 3-sphere. Corollary 1.7. For any k ∈ Z>0, no representative of [2Σ(2, 3, 5)# − Σ(2, 3, 6k + 5)] is obtained by a knot surgery.
1.2.2.
Linear independence of 1/n-surgeries. In [10] and [14] , Fintushel-Stern and Furuta prove that for any coprime integers p, q > 1, the Seifert homology 3-spheres {Σ(p, q, pqn − 1)} ∞ n=1 are linearly independent in Θ 3 Z . We note that Σ(p, q, pqn − 1) = S 3 1/n (Tp,q), where Tp,q is the (p, q)-torus knot and S 3 1/n (K) the 1/n-surgery along a knot K in S 3 . From this viewpoint, we generalize the above results as follows. Theorem 1.8. For any knot K in S 3 , if h(S 3 1 (K)) < 0, then {S 3 1/n (K)} ∞ n=1 are linearly independent in Θ 3 Z . Theorem 1.8 gives a huge number of linearly independent families in Θ 3 Z . In fact, there exist infinitely many hyperbolic knots and satellite knots with h(S 3 1 (K)) < 0. As hyperbolic examples, we can take the 2-bridge knots K k (k ∈ Z>0) corresponding to the rational numbers 2 4k−1 . (These K k are often called twist knots. See Figure 1 in Section 5.2.) Corollary 1.9. For any k ∈ Z>0, the homology 3-spheres {S 3 1/n (K k )} ∞ n=1 are linearly independent in Θ 3 Z . As satellite examples, we can take the (2, q)-cable of any knot K (denoted K2,q) with odd q ≥ 3. Corollary 1.10. For any knot K in S 3 and odd integer q ≥ 3, the homology 3-spheres {S 3 1/n (K2,q)} ∞ n=1 are linearly independent in Θ 3 Z . Motivated by this conjecture, Hedden-Kirk [15] conjectured that the map
preserves the linear independence, and they prove that the conjecture holds for the family {T2,2n−1} ∞ n=2 , that is, the Whitehead doubles {D(T2,2n−1)} ∞ n=2 are linearly independent in C. We refine their result as follows. 
A filtration on Θ 3
Z . The connected sum formula for r0 enables us to define a R ≥0filtration on Θ 3 Z , where R ≥0 := R ≥0 ∪ {∞} = R>0 ∪ {0}. More precisely, for any r ∈ R ≥0 , we consider the set
For this filtration, we prove that any quotient group is infinitely generated. Theorem 1.14. For any r ∈ R>0, the quotient group Θ Z /Θ Z,r contains Z ∞ as a subgroup.
Here, we note that the smallest subgroup Θ 3 Z,∞ is infinite. In fact, since Σ(2, 3, 7) = S 3 −1 (3 * 1 ) = S 3 1 (41) (where 3 * 1 is the right-hand trefoil and 41 the figure-eight knot), the equalities r0(Σ(2, 3, 7)) = r0(−Σ(2, 3, 7)) = ∞ hold. Moreover, it is known [21] It is an open problem whether there exists a 3-manifold whose SU (2)-Chern-Simons functional has an irrational critical value. Note that the decimal in Theorem 1.17 has no repetition. Therefore, we have the following conjecture.
Let Θ 3 S be the subgroup of Θ 3 Z generated by all Seifert homology 3-spheres. It is known [2] that all critical values of the SU (2)-Chern-Simons functional of all Seifert 3manifolds (more generally, all graph 3-manifolds) are rational. This fact implies that the image rs(Θ 3 S ) is contained in Q>0 ∪ {∞} for any s ∈ R ≤0 . Thus we have the following proposition.
Organization. The paper is organized as follows: In Section 2, we give a review of filtered instanton homology. In Section 3, we introduce the invariants rs using notions of Section 2, and establish several basic properties of rs. In particular, Theorem 1.1 will be proved in this section. In Section 4, we discuss the relation between rs and Daemi's ΓY (k). In Section 5, we prove all assertion stated in Section 1.2. In Section 6, we explain how to compute an approximate value of rs(S 3 1/2 (5 * 2 )).
where Map(Y, SU (2)) (resp. Map 0 (Y, SU (2))) is the set of smooth functions (resp. smooth functions with mapping degree 0), and the action of Map(Y, SU (2)) on A(Y ) is given by a · g := g −1 dg + g −1 ag. Note that the action preserves the flatness of a for any g. We also use the notations
It is known that csY (a · g) − cs(a) = deg(g) holds for g ∈ Map(Y, SU (2)), where deg(g) is the mapping degree of g. Therefore, csY (a · g) = csY (a) for any g ∈ Map 0 (Y, SU (2)), and hence csY descends to a map B(Y ) → R. We denote it by the same notation csY . Moreover, we use the notations ΛY and Λ * Y as csY | R(Y ) and csY | R * (Y ) . For example, one can see Λ S 3 = Z and Λ * S 3 = ∅. 2.1.2. Perturbations of csY . Roughly speaking, the instanton Floer homology of Y is the Morse homology associated to csY : B * (Y ) → R, where the set of critical points is R * (Y ). However, R * (Y ) does not satisfy non-degeneracy in general, and hence we need to perturb csY so that R(Y ) becomes non-degenerate. In this paper, we use several classes of perturbations of csY introduced in [12] and [3] .
For any d ∈ Z>0 and fixed l 2, define the set of orientation preserving embeddings of d-solid tori into Y ;
and denote by C l (SU (2) d , R) ad the set of adjoint invariant C l -class functions on SU (2) d . Then, the set of perturbations is defined by
Fix a 2-form dS on D 2 supported in the interior of D 2 with D 2 dS = 1. Then, for any π = (f, h) ∈ P(Y ), we can define the π-perturbed Chern-Simons functional csY,π : B * (Y ) → R by csY,π(a) = csY (a) +
where Hol f i (−,x) (a) is the holonomy around the loop t → fi(t, x) for each i ∈ {1, . . . , d}.
We write h C l by π .
2.1.3. Gradient of csY,π. We next consider the gradient of csY,π. Fix a Riemannian metric gY on Y . For i ∈ {1, . . . , d}, let ιi : SU (2) → SU (2) d denote the i-th inclusion, and set hi := h • ιi : SU (2) → R. Then, identifying su(2) with its dual by the Killing form, we can regard the derivative h i as a map h i : SU (2) → su (2) .
Using the value of holonomy for the loops {fi(x, t)|t ∈ S 1 }, we obtain a section Hol f i (t,x) (a) of the bundle AutPY over Im fi. Sending the section Hol f i (t,x) (a) by the bundle map induced by h i : AutPY → adPY , we obtain a section h i (Hol f i (t,x) (a)) of adPY over Im fi.
We now describe the gradient-line equation of csY,π with respect to L 2 -metric:
where pr 2 is the second projection pr 2 : S 1 ×D 2 → D 2 and * g Y is the Hodge star operator. We denote pr * 2 dS by η. We set
. The solutions of (1) correspond to connections A over Y × R which satisfy an equation:
where
• the two form π(A) is given by
• the map pr 1 is a projection map from (S 1 × D 2 ) × R to S 1 × D 2 ,
• the notation + is 1 2 (1 + * ) where * is the Hodge star operator with respect to the product metric on Y × R and • the mapfi :
where G(a, b) is given by
given by the pullbacks of connections. If we define M Y (a, θ) π,δ , we use the L 2 q,δ -norm in (4) instead of L 2 q -norm. The space R has an action on M Y (a, b)π by the translation. 2.1.4. Classes of perturbations. We also use several classes of the perturbations. If the cohomology groups defined by the complex (12) in [19] satisfies H i π,a = 0 for all [a] ∈ R(Y )π \ {[g * θ]|g ∈ Map(Y, SU (2))/Map 0 (Y, SU (2))} for π, we call π a non-degenerate perturbation. If π satisfies the following conditions, we call π a regular perturbation for a fixed small number δ > 0.
• The linearization of (2)
)π and any irreducible critical points a, b of csY,π. • The linearization of (2)
π,δ and all irreducible critical point a of csY,π. Here the spaces M Y (a, b)π and M Y (a, θ) π,δ are given in (3) in Section 2.3 and the norms are given by
• the connections A a,b and A a,θ are fixed connection,
• the metric | − | is given by the product metric on Y × R,
• the positive integer q is grater than 2 and
Definition 2.1. Let Y be a homology 3-sphere and g be a Riemannian metric on Y . For > 0, we define a class of perturbations P (Y, g) ⊂ P(Y ). The condition π ∈ P (Y, g) is defined by
If we need, for a non-degenerate regular perturbation π = (f, h), we can assume h is smooth. (See [19] .)
For r ∈ RY , s ∈ R and fixed Riemannian metric g, we define a class of perturbations P(Y, r, s, g) by the following way.
Let Fα be connected components of R(Y ). We fix Uα as disjoint neighborhoods of Fα in B(Y ) with respect to C ∞ topology. We take all lifts of Uα with respect to pr : BY → BY . Since Map(Y, SU (2))/Map 0 (Y, SU (2)) is isomorphic to Z, we denote all lifts by U i α for i ∈ Z. We impose the following conditions on U i α .
We can choose sufficiently small 1 > 0 satisfying F (a) L 2 ≤ 1 then a ∈ Uα for some α (5) due to the Uhlenbeck compactness theorem. We also use the following notation λY := min{|a − b||a = b, a, b ∈ ΛY }. Definition 2.2. For a given r ∈ RY , s ∈ R and metric g, P(Y, r, s, g) is defined by
Lemma 2.3. The following properties hold.
• We fix s, r ∈ RY with s < r, π ∈ P(Y, r, s, g) and α ∈ R(Y )π with s < csπ(α) < r. Then there exists ρ ∈ R(Y ) satisfying α ∈ Uρ and s < cs(ρ) < r. Moreover, s < csπ(α) ± < r holds, where is given by min{ 1,
, λ Y 32 }. • We fix r ∈ RY and s ∈ ΛY with s < r, π ∈ P(Y, r, s, g) and
due to Definition 2.1. By the condition (5), there exists ρ ∈ R(Y ) such that α ∈ U i ρ for some i, where U i ρ is fixed when we defined P(Y, r, s, g). We also have the inequality
because α ∈ Uρ. If cs(ρ) > r, (6) implies that cs(α) − r > d(r, ΛY ). Therefore we get
This is a contradiction. The proof of cs(ρ) > s is the same. We conclude that s < cs(ρ) < r. On the other hand, we have
By combining (6) and (7), we have
This and the condition s < cs(ρ) < r imply
The proof of the second statement is essentially the same as in the case of the first statement.
Instanton Floer homology.
In this subsection, we give the definition of the filtration of the instanton Floer (co)homology by using the technique in [11] . First, we give the definition of usual instanton Floer homology. Let Y be a homology S 3 and fix a Riemannian metric gY on Y . Fix a non-degenerate regular perturbation π ∈ P(Y ). Roughly speaking, the instanton Floer homology is infinite dimensional Morse homology with respect to csY,π : B * (Y ) → R. 
The boundary maps
where M Y (a, b)π is the space of trajectories of csY,π from a to b. Here, we need to give orientations of M Y (a, b)π/R. We review how to give orientations of M Y (a, b)π/R. For a given homology 3-sphere Y , a non-degenerate perturbation π, a ∈ R * π (Y ) and any oriented bounding X of Y , we define a configuration space B(a, X) := {Aa + c|c ∈ Ω 1 (X * ) ⊗ su(2) L 2 q }/G(a, X * ). If we choose a connection a as θ, we need to use the weighted norm to define the space B(θ, X). Moreover, there exists a line bundle
which is called determinant line bundle. This bundle is defined as a determinant line bundle of the operator d * A + d + A for A ∈ B(a, X). In [8] , it is shown that the bundle La → B(a, X) is trivial. If we fix an orientation of (8), one can define an orientation of M Y (a, b)π by the following way. By the gluing argument of the connections and the operators, one can obtain a continuous map
The gluing argument gives a bundle isomorphism map
such that gl gives an orientation-preserving map. This definition does not depend on the choice of (A, B) and bump functions which are used to construct the map gl. This gives an orientation of M Y (a, b)π. Moreover, one can see that ∂ 2 = 0 holds as in the case of Morse homology for finite dimensional manifolds. The instanton Floer (co)homology I * (Y )(resp. I * (Y )) is defined by
If we take another data of perturbations and Riemannian metric, then the corresponding chain complexes are chain homotopy equivalent each other. Therefore the isomorphism class of the groups CI * (Y ) and CI * (Y ) are well-defined.
2.3. Filtered instanton Floer homology. We set ΛY := csY ( R(Y )), ΛY := csY ( R * (Y )) and RY := R\ΛY . For r ∈ RY , we define the filtered instanton homology I
Definition 2.4 (Filtered version of the instanton Floer homology). We fix s ∈ R ≤0 ∪ {−∞}. For a given r ∈ RY , metric g on Y , a non-degenerate regular perturbation π ∈ P(Y, r, s, g) and orientations on determinant line bundles La, the chains of the filtered instanton Floer (co)homologies are defined by
One can see (∂ [s,r] ) 2 = 0. Lemma 2.6. Fix s ∈ R ≤0 ∪ {−∞} and r ∈ RY with s ≤ 0 ≤ r. If we choose two elements π and π in P(Y, r, s, g) and P(Y, r, s, g ), then there exists a chain homotopy equivalence between CI
is the instanton chain complex with respect to π (resp. π ).
Proof. Fix the following data:
• Fix two Riemannian metric g and g on Y .
• Fix non-degenerate regular perturbations π and π in P(Y, r, s, g).
Then, by considering the moduli space M Y (a, b)π # under the assumption ind(a)−ind(b) = 0, we obtain compact 0-dimensional manifolds. The orientation is coming from the same as in the case of cobordism map. Thus, we have a map µ π,π : CI
. One can check that the maps µ π,π and µ π ,π are chain maps. Moreover, µ π ,π µ π,π and µ π,π µ π ,π are chain homotopy equivalent to id. This is the same argument in [11] .
satisfies the following conditions;
(1) The chain homotopy class of the map i does not depend on the choice of additional data.
(2) If we take three positive numbers (r, r , r ), .
[s,r] gives a chain homotopy equivalence.
Proof.
[s,r] ) Fix real numbers r ∈ RY , r ∈ RY , s and s with s ≤ s ≤ 0 ≤ r ≤ r . One can take a non-degenerate regular perturbation π satisfying π ∈ P(Y, r, s, g) ∩ P(Y, r , s , g). This give a natural map i
This gives a chain map. The proof of the first property is similar discussion as in the case of the proof of independence of choices of π. The second property is obvious, because we can take a non-degenerate regular perturbation π ∈ P(Y, r, s, g) ∩ P(Y, r , s , g) ∩ P(Y, r , s , g).
(2) (Third property) Suppose that [r, r ], [s, s ] ⊂ R \ Λ * . We take a sequence of nondegenerate regular perturbations {πn} ⊂ P(Y, r, s, g) ∩ P(Y, r , s , g) such that πn → 0. We show the following maps are bijective for sufficiently large n:
Suppose in is not bijective n > N for some positive integer N .Then we can take a sequence {bn} with s < csπ n (bn) < s and r < csπ n (bn) < r . Using the Uhlenbeck's compactness theorem, one obtain the bound of norm g * n bn L 2 k (Y ) ≤ C k for some gauge transformations. By taking a subsequence, we can take a limit connection b∞. Since the reducible connection is isolated for a small perturbation πn, we can assume that b∞ is irreducible. Since πn → 0, b∞ satisfies F (b∞) = 0 and cs(b∞) ∈ [s, s ]∪[r, r ]. This gives the contradiction. Therefore, in is bijection for sufficiently large n. This gives the conclusion.
Cobordism maps.
In this section, we review the cobordism maps for filtered instanton chain complexes. These maps are already considered by [11] . We fix s ∈ R ≤0 ∪ {−∞} and r ∈ RY . Let Y − be a finite disjoint union of oriented homology 3-spheres Y − j for 1 ≤ j ≤ m, Y + an oriented homology sphere and W a negative definite connected cobordism with ∂W = Y + (−Y − ) and b1(W ) = 0. First, we fix the following data related to ∂W :
• We also fix non-degenerate regular perturbations π + ∈ P(Y + , r, s, g Y + ) and
, we fix orientations of La and L b j and 1 ≤ j ≤ m.
Using above data, one can define filtered Floer chain complexes (C
We define a cylindrical end 4-manifold W * := Y + ×R ≤0 ∪W ∪Y − ×R ≥0 . We fix a Riemannian metric gW * on W * which concides with the product metric of g and the standard metric of R on
, where the condition * is given by
W (A) = 0. If we consider a limit connection as θ, we use the weighted norm with a small positive weight as in the case of Y × R. The group G(a, W * , b) and the reference connection A a,b are given by similar way as in the product case. The part πW is a perturbation on W * satisfying the following conditions ( * * );
• For any irreducible element A ∈ M (a, W * , b),
If a or b contains the reducible connection θ, we need to consider the weighted norm as in the case of Y × R. Now we explain how to obtain an orientation of M (a, W * , b). Let X − j be compact oriented 4-manifolds with ∂(X − j ) = Y − j and X + a compact oriented 4-manifolds with ∂(X + ) = Y + . Then we obtain a continuous map
We fix the orientation of Det T M (a, W * , b) such that gl is orientation preserving map. Then by counting 0-dimensional part of M (a, W * , b), we get a map
In this paper, we only use the cases of m = 1 and m = 2. In particular, for the case of m = 2, we also use the following map
defined using the 0-dimensional moduli spaces M (a, W * , (b, θ)) and M (a, W * , (θ, b)). (We use the weighted norm here.) The following lemma is needed to show several relations of maps on filtered chain complex.
Then the following facts hold.
(
Suppose that M (a, W * , b) = ∅ for some perturbation πW with the condition ( * * ) and a ∈ C
Proof. The proofs are essentially the same. Therefore, we only show the first statement.
We also have cs π − 1 (A+) ≥ cs π − 1 (b) by the same argument.
The second term is bounded by 1 8 
On the other hand, we have
by Lemma 2.3. By combining (10), (11) and cs π −
Fintushel-Stern showed the following lemma. This is a corollary of Lemma 2.8 under the assumption m = 1.
We denote the induced map of CW 
As in [8] and [13] , we use the weighted norm L 2 q,δ in (4) for M Y (a, θ) π,δ to use Fredholm theory. By the same discussion for the proof of (δ [s,r] 
] does not depend on the small perturbation and the metric. The proof is similar to the proof for the original one [θ].
Lemma 2.11. Let Y1 and Y2 be oriented homology spheres. Suppose that there is an
Proof. We assume that H 1 (W, Z) = 0. First we fix Riemannian metrics gi on Yi, nondegenerate regular perturbations πi ∈ P(Yi, r, gi) for i = 1, 2 and orientations of determinant line bundles La. To consider the cobordism map induced by W , we fix the perturbation πW satisfying the condition ( * * ). For fixed a ∈ R(Y1)π 1 satisfying csπ 1 (a) < r and ind(a) = 1, we consider the cylindrical-end manifold W * and the moduli space M (a, W * , θ) as above. We can choose perturbation πW such that M (a, W * , θ) has a structure of 1manifold. We now describe the end of M (a, W * , θ). By the standard argument called dimension counting and gluing of instantons, the end is disjoint union of three types;
Since the 1-st homology of W * equal to zero and the formal dimension of
holds. Therefore, the first case can be written by
If we can write the third case as
for any a ∈ CI [s,r] 1 (Y1). We will show if M (a, W * , c) is non-empty and csπ 1 (a) < r then csπ 2 (c) < r. By the use of Lemma 2.8, we get
Next, we see the case of H 1 (W, R) = 0. We need to consider the transversality of the moduli space M (θ, W * , θ). As in the explaining of the equations (2.16) in [5] and [7] , there are two types of reducible flat connections and we can take a perturbation πW satisfying M (θ, W * , θ) is finite set. Moreover, Donaldson [7] showed that the orientations of the points are the same. One can count the points and see #M (θ, W * , θ) = #H1(W, Z). By using such perturbation,
The following property of the class θ 
Proof. This property is followed by the construction of i where IdR is the identity map on R.
We often abbreviate θ . It follows from the definition that r R s (Y ) is invariant under orientation preserving diffeomorphism. In addition, the inequality r Z s (Y ) ≤ r Q s (Y ) obviously holds. We focus on r Q s (Y ) in the most part of this paper, and hence we denote r Q s (Y ) simply by rs(Y ). Non-trivilality of rs implies the following meaning: Theorem 3.2. Suppose that rs < ∞, then for any metric g on Y , there exists a solution A to the ASD-equation on Y × R with 1 8π 2 F (A) 2 = rs(Y ). Proof. Suppose that rs(Y ) < ∞ for some s. We put r = rs(Y ) and take a sequence n with 0 < n → 0 and a sequence of regular non-degenerate perturbations πn ∈ P(Y, g, r + n, s) with πn → 0. Since 0 = [θ n+r s ], we have a sequence an ∈ R(Y )π n such that M Y (an, θ)π n is non-empty for all n and csπ n (an) → r. We take elements An in M Y (an, θ) for each n. Since ind(an) = 1, there exists a sequence of real numbers sj, subsequence
where Ts j is translation map on Y × R. We can see 1 8π 2 F (A∞) 2 = limn→∞ csπ n (an) = r = rs(Y ). Moreover, A∞ satisfies F + (A∞) = 0. This gives the conclusion.
In the following, we state fundamental properties of r R s . Proof. By using Lemma 2.12 and Lemma 2.7, we obtain the conclusion.
In the case of S 3 , note that Λ * S 3 = ∅. Therefore, by Lemma 3.3, we have r R s (S 3 ) = ∞ for any s. 
Proof. This is also a corollary of Lemma 2.12 and Lemma 2.7.
The following is fundamental property for rs. ] ∈ I 1 [s,rn] and 0 < rn → 0. We take a sequence of non-degenerate regular perturbations πn in P(Y, g, s, rn) satisfies the following conditions:
The reason that we can assume the second condition is followed by non-degeneracy con- ], one can take a sequence an ∈ R(Y )π n such that M Y (an, θ) is non-empty for all n and csπ n (an) → 0. Because of the choice of perturbations πn, we have an / ∈ U for each n. We take a sequence An in M Y (an, θ) . Moreover there is no bubble because the dimension of moduli spaces are 1. Since {An} has bounded energy and ind(an) = 1, there exists a sequence of real numbers {sj}, subsequence {An j } of {An} and gauge transformations {gj} on Y × R such that g * j T * s j An j converges A∞ on Y × R, where Ts j is translation map on Y × R. We denote the limit connection of A∞ by a∞. One can see that [a∞] = [θ] because of the condition an / ∈ U . However, we have cs(a∞) = 0. This implies that A∞ become flat connection on Y × R. But limt→∞ A∞| Y ×{t} ∼ = θ holds. Since the connection θ is isolated in R(Y ), we have [a∞] = [θ]. This gives the conclusion.
Using Theorem 3.5, we have the following lemma. Remark 3.8. The conditions in Theorem 3.7 are the same as in the conditions shown in [5] . ] ∈ CI 1 [s,rn] (Y2). Moreover, one can take critical points an and bn of {π 1 n } and {π 2 n } and regular perturbations π n W on W * satisfying the following conditions • cs π 1 n (an) → r, cs π 2 n (bn) → r, • π i n → 0 for i = 1 and 2, • π n W C 1 → 0 and • θY (an) = 0 and θY (bn) = 0 . For all such data, by using (13), we take an and bn satisfying M (an, W * , bn) = ∅. Now we choose an element An in M (an, W * , bn) for each n. Since we take regular perturbations, the dimension of M (an, W * , bn) is 0. Since {An} has bounded energy and there is no sliding end sequence by gluing argument. One can take a subsequence {An j } and gauge transformations {gj} such that {g * j An j } converges on W * . We write the limit by A∞. By the second condition, we can see that the limit points a∞ and b∞ are flat connections. Moreover, cs(a∞) = cs(b∞) = r and F (A∞ This result gives the following conclusion. Corollary 3.9. The invariants r R s are homology cobordism invariants. In addition, we also have the following corollaries. 
3.2.
Connected sum formula. The aim of this subsection is to prove the following connected sum formula for r0.
Theorem 3.12 (Property 4 in Theorem 1.1). For any homology 3-spheres Y1 and Y2, we have the inequality r0(Y1#Y2) ≥ min{r0(Y1), r0(Y2)}.
Fix homology 3-spheres Y1 and Y2. Then, we note that Λ
fix Riemannian metrics gi on Yi (resp. g # on Y1#Y2) , non-degenerate regular perturbations πi ∈ P(Yi, r, s = 0, gi) (resp. a non-degenerate regular perturbation π # ∈ P(Y1#Y2, r, s = 0, g # )) and orientations on determinant line bundles La with respect to π1 , π2 and π # . Next, let us consider a cobordism W with ∂W = (Y1#Y2) −(Y1 Y2), which consists of only a single 1-handle. Define Q-vector spaces C [s,r] i (i = 0, 1) as
. By the discussion of Section 2.4, the above initial data give the maps Lemma 3.13. The homomorphisms CW r 0 and CW r 1 satisfy the following equalities;
Proof. (Y2), we see that the moduli space M (a, W * , b1 b2) has a structure of oriented manifold whose dimension 1 whose orientation is induced by the orientations of determinant line bundles La. Moreover, by the gluing argument, we detects oriented boundaries of M (a, W * , b1 b2) as follows.
•
• −
[e] ∈ R * (Y 2 )π 2 and ind(e) = 1
M (a, W * , b1 e) × M Y 2 (e, b2)π 2 /R. Lemma 3.14. The following inequalities hold.
Proof. This is just a corollary of Lemma 2.8.
By using this lemma, we can regard the above [ (Y1), consider M (a, W * , b1 θY 2 ) as an oriented 1-manifold. Then its ends are the following:
We need to show the following lemma:
Lemma 3.15. The following inequalities hold.
Proof. This is also a corollary of Lemma 2.8.
Hence, we have
(3) By the same argument, the third assertion follows from considering the 1-dimensional moduli space M (a, W * , θY 1 b2).
Next, we define a homomorphism ∂C :
Proof. By Lemma 3.13, we have
Proof. For a generator [a] ∈ CI [0,r] 1 (Y1#Y2), consider M (a, W * , θY 1 θY 2 ) as an oriented 1-manifold, and then its ends are the following:
Since Y1 and Y2 are homology spheres, we see that M (θ Y 1 #Y 2 , W * , θY 1 θY 2 ) has just one point. Thus, defining a homomorphism f : CI
This completes the proof. Proof. Suppose that a 0-cochain fi :
Therefore, combining it with Lemma 3.16 and Lemma 3.17, we have
Proof of Theorem 3.12. Without loss of generality, we may assume that r0(Y1) ≤ r0(Y2). Assume that r0(Y1#Y2) < r0(Y1). Then, we have r ∈ R >0 to a chain complex C * such that we have a 'projection' CI * (Y1#Y2) C * .
We guess that an alternative proof of Theorem 3.12 is obtained from a filtered version C 
Comparison with Daemi's invariants
In [5] , Daemi constructed a family of real valued homology cobordism invariants {ΓY (k)} k∈Z , which has the following properties:
• Let Y1 and Y2 be homoogy 3-spheres, and W a negative definite cobordism with ∂W = Y1 −Y2 and b1(W ) = 0. Then there exists a constant η(W ) ≥ 0 such that we have
Moreover, the constant η(W ) is positive unless there exists an SU (2)-representation of π1(W ) whose restriction to both π1(Y1) and π1(Y2) are non-trivial.
In this section, we prove that r−∞(Y ) coincides with Γ−Y (1). Since rs(Y ) ≤ r−∞(Y ) for any s ∈ R<0, several facts and calculations for rs immediately follows from the study of ΓY (1) in [5] . We also discuss them in the last of this section. sign of cs Cylinder Gradient (1) . Here, we need to compare the notations of us and [5] . The instanton Floer chain complex depends on the choice of several conventions. For example, our convention of the sign of Chern-Simons functional is different from Daemi's one. See Table 1 . In this section, we consider a fixed homology 3-sphere Y .
First we introduce the coefficient ring Λ given by
We have an evaluating function mdeg : Λ → R defined by
Fix a non-degenerate regular perturbation π and orientations of La. Then a Z/8-graded chain complex C Λ * (Y ) over Λ is defined by In addition, We define the map D1 : 
4.2.
Translating ΓY (1) into Z-grading. Following the construction of C Λ * , we can define a Z-graded chain complex
We can also define the map θ Λ :
Proof. For any i ∈ Z with 0 ≤ i ≤ 8, we have the following chain homotopy equivalence ψi :
By the definition, mdeg and mdegθ Λ are preserved by the ψi. This gives the conclusion.
4.3.
Proof of Theorem 1.2. In this subsection, we fix orientations of determinant line bundles La for non-degenerate regular perturbations.
Proof. For any generator
This completes the proof. 
Moreover for a number k ∈ {1, . . . , n} with x k = 0 and csπ(a k ) = max{csπ(a k ) | x k = 0}, the cycle α satisfies
which coincides with θ ∞ −∞ (α). Moreover, since mdeg(θ Λ (α)) = d, this value is non-zero. Hence we have θ ∞ −∞ (α) = 0. In a similar way, we can also verify that α is a cycle. Next, it follows from Lemma 4.4 that mdeg(θ Λ ( α)) − mdeg( α) = csπ(a k ). Moreover, since
This gives (α) = 0. Therefore, it follows from Lemma 4.3 and Lemma 4.4 that there exists a sequence {π l } l∈Z >0 of perturbations with |π l | → 0 (l → ∞) such that for each π l , CI Λ 1 (Y ) has a cycle α l with θ Λ ( α l ) = 0 and mdeg(θ Λ ( α l )) − mdeg( α l ) < r. This gives the inequality
Conversely, assume that Γ−Y (1) < r−∞(Y ), and then we can take r ∈ RY with Γ−Y (1) < r < r−∞(Y ). We fix such r. Then, for any sufficiently small perturbation compatible with r, there exists a cycleα ∈ CI Λ 1 (Y ) with θ Λ (α) = 0 and mdeg(θ Λ (α)) − mdeg(α) < r. Then, by Lemma 4.5, we obtain a cycle α = 1≤k≤n [a k ]⊗x k of CI1(Y )⊗Q and a number k ∈ {1, . . . , n} which satisfies;
(1) x k = 0 and csπ(a k ) = max{csπ(a k ) | x k = 0}, (2) θ ∞ −∞ (α) = 0, and (3) mdeg(θ Λ ( α)) − mdeg( α) = csπ(a k ) < r.
Here, the first and third properties imply that α ∈ CI R(a1, a2, . . . , an) > 0, then for any s ∈ R ≤0 , the equalities rs(−Σ(a1, a2, . . . , an)) = 1 4a1a2 · · · an and rs(Σ(a1, a2, . . . , an)) = ∞ hold.
Proof. By using Lemma 3.4 and Theorem 1.2, we obtain rs(−Σ(a1, a2, . . . , an)) ≤ r−∞(−Σ(a1, a2, . . . , an)) = Γ Σ(a 1 ,a 2 ,...,an) (1) = 1 4a1a2 · · · an .
Moreover, it is known [14] that min(Λ −Σ(a 1 ,a 2 ,...,an) ∩ R>0) = 1 4a1a2 · · · an .
This gives the first equality in Corollary 1.4. The second equality follows from Corollary 3.11 and the fact that Σ(a1, a2, . . . , an) bounds a negative definite 4-manifold.
Corollary 4.6. For any positive coprime integers p, q > 1 and positive integer k, we have rs(−Σ(p, q, pqk − 1)) = 1 4pq(pqk − 1) and rs(Σ(p, q, pqk − 1)) = ∞.
Applications
In this section, we prove the theorems stated in Section 1.2.
Useful lemmas.
We first give several lemmas which are useful for computing r0. Proof. The equality r0(−Y1#−Y2) = ∞ and the inequality r0(Y1#Y2) ≥ min{r0(Y1), r0(Y2)} immediately follows from Theorem 3.12. To prove the inequality r0(Y1#Y2) ≤ min{r0(Y1), r0(Y2)}, we first consider r0(Y1#Y2# − Y2). Then, by Corollary 3.9 and Theorem 3.12, we have
Here, since r0(Y1#Y2) ≤ r0(−Y2) = ∞, we obtain r0(Y1) ≥ r0(Y1#Y2). Similarly, we have r0(Y2) ≥ r0(Y1#Y2). This completes the proof. In particular, Y has infinite order in Θ 3 Z .
Proof. By induction, this corollary directly follows from Lemma 5.1. Proof. By applying Theorem 3.12 to Y1# − Y2 and Y1# − Y2#Y2, we have
Here, since r0(Y1) < r0(Y2), we obtain r0(Y1) ≥ r0(Y1# − Y2).
Proof. By assumption, it follows from Corollary 5.2 that r0(nm[Ym]) = r0(Ym). Moreover, Theorem 3.12 implies that min r0
Therefore, by Lemma 5.3, we have Σ(a1, a2, . . . , an) be a Seifert homology 3-sphere such that R(a1, a2, . . . , an) > 0 and a1a2 · · · an > ε2(Yi) −1 (i = 1, 2, . . . , m). Then
Proof. Note that since r0(Y ) ∈ ΛY ∩ R>0 in general, we have min{r0(Yi), r0(−Yi)} ≥ ε2(Yi) > 1 a1a2 · · · an = r0(Y0)
for any i = 1, 2, . . . , m. Therefore, if we have an equality
and n0 > 0, then it follows from Theorem 5.4 that
a contradiction. 
Homology 3-spheres with no definite bounding. In this subsection, we prove Theorem 1.5. Theorem 1.5. There exist infinitely many homology 3-spheres {Y k } ∞ k=1 which cannot bound any definite 4-manifold. Moreover, we can take such Y k so that the Y k are linearly independent in Θ 3 Z . For any k ∈ Z>0, let K k be the knot depicted in Figure 1 . Note that K k is the 2-bridge knot corresponding to the rational number 2 4k−1 . In particular, the first two knots K1 and K2 are the left-handed trefoil 31 and the knot 52 in Rolfsen's knot table [18] respectively. While the Frøyshov invriant h is hard to compute in general, we have a nice estimate for (−1)-surgeries on genus one knots. Proof. The inequality h(Σ(2, 3, 6k − 1)) = −h(−Σ(2, 3, 6k − 1)) > 0 follows from Corollary 1.3 and Corollary 4.6. The inequality h(Σ(2, 3, 6k − 1)) ≤ 1 follows from Lemma 5.7, Lemma 5.8 and the fact that K k has genus 1 for any k ∈ Z>0. Now we prove the main theorem in this subsection.
Proof of Theorem 1.5. We put Y k := 2Σ(2, 3, 5)#(−Σ(2, 3, 6k +5)) for any k ∈ Z>0. Then it follows from Corollary 4.6, Corollary 5.2 and Lemma 5.3 that r0(Y k ) = 1 24(6k+5) < ∞. This fact and Corollary 3.11 imply that Y k cannot bound any negative definite 4-manifold.
Next, since the invariant h is a group homomorphism, Lemma 5.9 gives h(Y k ) = 1. This fact and Corollary 1.3 imply that r−∞(−Y k ) < ∞, and hence it follows from Corollary 3.11 that Y k cannot bound any positive definite 4-manifold. The linear independence of {Y k } ∞ k=1 follows from the linear independence of {Σ(2, 3, 6k − 1)} ∞ k=1 .
5.3.
Linear independence of 1/n-surgeries. In this subsection, we prove the theorems stated in Section 1.2.2.
Z . Corollary 1.9. For any k ∈ Z>0, the homology 3-spheres {S 3 1/n (K k )} ∞ n=1 are linearly independent in Θ 3 Z . Corollary 1.10. For any knot K in S 3 and odd integer q ≥ 3, the homology 3-spheres {S 3 1/n (K2,q)} ∞ n=1 are linearly independent in Θ 3 Z . Note that Corollary 1.9 immediately follows from Theorem 1.8, Lemma 5.7 and Lemma 5.9. On the other hand, Corollary 1.10 follows from Theorem 1.8 and the following two facts. Theorem 5.12. For any knot K in S 3 , if h(S 3 1 (K)) < 0, then for any s, we have ∞ > rs(S 3 1 (K)) > rs(S 3 1/2 (K)) > · · · and ∞ = rs(−S 3 1 (K)) = rs(−S 3 1/2 (K)) = · · · .
Proof. For any knot K and n ∈ Z>0, since S 3 1/n (K) bounds a positive definite 4-manifold, we have ∞ = rs(−S 3 1 (K)) = rs(−S 3 1/2 (K)) = · · · . Suppose that K satisfies h(S 3 1 (K)) < 0. Then Corollary 1.3 gives rs(S 3 1 (K)) < ∞. For any n ∈ Z>0, let Wn be the cobordism given by the relative Kirby diagram in Figure 3 . It is easy to see that Wn = S 3 1/(n+1) (K) −S 3 1/n (K). Proof. Let Xn be a 4-manifold given by the Kirby diagrams in Figure 4 , and X n a 4 dimensional submanifold of Xn obtained by attaching 2-handles along the 2 component sublink in the left diagram of Figure 4 whose framing is (0, −n). Then we see that the diffeomorphism Xn ∼ = X n ∪ S 3 1/n (K) Wn holds. For a 4-manifold M , let b + 2 (M ) (b − 2 (M )) denote the number of positive (resp. negative) eigenvalues of the intersection form of M . Then it is easy to check that b + 2 (Xn) = 2, b − 2 (Xn) and b + 2 (X n ) = b − 2 (X n ) = 1. These imply that b + 2 (Wn) = 1 and b − 2 (Wn) = 0.
Lemma 5.14. The cobordism Wn is simply connected.
Proof. Suppose that the number of crossings in the diagram of Figure 5 is m + 1. Then, π1(S 3 1/n (K)) has the presentation 
where λ|y=1 is the word obtained from λ by substituting 1 for y. Now, by induction, we see that the relations x1 = x2 = · · · = xm = 1 hold, and hence π1(Wn) = 1. Let Θ 3 Q denote the rational homology cobordism group of rational homology 3-spheres. Then we have a natural group homomorphism
where [Y ] Q is the rational homology cobordism class of Y . We say that the rational
Then the invariance of rs and Corollary 5.6 are generalized in the following sense. Next, let K be an oriented knot and Σ(K) the double branched cover of S 3 over K. Then it is known that the map
] Q is well-defined and a group homomorphism. Moreover, for Whitehead doubles, it is also known that Σ(D(K)) ∼ = S 3 1/2 (K#−K), where −K is orientation-reversed K. In particular, Σ(D(K)) is a homology 3-sphere and r0(−Σ(D(K))) = ∞ for any K. These arguments imply the following. For any coprime integers p, q > 1, we abbreviate D(Tp,q) to Dp,q. The proof of Theorem 1.12 is obtained by Lemma 5.16 and the following theorem.
Theorem 5.17. For any coprime integers p, q > 1, we have the inequalities 1 4pq(2pq − 1)
≥ rs(Σ(Dp,q)) > rs(Σ(Dp,p+q)) > rs(Σ(Dp,2p+q)) > · · · hold.
As another corollary of Theorem 5.17, we also have the following linear independence families. > · · · > rs(Σ(Dr a ,a+r 0 )) > · · · > rs(Σ(D a,b )).
In particular, all of these Whitehead doubles are linearly independent in C.
Here we post the following conjecture.
Conjecture 5. 19 . The values r0(Σ(Dp,q)) (p, q > 1 : coprime integers) are mutually distinct. In particular, all of Dp,q are linearly independent in C.
Now we start to prove Theorem 5.17. Let K be an oriented knot, D a diagram of K and x1, . . . , xm the arcs of D. Associate a loop in S 3 \ K to each xi as described in [18, Section 3 .D]. Then, for any n ∈ Z, we have a presentation of π1(S 3 1/n (K)) in the form x1, . . . , xm | R ∪ {λ n x1 = 1} , where R is a set of relations induced from the crossings of D (in the same way as the Wirtinger presentation), and λ is a word corresponding to a longitude of K with framing 0. (In particular, λ is in the commutator subgroup.)
Next, we consider a positive crossing change at a positive crossing c, which is a deformation of D shown in Figure 6 . Then we denote the labels of the arcs around c by xi c , xj c and xj c as shown in Figure 6 . Proof. We make a relative Kirby diagram D from D in the following way:
• Replace a neighborhood of each crossing c k with the picture shown in Figure 7 .
(Then, each component except for the original one has a framing.) • Associate the framing 1 n to the original component. ThenD is a diagram for a cobordism W obtained by attaching l 2-handles to S 3 1/n (K) × [0, 1]. Moreover, we can verify that
• ∂W = −S 3 1/n (K) S 3 1/n (K ), • the interesection form of W is isomorphic to l k=1 (−1), and • as a loop, the attaching sphere of the 2-handle near c k is written by
This completes the proof.
Next, for any coprime p, q > 1, we consider Σ(Dp,q) ∼ = S 3 1/2 (Tp,q#Tp,q).
Lemma 5.21. rs(Σ(Dp,q)) ≤ 1 4pq(2pq−1) . Proof. Note that for any knot diagram, there exist finitely many crossings such that after crossing changes at the crossings, the resulting diagram describes the unknot. Moreover, Tp,q has a diagram Dp,q with only positive crossings. (Indeed, the closure of the braid ∆ q p = (σ1σ2 · · · σp−1) q with p strands is such a diagram for Tp,q.) As a consequence, we have finitely many positive crossings on Dp,q such that after positive crossing changes at the crossings, the resulting diagram D U p,q is for the unknot. Now, considering 2 times connected sum of Dp,q, we have finitely many positive crossings on Dp,q#Dp,q such that after positive crossing changes at the crossings, we have the diagram Dp,q#D U p,q . Hence, by applying Lemma 5.20, we have a negative definite cobordism with boundary −S 3 1/2 (Tp,q#Tp,q) S 3 1/2 (Tp,q). Therefore, it follows from Theorem 3.7 and Corollary 1.4 that rs(Σ(Dp,q)) = rs(S 3 1/2 (Tp,q#Tp,q)) ≤ rs(S 3 1/2 (Tp,q)) = rs(Σ(p, q, 2pq − 1)) = 1 4pq(2pq−1) . Now, let us consider a concrete diagram of Tp,p+q#Tp,p+q, which is depicted in Figure 8 and denoted by D. Here ∆H is the braid (σ1σ2 · · · σp−1)(σ1σ2 · · · σp−2) · · · (σ1σ2)σ1, which is often called the half-twist. In addition, we associate the labels {x k } 2p k=1 as shown in Figure 8 . Proof. We prove the lemma by induction. Here we first consider the left side of l. Let us start from the bottom of the box ∆ 2 H ∆ q p . Then, for any k ∈ {1, . . . , p}, the k-th arc from the left is just x k , and hence these p arcs satisfy the assertion of Lemma 5.22.
Next, fix a crossing σ k in ∆ 2 H ∆1p and assume that all arcs below this σ k satisfy the assertion of the lemma. Then, since the upper right arc of the σ k is the same as the bottom left arc xi σ k , it also satisfies the assertion. Moreover, the upper left arc is equal to
where xj σ k denotes the bottom right arc. Here, by assumption, there exist some k ∈ {1, . . . , p} and a word w consisting of x1, . . . , xp such that xj σ k = w −1 x k w. Therefore, we have x −1 iσ k xj σ k xi σ k = (wxi σ k ) −1 x k (wxi σ k ). Since xi σ k also consists of x1, . . . , xp, this completes the proof for the left side of the broken line l.
Similarly, we can prove the lemma for the right side of l.
Proof of Theorem 5.17. It is easy to check that the equality
holds. In particular, since Similarly, we have xp+1 = · · · = x2p. Therefore, by Lemma 5.22, all arcs in the left (right) side of the broken line l in D are equal to x1 (resp. xp+1). Moreover, xp+1 belongs to not only the right side of l but also the left side, and hence xp+1 = x1. Now, any two generators in our presentation are equal. Moreover, since λ is in the commutator subgroup, we have λ = 1, and hence x1 = 1. This gives π1(W ) = 1. Therefore, by applying Corollary 3.10 to W , we have rs(Σ(Dp,p+q)) = rs(S 3 1/2 (Tp,p+q#Tp,p+q)) < rs(S 3 1/2 (Tp,q#Tp,q)) = rs(Σ(Dp,q)). Since q is an arbitrary integer with q > 1 and gcd(p, q) = 1, this inequality holds even if we replace q with kp + q for any k ∈ Z>0. Consequently, we have rs(Σ(Dp,q)) > rs(Σ(Dp,p+q)) > rs(Σ(Dp,2p+q)) > · · · .
Combining with Lemma 5.21, this completes the proof.
A filtration on Θ 3
Z . In the last of this section, we prove Theorem 1.14. Theorem 1.14. For any r ∈ R>0, the quotient group Θ Z /Θ Z,r contains Z ∞ as a subgroup.
Proof. To prove the theorem, we use the sequence {Σ(2, 3, 6k − 1)} ∞ k=1 . (In fact, we can replace it with any sequence {Y k } ∞ k=1 such that {r0(Y k )} ∞ k=1 is a decreasing sequence and converges to zero.) Fix r ∈ R>0. Then, since r0(Σ(2, 3, 6k − 1)) = 1/24(6k − 1) converges to zero, there exists an integer N such that 1/24(6N − 1) < r. < r, a contradiction.
Computation for a hyperbolic 3-manifold
In this section, we give approximations of the critical values of Chern-Simons functional on a hyperbolic 3-manifold. Moreover, using the calculations, we obtain an approximated value of rs(Y ) for a hyperbolic 3-manifold. 6.1. 1/n-surgery along a knot K. We here review a formula of cs due to Kirk and Klassen [17] and explain our method of computing an approximate value of cs. For a compact manifold M , we define R(M ) by R(M ) = Hom(π1(M ), SL(2, C)) and call it the SL(2, C)-representation variety of M . In this paper, we equip R(M ) with the compact open topology.
Here, ρ ∈ R is said to be parabolic if ρ is non-trivial with Tr ρ(x) = ±2 for any x ∈ π1(M ). For a knot K in S 3 , let E(K) denote the exterior of an open tubular neighborhood of K. Remark 6.2. Kirk and Klassen showed Theorem 6.1 for a family of SU (2)-connections. As written in [17, p. 354] , the formula can be extended to the case of SL(2, C). We need to define the smoothness of a path γ : [s0, s1] → R(E(K)) \ {parabolic representations} because we use the Stokes theorem when we prove Theorem 6.1. If we fix a generating system of π1(E(K)), the space R(E(K) can be embedded into SL(2, C) N , where N is the number of generators. If the composite of γ : [s0, s1] → R(E(K)) and R(E(K) → SL(2, C) N is piecewise smooth, we call γ a piecewise smooth path. If we have such a piecewise smooth path γ on [s0, s1] = Ij, we can define a piecewise smooth family of SL(2, C)-connections At on E(K) by considering the inverse map of the holonomy correspondence. Then we have a smooth connection A on E(K) × Ij for each j. If we have such a connection A, one can check the formula (14) .
It is difficult to find a suitable path and compute the above integral in general. For a 2-bridge knot K, the subspace R irr (E(K)) of irreducible representations is explicitly described by a Riley polynomial as follows. We first recall that π1(E(K)) admits a presentation of the form x, y | wx = yw . For t ∈ C \ {0}, u ∈ C and ε ∈ {±1}, let ρt,u,ε denote the representation of the free group x, y | − of rank 2 given by
where √ re iθ = √ re iθ/2 for r ≥ 0, −π < θ ≤ π. Here, the Riley polynomial of K (for the above presentation) is defined by φ(t, u) = w11 + (1 − t)w12 ∈ Z[t ±1/2 , u], where wij is the (i, j)-entry of ρt,u,ε(w). Then ρt,u,ε gives a representation of π1(E(K)) if and only if φ(t, u) = 0. Moreover, any irreducible representation of π1(E(K)) is conjugate to ρt,u,ε for some t, u and ε.
Here, ρt,u,ε is conjugate to an SU (2)-representation if and only if |t| = 1, t = ±1 and −t − t −1 − 2 ≤ u ≤ 0. Note that an SU (2)-representation ρt,u,ε is SU (2)-conjugate to ρ t −1 ,u,ε .
We next focus on the d-fold branched cover
where d = deg u φ. In order to find a path from ρt 0 ,u 0 ,ε to ρt 1 ,u 1 ,ε, we first take a path γ from t0 to t1 and its liftγ satisfying pr 2 •γ(sj) = uj. Since the lift starting from (t0, u0) might end at (t1, u 1 ) for u 1 = u1, one should choose a path γ carefully. We now have α(s) = 1 4πi log γ(s) with an analytic continuation along γ. Once the function u(s) is given explicitly withγ(s) = (γ(s), u(s)), one gets β(s) = 1 2πi log(P −1 ρ γ(s),u(s),ε (λ)P )11, where P = P (s) is a matrix satisfying (P −1 ρ γ(s),u(s),ε (µ)P )11 = 2πiα(s). We finally integrate β(s)α (s) on [s0, s1].
In fact, one can express u(s) explicitly by solving φ(t, u) = 0 when deg u φ ≤ 4. Here, we should be careful to connect the solutions. For instance, let φ(t, u) = t − u 2 . Then we have u0(t) = √ t, u1(t) = − √ t. In order to find a path from (i, e πi/4 ) to (−i, e 3πi/4 ), we define γ : Figure 9 . The 8 non-trivial representations of π1(S 3 −1/2 (52)) in the space of non-abelian representations of π1(E(52)).
We now see that there are 8 conjugacy classes of non-trivial SU (2)-representations of π1(S 3 −1/2 (52)) as drawn in Figure 9 . Note that the Casson invariant of S 3 −1/2 (52) is equal to −4. Figure 10 . The blue (resp. green, orange) dots correspond to representations of π1(S 3 −1/2 (52)) (resp. the roots of ∆5 2 (t), some branched points). Here the label {i, {j}} at t ∈ C means φ(t, uj(t)) = 0.
The following computation is based on Mathematica. Since deg u = 3, one gets the explicit solutions u1(t), u2(t), u3(t) of φ(t, u) = 0. We take 8 paths as illustrated in Figure 10 and apply Theorem 6.1 to these paths. Here some paths start from a root of ∆5 2 (t). For these paths, we use [17, Lemma 5.3] to compute integrals. The result of the computation is listed in Table 6 Table 2 . The values of −cs for the representations of π1(S 3 −1/2 (52)). Note that 0.16666 · · · 67 ≈ 1/6 and 0.60416 · · · 67 ≈ 29/48, where both decimals have 46 digits of 6's in the omitted part.
Recall that rs(S 3 1 (5 * 2 )) = 1/4 · 2 · 3 · 11 ≈ 0.00379. Since 0.00176489 is the only value less than 0.00379 among the 8 values, we conclude that rs(S 3 1/2 (5 * 2 )) ≈ 0.00176489. Moreover, we improve the precision and get rs(S 3 1/2 (5 * 2 )) ≈ 0.0017648904 7864885113 0739625897 0947779330 4925308209 for all s ∈ R ≤0 .
