This paper introduces a new approach to inverse halftoning using nonorthogonal wavelets. The distinct features of this wavelet-based approach are: a) edge information in the highpass wavelet images of a halftone image is extracted and used to assist inverse halftoning, b) crossscale correlations in the multiscale wavelet decomposition are used for removing background halftoning noise while preserving important edges in the wavelet lowpass image, c) experiments show that our simple wavelet-based approach outperforms the best results obtained from inverse halftoning methods published in the literature, which are iterative in nature 1, 2].
Introduction
Inverse halftoning addresses the problem of recovering a continuous-tone image from a halftoned binary image 1, 2] . Inverse halftoning has applications to image scaling, enhancement, facsimile image processing, and image compression 3]. In the halftoning process 4], a continuous-tone image is rendered into a binary image for the purpose of display or printing. Although the inverse halftoning scheme presented here works with any halftoning process, this paper focuses on the most popular one: error di usion. In error di usion, the error between the continuous-tone input and binary output at each pixel is di used over a causal neighborhood (or kernel). The simplest form of error di usion kernel is the Floyd-Steinberg kernel 5].
Since the halftoning process is a many-to-one map, inverse halftoning is an ill-posed inverse problem with no unique solution. Iterative approaches (e.g. projection onto convex sets 6]) have been studied for addressing the inverse problem by incorporating both spatial and frequency constraints 2]. Assuming the error di usion kernel is known a priori, the halftoned image itself provides an obvious spatial constraint, namely, that the recovered continuous-tone image should produce the given halftone image when it is error di used. The frequency constraints, on the other hand, do not re ect known properties of the solution, but rather reasonable a priori assumptions about properties of images in general. Clearly, reconstruction quality depends heavily on the accuracy of these assumptions. A popular frequency constraint is to require inverse-halftoned images to be bandlimited 1, 2] . Algorithms based on lowpass frequency constraints recognize that the selection of bandwidth parameters plays a critical role in algorithm performance. Too much band limitation oversmooths edges, whereas too little band limitation results in noisy inverse-halftoned images. In the past, various lowpass lters have been used (e.g. halfband lowpass 1], Gaussian lowpass and optimal lowpass-based on singular value decomposition (SVD) 2]).
A fundamental limitation of inverse halftoning algorithms based on global lowpass frequency constraints is that they are not able to extract useful highpass information from the halftoned image. Image edges consist of substantial highpass energy, and edges are often rendered reasonably well by good halftoning processes. Thus, global lowpass constraints ignore important highpass information embedded in the edges of the halftoned image. This paper introduces a new approach to inverse halftoning using wavelets 1 . The wavelet representation o ers a decomposition of the halftoned image that allows us to selectively choose appropriate information from all frequency bands (i.e. lowpass information in smooth regions augmented by highpass information around edges) for good inverse halftoning performance.
Our approach is motivated by recent results in signal denoising using wavelets 7, 8], and we adopt a similar denoising perspective in developing our algorithm. A global frequency constraint assumes that wavelet coe cients of the signal (in our case, the desired image) decay exponentially with scale at some rate . Note: this corresponds to a Sobolev space signal model. Algorithms based on this assumption set some threshold beyond which coe cients are considered to be dominated by noise. In typical images, the vast majority of coe cients exhibit very fast decay rate in scale, while a few edge coe cients decay at a much slower rate (i.e. in any given band, the edge coe cients have much larger magnitudes). Thus, the Sobolev model is forced to choose between setting a low threshold that treats the fast decay coe cients properly at the cost of throwing away important edge coe cients, or setting a high threshold that preserves edge coe cients at the cost of including a large number of noisy coe cients with no signi cant energy. To address this problem, DeVore et al. 9 ] have studied modeling signals as functions from Besov spaces, and have shown that wavelet bases have very natural and attractive properties for nonlinear approximation of functions in Besov spaces (they also allow the wavelet bases to be redundant, and give an example of wavelet approximation using overcomplete representations). Loosely speaking, a Besov space is the space of functions whose wavelet coe cients, ordered in decreasing order of magnitude, decay exponentially at some rate . The signi cance of the Besov model is that it characterizes a function by its N largest wavelet coe cients, in contrast with the Sobolev model which characterizes a function by its rst (ordered in frequency) N coe cients. It can be shown that, for piecewise smooth functions with most coe cients decaying exponentially at some high rate , and a su ciently small number of edge coe cients with much slower decay, the accuracy of the Besov approximation tracks the fast rate while the Sobolev approximation tracks the slow rate.
In denoising applications, if the signal is modeled as a function from a Besov space corrupted by Gaussian noise, an optimal reconstruction must both identify and estimate the N largest wavelet coe cients. It is signi cant that, unlike the signal, the Gaussian noise process does not generate isolated large coe cients among the highband coe cients. Thus, simple nonlinear strategies such as Donoho's 7] thresholding scheme which identi es the N signal coe cients by selecting the largest coe cients give optimal reconstructions. Non-Gaussian noise (e.g., Cauchy) was also treated by Donoho 10] using nonlinear multiresolutional analysis within his thresholding-based denoising framework.
In the case of halftoning noise, various local noise phenomena (e.g., false contouring, error di usion oscillations, etc.) may also be responsible for isolated large energy highband coe cients. Thus, unlike the case of Gaussian noise, it may be wrong to conclude that isolated high energy highband coe cients must re ect signal components. Nevertheless, in this work we assume that good halftoning methods are successful at eliminating localized energy concentrations in regions where the signal is smooth, thus allowing us to assume that the largest isolated highband coe cients are due to signal components. While it is true that halftoning noise will also contribute localized energy concentration at image edges, these corrupt the signal components but should not cause us to miss or falsely identify the important coe cients. We are thus motivated to conjecture that wavelet-based denoising methods should be e ective for inverse halftoning, though it may not be possible to prove the same optimality properties as in standard denoising settings.
Our proposed inverse halftoning algorithm is based on the overcomplete nonorthogonal wavelets introduced in 11]. It adopts a frequency adaptive approach and demonstrates some noteworthy di erences from previous algorithms. Another wavelet-based unscreening approach was taken by Luo et al. in 12] , in which a critically sampled wavelet representation was used. The overcomplete image representation provided by the nonorthogonal wavelets in 11] has certain advantages over a critically sampled wavelet representation for our problem of inverse halftoning. It characterizes an image by the local maxima of its wavelet transform modulus, and nding these local maxima is equivalent to the Canny edge detector 13]. We will implicitly make use of this property when addressing noise removal of the lowpass wavelet image in Section 3.2.
Our new inverse halftoning algorithm begins by applying a nonorthogonal, overcomplete wavelet transform to a given halftone image 14]. The highpass wavelet images will be dominated by halftoning blue noise, whose power increases with respect to frequency 4]. Any good inverse halftoning algorithm must eliminate this noise. However, conventional strategies of lowpass ltering 1, 2] (i.e., throwing away the highpass images) remove important edge information, and the soft thresholding scheme described in 7] will not work well in this case either because the halftoning noise is not Gaussian. We take a novel lowpass approach to extract useful edge information in the highpass images while suppressing the blue noise, providing a signi cant performance boost for our inverse halftoning algorithm.
For intermediate highpass bands of the wavelet decomposition, we propose an explicit edge extraction algorithm based on cross-scale correlations and we use the resulting edges to perform spatially varying ltering of these images. This approach adaptively removes background halftoning noise while preserving important edge information in the bandpass bands.
Our proposed inverse halftoning approach is universal in the sense that no a priori knowledge about the halftoning process is assumed, yet the remarkable feature of this simple algorithm is that it outperforms the best results obtained from iterative methods in 1, 2]. When the a priori information of the error di usion kernel is available, our inverse halftoning algorithm can take advantage of it, and achieve better performance.
Discrete Dyadic Wavelet Transform
We describe the discrete dyadic wavelet transform from a signal processing point of view, referring the reader to 11] for more mathematical details. Assume f(n) is a 1-D discrete sequence of length N. The rst stage of the dyadic wavelet transform decomposes f(n) into a lowpass sequence S 1 f(n) and a highpass sequence W 1 f(n) by passing f(n) through a lowpass lter h(n) and a highpass lter g(n) as shown in Fig. 1 (a) ; the original sequence f(n) can be recovered from S 1 f(n) and W 1 f(n) (both are of length N) by using them as inputs to the system of Fig. 1 (b) , where h(?n) and k(n) are the reconstructing lowpass and highpass lters, respectively. The lters h(n), g(n) and k(n) are designed so that the perfect reconstruction condition jH(!)j 2 + G(!)K(!) = 1 is satis ed. These lters are connected with wavelet bases via the following three frequency domain relationships:
(1) (2!) = e ?j ! 2 G(!) (!); (2) ?(2!) = e j ! 2 K(!) (!); (3) where (x) is the smoothing function, (x) the analysis wavelet, and (x) the synthesis wavelet. The lters we use are given in 11], the corresponding wavelet (x) is the derivative of a cubic spline which is close to a Gaussian function. To generate a multiscale discrete dyadic wavelet transform, we repeat the system of Fig. 1 
Inverse Halftoning Using Wavelets
Let the given halftone image be f(m; n). Conventional lowpass techniques in inverse halftoning only use lowpass information (i.e., S 1 f) of f(m; n) 1, 2] . In our new wavelet approach, we use information of the wavelet representation of f(m; n) in all frequency bands. The block diagram of the proposed wavelet-based inverse halftoning scheme is shown in Fig. 2. 
Edge extraction from highpass wavelet images
In our wavelet approach, useful edge information can be extracted from highpass wavelet images ?3 m; n 3, where k is a scaling factor so that the DC gain of the lter is 1. 2 controls the frequency response of the Gaussian lter, which in turn determines the amount of useful edge information to be extracted. In our experiments, we choose 2 = 2 for all images as it gives the best inverse halftoning performance.
Edge-preserving noise removal of the lowpass wavelet image
After the rst wavelet lowpass operation, some halftoning patterns are still visible in smooth regions of S 1 f. This is due to noise introduced in the lowpass band during the halftoning process. To remove the halftoning noise in S 1 f and at the same time protect important edges in its non-smooth regions, we exploit cross-scale correlations among W O s f's (s = 2; 3; O 2 fH; V g) (see Fig. 3 ) o ered by the multiscale wavelet transform for edge extraction 15]. Locations with cross-scale correlation above a certain threshold are identi ed as edges, while low cross-scale correlation regions are treated as background, and noise in these regions are suppressed. Two edge maps (one vertical, and another horizontal) are generated by directly multiplying cross-scale highpass wavelet coe cients as follows: E H (m; n) = W H 2 f(m; n)W H 3 f(m; n); (4) E V (m; n) = W V 2 f(m; n)W V 3 f(m; n); 
This noise removal process from S 1 f is depicted in Fig. 4 . It certainly depends on the threshold T in (6), but the overall inverse halftoning performance is not too sensitive to T. We experimentally determine the best value of T for inverse halftoning. For the results reported in the next section, T is set to be 60.
Experimental Results
We experimented on the standard 512 512 Lena and Peppers images. Fig. 6 (a) shows the halftoned Lena and Peppers images using the Floyd-Steinberg error di usion 5]. PSNR between the original continuous-tone image and the inverse-halftoned image is used as the performance measure. For the sake of judging the visual quality, all images (in GIF format) related to the paper are available at http://spectra.eng.hawaii.edu/~zx/paper/halftone.html.
Comparisons of lowpass lters
We rst compare the performance of the wavelet lowpass lter with other lters that were previously used in inverse halftoning, namely, the 9 9 Gaussian lter 2] and the halfband lowpass lter 1]. The error di used Lena and Peppers images are processed by using di erent lowpass lters, and PSNR numbers between the resulting images and the original continuous-tone Lena and Peppers are show in Table 1 , which indicate that the wavelet lowpass lter is superior to others.
Gaussian Halfband Wavelet Lena 28.64 dB 29.60 dB 30.38 dB Peppers 27.59 dB 27.76 dB 28.56 dB 
Blind inverse halftoning using wavelets
Our inverse halftoning algorithm uses edge extraction for noise removal from the the wavelet lowpass image and the useful information from the highpass images. The reconstructed Lena and Peppers images obtained from our inverse halftoning algorithm are shown in Fig. 6 (b) . The PSNRs with respect to the original continuous-tone images are 31.50 dB for Lena and 30.43 dB for Peppers, respectively. These PSNRs are higher that the best results obtained by the iterative method using halfband lowpass ltering and statistical smoothing in 1] (see Table 2 ). 4.3 Inverse halftoning using wavelets assuming the error di usion kernel is known Note that the above inverse halftoning results are obtained without using any a priori knowledge of the error di usion kernel. If the error di usion kernel is known, we can use this extra information and achieve better inverse halftoning performance. We rst apply a MAP projection operator as used in 1] to the continuous-tone image after blind inverse halftoning. Using information about the error di usion kernel, the MAP projector makes minimum adjustment at the pixel level of the continuous-tone image so that the resulting image, once error di used, gives the same original halftone image. The MAP projector is followed by a similar statistical smoothing operator as used in 1] to give a nal smooth continuous-tone image, as shown in Fig. 5 . The statistical smoothing operator is a nonlinear process that intends to \smooth out" the spiky noise introduced to the image background by the MAP projector. The inverse halftoning results after one MAP projection and smooth operation are given in Table 3 , from which we see that using the kernel information gives about 0.2 dB gain over blind inverse halftoning. Finally, comparing Table 2 and 3, we see that, for the Peppers image, even without knowing the error di usion kernel, our wavelet-based inverse halftoning algorithm outperforms the best result achievably by the iterative method of 1] which has access to the kernel information. 
Conclusions
In this paper we have introduced a new approach to inverse halftoning using nonorthogonal wavelets. It represents an improvement over the state-of-the-art of inverse halftoning. Although theoretical work in 9, 7] indicates that wavelets play a fundamental role in inverse halftoning, the the better performance of our wavelet-based approach is the real proof. Since we do not claim optimality in our proposed algorithm, future research directions include nding the best threshold T and new inverse halftoning approaches based on nonlinear multiresolutional analysis 10]. 
