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Abstract
The theory of convex risk functions has now been well established as the basis for
identifying the families of risk functions that should be used in risk averse optimiza-
tion problems. Despite its theoretical appeal, the implementation of a convex risk
function remains difficult, as there is little guidance regarding how a convex risk func-
tion should be chosen so that it also well represents one’s own risk preferences. In
this paper, we address this issue through the lens of inverse optimization. Specifically,
given solution data from some (forward) risk-averse optimization problems we develop
an inverse optimization framework that generates a risk function that renders the so-
lutions optimal for the forward problems. The framework incorporates the well-known
properties of convex risk functions, namely, monotonicity, convexity, translation invari-
ance, and law invariance, as the general information about candidate risk functions,
and also the feedbacks from individuals, which include an initial estimate of the risk
function and pairwise comparisons among random losses, as the more specific informa-
tion. Our framework is particularly novel in that unlike classical inverse optimization,
no parametric assumption is made about the risk function, i.e. it is non-parametric.
We show how the resulting inverse optimization problems can be reformulated as con-
vex programs and are polynomially solvable if the corresponding forward problems are
polynomially solvable. We illustrate the imputed risk functions in a portfolio selection
problem and demonstrate their practical value using real-life data.
1 Introduction
The theory of convex risk functions, established since the work of Artzner et al. (1999)
and later generalized by Fo¨llmer and Schied (2002), Ruszczyn´ski and Shapiro (2006),
among others, has played a central role in the development of modern risk-averse op-
timization models. The work of Ruszczyn´ski and Shapiro (2006) in particular brings
to light the intimate relationship between convex risk functions and optimization the-
ory, and provides necessary tools for analyzing the tractability of risk-averse opti-
mization problems involving convex risk functions. The unified scheme that they pro-
vided through convex analysis also explains the success of several convex risk functions
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that have now been constantly applied for risk minimization, among which the most
well known is arguably Conditional Value-at-Risk (CVaR) (Rockafellar and Uryasev
(2000)).
It was however not for the purpose of optimization (i.e. risk minimization), at least
not solely, when the theory was first established. Rather, the motivation lay in the need
for alternative measures of risk that can better characterize how risk is perceived by
individuals. The property of convexity for example, which led to the term ”convex” risk
function, was postulated by the theory as an essential and universal characteristic of
how risk-averse individuals would perceive risk, namely that diversification should not
be risker. The industrial standard measure of risk, Value-at-Risk (VaR), unfortunately
does not satisfy the property, whereas CVaR as its counterpart that satisfies convexity
has become a popular alternative supported by the theory. Other properties in the
theory that have also been constantly referred to in justifying the choice of a measure
for risk include monotonicity and translation invariance (Fo¨llmer and Schied (2002)),
law invariance (Kusuoka (2001)), positive homogeneity (Artzner et al. (1999)), and
comonotonicity (Acerbi (2002)), among others. Each of these properties represents a
certain well-grounded rationale for how risk might be perceived over random variables.
Some are applicable fairly generally, e.g. monotonicity and law invariance, whereas
some others can be domain dependent, e.g. translation invariance.
Despite the general attractive features of convex risk functions from both optimiza-
tion and risk modelling point of view, very little guidance however has been provided
to date regarding how to choose a convex risk function that can also well represent
one’s own subjective perception of risk. In current practice, the choice of a convex risk
function is mostly ad hoc and involves very little knowledge of decision makers’ true
risk preferences. This raises the question of how ones’ risk preferences may be observed
and how to generate a convex risk function that complies with the observed preferences.
Delage and Li (2016) appears to be the first that addresses this by proposing a means to
construct a convex risk function from the assessments provided by the decision maker
who compares pairs of risky random losses. Their work is closely related to the field
of preference (or utility) elicitation, where queries are considered for extracting users’
preferences in establishing their utility functions. One of the main challenges facing
this line of work is that in reality decision makers may only be able to provide limited
responses due to potential time and cognitive constraints, and thus the elicited pref-
erence information is often incomplete. This situation is formulated in Delage and Li
(2016) as a preference robust optimization problem where a worst-case risk measure
is sought that complies with a finite number of pairwise preference relations elicited
from the decision maker. Similar ideas can be found also in the context of expected
utility theory. Armbruster and Delage (2015) and Hu and Mehrotra (2015) consider
the formulation of a worst-case expected utility function based on limited preference
information, whereas Boutilier et al. (2006) considers a worst-case regret criterion over
utility functions.
In this paper, we attempt to provide an alternative perspective on the search of
a convex risk function that takes into account decision makers’ true risk preferences,
namely through the lens of inverse optimization. The motivation is that in many to-
day’s applications it becomes possible to have access to the record of the decisions
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made by individuals, and the past decisions, if optimally made, provide useful pref-
erence information. Such kind of preference information may be viewed as a special
form of pairwise preference relations, where the random variable chosen according to a
made decision is considered preferable to the random variables that could be chosen by
alternative decisions. In the case that the alternative decisions are finite, the pairwise
preference relations are also finite, which can then be handled by existing frameworks
such as Delage and Li (2016). The emphasis of this work is however on the case when
the alternative decisions may be described through a convex set, which leads to in-
finitely many pairwise relations that cannot be handled by the existing frameworks.
Moreover, we also recognize that in practice even though risk perceptions differ across
individuals, it is often the case that a reference risk function is required to be es-
tablished first for communication purpose or some other pragmatic reasons. Such a
reference function is often expected to be followed closely before more precise prefer-
ence information can be revealed. A natural framework to address the above issues is
the setup of inverse optimization; namely, given the solutions for some forward prob-
lems characterized by convex feasible sets, the inverse problem seeks a risk function
that renders the solutions optimal for the forward problems by minimally deviating
from the reference risk function. Our formulation of the inverse problem will allow
for incorporating preference information in both the forms of pairwise relations and
”most preferable” decisions in convex sets of alternatives, and moreover the important
properties of convex risk functions, namely the monotonicity, convexity, translation
invariance, and law invariance. We show how the resulting inverse problems can be
tractably analyzed by applying conjugate duality theory, which appears to the key to
identify a risk function from both primal and dual perspective.
To the best of our knowledge, little has been discussed in the literature about in-
verse optimization for convex risk functions. Bertsimas et al. (2012) considered inverse
optimization for a financial application involving the use of coherent risk measures, but
they assumed the measure is given a priori and focused on the estimation of parameters
characterizing random returns and risk budgets. Iyengar and Kang (2005) also applied
inverse optimization to estimate parameters of expected returns in a financial problem.
More generally, inverse optimization methods have been developed for linear programs
(Ahuja and Orlin (2001), Dempe and Lohse (2006)), conic programs ( Iyengar and
Kang (2005)), and convex separable programs ( Zhang and Xu (2010)) for estimating
the parameters that characterize the programs. Early works include also Burton and
Toint (1992), Zhang and Liu (1996), and Hochbaum (2003) with a focus on network
and combinatorial optimization problems (see Heuberger (2004) for a survey), whereas
more recent works include Schaefer (2009) on integer programs, Chan et al. (2014) on
multi-objective, Ghate (2015) on countably infinite linear programs, and Keshavarz
et al. (2011), Bertsimas et al. (2014), Aswani et al. (2015), and Mohajerin Esfahani
et al. (2015) on various issues related to the observations of multiple responses from
an agent solving a parametric optimization problem.
In much of the above literature, the problems are structured in a parametric fashion
and the goal is to estimate the parameters that characterize the forward problems from
observed decisions. The parametric assumption however is too limiting for the purpose
of identifying one’s true risk function, since it restricts the class of functions to which the
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true risk function may belong. It also provides no guarantee regarding the convergence
to the true risk function even if some elicited information such as pairwise preference
relations is available. In contrast, the inverse optimization formulations presented in
this paper are parameter-free and search over the entire space of convex risk functions
for the true risk function. Its solution can converge to the true risk function, if the true
one is a convex risk function, as more elicited information is collected. In this sense, our
work broadens the scope of inverse optimization and opens the door for nonparametric
approaches to function estimation through inverse optimization. We summarize our
contributions below
1. We develop for the first time an inverse-optimization framework for convex risk
functions, which generates a risk function incorporating the following information:
1) the properties of monotonicity, convexity, and translation invariance that define
a convex risk measure, 2) the property of law invariance, 3) observable optimal
solutions from forward problems, 4) a reference risk function and 5) observed
pairwise preference relations.
2. We formulate the inverse optimization problems in a non-parametric fashion, and
show how the problems can be analyzed based on the theory of conjugate duality.
We prove that for a large number of cases, the computational tractability of the
inverse problems are largely determined by the forward problems; namely, the
former is polynomially solvable, or can be solved as a conic program, if the latter
is so.
3. We introduce the notion of dual-C piecewise linear risk function that characterizes
the solution for the inverse problem and serves as a natural generalization for a
number of well-known risk functions.
4. We demonstrate the application of our framework in a portfolio selection problem
and provide computational evidence that the imputed risk functions well utilize
the preference information contained in observable solutions and a reference risk
function, which leads to a solution that can be well justified in terms of both
its performance evaluated based on the true risk function and the reference risk
function.
The remainder of the paper is organized as follows. In Section 2, we present a generic
model for the inverse problem, where four different sets of candidate risk functions are
formulated in a non-parametric fashion using results from the theory of convex risk
functions. We review briefly also the representation theorem of convex risk functions.
In Section 3, we study the proposed inverse model for the general case of convex risk
functions (measures) and provide the steps for proving the tractability of the model.
In Section 4, we extend the analysis developed in the previous section to the case of
law invariance risk functions and address the additional complexity arising from this
setting. Finally, we demonstrate in Section 5 the advantages of using imputed risk
functions in a portfolio selection problem.
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2 Inverse Optimization of Risk Functions
We begin by formalizing the notation for the forward problem of risk minimization and
then proceed to the generic formulation of the inverse problem. Necessary background
about convex risk functions will be provided throughout the formulation of the inverse
problem.
2.1 Forward problem of risk minimization
Consider a sample space Ω and let Z denote a random variable on Ω, i.e. Z : Ω →
R. Without loss of generality, in this paper we assume that any random variable Z
represents some form of loss, by which we mean that it has the interpretation that for
any ω ∈ Ω the larger Z(ω) the worse. This facilitates the definition of risk functions
introduced later in the paper. Let x ∈ Rn be the decision variable that must be
implemented prior to the realization of the outcome ω and X ⊆ Rn denote the set of
feasible solutions. We denote by Z(x) : Ω → R the random loss resulting from the
decision x. To determine the optimality of a solution x∗ ∈ X , one needs to establish
first a system of preference relations  over random losses Z := {Z(x)}x∈X , where
for any Z1, Z2 ∈ Z, Z1  Z2 stands for that Z1 is preferred to Z2. With the system,
an optimal solution x∗ is sought that satisfies Z(x∗)  Z(x),∀x ∈ X , or equivalently
Z(x∗)  Z, ∀Z ∈ Z.
A risk function ρ is a numerical representation that captures the preference relations
 in terms of the riskiness of random losses, i.e. a random loss Z is preferable if it
is perceived less risky. In the rest of this paper, we focus on the case where a risk
function ρ is defined over random losses based on a sample space with finitely many
outcomes Ω := {ωi}Ni=1. In this setting, any random loss Z can be represented also by
a vector ~Z ∈ R|Ω|, where (~Z)i = Z(ωi), and the random loss resulting from a decision
x can be written by ~Z(x) := (Z(x, ω1), ..., Z(x, ωN ))
> ∈ R|Ω|. If a random loss Z2
is perceived at least as risky as Z1, i.e. Z1  Z2, the risk function ρ : R|Ω| → R¯,
where R¯ := R∪{−∞,+∞} should satisfy ρ(~Z1) ≤ ρ(~Z2). Accordingly, a solution x∗ is
optimal if and only if it satisfies ρ(~Z(x∗)) ≤ ρ(~Z(x)), ∀x ∈ X and a risk minimization
problem can be formulated as
min
x∈X
ρ(~Z(x)), (1)
where X ⊆ Rn denotes a convex set of feasible solutions.
In the above forward problem, it is assumed that the risk function ρ is given (equiv-
alently, the preference system  is available) and an optimal solution x∗ ∈ X is sought
for the problem.
2.2 Model for inverse optimization problem
In the problem of inverse optimization, we assume the following : 1) a sequence of
solutions x∗(d) ∈ Rn, d = 1, ..., D, can be observed from the forward optimization
problem (1) characterized respectively by the feasible sets X (d) ⊆ Rn, d = 1, ..., D,
2) a set of risk functions R that contains the true risk function ρ∗ can be identified,
and 3) a reference risk function ρ˜ can be provided that serves as an initial estimate
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of the true risk function ρ∗. The goal is to seek a risk function ρ ∈ R that renders
the solution x∗(d) optimal for the forward optimization problem based on X (d) for all
d = 1, ..., D, by minimally deviating from the reference function ρ˜. A generic model
for the inverse problem can be formulated as follows.
inf
ρ
||ρ− ρ˜||∞
subject to ρ ∈ R (2)
x∗(d) ∈ arg minx∈X (d) ρ(~Z(x)), d = 1, ..., D,
where || · ||∞ stands for the infinity norm applied to ensure that the solution is ev-
erywhere reasonably close to the reference risk function. As examples, in Table 1 a
list of well-known risk functions are provided that might be used as the reference risk
function ρ˜.
Risk function Formulation
Maximum loss maxi{Z(ωi)}
Expectation E[Z]
Mean-absolute-deviation E[Z] + γE[|Z − E[Z]|], γ ∈ [0, 1
2
]
Mean-upper-semideviation E[Z] + γ(E[([Z − E[Z]]+)s])1/s, γ ∈ [0, 1], s ≥ 1
Conditional Value-at-Risk (CVaR)
∫∞
−∞ zdF
α
Z (z), F
α
Z (z) =
{
0 ,if z < F−1Z (α)
FZ(z)−α
1−α ,if z ≥ F−1Z (α)
, α ∈ [0, 1)
Spectral risk measures
∫ 1
0
F−1Z (t)φ(t)dt,
φ is nonnegative, non-decreasing, and
∫ 1
0
φ(t)dt = 1
Table 1: Several well-known risk functions, where FZ(z) denotes the distribution func-
tion of the random variable Z, and F−1Z stands for the generalized inverse distribution
function.
It is typically assumed in the classical inverse optimization that the set R corre-
sponds to some parametric family of functions. This approach however might not be
well justified since the chosen parametric form might not be consistent with one’s true
preference system . The approach that we will be taking to characterize the set R
is instead non-parametric, which bypasses the inconsistency issue. Namely, we will
define the set R through the following conditions that the true risk function ρ∗ could
potentially satisfy:
(1) (Monotonicity) ρ(~Z1) ≥ ρ(~Z2) for any random losses Z1 ≥ Z2;
(2) (Convexity) ρ(λ~Z1 + (1 − λ)~Z2) ≤ λρ(~Z1) + (1 − λ)ρ(~Z2) for any λ ∈ [0, 1] and
random losses Z1, Z2;
(3) (Law invariance) ρ(~Z1) = ρ(~Z2) for any random losses Z1 and Z2 that are distri-
butionally equivalent, i.e. Z1 ≡F Z2;
(4) (Translation invariance) ρ(~Z − c) = ρ(~Z) − c for any given random loss Z and a
constant amount c ∈ R;
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(5) (Pairwise preference relations) ρ(~Lk) ≤ ρ(~Uk) for a given list of pairs of random
losses {(Lk, Uk)}k∈K, where K = {1, ..., K¯}.
We borrow the first four conditions from the theory of convex risk functions, which
have the best potential to accommodate one’s preference system  in general terms,
and the last condition from the field of preference elicitation which ensures that more
details of the preference system  can be further accounted for by a risk function. This
last condition of pairwise preference relations ensures that consistency can be enforced
between a candidate risk function and one’s preference system over a finite number of
random losses, and is critical for describing how the set R may converge to the true
risk function ρ∗ as more preference information is revealed, i.e. K¯ → ∞. It can be
obtained either from observations or through questionnaires on how one chooses the
most preferable random loss over a finite number of alternatives.
Based on the above conditions, we consider in this paper four different cases of
defining the set R by applying different subsets of the conditions. We start by first
formally defining two families of convex risk functions based on the conditions (1),
(2), and (4).
Definition 2.1. A risk function ρ : R|Ω| → R¯ is called a convex risk function if it
is proper, lower semi-continuous, and normalized by ρ(~0) = 0, and satisfies the above
condition (1) and (2). We write Rcvx to denote the family of convex risk functions.
Moreover, if a convex risk function further satisfies the condition (4), it is called a
convex risk measure. We write Rcvxm to denote the family of convex risk measures.
Using this definition and the condition (5), we consider the following two cases for
the set R:
Rcvx({(Lk, Uk)}k∈K) := {ρ ∈ Rcvx | ρ(~Lk) ≤ ρ(~Uk), k ∈ {1, ..., K¯}},
Rcvxm({(Lk, Uk)}k∈K) := {ρ ∈ Rcvxm | ρ(~Lk) ≤ ρ(~Uk), k ∈ {1, ..., K¯}}.
The first caseR := Rcvx({(Lk, Uk)}k∈K) is the most generally applicable one among
all the cases, as it relies only on two arguably most widely accepted properties in the
theory of convex risk functions, i.e. monotonicity and convexity. The condition of
monotonicity applies when one’s preference system  satisfies that Z2  Z1 for any
Z1 ≥ Z2, i.e. a random loss cannot be preferable if it is larger for any possible outcome.
The condition of convexity implies that the system  satisfies λZ1 + (1 − λ)Z2 
Z, ∀λ ∈ [0, 1] for some Z if Z1, Z2  Z, i.e. any convex combination (diversification)
has to be preferable. The requirement that the function needs to be proper and lower
semi-continuous is a mild technical assumption for the purpose of performing convex
analysis, whereas the normalization condition can always be imposed without loss of
generality.
The second case R := Rcvxm({(Lk, Uk)}k∈K) represents the class of risk functions
that have emerged as a new standard for measuring risk in finance owing to the work
of Fo¨llmer and Schied (2002). Imposing the condition of translation invariance is
equivalent to assuming that one’s preference system  further satisfies that Z1 − c 
Z2 − c for any Z1  Z2 and c ∈ R, i.e. the preference relations are not affected by any
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constant amount added to (or subtracted from) the random losses. This is the case in
finance for example, where the risk of a random loss is interpreted as the amount of
capital that needs to be reserved so that the loss becomes acceptable.
The next two cases for the setR are based on the following definition of law invariant
risk functions (Kusuoka (2001)).
Definition 2.2. Given some probability measure P over the σ−algebra of Ω, a convex
risk function (resp. convex risk measure) ρ : R|Ω| → R¯ that further satisfies the condi-
tion (3) is called a law invariant convex risk function (resp. law invariant convex risk
measure). We write RFcvx (resp. RFcvxm) to denote the family of law-invariant convex
risk functions (resp. law invariant convex risk measures).
Accordingly, we have the following two additional sets:
RFcvx({(Lk, Uk)}k∈K) := {ρ ∈ RFcvx | ρ(~Lk) ≤ ρ(~Uk), k ∈ {1, ..., K¯}},
RFcvxm({(Lk, Uk)}k∈K) := {ρ ∈ RFcvxm | ρ(~Lk) ≤ ρ(~Uk), k ∈ {1, ..., K¯}}.
These two are the cases when random losses that share the same distribution are
considered equally preferable by one’s preference system, i.e. Z1 ∼ Z2, for any Z1 ≡F
Z2. Such a preference system is natural when only the distributions of random losses,
rather than their mappings from Ω to R, can be identified (or estimated). This in fact
is generally the case in practice where only sample data is available for estimating the
distributions of random losses.
Finally, it should be emphasized that we do not assume the reference function ρ˜
in (2) has to satisfy all pairwise preference relations, since finding such a risk function
can itself be non-trivial. Rather, it is more natural to assume that one would provide
the initial estimate ρ˜ by selecting it from a number of well-known convex risk functions
such as the ones in Table 1. We will study the tractability of (2) for the above four
cases of R in Section 3 and 4.
2.3 Supremum representation of convex risk functions
The representation theorem for convex risk functions will be of great use in our later
developments. In particular, we will provide in this section the supremum represen-
tations of the risk functions in Table 1, which can be used as inputs for the inverse
models in Section 3 and 4. Recall the following result.
Lemma 2.3. (see, e.g. (Ruszczyn´ski and Shapiro (2006))) Any risk function ρ ∈ Rcvx
admits the representation of
ρ(~Z) = sup
p∈R|Ω|+
{p> ~Z − ρ∗(p)}, (3)
where ρ∗(p) is a proper and lower semi-continuous convex function. In addition, any
risk function ρ ∈ Rcvxm can be further represented by
ρ(~Z) = sup
p∈R|Ω|+ ∩C
{p> ~Z − ρ∗(p)}, (4)
where the set C := {q | q>~1 = 1}.
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The representation result says that all convex risk functions may be represented
as the supremum of affine functions that have non-negative subgradients p ∈ R|Ω|+ .
It is not difficult to verify that the non-negativity of p, respectively the constraint
p>~1 = 1, is sufficient to ensure that the property of monotonicity, respectively the
property of translation invariance, can be satisfied, whereas the above result further
proves the necessity direction. One may notice that even if ρ∗ is not a convex function,
by construction the risk function ρ is still a convex risk function. The insight however
gained from the above lemma is that for any such ρ, it is always possible to find an
alternative convex function for ρ∗ so that it leads to the same risk function ρ. Our later
analysis will benefit from this fact. Note also that with translation invariance the set
of feasible subgradients reduces to the set of probability distributions on Ω = {ωi}Ni=1.
All the risk functions in Table 1 are law invariant convex risk measures, and we
provide their supremum representations based on (4). In Example 2.2 to 2.5, we denote
by g ∈ R|Ω| the probability mass function, i.e. gi = P({ωi}), ωi ∈ Ω.
Example 2.1. (Maximum loss) Its supremum representation is simply (4) with ρ∗(p) =
0.
Example 2.2. (Expectation) Its supremum representation is also trivial: (4) with
ρ∗(p) = 0 and C := {q | q = g}.
Example 2.3. (Mean-absoulte-deviation) Its supremum representation has been stud-
ied in Ruszczyn´ski and Shapiro (2006). We have
ρ(~Z) = max
p∈R|Ω|+ ∩C
p> ~Z,
where C := {q | qi = gi(1 + γ(hi −
∑
i gihi)), ||h||∞ ≤ 1} and h ∈ R|Ω|.
Example 2.4. (Mean-upper-semideviation) The derivation of its supremum represen-
tation is similar to that of the previous example (see e.g. Ruszczyn´ski and Shapiro
(2006)) ; namely, the representation is given by
ρ(~Z) = max
p∈R|Ω|+ ∩C
p> ~Z,
where C := {q | qi = gi(1 + γ(hi −
∑
i gihi)),
∑
i gi|hi|t ≤ 1, h ≥ 0}, h ∈ R|Ω| and
t = ss−1 .
Example 2.5. (Conditional Value-at-Risk (CVaR)) The following supremum repre-
sentation of CVaR is fairly standard
ρ(~Z) = max
p∈R|Ω|+ ∩C
p> ~Z,
where C := {q | qi ≤ 11−αgi, 1>q = 1}.
Before presenting the supremum representation of the following spectral risk mea-
sures, we should note that they represent an important class of risk functions that have
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constantly been referred to as the basis for representing subjective risk aversion and
more general risk measures. In particular, they completely characterize the class of
law invariant convex risk measures that are positively homogeneous and comonotonic
(Acerbi (2002)). While we consider some of these properties are too specialized to
detail for the purpose of this paper, their importance is worth noting here. We derive
their supremum representation by assuming that the probability measure P is uniform,
an assumption that provides useful insight to their representation and will be revisited
in Section 4.
Example 2.6. (Spectral risk measures) Given that P({ωi}) = 1/N for ωi ∈ Ω, any
spectral risk measure can be equivalently written as1
ρ(~Z) := φ>ϕ(~Z),
where ϕ : RN → RN denotes an ordering operator such that ϕ(~Z)1 ≤ · · · ≤ ϕ(~Z)N ,
and φ ∈ RN satisfies φ ≥ 0, ∑i φi = 1, and φ1 ≤ · · · ≤ φN . It is not difficult to
verify that the following supremum representation attains the same optimal value as
the above one
ρ(~Z) = max
p,σ
{p> ~Z | p = σ(φ), σ ∈ Σ},
where σ is an operator that permutes a N -dimensional vector, and Σ is the set of all
such operators. It can be further reformulated as follows using the convex hull operator
Conv(·)
ρ(~Z) = max
p∈RN+∩C
p> ~Z,
where C = {q | q ∈ Conv({σ(φ), σ ∈ Σ})}.
We should note here that it is well known that CVaR is a special case of spectral
risk measures, hence the above representation also applies to CVaR. Indeed, choosing
φ = (0, ..., 0, 1(1−α)N , ...,
1
(1−α)N ) with (1− α)N many nonzero entries, gives the CVaR.
3 Inverse optimization of convex risk functions
We begin this section by considering the case where R := Rcvx({(Lk, Uk)}k∈K) in the
inverse model (2), and a convex risk function is provided as the reference risk function,
1Indeed, letting σ : {1, ..., N} → {1, ..., N} be a one-to-one mapping such that Z(ωσ(1)) ≤ Z(ωσ(2)) ≤
· · · ≤ Z(ωσ(N)), we have for any t ∈ ( j−1N , jN ], j ∈ {1, ..., N}, F−1Z (t) = Z(ωσ(j)) must hold. This can
be verified via the definition F−1Z (t) = inf{z :
∑
Z(ωi)≤z P({ωi}) ≥ t}. Namely, since P({ωi}) = 1N
we must have
∑
Z(ωi)≤Z(ωσ(j)) P({ωi}) ≥ t∗, t∗ ∈ (
j−1
N ,
j
N ]. And there must not exist z < Z(ωσ(j))
such that
∑
Z(ωi)≤z P({ωi}) ≥ t∗ since such z must be z ∈ {Z(ωσ(k))}k=1,...,j−1 and it contradicts
the fact that
∑
Z(ωi)≤Z(ωσ(k)) P({ωi}) ≤ kN for any k ∈ {1, ..., j − 1}. Hence, we can write ρ(~Z) =∑N
j=1(
∫ j
N
j−1
N
F−1Z (t)φ(t)dt) =
∑N
j=1(
∫ j
N
j−1
N
φ(t)dt)Z(ωσ(j)) =
∑N
j=1 φjZ(ωσ(j)), where φj =
∫ j
N
j−1
N
φ(t)dt.
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i.e. the inverse problem
inf
ρ
||ρ− ρ˜cvx||∞
subject to ρ ∈ Rcvx({(Lk, Uk)}k∈K) (5)
x∗(d) ∈ arg minx∈X (d) ρ(~Z(x)), d = 1, ..., D,
where ρ˜cvx ∈ Rcvx.
The inverse problem (5) cannot be solved by the standard method for inverse op-
timization problems due to its infinite-dimension nature. In the rest of this section,
we show that for a wide range of risk functions that one might consider to employ as
the reference risk function ρ˜cvx in (5), the problem can in fact be tractably solved. To
present our main result, we introduce first the following definition of dual C-piecewise-
linear risk function.
Definition 3.1. (Dual C-piecewise-linear risk function) A risk function ρ : R|Ω| → R¯
is said to be dual C-piecewise-linear if it admits the supremum representation of
ρ(~Z) = sup
p
p> ~Z − ρ∗(p) (6)
with
ρ∗(p) := max
v∈V
{p>~Yv − δv}+ δ(p|R|Ω|+ ∩ C),
where the set V := {1, ..., V¯ } and the set C ⊆ R|Ω| is a closed convex set. The function
δ(p|C¯) is an indicator function that satisfies δ(p|C¯) = 0 if p ∈ C¯ and ∞ otherwise.
Moreover, we call the set {~Yv}v∈V the support set of vertices and the set C the support
set of subgradients.
In the above definition, the function ρ∗ pairs a piecewise linear function with a
convex set C so that it is piecewise linear on a potentially bounded domain R|Ω|+ ∩C and
infinity otherwise. This representation, as shown later, allows one to take into account
both the primal and dual information of a risk function. For example, one can confirm
first that all examples of risk functions given in Section 2.2 are special cases of dual C
piecewise-linear risk function where V¯ = 1, ~Y1 = ~0, and δ1 = 0 (see Section 4 also for
some further discussions). The main result of this section is as follows.
Theorem 3.2. If the reference risk function ρ˜cvx ∈ Rcvx is dual C-piecewise-linear
and the random loss ~Z(x) is convex in x for every entry, then the inverse optimization
problem (5) can be always solved as a finite-dimensional convex program. Moreover, it
is polynomially solvable if
1. the forward problems minx∈X (d) ρ(~Z(x)), d = 1, ..., D are polynomially solvable
with the simple risk function ρ(~Z) := y> ~Z, for any y ≥ 0, and
2. the support set of subgradients C for ρ˜cvx is equipped with an oracle that can for
any p ∈ R|Ω| either confirm that p ∈ C or provide a hyperplane that separates p
from C in polynomial time.
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The above result is fairly general in that the complexity of the inverse problem
is largely determined by that of the forward problem. Note that the tractability re-
quirement for the forward problem here is very mild since it only requires the simple
(or simplest) forward problem to be tractable. The condition about the oracle is also
possibly the weakest one required for any proof about polynomial solvability.
We will prove the theorem by providing rigorous arguments throughout the rest of
this section. Our analysis is greatly facilitated by the use of conjugate duality theory
(see, e.g. Rockafellar (1974)). Recall that the conjugate ρ∗ of a function ρ : R|Ω| → R¯
is defined as
ρ∗(p) = sup
~Z
{p> ~Z − ρ(~Z)},
and the biconjugate ρ∗∗ of ρ is defined as
ρ∗∗(~Z) = sup
p
{p> ~Z − ρ∗(p)}.
We summarize in Theorem 3.3 some results of the conjugate duality theory that will
be used throughout this paper.
Theorem 3.3. (Conjugate Duality Theory (see e.g. Rockafellar (1974) for detailed
proofs)) Given any function ρ : R|Ω| → R¯, the biconjugate satisfies ρ∗∗ ≤ ρ, and if ρ is
proper, lower semicontinuous, and convex, then the following must hold
1. ρ = ρ∗∗
2. given any given ~Z∗ ∈ dom(ρ) such that ρ(~Z∗) is subdifferentiable at ~Z∗, the
subdifferential satisfies ∂ρ(~Z∗) = ∂ρ∗∗(~Z∗) = arg maxp{p> ~Z∗ − ρ∗(p)}.
The following lemma that gives the representation of the conjugate of a dual C-
piecewise-linear risk function will also be used in our analysis.
Lemma 3.4. Given any dual C-piecewise-linear risk function ρ supported by the set
of vertices { ~Xj}j∈J , where J := {1, ..., J¯} and the set C of subgradients, its conjugate
admits the form
ρ∗(y) =
{
maxj∈J {y> ~Xj − δ∗j } , y ∈ R|Ω|+ ∩ C
∞ , y /∈ R|Ω|+ ∩ C
,
where δ∗j = ρ( ~Xj), ∀j ∈ J .
We now proceed to the main body of our analysis, which in general consists of three
main steps. Firstly, we identify the structure that an optimal solution would satisfy
in (5). Then, necessary and sufficient conditions are derived for the existence of the
structure in terms of linear (and convex) constraints. Finally, the constraints related
to the pairwise relations of random losses and the optimality of given solutions are
considered based on the previous steps’ results, and equivalent conditions are derived
in terms of convex constraints.
We present the first step of our analysis in the following proposition, where the
structure of an optimal solution is identified that is also dual C-piecewise-linear .
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Proposition 3.5. Given solutions x∗(d) ∈ X (d), d = 1, ..., D, and a dual C-piecewise-
linear reference risk function ρ˜cvx ∈ Rcvx supported by the set of vertices {~Yv}v∈V and
the subgradient set C, consider the problem
inf
ρ
||ρ− ρ˜cvx||∞
subject to ρ ∈ Rcvx({(Lk, Uk)}k∈K)
~W ∗(d) ∈ arg min ~W∈W(d) ρ( ~W ), d = 1, ..., D,
where ~W ∗(d) := ~Z(x∗(d)) and W(d) := {~Z(x) | x ∈ X (d)}, d = 1, ..., D. Let
{ ~Xj}j∈J := { ~W ∗(d)}Dd=1 ∪ {~Yv}v∈V ∪ {~Lk}k∈K ∪ {~Uk}k∈K. The optimal solution, if
exists, admits the form of a dual C-piecewise-linear function ρp supported by the set of
vertices { ~Xj}j∈J and the set of subgradients C.
Proof. We prove this by showing that if there exists a risk function ρ¯ that is optimal
for the above problem and achieves the optimal value u∗ <∞, there must exists a dual
C-piecewise-linear risk function ρp that takes the following form and achieves the same
optimal value
ρp(~Z) = sup
y∈R|Ω|+ ∩C
y> ~Z −max
j∈J
{y> ~Xj − ρ¯( ~Xj)}.
We verify this statement by first proving that the optimal solution ρ¯ always admits
the following representation
ρ¯(~Z) = sup
p∈R|Ω|+ ∩C
p> ~Z − ρ¯∗(p), (7)
where ρ¯∗(p) = sup~Z p
> ~Z − ρ¯(~Z). We know from Lemma 2.3 and Theorem 3.3 that
given that ρ¯ ∈ Rcvx we can always represent ρ¯ by
ρ¯(~Z) = sup
p∈R|Ω|+
p> ~Z − ρ¯∗(p). (8)
We prove now that the conjugate ρ¯∗ must satisfy ρ¯∗(p) = ∞ for any p ∈ R|Ω|+ \ C
by contradiction. Let us assume that there exists a solution p∗ ∈ R|Ω|+ \ C such that
ρ¯∗(p∗) < ∞. The fact that C is a closed convex set implies that there must exists
a vector ~R ∈ R|Ω| and b ∈ R such that both p> ~R ≤ b, ∀p ∈ C and p>∗ ~R > b hold.
Equivalently, we write p>∗ ~R = b+  for some  > 0. By the definition of ρ˜cvx, we have
for some λ > 0
ρ˜cvx(λ~R) = sup
p∈R|Ω|+ ∩C
λp> ~R−max
v∈V
{p>~Yv − δv} ≤ λb, (9)
where the inequality is due to p> ~R ≤ b, ∀p ∈ C and maxv∈V{p>~Yv − δv} ≥ 0 for any
p ∈ R|Ω|+ ∩ C. The latter is due to the normalization condition of Rcvx, i.e. ρ˜cvx(~0) =
sup
p∈R|Ω|+ ∩C
−maxv∈V{p>~Yv − δv} = 0. We also have from (8) that
ρ¯(λ~R) ≥ p>∗ (λ~R)− ρ¯∗(p∗) = λb+ λ− ρ¯∗(p∗). (10)
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By subtracting (9) from (10), we arrive at
ρ¯(λ~R)− ρ˜cvx(λ~R) ≥ λ− ρ¯∗(p∗)→∞,
as λ→∞. This contradicts the fact that the optimal value u∗ = ||ρ¯− ρ˜cvx||∞ <∞.
Having the representation of (7), we can verify the optimality of ρp. Observe that
the following inequality holds
ρ¯(~Z) ≤ ρp(~Z) ∀~Z, (11)
since ρ¯∗(p) ≥ maxj∈J {p> ~Xj − ρ¯( ~Xj)} for any p by the definition of ρ¯∗(p). Observe
also the inequality
ρp( ~Xi) ≤ sup
y∈R|Ω|+ ∩C
y> ~Xi − y> ~Xi + ρ¯( ~Xi) = ρ¯( ~Xi), ∀i ∈ J . (12)
The inequalities (11) and (12) imply firstly that ρp is proper if ρ¯ is proper since
ρp(~Z) ≥ ρ¯(~Z) > −∞, ∀~Z and ρp(~0) = ρ¯(~0) = 0 < ∞. Since ρp is obviously convex,
lower semi-continuous, and monotonic, we have ρp ∈ Rcvx. The inequalities also imply
that ρp satisfies the constraints of pairwise relations since
ρp(~Lk) ≤ ρ¯(~Lk) ≤ ρ¯(~Uk) ≤ ρp(~Uk), ∀k ∈ K,
and that ρp satisfies also the constraint of the optimality of given solutions since
ρp( ~W
∗(d)) ≤ ρ¯( ~W ∗(d)) ≤ ρ¯( ~W ) ≤ ρp( ~W ), ∀ ~W ∈ W(d), d = 1, ..., D.
Finally, we verify that ρp reaches the optimal value of u
∗, i.e. ||ρp − ρ˜cvx|| = u∗. We
first have
ρp(~Z) ≤ sup
y∈R|Ω|+ ∩C
y> ~Z −max
j∈J
{y> ~Xj − (ρ˜cvx( ~Xj) + u∗)}
≤ sup
y∈R|Ω|+ ∩C
y> ~Z −max
v∈V
{y>~Yv − (ρ˜cvx(~Yv) + u∗)} = ρ˜cvx(~Z) + u∗,∀~Z, (13)
where the first inequality is due to ρ¯(~Z) ≤ ρ˜cvx(~Z) + u∗, ∀~Z, the second is due to
{~Yv}v∈V ⊂ { ~Xj}j∈J , and the last equality is due to ρ˜∗∗cvx = ρ˜cvx (with the conjugate in
Lemma 3.4), since ρ˜cvx ∈ Rcvx. We also have
ρp(~Z) ≥ sup
y∈R|Ω|+ ∩C
y> ~Z −max
j∈J
{y> ~Xj − (ρ˜cvx( ~Xj)− u∗)}
≥ sup
y∈R|Ω|+ ∩C
y> ~Z −max
v∈V
{y>~Yv − (δv − u∗)} = ρ˜cvx(~Z)− u∗,∀~Z, (14)
where the first inequality is due to ρ¯(~Z) ≥ ρ˜cvx(~Z)− u∗, ∀~Z and the second is due to,
for any j ∈ J ,
ρ˜cvx( ~Xj) = sup
y∈R|Ω|+ ∩C
y> ~Xj −max
v∈V
{y>~Yv − δv} ⇔ y> ~Xj − ρ˜cvx( ~Xj) ≤ max
v∈V
{y>~Yv − δv},∀y ∈ R|Ω|+ ∩ C.
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The above result indicates that we can reduce the feasible set of the inverse problem
from the set of convex risk functions to the set of dual C-piecewise-linear risk functions
supported by a particular set of vertices and subgradients. An important observation
can be made at this point that while the support set of vertices { ~Xj}j∈J includes the
random losses involved in the pairwise relations, i.e. {(~Lk, ~Uk)}k∈K, it does not contain
the information about the feasible set W(d) = {~Z(x) | x ∈ X (d)} that consists of
random losses that should be considered no more preferable to the optimal random
loss ~W ∗(d) = ~Z(x∗(d)). In other words, the complexity of the set of dual C-piecewise-
linear risk functions does not depend on the complexity of the feasible set of random
losses W(d) (or the feasible set of decisions X (d)).
Remark 3.1. The representation result in Proposition 3.5 provides an interesting
insight into how a non-parametric approach for inverse optimization could generate an
informative solution efficiently. One common concern about applying a non-parametric
approach is that it may require a large number of observations to generate a meaningful
estimated function, i.e. a large number of pairwise preference relations in our context.
The fact that the solution of the inverse problem admits the representation of a dual
C piecewise linear risk function that shares the same support set of subgradients C as
the reference risk function implies that even with little observations the generated risk
function might still be reasonable given that it has the same support set of subgradients
as the basis.
This particular set of risk functions, as shown in the next step of analysis, can
be fully characterized by a finite-dimensional system of constraints where the solution
corresponds to how function values may be assigned over the set of vertices that support
the dual C-piecewise-linear risk function.
Proposition 3.6. Any dual C-piecewise-linear risk function ρp ∈ Rcvx supported by
the set of vertices { ~Xj}j∈J and the set of subgradients C must satisfy the following
system of constraints
y>j ( ~Xi − ~Xj) ≤ ρp( ~Xi)− ρp( ~Xj) ∀i 6= j
yj ∈ R|Ω|+ ∩ C, ∀j ∈ J .
Conversely, given any solution {y∗j }j∈J , {δ∗j }j∈J that satisfies the system below
y>j ( ~Xi − ~Xj) ≤ δi − δj ∀i 6= j (15)
yj ∈ R|Ω|+ ∩ C, ∀j ∈ J
there must exists a dual C-piecewise-linear risk function ρp supported by the sets { ~Xj}j∈J
and C that satisfies ρp( ~Xj) = δ∗j and any such risk function can be equivalently written
as
ρp(~Z) = sup
y∈R|Ω|+ ∩C
y> ~Z −max
j∈J
{y> ~Xj − δ∗j }. (16)
Proof. Since ρp ∈ Rcvx, we have
ρ∗∗p (~Z) ≥ ρp(~Z), ∀~Z,
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due to the inequality ρ∗∗ ≤ ρ and equality ρ = ρ∗∗ in Theorem 3.3.
Consider the above inequality with ~Z = ~Xj , j ∈ J . We can expand the biconjugate
ρ∗∗p based on its definition and the conjugate function given in Lemma 3.4 and have
ρ∗∗p ( ~Xj) ≥ ρp( ~Xj) ∀j ∈ J
⇔ supy{y> ~Xj − ρ∗p(y)} ≥ ρp( ~Xj) ∀j ∈ J
⇔ sup
y∈R|Ω|+ ∩C
{y> ~Xj −maxi∈J {y> ~Xi − ρp( ~Xi)} ≥ ρp( ~Xj) ∀j ∈ J
⇔ ∃yj ∈ R|Ω|+ ∩ C : y>j ~Xj −maxi∈J {y>j ~Xi − ρp( ~Xi)} ≥ ρp( ~Xj) ∀j ∈ J
⇔ ∃yj ∈ R|Ω|+ ∩ C : y>j ~Xj − y>j ~Xi + ρp( ~Xi) ≥ ρp( ~Xj) ∀i 6= j.
This completes the first part of the proof.
To prove the other direction, note that for any feasible solution {δ∗j }j∈J and {y∗j }j∈J
we can always construct a dual C-piecewise-linear risk function (16). It always satisfies
ρp( ~Xj) ≤ δ∗j since
ρp( ~Xj) ≤ sup
y∈R|Ω|+ ∩C
y> ~Xj − y> ~Xj + δ∗j = δ∗j ,
and satisfies ρp( ~Xj) ≥ δ∗j since
ρp( ~Xj) ≥ y∗>j ~Xj−max
i∈J
{y∗>j ~Xi−δ∗i } ≥ δ∗j (due to the feasibility of {δ∗j }j∈J and {y∗j }j∈J ).
This proves the existence.
Based on the above system of constraints that provides a tractable means to search
over the set of dual C-piecewise-linear risk functions, our final step is to enforce that
the functions must also satisfy the constraints of pairwise relations and the optimality
of given solutions x∗(d). As shown below, these constraints can be equivalently rep-
resented by an additional set of finite-dimensional convex constraints, and as a result
the inverse optimization problem reduces to a finite-dimensional convex optimization
problem.
Proposition 3.7. The optimal solution of the problem given in Proposition 3.5 admits
the representation of
ρp(~Z) = sup
y∈R|Ω|+ ∩C
y> ~Z −max
j∈J
{y> ~Xj − δ¯j}, (17)
where { ~Xj}j∈J := { ~W ∗(d)}Dd=1 ∪ {~Yv}v∈V ∪ {~Lk}k∈K ∪ {~Uk}k∈K and ~Xd = ~W ∗(d),
d = 1, ..., D, and δ¯j can be computed by the following convex program
min
u,δ,yj
u
−u ≤ δj − ρ˜cvx( ~Xj) ≤ u , j ∈ J (18)
y>j ( ~Xi − ~Xj) ≤ δi − δj , j ∈ J ,∀i 6= j
yj ∈ R|Ω|+ ∩ C , j ∈ J ,
y>d ~Xd ≤ hd(yd) , d = 1, ..., D
δi ≤ δj , ∀(i, j) ∈ B
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where B := {(i, j) ∈ {1, 2, ...,J }2 | ( ~Xi, ~Xj) ∈ {(~Lk, ~Uk)}k∈K} and hd denotes the
function hd(y) := minx{y> ~Z(x) | x ∈ X (d)}.
Proof. Following Proposition 3.5, the inverse problem can be equivalently formulated
as
inf
ρp
||ρp − ρ˜cvx||∞
subject to x∗(d) ∈ arg minx∈X (d) ρp(~Z(x)), d = 1, ..., D
ρp(~Lk) ≤ ρp(~Uk), ∀k ∈ K, (19)
where ρp ∈ Rcvx denotes a dual C-piecewise-linear risk function supported by the vector
set { ~Xj}j∈J and the subgraident set C.
Observe first that the objective function can be reduced to
max
j∈J
{|ρp( ~Xj)− ρ˜cvx( ~Xj)|}. (20)
The inequality ||ρp − ρ˜cvx||∞ ≥ maxj∈J {|ρp( ~Xj)− ρ˜cvx( ~Xj)|} is obvious. To show the
other direction of inequality, let u∗ = maxj∈J {|ρp( ~Xj)− ρ˜cvx( ~Xj)|}, and we can derive
||ρp− ρ˜cvx||∞ ≤ u∗ by the same inequalities as (13) and (14) in the proof of Proposition
3.5 with ρ¯ replaced by ρp.
Consider now the reformulation of the constraints. Firstly, the optimization prob-
lem in the first set of constraints can be equivalently written as for every d, min(x, ~W )∈Π(d) ρp( ~W ),
where the set Π(d) := {(x, ~W ) | ~W ≥ ~Z(x), x ∈ X (d)}, since ρp is monotonic. The set
Π(d) is convex since the set X (d) is convex and each entry of ~Z(x) is convex in x. Given
that ~W ∗(d) ∈ { ~Xj}j∈J and the set Π(d) is convex, by the optimality condition based on
subgradient for convex optimization problems we have that (x∗(d), ~W ∗(d)) ∈ Π(d) min-
imizes ρp( ~W ) over the set Π(d) if and only if there exists a subgradient y ∈ ∂ρp( ~W ∗(d))
such that
y>( ~W − ~W ∗(d)) ≥ 0, ∀(x, ~W ) ∈ Π(d),
which can be equivalently written as
y> ~W ∗(d) ≤ min
(x, ~W )∈Π(d)
y> ~W = min
x∈X (d)
y> ~Z(x).
Since ρp ∈ Rcvx, by Theorem 3.3 we have
∂ρp( ~W
∗(d)) = ∂ρ∗∗p ( ~W
∗(d)) = arg max
y
{y> ~W ∗(d)− ρ∗p(y)}.
Equivalently, we can write the set of subgradients ∂ρp( ~W
∗(d)) as
{y : y> ~W ∗(d)− ρ∗p(y) ≥ ρp( ~W ∗(d))}
⇔ {y : y> ~W ∗(d)−maxj∈J {y> ~Xj − ρp( ~Xj)} ≥ ρp( ~W ∗(d)) , y ∈ R|Ω|+ ∩ C}
⇔ {y : y> ~W ∗(d)− y> ~Xj + ρp( ~Xj) ≥ ρp( ~W ∗(d)), ∀j ∈ J , y ∈ R|Ω|+ ∩ C}, (21)
where in the second line the conjugate given in Lemma 3.4 is applied.
Finally, following Proposition 3.6 we can replace ρp( ~Xj) in (20), (21), and (19) by
δj based on the system of constraints (15) that completely characterizes ρp.
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We see at this final step that the whole inverse problem can always be recast as a
finite-dimensional convex program. Moreover, the structure of the program allows us
to prove the polynomial solvability result of the inverse problem (5) in Theorem 3.2.
Namely, we can apply the famous result of Gro¨tschel et al. (1981), which states that
for a convex program like the above one, it can be solved in polynomial time by using
the ellipsoid method if and only if for any z∗ := (u∗, δ∗, y∗j ) it takes polynomial time to
either confirm that z∗ is in the feasible set Z or generate a hyperplane that separates
z∗ from Z. Hence, if the function hd(y) can be evaluated in polynomial time, i.e. the
simple forward problem can be solved in polynomial time, and the oracle for the set
C exists, it can be shown fairly straightforwardly that it also takes polynomial time to
confirm z∗ ∈ Z or separate z∗ from Z. This completes the proof for Theorem 3.2.
For the second case R := Rcvxm({(Lk, Uk)}k∈K) that contains only convex risk
measures, the inverse problem (2) with a reference risk function ρ˜ ∈ Rcvxm can be
analyzed in exactly the same steps and reduced to similar convex programs. We present
only the result without repeating the steps.
Theorem 3.8. The result of Theorem 3.2 can be extended to the case of convex risk
measures, namely, R := Rcvxm({(Lk, Uk)}k∈K) and ρ˜ ∈ Rcvxm in (2) by considering
the same convex programs in Proposition 3.7 with additional constraint ~1>y = 1 in
(17) and ~1>yj = 1, j ∈ J in (18).
Finally, we wrap up this section by indicating that given the structure of the pro-
gram one can also prove the following result about formulating the inverse problem
as a conic program. It is well know that conic programs are amenable to the efficient
interior point algorithms (Nemirovski (2007)). Given that the steps of reformulation
are standard, i.e. deriving the dual of the forward problem and replacing hd(yd) in
(18) by the dual, we skip the proof here.
Corollary 3.9. If the reference risk function ρ˜ ∈ Rcvx (resp. ρ˜ ∈ Rcvxm) is a dual C-
piecewise-linear risk function supported by a conic-representable set of subgradients C,
and the random loss ~Z(x) is convex in x for every entry, then the inverse problem (2)
with R := Rcvx({(Lk, Uk)}k∈K) (resp. R := Rcvxm({(Lk, Uk)}k∈K)) can be solved as a
conic program, provided that the forward problems minx∈X (d) y> ~Z(x) for any y ≥ 0 can
be formulated as a conic program, i.e. minx,s,t{y>s | A1x+A2s+A3t = b, (x, s, t) ∈ C},
where C is a conic set, and satisfy the regularity condition for strong duality of conic
programs.
4 Inverse optimization of law invariant convex
risk functions
In this section, we focus on the case where the risk function used in a forward prob-
lem is further known to be law invariant. That is, we consider the cases R :=
RFcvx({(Lk, Uk)}k∈K) and R := RFcvxm({(Lk, Uk)}k∈K) and that a law invariant con-
vex risk function is chosen as the reference risk function ρ˜ in (2). There are however
more details that we should be more precise on when formulating the inverse model
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(2). Namely, by definition the condition of law invariance requires comparing random
losses in terms of their distributions. It is therefore important to describe any random
loss X together with its distribution FX , which we denote by X ∼ FX . Moreover, the
following assumption is made about the random loss ~Z(x) and its distribution.
Assumption 4.1. Each entry of the random loss ~Z(x) admits the form of (~Z(x))i =
Z(x, ξ(ωi)), where ξ : Ω → Rm. The random vector ξ has finite support {ξ1, ..., ξτ0}
and a probability distribution Fξ that satisfies P(ξ = ξo) = p¯ξo for o = 1, ..., τ0.
As done in the previous section, we address first the case R := RFcvx({(Lk, Uk)}k∈K)
and then the case R := RFcvxm({(Lk, Uk)}k∈K) will follow easily. The inverse optimiza-
tion problem for the first case can be more precisely written as
inf
ρ
||ρ− ρ˜Fcvx||∞
subject to ρ ∈ RFcvx({(Lk, Uk)}k∈K), where Lk ∼ FLk , Uk ∼ FUk(22)
x∗(d) ∈ arg minx∈X (d) ρ(~Z(x)), d = 1, ..., D, where ξ ∼ Fξ,
where ρ˜Fcvx ∈ RFcvx.
Notice that for any ρ ∈ RFcvx the constraint ρ(~Lk) ≤ ρ(~Uk) immediately implies that
ρ(~L) ≤ ρ(~U) has to hold for any possible pair of random losses L ∼ FLk and U ∼ FUk .
Hence, the complexity of the inverse problem (22) has to do with how a search can
be performed (efficiently) over this more restricted set of convex risk functions. In the
remaining part of this section, we will unravel how the complexity can be resolved.
The notion of dual C-piecewise-linear risk function remains the key for the tractability
of the inverse problem. We first extend the definition as follows.
Definition 4.2. (Law invariant dual C-piecewise-linear risk function) We call a risk
function a law invariant dual C-piecewise-linear risk function if it admits the represen-
tation of (6) and it further satisfies the condition of law invariance.
We now state the main result of this section by presenting first the following as-
sumption, which provides an important basis for analyzing the inverse problem (22).
Assumption 4.3. The outcome space consists of M outcomes, i.e. Ω := {ωi}Mi=1, and
the probability measure that governs the outcomes is uniform, i.e. P({ωi}) = 1/M ,
i ∈ {1, 2, ...,M}.
Theorem 4.4. Given that Assumption 4.1 and 4.3 hold, if the reference risk function
ρ˜Fcvx ∈ RFcvx is a law invariant dual C-piecewise-linear risk function and the random
loss Z(x, ξ) is convex in x for every ξ, then the inverse optimization problem (22) can
be solved as a finite-dimensional convex program. Moreover, it is polynomially solvable
if
1. the forward problems minx∈X (d) ρ(~Z(x)), d = 1, .., D, are polynomially solvable
with the simple risk function ρ(~Z(x)) :=
∑τ0
o=1 yoZ(x, ξo), y ≥ 0, and
2. the support set of subgradients C for ρ˜Fcvx is equipped with an oracle that can for
any p ∈ R|Ω| either confirm that p ∈ C or provide a hyperplane that separates p
from C in polynomial time.
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The above result may appear to be restricted given its dependency on Assumption
4.3, but in fact the result can be applied in a fairly general setting. Namely, as long as
the discrete distributions F for all the involved random losses take rational numbers
as probability values, it is always possible to find a constant M such that the random
losses can be equivalently defined over an outcome space with M uniformly distributed
outcomes. The issue that such a constant M might be large and hence the complexity
that grows polynomially in M can still be significant will be addressed later in the
section.
Assumption 4.3 is critical in our analysis as it enables us to exploit the connection
between the property of law invariance and the notion of permutation. For clarity, an
operator σ : R|Ω| → R|Ω| is said to be a permutation operator over random losses if
it satisfies (σ( ~X))i = ( ~X)g−1(i) for any ~X ∈ R|Ω|, where g : {1, ..., |Ω|} → {1, ..., |Ω|}
is a bijective function that permutes over |Ω| elements. We denote by Σ the set of all
permutation operators. Given that the probability measure is uniform, one can observe
that for any two random losses Z1, Z2 that share the same distribution, their vector
representations ~Z1, ~Z2 ∈ R|Ω| must satisfy ~Z1 = σ(~Z2) for some σ ∈ Σ. It also implies
that a risk function ρ is law invariant if and only if it satisfies for any ~Z ∈ R|Ω|
ρ(~Z) = ρ(σ(~Z)),∀σ ∈ Σ. (23)
We can first prove the following result about law invariant convex risk functions.
Corollary 4.5. Given that Assumption 4.3 holds, a convex risk function ρ : R|Ω| → R¯
is law invariant if and only if its conjugate function ρ∗ satisfies ρ∗(σ(p)) = ρ∗(p) for
all σ ∈ Σ.
With the above corollary, we can verify fairly straightforwardly the following rep-
resentation result that will be used throughout our analysis.
Lemma 4.6. Given that Assumption 4.3 holds, any law invariant dual C-piecewise-
linear risk function admits the representation of
ρ(~Z) = sup
p
p> ~Z − ρ∗(p)
with
ρ∗(p) = max
σ∈Σ,v∈V
{p>σ(~Yv)− δv}+ δ(p|R|Ω|+ ∩ Cσ),
where the support set of subgraidents Cσ satisfies that for any σ ∈ Σ
p ∈ Cσ ⇔ σ(p) ∈ Cσ.
We are now ready to proceed to the main body of the analysis. In comparison with
the inverse problem (5) in the previous section, the problem (22) may appear to be
more involved in that the constraints in (22) need to be satisfied over all permutations
of random losses due to law invariance. Namely,
ρ(σ(~Lk)) ≤ ρ(σ′(~Uk)), ∀σ, σ′ ∈ Σ, ∀k ∈ K,
ρ(σ( ~W ∗(d))) ≤ ρ(σ′( ~W )), ∀σ, σ′ ∈ Σ, ∀ ~W ∈ W(d), d = 1, ..., D, (24)
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where ~W ∗(d) = ~Z(x∗(d)) and W(d) := {~Z(x) | x ∈ X (d)}. The non-convexity of the
set {σ′( ~W ) | σ′ ∈ Σ, ~W ∈ W(d)} for any fixed d in (24) in particular may appear to
cause difficulty in the use of convex analysis. In what follows, we show how the analysis
presented in the previous section can still be extended and how the inverse problem
(22) can be reduced into a finite-dimensional convex program.
Similar steps of analysis are taken here, where we first prove the structure of the
optimal solution and then show how the solution can be further characterized by linear
and/or convex constraints. In the following proposition, we first show that the optimal
solution admits the representation of law invariant dual C-piecewise-linear risk function.
Proposition 4.7. Suppose that Assumption 4.3 holds. Given solutions x∗(d) ∈ X (d),
d = 1, ..., D, and a law invariant dual C-piecewise-linear reference risk function ρ˜Fcvx ∈
RFcvx supported by the set of vertices {σ(~Yv)}σ∈Σ,v∈V and the subgradient set Cσ, con-
sider the problem
inf
ρ
||ρ− ρ˜Fcvx||∞
subject to ρ ∈ RFcvx({(Lk, Uk)}k∈K) (25)
~W ∗(d) ∈ arg min ~W∈W(d) ρ( ~W ) d = 1, ..., D,
where ~W ∗(d) = ~Z(x∗(d)) andW(d) := {~Z(x) | x ∈ X (d)}. Let { ~Xj}j∈J := { ~W ∗(d)}Dd=1∪
{~Yv}v∈V ∪ {~Lk}k∈K ∪ {~Uk}k∈K. The optimal solution, if exists, admits the form of a
law invariant dual C-piecewise-linear risk function ρl,p supported by the set of vertices
{σ( ~Xj)}σ∈Σ,j∈J and the set of subgradients Cσ.
Proof. We prove this by showing that if there exists a law invariant risk function ρ¯l
that is optimal for the above problem with the optimal value u∗ <∞, there must exists
a law invariant dual C-piecewise-linear risk function ρl,p that takes the following form
and achieves the same optimal value
ρl,p(~Z) = sup
p∈Cσ
p> ~Z − max
σ∈Σ,j∈J
{p>σ( ~Xj)− ρ¯l( ~Xj)}. (26)
This can be proved by following exactly the same steps in Proposition 3.5 since the
above formulation is a special case of ρp(~Z), where the set { ~Xj}j∈J (resp. C) in
Proposition 3.5 is replaced by the set {σ( ~Xj)}σ∈Σ,j∈J (resp. Cσ) and the quantity
ρ¯( ~Xj) is replaced by ρ¯l(σ( ~Xj)), which can be further simplified to ρ¯l( ~Xj) due to the
law invariance of ρ¯l.
Clearly, based on Proposition 3.6 the set of law invariant dual C-piecewise-linear risk
functions can also be fully characterized by a finite-dimensional system of constraints.
Most importantly, note that given the structure of the optimal solution there is no need
to consider the constraints ρ( ~W ∗(d)) ≤ ρ( ~W ), ∀W ∈ W(d) over all permutations of
random losses. Rather, given a law-invariant dual C-piecewise-linear risk function ρl,p
it suffices to consider only the constraints ρl,p( ~W
∗(d)) ≤ ρl,p( ~W ), ∀ ~W ∈ W(d), which
in turn would imply immediately the inequalities ρl,p(σ( ~W
∗(d))) ≤ ρl,p(σ′( ~W )), ∀ ~W ∈
W(d),∀σ, σ′ ∈ Σ. This simplification allows us to apply the optimality condition based
21
on subgradient and reformulate the constraints of the optimality of given solutions into
convex constraints. We provide the details of the steps in the appendix, and present
here the resulting formulation.
Proposition 4.8. The optimal solution of the problem given in Proposition 4.7 admits
the representation of
ρl,p(~Z) = sup
p∈R|Ω|+ ∩Cσ
p> ~Z − max
σ∈Σ,j∈J
{p>σ( ~Xj)− δ¯j}, (27)
where { ~Xj}j∈J := { ~W ∗(d)}Dd=1 ∪ {~Yv}v∈V ∪ {~Lk}k∈K ∪ {~Uk}k∈K and ~Xd = ~W ∗(d),
d = 1, ..., D and δ¯j can be computed by the following convex program
min
u,δ,yσ,j
u
−u ≤ δj − ρ˜Fcvx( ~Xj) ≤ u j ∈ J
y>σ,j(σ
′( ~Xi)− σ( ~Xj)) ≤ δi − δj , (σ, j) ∈ Σ× J , ∀i 6= j, ∀σ′ ∈ Σ
yσ,j ∈ R|Ω|+ ∩ Cσ , (σ, j) ∈ Σ× J , (28)
y>σ∗,d ~Xd ≤ hd(yσ∗,d) , d = 1, ..., D
δi ≤ δj , ∀(i, j) ∈ B,
where σ∗ in yσ∗,d corresponds to the permutation such that σ∗( ~X) = ~X, and u ∈ R, δ ∈
R|J |, yσ,j ∈ RM , the set B := {(i, j) ∈ {1, 2, ...,J }2 | ( ~Xi, ~Xj) ∈ {(~Lk, ~Uk)}k∈K}, and
hd denotes the function hd(y) := minx{y> ~Z(x) | x ∈ X (d)}.
Up to this point, we have shown how the inverse problem (22) can be reduced to
finite-dimensional convex programs (27) and (28). These two programs however grow
exponentially with respect to the input data of ~Xj . In the next proposition, we show
further that it is possible to reduce the two programs to programs that grow only
polynomially in the size of ~Xj .
Proposition 4.9. The two optimization problems given in Proposition 4.8 can be re-
duced to
ρl.p(~Z) = sup
p,t,vi,wi
p> ~Z − t
subject to ~1>vi +~1>wi ≤ t+ δ¯i, i ∈ J (29)
~Xip
> − vi~1> −~1w>i ≤ 0, i ∈ J
p ∈ R|Ω|+ ∩ Cσ,
where p ∈ RM , t ∈ R, vi ∈ RM , wi ∈ RM , and δ¯ can be computed by the following
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optimization problem
min
u,δ,yj ,vi,j ,wi,j
u
−u ≤ δj − ρ˜Fcvx( ~Xj) ≤ u j ∈ J (30)
~1>vi,j +~1>wi,j ≤ δi − δj + y>j ~Xj j ∈ J , ∀i 6= j
~Xiyj − vi,j~1> −~1w>i,j ≤ 0 j ∈ J , ∀i 6= j
yj ∈ R|Ω|+ ∩ Cσ, ∀j ∈ J
y>d ~Xd ≤ hd(yd), d = 1, ..., D,
δi ≤ δj ∀(i, j) ∈ B, (31)
where yj ∈ RM , u ∈ R, δ ∈ R|J |, vi,j ∈ RM , wi,j ∈ RM , the set B := {(i, j) ∈
{1, 2, ...,J }2 | ( ~Xi, ~Xj) ∈ {(~Lk, ~Uk)}k∈K}, and hd denotes the function hd(y) := minx{y> ~Z(x) | x ∈
X (d)}.
Based on the above reduced programs and the same argument made in the previous
section about applying the ellipsoid method, we can also confirm that the inverse
problem (22) can be solved in polynomial time if the conditions stated in Theorem 4.4
can be met. This completes the proof of Theorem 4.4.
For the case R := RFcvxm({(Lk, Uk)}k∈K) that contains only law invariant convex
risk measures, the inverse problem (2) with a reference risk function ρ˜ ∈ RFcvxm can
also be reduced to similar convex programs. Since the steps are similar, we present
only the final result. Note that the convex programs can also be further formulated as
conic programs by the same conditions given in Corollary 3.9. We skip its presentation.
Theorem 4.10. The result of Theorem 4.4 can be extended to the case of law invariant
convex risk measures, namely, R := Rcvxm({(Lk, Uk)}k∈K) and ρ˜ ∈ Rcvxm in (2) by
considering the same convex programs in Proposition 4.9 with additional constraint
~1>p = 1 in (29) and ~1>yj = 1, j ∈ J in (30).
Having shown that the inverse problems are polynomially solvable when a uniform
probability measure is considered for the outcome space Ω, we discuss in what follows
how the result can be generally applied when only the following mild assumption is
made.
Assumption 4.11. All probability distributions of random losses take rational numbers
as probability values.
In this case, given any discrete probability distribution FZ =
∑τ
o=1 p¯oDirac(zo),
where Dirac is the Dirac measure with all its weight on zo, one can always equivalently
express the probability value p¯o, o = 1, ..., τ by a ratio no/M , no ∈ {1, ...,M} for some
M ∈ Z+. The random loss Z ∼ FZ can thus be equivalently defined as a mapping
from an outcome space Ω with M uniformly distributed outcomes to R that satisfies
Z(ω) ∈ {z1, ..., zτ} and |{ω ∈ Ω | Z(ω) = zo}| = p¯oM, o = 1, ..., τ . It might be costly
however to implement such a procedure since the constant M might need to be large
and thus significantly increases the size of the optimization problems (29) and (30).
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In the following proposition, we show that the optimization problems can always be
further reduced to programs whose size depend (almost) only on the size of the supports
of distributions, i.e. |supp(FZ)| = τ , instead of the size of the outcome space, i.e. M .
Note that while the result below is presented based on the case of law invariant convex
risk functions, it again applies also to the case of law invariant convex risk measures
by adding constraints given in Theorem 4.10.
Proposition 4.12. Consider the inverse optimization problem (25) formulated in
Proposition 4.7. Let {Fj}Jj=1 be the distributions of the random losses in the support set
of vertices { ~Xj}j∈J := { ~W ∗(d)}Dd=1∪{~Yv}v∈V ∪{~Lk}k∈K ∪{~Uk}k∈K, and each distribu-
tion Fj is specified by a pair of (~Sj , p¯
j) ∈ Rτj×Rτj such that Fj =
∑τj
o=1 p¯
j
oDirac((~Sj)o).
Given that Assumption 4.1 and 4.11 hold, the optimal solution of the inverse problem
(25), if exists, admits the following optimization representation
sup
p,t,vj ,wj
∑τ0
o=1 p¯oZ(x, ξo)− t
subject to ~1>vj +~1>wj ≤ t+ δ¯j , j ∈ J
~Sjp
> − Λj ◦ (vj~1>)−~1w>j ≤ 0, j ∈ J
p ∈ C0 ⊆ Rτ0+ ,
where p ∈ Rτ0 , vj ∈ Rτj , wj ∈ Rτ0, t ∈ R, and ◦ is the Hadamard product. The
coefficient Λj is calculated by (Λj)m,n = p¯
ξ
n/p¯
j
m, n = 1, ..., τ0, m = 1, ..., τj.
The parameter δ¯ can be calculated by solving the following optimization problem
min
u,δ,yj ,vi,j ,wi,j
u
−u ≤ δj − ρ˜Fcvx( ~Xj) ≤ u j ∈ J
~1>vi,j +~1>wi,j ≤ δi − δj + y>j ~Sj j ∈ J , ∀i 6= j (32)
~Siyj − Λi,j ◦ (vi,j~1>)−~1w>i,j ≤ 0 j ∈ J , ∀i 6= j (33)
yj ∈ Cj ⊆ Rτj+ , j ∈ J
y>d ~Sd ≤ hd(yd) , d = 1, ..., D, (34)
δi ≤ δj ∀(i, j) ∈ B,
where vi,j ∈ Rτi, wi,j ∈ Rτj , u ∈ R, yj ∈ Rτj , ~Sd := (Z(x∗(d), ξ1), ..., Z(x∗(d), ξτ0))>,
d = 1, ..., D, the set B := {(i, j) ∈ {1, 2, ...,J }2 | ( ~Xi, ~Xj) ∈ {(~Lk, ~Uk)}k∈K}, and hd
denotes the function hd(y) := minx{
∑τ0
o=1 yoZ(x, ξo) | x ∈ X (d)}. The coefficient Λi,j
is calculated by (Λi,j)m,n = p¯
j
n/p¯im, n = 1, ..., τj, m = 1, ..., τi.
Finally, the above set Cj, j ∈ {0} ∪ J can be derived from
Cj := {y | LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ}, (35)
where y ∈ Rτj , λFj = (p¯j1|Ω|, ..., p¯jτj |Ω|)> and (λFj )−1 ◦ λFj = ~1, and LFj : Rτj → R|Ω|
stands for an operator associated with Fj that generates a vector in R|Ω| from a vector
in the dimension of |supp(Fj)|. Specifically, it replicates each entry y˜o of a given vector
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(y˜1, ..., y˜τj )
> ∈ Rτj by p¯jo|Ω| many times, where we denote by ~yo the replications, and
generates a vector (Y (ω1), ..., Y (ω|Ω|)) in R|Ω| by concatenating the replication vectors,
i.e. (~y>1 , ..., ~y>τj ) := (y˜1, ..., y˜1, y˜2, ..., y˜2, ..., y˜τj , ..., y˜τj ).
The above proposition indicates that in general the inverse problem (22) can be
solved by optimization problems with moderate dimensionality. It is the complexity
of the set Cj that appears to remain dependent on the size of the outcome space |Ω|.
As shown in the examples below, in a number of cases the set Cj admits a formu-
lation that no longer depends on the size |Ω|, and hence the whole problem can in
fact be formulated independently from the exact construction of the sample space. In
particular, we consider the implementation of the risk functions presented in Section
2.2 as the reference risk function ρ˜Fcvx in the inverse problem. Following our analy-
sis, we derive first their support set of vertices {σ(Yv)}σ∈Σ,v∈V and subgradients Cσ
by applying a uniform probability measure, i.e. P({ωi}) = 1|Ω| , ∀ωi ∈ Ω for the
supremum representations given in Section 2.3. They have the same support set of
vertices, i.e. {~0} and the corresponding distribution is simple, F0 = Dirac(0). We
present below their support set of subgradients Cσ and the corresponding reduced set
Cj given by Cj := {y | LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ}, where Fj is generally expressed
by Fj =
∑τj
o=1 p¯oDirac((
~S)o). The derivation for the cases of maximum loss, expec-
tation, mean-upper-semideviation (mean-absolute deviation), conditional value-at-risk
are straightforward, and we present them so that the paper can be self-contained.
Example 4.1. (Maximum loss) The set Cσ := {q | q>~1 = 1} and therefore the set
C = {q | q>~1 = 1}.
Example 4.2. (Expectation) The set Cσ := {q | q = (1/M)~1} and therefore the set
C = {q | q = p¯}.
Example 4.3. (Mean-upper-semideviation) The set Cσ := {q | qi = 1M (1 + γ(hi −
1
M h
>~1)), 1M
∑
i |hi|t ≤ 1, h ≥ 0}. The constraint LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ leads
to that hi = hj for any i, j that satisfy (LFj ((λFj )−1 ◦ y))i = (LFj ((λFj )−1 ◦ y))j and
therefore C = {q | qo = p¯o(1 + γ(ho −
∑τj
o=1 p¯oho)),
∑τj
o=1 p¯o|ho|t ≤ 1, h ≥ 0}.
Example 4.4. (Conditional Value-at-Risk) The set Cσ := {q | qi ≤ 1(1−α)M , 1>q = 1}
easily leads to C := {q | qo ≤ 11−α p¯o, 1>q = 1}.
While the above examples lead to the reduced set C that is independent of the
sample space Ω, this is not the case for spectral risk measure in its full generality. This
is because one can always seek a more “detailed” spectrum φ by increasing the size
of the sample space. Even so, for practical purpose a “step-wise” spectrum is usually
sufficient that can approximate any general spectrum to any pre-determined precision.
We give the definition of a stepwise spectrum and show that the corresponding reduced
set C no longer depends on Ω.
Example 4.5. A spectrum φ− is said to be stepwise if it admits the representation of
φ−(p) =
K∑
k=1
φ¯k1(pk−1,pk](p),
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for some 0 < φ¯1 < · · · < φ¯K and 0 = p0 < p1 < · · · < pK = 1. Here, pk is a rational
number.
Based on the representation Cσ := Conv({σ(φ), σ ∈ Σ}) from Example 2.6, we show
in the appendix that LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ can be equivalently formulated as
y ∈ C, where
C := {q | q = Q¯φ¯, Q¯~1 = p¯, Q¯>~1 = pφ, Q¯ ≥ 0.},
where Q¯ ∈ Rτj×K and (pφ)k = (pk − pk−1), k = 1, ...,K.
5 Numerical Study
In this section, we illustrate the use of inverse optimization on a portfolio selection
problem. We simulate the situation where a fund manager is required to construct a
portfolio that aligns with a client’s personal preference but have fairly limited oppor-
tunity to assess the client’s risk preference. A quick and relatively intuitive way to do
the assessment would be first getting a sense of the tradeoff that the client is willing to
make between the average return and downside risk. We assume the client would agree
with the manager that CVaR-90% provides a reasonable proxy to the downside risk,
and he/she feels comfortable with providing relative weights in the form of percentage
to the average return and downside risk to indicate an acceptable tradeoff. Based on
these percentages, the manager can combine the average return and downside risk and
construct a spectral risk measure that serves as an initial proxy to represent the client’s
true risk function. Specifically, a percentage 0 ≤ λ ≤ 1 is given by the client to specify
the following spectral risk measure as the reference risk function ρ˜Fcvx:
ρSpec(~Z) = λE[~Z] + (1− λ)ρCV aR−90%(~Z),
and in the rest of this section we assume the client chose λ = 0.2.
Of course, neither the client nor the manager would and shall fully trust this mea-
sure given its ad hoc nature. Alternatively, the client can further provide his/her past
record of investment to indicate what kind of investment opportunity in the past would
he consider as a preferable one and expect the portfolio constructed by the manager
to share a similar risk profile. The manager can achieve this by first confirming with
the client whether he/she agrees with the monotonicity, convexity, and translation in-
variance condition. We assume that the client would agree with the law invariance
condition given that the spectral risk measure is law invariant. Finally, the manager
may assume the client’s past investment x∗ was made according to the following for-
ward risk minimization problem:
min
x
{ρ(−
∑
i
xi ~Ri) | ~1>x = 1, x ≥ 0},
where ~Ri ∈ R|Ω| denotes the random returns of an asset i and xi stands for the pro-
portion of the total wealth invested in the asset-i. The non-negativity constraint x ≥ 0
assumes only long positions are considered by the client.
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We assume throughout the experiments that the client’s true risk preference can
be captured by the following OCE risk measure with exponential disutility function
(Ben-tal and Teboulle (2007)):
ρsOCE(
~Z) := inf
t
{t+ E[u(~Z − t)]},
where u(x) := 1s (e
sx − 1) and s is a parameter that controls the level of risk aversion.
It is worth noting that the choice of this risk measure is partly motivated by the
popularity of its dual form
ρsOCE(~Z) = sup
p
{p> ~Z − s
∑
i
qi ln(
pi
qi
)},
which has been studied in the field of distributionally robust optimization (DRO) to
represent a worst-case quantity that one may seek to minimize in the face of uncertain
distribution (Gotoh et al. (2015)). Since the measure is assumed to be unknown a
priori in our experiments, it would be interesting also to view the experiments also as
an attempt to address the cases when the exact specification of DRO is uncertain and
only the corresponding optimal solution may be observed.
In Section 5.1, we first provide a small example to visually illustrate imputed risk
functions obtained by solving the inverse model in Proposition 4.9 . Experiments based
on simulated and historical data will be provided in Section 5.2. All computations are
carried out in Matlab 2014a using GUROBI 5.0 as an optimization solver. YALMIP
(Lofberg (2004)) is used to implement our model in Matlab.
5.1 Illustration of imputed risk functions
Let us consider first a simple example with only two assets and two possible outcomes,
i.e. Ω := {ω1, ω2}, that are equally likely to occur. We generate the following returns
R1, R2 : Ω→ R for the two assets from a standard normal distribution scaled by 0.1(
R1(ω1)
R1(ω2)
)
=
(
0.0325
−0.0755
)
,
(
R2(ω1)
R2(ω2)
)
=
(
0.1370
−0.1712
)
.
With these returns, we solve the forward problem first based on the spectral risk
measure ρSpec and then solve based on the OCE risk measure ρ
s
OCE . In the former,
the optimal solution is xSpec =
(
1
0
)
, whereas in the latter the optimal solutions with
respect to various choices of the parameter s are given as follows.
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xsOCE =
(
x∗1
x∗2
) (
0
1
) (
0
1
) (
1
0
) (
1
0
) (
1
0
) (
0.3422
0.6578
)
.
We then compute the imputed risk function ρsIC for each of the above cases by
assuming the optimality of xsOCE and using ρSpec as the reference risk function. To
illustrate the effect of incorporating the optimal solution xsOCE into the imputed risk
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function, we present the 3D surface charts (resp. the contour charts) for both the
imputed risk function ρsIC and the spectral risk measure ρSpec in Figure 1 (resp. Figure
2). Note that while graphing the acceptance sets of these measures would also suffice for
comparison purposes, we provide here more detailed graphs with the hope to provide
better intuition to the readers. From the 3-dimensional figures, one can see that while
the spectral risk measure has a cone shape, which follows its coherency property, the
imputed risk function tends to “bend” the central region of the cone so as to lower the
value corresponding to the above optimal solution xsOCE . This “bending” is done in a
symmetric fashion so that the resulting imputed risk function remains law invariant.
At the same time, the imputed risk functions resemble the spectral risk measure in
that their slopes extend to the sides in a similar fashion.
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Figure 1: 3-dimensional surface charts of the spectral risk measure ρSpec and the
imputed risk functions ρsIC based on ρSpec and x
s
OCE for different values of s.
5.2 Input data and results
We present in this section the experiments based on simulated and historical data.
The former is used for studying the cases when the return distributions are stationary,
whereas the latter may involve non-stationary cases. The following steps are taken to
simulate how the manager may employ imputed risk functions. Firstly, to simulate
the past investment we solve the forward problem based on the OCE risk measure
ρsOCE with different choices of the parameter s. Then, we feed the obtained portfolio
xsOCE together with the pre-specified spectral risk measure ρSpec into the model in
Proposition 4.9 to generate an imputed convex risk measure ρsIC . Finally, we solve
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Figure 2: Contour charts of the spectral risk measure ρSpec and the imputed risk
functions ρsIC based on ρSpec and x
s
OCE for different values of s.
the forward risk minimization problem again based on the imputed risk measures ρsIC
and obtain portfolios xsIC . We compare the portfolios x
s
OCE , xSpec, and x
s
IC optimized
respectively based on the OCE risk measures ρsOCE , the spectral risk measure ρSpec, and
the imputed convex risk measures ρsIC in terms of both in-sample and out-of-sample
performances. In establishing the outcome space Ω and the associated distribution
used in any of these risk measures, it is assumed that both the client and the manager
agree the use of a uniform distribution constructed based on the past thirty-days of
joint returns.
5.2.1 Results based on simulated data
We run k = 5000 experiments using simulated data. In each experiment a pair of
mean µk ∈ R5 and covariance Σk ∈ R5×5 is first randomly generated by respectively
a standard normal distribution scaled by 0.1 and a correlation matrix with uniformly
distributed coefficients. The standard deviations in all Σk are all equal to 0.1. We
then randomly generate 60 days of returns for 5 assets from the normal distribution
N (µk,Σk). The first 30 days of returns are used for in-sample purpose and the second
half are for the evaluation of out-of-sample performances. All portfolios xSpec, x
s
OCE ,
and xsIC are evaluated based on both the true risk measure, i.e. ρ
s
OCE and the reference
risk function , i.e. ρSpec.
Table 2 and 3 present the results. In reading the tables, when an entry corresponds
to the portfolio xsIC or x
s
OCE and/or the measure ρ
s
OCE parameterized by s, the s−value
on the top of each column is the value specifying the parameter. All values in the tables
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are calculated by averaging the performances over 5000 experiments.
ρsOCE (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec -10.07 -9.98 -9.34 -6.70 -3.49 -2.61
xsIC -12.10 -11.94 -10.83 -7.12 -3.59 -2.68
xsOCE -12.93 -12.75 -11.45 -7.23 -3.87 -3.09
ρSpec (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec -3.46 -3.46 -3.46 -3.46 -3.46 -3.46
xsIC -1.33 -1.53 -1.85 -3.00 -3.36 -3.42
xsOCE 0.27 0.08 -1.00 -2.74 -3.19 -3.22
Table 2: Comparison of the average in-sample performances (in percentage points)
of the portfolios xSpec, x
s
IC , and x
s
OCE evaluated based on the true risk measure ρ
s
OCE
with respect to different choices of the parameter s and the reference risk function
ρSpec.
It is not surprising to see in Table 2 that in terms of in-sample performance the
best-performing portfolios are the ones that are optimized according to the measures
used for performance evaluation. One should however notice that the portfolios opti-
mized based on the reference risk function, i.e. xSpec, can be deemed unsatisfactory if
they are evaluated according to the true risk measure ρsOCE . They underperform the
optimal portfolios xsOCE by an amount up to almost 300 basis points, i.e 3 p.p., for
some s-values, which can be difficult to justify in terms of their alignment with the
performances desired by the client. On the other hand, the portfolios optimized based
on the imputed risk measures, i.e. xsIC , perform much closer to the optimal portfolios
xsOCE with less than 100 basis points’ difference. Note that although by construc-
tion the imputed risk measures ρsIC guarantee the optimality of the portfolios x
s
OCE ,
minimizing ρsIC in the forward problem does not necessarily lead to the same optimal
solution, i.e. xsIC 6= xsOCE . Even so, the benefit of incorporating the solution xsOCE
into the imputed risk measure is still clear when one considers the improvement of the
imputed risk measure ρsIC over the reference risk function ρSpec in terms of their re-
spective portfolio’s performance. It is expected also from our formulation of the inverse
problem that the imputed risk measure ρsIC should not differ too significantly from the
spectral risk measure ρSpec. We can see the results evaluated based on ρSpec provide
the evidence for that, i.e. the portfolio xsIC performs also closer to the optimal portfolio
in this case, i.e. xSpec than the portfolio x
s
OCE . This also confirms the effectiveness of
the imputed risk measures ρsIC to take into account the information contained in the
reference risk function ρSpec.
The out-of-sample results presented in Table 3 in general follow closely the ob-
servations made about Table 2. There are some exceptions where the portfolios xsIC
outperform xsOCE in terms of ρ
s
OCE (when s = 50) and outperform xSpec in terms of
ρSpec (when s = 10, 50, 100). Although we cannot provide a definite answer to why this
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ρsOCE (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec -9.56 -9.47 -8.77 -5.88 -2.02 -0.87
xsIC -11.48 -11.30 -10.12 -6.24 -2.08 -0.87
xsOCE -12.14 -11.99 -10.66 -6.30 -2.06 -1.05
ρSpec (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec -1.87 -1.87 -1.87 -1.87 -1.87 -1.87
xsIC -0.82 -0.95 -1.26 -1.93 -1.94 -1.88
xsOCE 0.89 0.64 -0.32 -1.90 -1.78 -1.70
Table 3: Comparison of the average out-of-sample performances (in percentage
points) of the portfolios xSpec, x
s
IC , and x
s
OCE evaluated based on the true risk mea-
sure ρsOCE with respect to different choices of the parameter s and the reference risk
function ρSpec.
is so, we conjecture that the fact that the imputed risk measure ρsIC is established not
solely based on either the measure ρsOCE or ρSpec, but rather is based on the prefer-
ence information contained in both of them, i.e. the most preferable risk profile from
ρsOCE and some other general structure from ρSpec, provides some degree of protection
against overfitting.
5.2.2 Results based on historical data
In terms of the historical dataset, we consider the daily historical returns of 335 compa-
nies that are part of the S&P500 index during the period from January 1997 to Novem-
ber 2013. 5000 experiments are conducted, and each consists of randomly choosing a
time window of 60 days and 5 stocks from the 335 companies. Like the experiments
based on simulated data, the first 30 days of data are used for in-sample calculation,
whereas the second 30 days are for out-of-sample evaluation.
The comparison of in-sample performances given in Table 4 can be found quite
similar to the ones based on the simulated data. For any s−value, the performance of
the portfolio xsIC consistently falls between the portfolio x
s
OCE and xSpec . The perfor-
mance of the portfolio xSpec remains highly unsatisfactory for most cases if evaluated
based on the true risk measure ρsOCE , whereas the portfolio x
s
IC significantly improves
the performances. This suggests that the effectiveness of the imputed risk measures in
exploiting the observed solutions is not particularly sensitive to how data is generated.
The out-of-sample performances presented in Table 5 however appear to be less consis-
tent in terms of the comparison between the portfolio xSpec and x
s
OCE . The portfolio
xsOCE no longer outperforms xSpec in all cases when evaluated based on ρ
s
OCE , and
neither does xSpec outperform x
s
OCE for every case evaluated based on ρSpec.. Despite
this inconsistency due to out-of-sample errors, overall the performances of xsIC still
consistently fall between xSpec and x
s
OCE , which can be concluded as an important
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feature of imputed risk functions.
ρsOCE (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec -0.19 -0.19 -0.16 0.00 0.19 0.20
xsIC -0.63 -0.61 -0.47 -0.17 0.12 0.16
xsOCE -0.71 -0.68 -0.51 -0.18 0.11 0.11
ρSpec (in p.p.)
s = 0.01 s = 0.1 s = 1 s = 10 s = 50 s = 100
xSpec 0.77 0.77 0.77 0.77 0.77 0.77
xsIC 2.04 2.03 1.73 1.25 0.90 0.80
xsOCE 2.68 2.64 2.09 1.34 0.94 0.80
Table 4: Comparison of the average in-sample performances (in percentage points)
of the portfolios xSpec, x
s
IC , and x
s
OCE evaluated based on the true risk measure ρ
s
OCE
with respect to different choices of the parameter s and the reference risk function
ρSpec.
6 Conclusions
We have proposed in this paper a non-parametric inverse optimization framework for
risk averse optimization problems involving convex risk functions. Our focus has been
on ensuring that the search can be performed over a meaningful set of candidate risk
functions, which well characterizes one’s preference system in terms of riskiness. We
achieved this by leveraging on the theory of convex risk functions which provides a
reasonable basis for outlining the general properties of candidate risk functions, and
by the scheme of preference elicitation, which narrows down the set of candidate risk
functions by observed preference relations. We identified the representation of (law
invariant) dual C-piecewise linear risk functions for the final solution, which is sufficient
to account for what are known of the initial risk function (given that it is also (law
invariant) dual C-piecewise linear), the optimality of given solutions for convex feasible
sets, and the conditions that characterize the set of candidate risk functions. Our
analysis is greatly facilitated by the theory of conjugate duality, which led to the
tractable reformulations of the inverse problems as finite-dimensional convex programs.
We also demonstrated in numerical experiments that the imputed risk function that
incorporates the information of an optimal solution could indeed generate risk estimates
that are significantly closer to the true risk level.
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A Proof of Lemma 3.4
Proof. Applying Theorem 3.3, we immediately have ρ∗(y) = maxj∈J {y> ~Xj − δj} for
any y ∈ R|Ω|+ ∩ C and infinity otherwise. We have ρ∗(y) ≤ maxj∈J {y> ~Xj − δ∗j } for
y ∈ R|Ω|+ ∩ C, since
δ∗j = ρ( ~Xj) = sup
p∈R|Ω|+ ∩C
{p> ~Xj −max
j∈J
{p> ~Xj − δj}}
≤ sup
p∈R|Ω|+ ∩C
{p> ~Xj − (p> ~Xj − δj)} = δj .
We also have for any y ∈ R|Ω|+ ∩ C, ρ∗(y) = sup~Z{y> ~Z − ρ(~Z)} ≥ maxj∈J {y> ~Xj −
ρ( ~Xj)} = maxj∈J {y> ~Xj − δ∗j }.
B Proof of Corollary 4.5
Proof. For any ~Z and σ ∈ Σ, we have
ρ(σ(~Z)) = sup
p∈R|Ω|+
p>σ(~Z)− ρ∗(p) = sup
p∈R|Ω|+
σ−1(p)> ~Z − ρ∗(p) = sup
p∈R|Ω|+
p> ~Z − ρ∗(σ(p)).
(36)
Hence, if ρ∗(σ(p)) = ρ∗(p) for any σ ∈ Σ, we have ρ(σ(~Z)) = ρ(~Z). Conversely, since
by the definition of the conjugate we have
ρ∗(σ(p)) = sup
~Z
~Z>σ(p)− ρ(~Z) = sup
~Z
σ−1(~Z)>p− ρ(~Z) = sup
~Z
~Z>p− ρ(σ(~Z)),
if ρ(σ(~Z)) = ρ(~Z) for any σ ∈ Σ, we have ρ∗(σ(p)) = ρ∗(p).
C Proof of Proposition 4.8
Proof. Proposition 4.7 implies that the inverse problem can be equivalently written as
inf
ρl,p
||ρl,p − ρ˜Fcvx||∞
subject to x∗(d) ∈ arg minx∈X (d) ρl,p(~Z(x)) d = 1, ..., D,
ρl,p(~Lk) ≤ ρl,p(~Uk) ∀k ∈ K, (37)
where ρl,p denotes a law invariant dual C-piecewise-linear risk function supported by
the set of vertices {σ( ~Xj)}σ∈Σ,j∈J and the set of subgradients Cσ.
One can carefully follow the arguments made in the proof of Proposition 3.7 to first
reformulate the objective function into
max
σ∈Σ,j∈J
{|ρl,p(σ( ~Xj))− ρ˜Fcvx(σ( ~Xj))|}, (38)
36
and then reformulate the first set of constraints by verifying that all the steps taken
in Proposition 3.7 is applicable here. Indeed, we can rewrite the optimization problem
in the first set of constraints into min(x, ~W )∈Π(d) ρl,p( ~W ) for any fixed d, where the set
Π(d) := {(x, ~W ) | ~W ≥ ~Z(x), x ∈ X (d)} since ρl,p is monotonic. The fact that Π(d) is
convex and ~W (d)∗ ∈ {σ( ~Xj)}σ∈Σ,j∈J allows us to write the optimality condition that
there must exist a subgradient y ∈ ∂ρl,p( ~W ∗(d)) such that
y>( ~W − ~W ∗(d)) ≥ 0, ∀(x, ~W ) ∈ Π(d)⇔ y> ~W ∗(d) ≤ min
x∈X (d)
y> ~Z(x).
Since ρl,p ∈ RFcvx, by Theorem 3.3 we have
∂ρl,p( ~W
∗(d)) = ∂ρ∗∗l,p( ~W
∗(d)) = arg max
y
{y> ~W ∗(d)− ρ∗l,p(y)}.
Equivalently, we have for any fixed d
y ∈ ∂ρl,p( ~W ∗(d))
⇔ {y : y> ~W ∗(d)− ρ∗l,p(y) ≥ ρl,p( ~W ∗(d))}
⇔ {y : y> ~W ∗(d)−maxσ∈Σ,j∈J {y>σ( ~Xj)− ρl,p(σ( ~Xj))} ≥ ρl,p( ~W ∗(d)) , y ∈ R|Ω|+ ∩ Cσ}
⇔ {y : y> ~W ∗(d)− y>σ( ~Xj) + ρl,p(σ( ~Xj)) ≥ ρl,p( ~W ∗(d)), ∀σ ∈ Σ,∀j ∈ J , y ∈ R|Ω|+ ∩ Cσ},(39)
where Lemma 3.4 is applied in the second line to derive the conjugate.
Finally, applying Proposition 3.6 and replacing ρl,p(σ( ~Xj)) in (38), (39), and (37)
by δj gives us the final formulation.
D Proof of Proposition 4.9
Proof. We consider first the reduction of the second problem (28). Note first that the
constraints associated with yσ∗,d can be equivalently written as, with yσ∗,d replaced by
yd,
y>d ~Xd ≤ hd(yd)
y>d (σ( ~Xi)− ~Xd) ≤ δi − δd, , ∀i ∈ J \ {d},∀σ ∈ Σ, d = 1, ..., D (40)
yd ∈ R|Ω|+ ∩ Cσ.
We show that the other constraints, namely the second and the third constraint in
(28) in general can also be reduced to
y>j (σ
′( ~Xi)− ~Xj) ≤ δi − δj , j ∈ J , ∀i 6= j, ∀σ′ ∈ Σ (41)
yj ∈ R|Ω|+ ∩ Cσ , j ∈ J .
We prove this by showing that given any feasible solution (u∗, δ∗, yσ,j) of the second
problem (28) we can always construct a feasible solution (u∗, δ∗, y¯σ′′,j) with y¯σ′′,j sat-
isfying
y¯σ′′,j :=
1
|Σ|σ
′′(
∑
σ∈Σ
σ−1(yσ,j)), ∀σ′′ ∈ Σ,
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which gives the same optimal value u∗. Substituting this solution into the second
constraint of (28), we have
y¯>σ′′,j(σ
′( ~Xi)− σ′′( ~Xj))
= 1|Σ|(σ
′′(
∑
σ∈Σ σ
−1(yσ,j)))>(σ′( ~Xi)− σ′′( ~Xj))
= 1|Σ|(
∑
σ∈Σ σ
−1(yσ,j))>(σ′′−1(σ′( ~Xi))− ~Xj)
= 1|Σ|(
∑
σ∈Σ y
>
σ,j(σ(σ
′′−1(σ′( ~Xi)))− σ( ~Xj))
≤ 1|Σ|(
∑
σ∈Σ(δi − δj)) = δi − δj ,
where the last inequality is due to the feasibility of yσ,j .
For the third constraint of (28), it can be verified as follows. Since yσ,j ∈ R|Ω|+ ∩Cσ, we
have σ−1(yσ,j) ∈ R|Ω|+ ∩ Cσ. We also have
∑
σ∈Σ
1
|Σ|σ
−1(yσ,j) ∈ Cσ since the summation
is a convex combination and the set Cσ is convex. Given this, we also have y¯σ′′,j ∈ Cσ
by the definition of Cσ..
Hence, we can replace yσ,j by σ(yj) for some yj ∈ RM in the second and third
constraints in (28) and arrive at the reduction (41).
Now, both the constraint (41) and (40) can be re-arranged into the following general
form
y>j σ( ~Xi) ≤ δi − δj + y>j ~Xj , ∀σ ∈ Σ, j ∈ J . (42)
We show in general how the constraint in the form of y>j σ( ~X) ≤ b, ∀σ ∈ Σ for
some ~X and b can be reduced, which can then be applied to reduce (41) and (40).
Recall first that a permutation matrix Qσ is a matrix that satisfies σ( ~X) = Qσ ~X and
(Qσ)m,n ∈ {0, 1} and Q>σ~1 = ~1, Qσ~1 = ~1. Hence, y>j σ( ~X) ≤ b, ∀σ ∈ Σ can be
re-written as maxσ∈Σ y>j Qσ ~X ≤ b and also as
max
Q∈Conv({Qσ}σ∈Σ)
y>j Q ~X ≤ b.
Applying the result of Birkhoff (1946), we can reformulate the convex hull of all per-
mutation matrices into linear constraints and arrive at the following formulation
max
Q
{y>j Q ~X | Q>~1 = ~1, Q~1 = ~1, Q ∈ RM×M+ } ≤ b.
By deriving the dual problem of the above linear program, we have
minv,w{~1>v +~1>w | ~Xy> − v~1> −~1w> ≤ 0} ≤ b
⇔ ∃v, w : ~1>v +~1>w ≤ b, ~Xy> − v~1> −~1w> ≤ 0.
Strong duality holds for the above linear programs since there always exists a permu-
tation matrix satisfying the above constraints.
We now consider the reduction of the problem (27). The optimization problem can
be equivalently formulated as
sup
p∈R|Ω|+ ∩Cσ ,unionsq
p> ~Z − t
subject to p>σ( ~Xj) ≤ t+ δ¯j , ∀σ ∈ Σ, j ∈ J . (43)
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We can apply the same technique above to reduce again the constraint (43), which
leads to the final formulation.
E Proof of Proposition 4.12
Proof. Given that Assumption 4.11 holds, we can always convert the probability values
specified in the distribution of Z(x, ξ) (that satisfies Assumption 4.1) and the set of
distributions {Fj}j∈J to ratios in the form of n/M for some fixed M ∈ Z+ and n ∈
{1, ...,M}. By considering an outcome space with M uniformly distributed outcomes,
we can equivalently define the random loss ~Z(x) as a mapping from Ω := {ωi}Mi=1 to
R that satisfies Z(x, ξ(ω)) ∈ {Z(x, ξo)}τ0o=1 and |{ω | Z(x, ξ(ω)) = Z(x, ξo)}| = p¯ξoM ,
and similarly ~Xj as a mapping Xj : Ω → R that satisfies Xj(ω) ∈ {(~Sj)o}τjo=1 and
|{ω | Xj(ω) = (~Sj)o}| = p¯joM .
Suppose now that the optimization problems (29) and (30) are formulated based on
the above definition of random losses. We show in what follows how the problems can
be further reduced. Note first that the optimization problem (29) can be equivalently
formulated as
sup
p,s,vj ,wj
s
subject to ~1>vj +~1>wj − p> ~Z ≤ δ¯j − s, j ∈ J (44)
~Xjp
> − vj~1> −~1w>j ≤ 0, j ∈ J
p ∈ R|Ω|+ ∩ Cσ.
Note also that given any fixed u∗, {δ∗j }j∈J , the constraints in the optimization
problem (30) can be equivalently written as
yd ∈ G( ~Xd, δ∗d, {δ∗i }i∈J ) ∩ {y | y> ~Xd ≤ hd(y)}, d = 1, ..., D, (45)
yj ∈ G( ~Xj , δ∗j , {δ∗i }i∈J ), ∀j ∈ J \ {1, ..., D}, (46)
where G(~Y , t, {δi}i∈J ) is a parameterized set represented by the following system of
constraints on y: ∃vi, wi such that
~1>vi +~1>wi − y>~Y ≤ δi − t ∀i ∈ J (47)
~Xiy
> − vi~1> −~1w>i ≤ 0 ∀i ∈ J (48)
y ∈ R|Ω|+ ∩ Cσ. (49)
One can see that the constraints (44) in the first optimization problem can also be
represented by
p ∈ G(~Z, s, {δ¯i}i∈J ). (50)
We present only the reduction of the constraints (45), and (47)-(49), since the same
steps can be applied to reduce the constraints (46) (with (47)-(49)) and (50) (with
(47)-(49)).
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Since it suffices to consider (45) for any fixed d, from here on we consider only d = 1
and drop the index d for the variables to simplify the presentation. Given a fixed set of
{δ∗j }j∈J , let y∗, v∗i , w∗i denote a feasible solution that satisfies (45) and (47)-(49). For
o = 1, ..., τ0, let I(1)o denote the set of indices n of ~X1 such that ( ~X1)n = (~S1)o, and
therefore |I(1)o | = p¯(1)o M . We claim that the solution v∗i together with the following
y∗∗ ∈ RM , w∗∗i ∈ RM that satisfies for any n ∈ I(1)o
(y∗∗)n =
1
|I(1)o |
∑
a∈I(1)o
(y∗)a
and
(w∗∗i )n =
1
|I(1)o |
∑
a∈I(1)o
(w∗i )a,
o = 1, ..., τ0, will also satisfy (45) and (47)-(49). To verify the first constraint (47), we
have
~1>v∗i +~1
>w∗∗i − (y∗∗)> ~X1
= ~1>v∗i +
∑τ0
o=1 |I(1)o | 1|I(1)o |
∑
a∈I(1)o (w
∗
i )a −
∑τ0
o=1(
~S0)o|I(1)o | 1|I(1)o |
∑
a∈I(1)o (y
∗)a
= ~1>v∗i +
∑τ0
o=1
∑
a∈I(1)o (w
∗
i )a −
∑τ0
o=1(
~S0)o
∑
a∈I(1)o (y
∗)a
= ~1>v∗i +~1
>w∗i − (y∗)> ~X0 ≤ δ∗i − δ∗1 .
To verify the second constraint (48), we have for any n ∈ I(1)o , o = 1, ..., τ0
~Xi(y
∗∗)n − v∗i −~1(w∗∗)n
= (
1
|I(1)o |
)( ~Xi
∑
a∈I(1)o
(y∗)a − (|I(1)o |)v∗i −~1
∑
a∈I(1)o
(w∗i )a) ≤ 0,
where the last inequality can be obtained by summing up the columns in (48), namely,
for o = 1, ..., τ0 ∑
n∈I(1)o
( ~Xiy
∗> − v∗i~1> −~1w∗i >)(:,n) ≤ 0.
To verify the third constraint (49), we will construct a sequence of solutions y
(1)
∗ , ..., y
(τ0)∗
that satisfies y
(τ0)∗ = y∗∗ and that y
(τ0)∗ ∈ R|Ω|+ ∩ Cσ. For o = 1, ..., τ0, let Σo denote the
set of all permutation operators σ that satisfy (σ(y∗))a = (y∗)a, ∀a /∈ I(1)o . In other
words, the set consists of all permutations that permute only the entries a ∈ I(1)o . Set
o = 1 and we construct y
(1)
∗ by y
(1)
∗ :=
∑
σ∈Σ1
1
|I(1)o |!
σ(y∗). One can confirm that y(1)∗
satisfies
(y
(1)
∗ )n˜ =
1
|I(1)1 |
∑
a∈I(1)1
(y∗)a
for n˜ ∈ I(1)1 and (y(1)∗ )n˜ = (y∗)n˜ otherwise. Given that y∗ ∈ R|Ω|+ ∩ Cσ, we must have
σ(y∗) ∈ R|Ω|+ ∩ Cσ by the definition of Cσ and therefore y(1)∗ ∈ Cσ since the summation
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is a convex combination. For o ≥ 2, we can construct y(o)∗ =
∑
σ∈Σo
1
|I(1)o |!
σ(y
(o−1)
∗ ). If
y
(o−1)
∗ ∈ R|Ω|+ ∩ Cσ, y(o)∗ ∈ R|Ω|+ ∩ Cσ must hold and y(o)∗ satisfies that for any n˜ ∈ I(1)o′ ,
o′ = 1, ..., o
(y
(o)
∗ )n˜ =
1
|I(1)o′ |
∑
a∈I(1)
o′
(y∗)a,
and (y
(o)
∗ )n˜ = (y∗)n˜ otherwise. By induction, y
(τ0)∗ ∈ R|Ω|+ ∩ Cσ and y(τ0) = y∗∗.
For the constraint y> ~X1 ≤ h(y) in (45), since
(y∗∗)> ~X1 =
τ0∑
o=1
(~S1)o|I(1)o |
1
|I(1)o |
∑
a∈I(1)o
(y∗)a = (y∗)> ~X1,
and
(y∗∗)> ~Z(x) =
τ0∑
o=1
Z(x, ξo)|I(1)o |
1
|I(1)o |
∑
a∈I(1)o
(y∗)a = (y∗)> ~Z(x),
we have it satisfied.
Hence, we can reduce the constraints (45) and (47)-(49) by imposing for some
y˜ ∈ Rτ0 , w˜ ∈ Rτ0 that for a ∈ I(1)o , o = 1, ..., τ0, (y)a = (y˜)o and (wi)a = (w˜i)o. This
leads to the following constraints
~1>vi + 1>(λ1 ◦ w˜i)− (λ1 ◦ y˜)>~S1 ≤ δi − δ1 (51)
~Xiy˜
> − vi~1> −~1w˜>i ≤ 0 (52)
LF1(y˜) ∈ R|Ω|+ ∩ Cσ (53)
(λ1 ◦ y˜)>~S1 ≤ minx∈X (λ1 ◦ y˜)> ~Z ′(x) (54)
where λ1 := (|I(1)1 |, ..., |I(1)τ0 |) and ~Z ′(x) := (Z(x, ξ1), ..., Z(x, ξτ0))>.
We now show that the above four constraints can be further reduced. Let I(i)o
denote the set of indices n of ~Xi such that ( ~Xi)n = (~Si)o,o = 1, ..., τi and therefore
|I(i)o | = p¯ioM .
It is not difficult to see that for any (vi)a such that a ∈ I(i)o the constraints associated
with (vi)a are identical in (52). Since reducing (vi)a, ∀a is always feasible for (51), if
there exists any (v∗i )a 6= (v∗i )b for a, b ∈ I(i)o , we can always make them equal by
reducing the larger one (without violating any constraint). We can thus conclude that
we can always impose for some v˜i ∈ Rτi that (vi)a = (v˜i)o for any a ∈ I(i)o . This leads
to the reformulation of the first constraint (51) to
~1>(λi ◦ v˜i) + 1>(λ1 ◦ w˜i)− (λ1 ◦ y˜)>~S1 ≤ δi − δ1,
where λi := (|I(i)1 |, ..., |I(i)τi |) and (52) to
~Siy˜
> − v˜i~1> −~1w˜>i ≤ 0.
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Letting (λi ◦ v˜i) = vˆi, (λ1 ◦ w˜i) = wˆi, and (λ1 ◦ y˜) = yˆ, we have (52) become
~Si((λ1)
−1 ◦ yˆ)> − ((λi)−1 ◦ vˆi)~1> −~1((λ1)−1 ◦ wˆi)> ≤ 0 (55)
and (53) become
LF1((λ1)−1 ◦ yˆ) ∈ R|Ω|+ ∩ Cσ,
and (51),(54) reduce to (32) (with j = 1) and (34) (with d = 1).
Finally, the multiplication
(~1λ>1 ) ◦ (~Si((λ1)−1 ◦ yˆ)> − ((λi)−1 ◦ vˆi)~1> −~1((λ1)−1 ◦ wˆi)>) ≤ 0
leads to the final formulation for (33) (with j = 1).
F Proof of Example 4.5
Proof. Let M ∈ Z+ be a constant such that pk, k = 1, ...,K and p¯jo, o = 1, ..., τj can
be expressed in the form of n/M , n ∈ {1, ...,M}. Firstly, given the stepwise spectrum
φ−(p), to apply the representation Cσ in Example 2.6 we have φj =
∫ j
M
j−1
M
φ−(t)dt = φ¯kM
for any j ∈ {1, ...,M} such that pk−1 ≤ j−1M < jM ≤ pk, and therefore |{j | φj = φ¯kM }| =
(pk − pk−1)M . To see how the constraint LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ can be reduced,
we apply first the result of Birkhoff (1946) to reformulate Cσ into
Cσ := {q |q = Qφ,Q~1 = 1, Q>~1 = 1, Q ≥ 0}.
Let I(j)o , o = 1, ..., τj denote the set of indices n of LFj ((λFj )−1 ◦ y) such that
(LFj ((λFj )−1 ◦ y))n = ((λFj )−1 ◦ y)o and therefore |I(j)o | = (λFj )o. It is obvious that
the constraint LFj ((λFj )−1 ◦ y) ∈ R|Ω|+ ∩ Cσ has a feasible solution if and only if the
following set of constraints
qi = qj , ∀i, j ∈ I(j)o , o = 1, ..., τj , q = Qφ,Q~1 = 1, Q>~1 = 1, Q ≥ 0 (56)
has a feasible solution. We show first how (56) can be reduced. Let (q∗, Q∗) denote a
feasible solution for the above constraints. We claim that the solution q∗ together with
the following construction of Q∗∗
(Q∗∗)(n˜,:) =
1
|I(j)o |
∑
n∈I(j)o
(Q∗)(n,:), n˜ ∈ I(j)o , o = 1, ..., τj
will also be feasible.
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We now verify this statement. Substituting (q∗, Q∗∗) into the constraint q = Qφ,
we have for any n˜ ∈ I(j)o , o = 1, ..., τj
(Q∗∗φ)n˜ =
M∑
m=1
φm(
1
|I(j)o |
)
∑
n∈I(j)o
(Q∗)(n,m)
= (
1
|I(j)o |
)
∑
n∈I(j)o
M∑
m=1
φm(Q
∗)(n,m)
= (
1
|I(j)o |
)
∑
n∈I(j)o
q∗n = q
∗
n˜ (due to q
∗
i = q
∗
j , ∀i, j ∈ I(j)o , o = 1, ..., τj).
We can verify Q∗∗~1 = 1 by taking the same steps above with φ replaced by ~1.
Substituting Q∗∗ into the constraint Q>~1 = 1, we have
Q∗∗>~1 = (
M∑
n˜=1
(Q∗∗)(n˜,:))> = (
τj∑
o=1
|I(j)o |
1
|I(j)o |
∑
n∈I(j)o
(Q∗)(n,:))> = ~1.
Hence, we can reduce (56) by imposing that for any n˜ ∈ I(j)o , o = 1, ..., τj , (Q)(n˜,:) =
(Q¯)(o,:) for some Q¯ ∈ Rτj×M , which leads to
qi = q¯o, ∀i ∈ I(j)o , o = 1, ..., τj , q¯ = Q¯φ, Q¯~1 = 1, ((λFj~1>) ◦ Q¯)>~1 = 1, Q¯ ≥ 0, (57)
where q¯ ∈ Rτj . Moreover, the constraint LFj ((λFj )−1◦y) ∈ R|Ω|+ ∩Cσ can be equivalently
written as y ∈ Rτj+ ∩ C, where
C := {q¯ | q¯ = ((λFj~1>) ◦ Q¯)φ, Q¯~1 = ~1, ((λFj~1>) ◦ Q¯)>~1 = 1, Q¯ ≥ 0.}
Letting Qˆ = (λFj~1
>) ◦ Q¯, we have
C := {q¯ | q¯ = Qˆφ, Qˆ~1 = λFj , Qˆ>~1 = 1, Qˆ ≥ 0.} (58)
Next, let I(φ)k denote the set of indices j of φ such that φj = φ¯kM for k = 1, ...,K
and therefore |I(φ)k | = (pk − pk−1)M . Given this, we show that the constraints in (58)
can be further reduced. Let q¯∗, Qˆ∗ be a feasible solution for (58). We claim that q¯∗
together with the following construction of Qˆ∗∗
Qˆ∗∗(:,n˜) :=
1
|I(φ)k |
∑
n∈I(φ)k
Qˆ∗(:,n), n˜ ∈ I(φ)k , k = 1, ...,K
is also feasible for the constraints.
Substituting into the constraint q¯ = Qˆφ, we have
Qˆ∗∗φ =
K∑
k=1
|I(φ)k |
φ¯k
M
1
|I(φ)k |
∑
n∈I(φ)k
Qˆ∗(:,n) =
K∑
k=1
∑
n∈I(φ)k
φ¯k
M
Qˆ∗(:,n) = Qˆ
∗φ = q¯∗
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The constraint Qˆ~1 = λFj can be easily verified by replacing φ by ~1 above. To verify
the constraint Qˆ>~1 = 1, we have for any n˜ ∈ I(φ)k , k = 1, ..,K
((Qˆ∗∗)>~1)n˜ =
1
|I(φ)k |
τj∑
o=1
∑
n∈I(φ)k
Qˆ∗(o,n)
=
1
|I(φ)k |
∑
n∈I(φ)k
τj∑
o=1
Qˆ∗(o,n)
=
1
|I(φ)k |
∑
n∈I(φ)k
1
=
1
|I(φ)k |
|I(φ)k | = 1.
Hence, we can also impose that for any n˜ ∈ I(φ)k , k = 1, ..,K, Qˆ(:, n˜) = Q˜(:, k)
for some Q˜ ∈ Rτj×K in (58), which leads to the reformulation of the first and second
constraint in C into
q¯ = ((~1λ>φ ) ◦ Q˜)(
1
M
φ¯), and ((~1λ>φ ) ◦ Q˜)~1 = λFj ,
where (λφ)k = (pk − pk−1)M , and therefore also the set C into
C = {q¯ | q¯ = ( 1
M
)(~1λ>φ ) ◦ Q˜φ¯, ((~1λ>φ ) ◦ Q˜)~1 = λFj , Q˜>~1 = 1, Q˜ ≥ 0}.
Letting Q˙ = ( 1M )(
~1λ>φ ) ◦ Q˜, we arrive at the final reduced form.
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