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Abstract
Some properties of the roots of theories, and the relationship between the sets D(Γ ) of all conclusions of two different theories
in the classical propositional logic system, Łukasiewicz propositional logic system, and the R0-propositional logic system are
studied. It is proved that D(Γ ) is completely determined by its root whenever Γ has a root, and the construction of the roots is
given.
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1. Introduction
Fuzzy logic is the theoretical foundation of fuzzy control. Spurred by the success in its applications, especially in
fuzzy control, fuzzy logic has aroused the interest of many famous scholars, and a series of important results have
been created [1–5]. In order to establish a solid foundation for fuzzy reasoning, G.J. Wang proposed the well-known
Triple I method to solve the problem of fuzzy modus ponens (briefly, FMP) based on the concept of tautologies.
Moreover, non-fuzzy versions of FMP have been settled in classical logics in different ways [6]. From the syntactic
point of view, the Triple I method in classical propositional logic is to solve the roots of theories (see Definition 2.3
below), in essence. The study of the properties of the roots of theories contributes to the further investigation of the
problems pertaining to fuzzy reasoning. In addition, to establish some logical system, or for the sake of reasoning,
we have to choose a subset Γ of well-formed formulas, which can reflect some essential properties, as the axioms of
the logical system, and we then deduce the so-called Γ -conclusions through some reasonable inference rules [6,7]. A
natural question then arises: What’s the essential difference between the sets D(Γ ) of all conclusions of two different
theories Γ ? In the present paper, based on the generalized deduction theorem and completeness theorems, we discuss
the roots of theories and the relationship between the sets D(Γ ) of two different theories in the classical logic system,
Łukasiewicz propositional logic system, and the R0-propositional logic system. It is proved that if a theory Γ has a
root, then D(Γ ) is completely determined by the root, and that every finite theory in the classical propositional logic,
I Projected by the NSF of China under Grant 10331010, and by the Natural Science Foundation of Fujian Province of China (No. 2006J0221).
E-mail address: zjcqz@126.com.
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2007.08.035
J. Zhang / Computers and Mathematics with Applications 55 (2008) 2086–2093 2087
the R0-propositional logic and the n-valued Łukasiewicz logic system has a root, and the construction of such roots
can also be given. It is proved that a theory in the fuzzy Łukasiewicz propositional logic system has no root in general.
Finally sufficient and necessary conditions for the D(Γ )’s being equal or included are obtained.
2. Preliminaries
Suppose that S = {p1, p2, . . .} is a countable set. F(S) is a free algebra of the type (¬,∨,→), where ¬ is a unary
operation and ∨,→ are binary operations. Elements of F(S) are called propositions or formulas, and those of S are
called atomic propositions or atomic formulas.
Definition 2.1 ([1,8]). (i) A subset Γ of F(S) is called a theory.
(ii) Let Γ be a theory, A ∈ F(S). A deduction of A from Γ , in symbols, Γ ` A, is a finite sequence of formulas
A1, . . . , An = A such that for each 1 ≤ i ≤ n, Ai is an axiom, or Ai ∈ Γ , or there are j, k ∈ {1, . . . , i − 1} such that
Ai follows from A j and Ak by MP. Equivalently, we say that A is a conclusion of Γ (or Γ -conclusion). The set of all
conclusions of Γ is denoted by D(Γ ). By a proof of A we shall henceforth mean a deduction of A from the empty
set. We shall also write ` A in place of ∅ ` A and call A a theorem.
Definition 2.2 ([6]). For A, B ∈ F(S), define
A ≺ B iff ` A → B,
then F(S) with the relation ≺ is a pre-ordered set, denoted by (F(S),≺).
Definition 2.3 ([6]). Suppose that Γ is a theory. If D(Γ ) has a smallest element in (F(S),≺), say A, then A is called
the root of Γ .
Definition 2.4 ([6]). Suppose that Γk ⊂ F(S), (k = 1, . . . ,m). Then members of⋂mk=1 D(Γk) are called the common
conclusions of Γ1, . . . ,Γm . Suppose that A ∈ F(S), and A is said to be a common root of Γ1, . . . ,Γm if it is the
smallest common conclusion of Γ1, . . . ,Γm in (F(S),≺).
Definition 2.5 ([8,9]). Define in the Łukasiewicz propositional logic system and the R0-propositional logic system
uniformly:
A ⊗ B = ¬(A → ¬B), A2 = A ⊗ A, Am+1 = Am ⊗ A, A, B ∈ F(S).
Lemma 2.6 ([9]). In the R0-propositional logic system, the following conclusions hold:
(i) {A → C, B → D} ` A ⊗ B → C ⊗ D.
(ii) {A → B} ` A ⊗ C → B ⊗ C.
Lemma 2.7 ([1,8]). Let Γ be a theory, A, B ∈ F(S). Then the following (generalized) deduction theorems hold:
(i) In classical propositional logic system,
Γ ∪ {A} ` B iff Γ ` A → B.
(ii) In Łukasiewicz propositional logic system,
Γ ∪ {A} ` B iff ∃n ∈ N such that Γ ` An → B.
(iii) In R0-propositional logic system,
Γ ∪ {A} ` B iff Γ ` A2 → B.
It is easy for the reader to check the following Lemmas 2.8–2.10.
Lemma 2.8. Let Γ be a theory, A ∈ F(S). If Γ ` A, then there exists a finite subset of Γ , say, {A1, . . . , Am} such
that {A1, . . . , Am} ` A.
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Lemma 2.9. Let Γ be a theory, A, B ∈ D(Γ ). Then
(i) in the classical propositional logic system, A ∧ B ∈ D(Γ ).
(ii) in the Łukasiewicz and the R0-propositional logic systems, A ⊗ B ∈ D(Γ ).
Lemma 2.10. Suppose that Γ = {B1, . . . , Bm} is a finite theory, A ∈ F(S). If Γ ` A, then the following
items (i)–(iii) hold in the three above logic systems respectively:
(i) ` B1 ∧ · · · ∧ Bm → A.
(ii) There exist n1, . . . , nm ∈ N such that ` Bn11 ⊗ · · · ⊗ Bnmn → A.
(iii) ` B21 ⊗ · · · ⊗ B2m → A.
3. Basic properties
The following propositions hold in the three logic systems of concern.
Proposition 3.1 ([6]). Suppose Γ is a theory, A, B ∈ F(S).
(i) If both A and B are roots of Γ , then A and B are provably equivalent, denoted by A ∼ B, i.e., ` A → B and
` B → A hold.
(ii) If A is a root of Γ , then D(Γ ) = D(A), where D(A) is an abbreviation for D({A}).
Proof. (i) Item (i) obviously hold, and hence the proof is omitted.
(ii) In [6], it has been proved only in the classical propositional logic system that item (ii) holds. Now we prove
that item (ii) also holds in the Łukasiewicz propositional logic system and the R0-propositional logic system. Let A
be a root of Γ . Then for every B ∈ D(Γ ),` A → B. It follows from the inference rule MP that {A} ` B. This means
that B ∈ D(A) and so D(Γ ) ⊆ D(A). For the converse, for every B ∈ D(A), that is, {A} ` B. In the Łukasiewicz
propositional logic system, it follows from the generalized deduction theorem of this logic system that there exists an
n ∈ N such that ` An → B. Together with the result Γ ` An which follows from the assumption Γ ` A, we have
that Γ ` B by MP. In the R0-propositional logic system, it follows from the generalized deduction theorem of this
logic system that ` A2 → B. By MP and Γ ` A2, Γ ` B. We have that D(A) ⊆ D(Γ ). This completes the proof of
item (ii). 
Proposition 3.2. Suppose that Γ ′ks are theories, Ak, B ∈ F(S), (k = 1, 2, . . . ,m).
(i) If Ak ∈ D(Γk) (k = 1, 2, . . . ,m), then A1 ∨ · · · ∨ Am ∈⋂mk=1 D(Γk).
(ii) B ∈⋂mk=1 D(Γk) iff there exists Ak ∈ D(Γk) (k = 1, 2, . . . ,m) such that ` (A1 ∨ · · · ∨ Am) → B.
Proof. (i) Suppose that Γk ` Ak, k = 1, 2, . . . ,m. Since ` Ak → (A1 ∨ · · · ∨ Am) for every k = 1, 2, . . . ,m, we
have (A1 ∨ · · · ∨ Am) ∈⋂mk=1 D(Γk).
(ii) Suppose that B ∈ ⋂mi=1 D(Γi ); then following from Lemmas 2.7–2.10, it is easy to show that, in each logic
system concerned, there is a formula Ai ∈ D(Γi ) such that ` Ai → B for every i = 1, 2, . . . ,m. Thus we get
` (A1 → B) ∧ · · · ∧ (Am → B), which is provably equivalent to ` ∨mi=1 Ai → B. For the converse, suppose
there exist Ai ∈ D(Γi ) (i = 1, 2, . . . ,m) such that ` ∨mi=1 Ai → B. Since ` Ak → ∨mi=1 Ai obviously holds
for every k = 1, 2, . . . ,m, using the Hypothetical Syllogism Theorem, we get ` Ak → B, k = 1, 2, . . . ,m. This
shows that B ∈⋂mi=1 D(Γi ). 
Corollary 3.3. Suppose that Γ ′i s are theories, i = 1, 2, . . . ,m; then
m⋂
i=1
D(Γi ) = {B ∈ F(S) | Ai ∈ D(Γi ), i = 1, 2, . . . ,m,` (A1 ∨ · · · ∨ Am) → B}.
The following proposition is also obvious.
Proposition 3.4. Suppose that Γi ⊂ F(S), i = 1, 2. If Γ1 ⊆ Γ2, then D(Γ1) ⊆ D(Γ2).
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4. Results in the classical logic system
Proposition 4.1. Suppose Γ = {A1, . . . , An}, then A1 ∧ · · · ∧ An is a root of Γ .
Proof. ∀B ∈ D(Γ ), using the deduction theorem n times, we have ` A1 → (A2 → · · · (An → B) · · ·), which is
provably equivalent to ` A1∧ · · ·∧ An → B. Moreover, it follows from Lemma 2.9 that A1∧ · · ·∧ An ∈ D(Γ ). This
shows that A1 ∧ · · · ∧ An is the smallest element of (D(Γ ),≺). The proof is completed. 
Proposition 4.2. Suppose that Γ1 = {A1, . . . , An},Γ2 = {B1, . . . , Bm}; then
(i) D(Γ1) ⊆ D(Γ2) iff ` B1 ∧ · · · ∧ Bm → A1 ∧ · · · ∧ An .
(ii) D(Γ1) = D(Γ2) iff A1 ∧ · · · ∧ An ∼ B1 ∧ · · · ∧ Bm .
Proof. It suffices to prove (i), because (ii) directly follows from (i). As we have seen from the proof of Proposition 4.1,
A1 ∧ · · · ∧ An and B1 ∧ · · · ∧ Bm are roots of Γ1 and Γ2 respectively and A1 ∧ · · · ∧ An ∈ D(Γ1) and
B1 ∧ · · · ∧ Bm ∈ D(Γ2). The sufficient part is straightforward. The necessary part follows from the assumption
that D(Γ1) ⊆ D(Γ2) and the consequence that A1 ∧ · · · ∧ An ∈ D(Γ2). 
Proposition 4.3. Suppose that Γ is an infinite theory and 0¯ 6∈ D(Γ ); then
Γ has no root iff for every finite subset Σ of Γ , say,
Σ = {A1, . . . , An}, A1 ∧ · · · ∧ An is not a root of Γ .
Proof. The necessity part is trivial. Now we are to prove the sufficiency. To the contrary, suppose that Γ has a
root A; then D(Γ ) = D(A) by Proposition 3.1. It follows from Lemmas 2.8 and 2.10 that there exists a finite
sequence of formulas A1, . . . , Am ∈ Γ such that ` A1,∧ · · · ∧ Am → A. Together with the obtained result
` A → A1 ∧ · · · ∧ Am, A1 ∧ · · · ∧ Am is provably equivalent to A. This means that A1 ∧ · · · ∧ Am is also a
root of Γ . Contradiction! 
Theorem 4.4. Suppose that Γk ⊂ F(S) and Ak is the root of Γk, k = 1, . . . ,m; then




Proof. ∀B ∈ D(Γ ), there exist B1, . . . , Bn ∈ Γ such that ` B1 ∧ · · · ∧ Bn → B holds. For every Bi , i = 1, 2, . . . , n,
there exists ji ∈ {1, 2, . . . ,m} such that ` A ji → Bi holds. Whence we get that ` (A j1∧· · ·∧A jn ) → (B1∧· · ·∧Bn)
holds. Clearly,` (A1∧· · ·∧Am) → (A j1∧· · ·∧A jn ). By Hypothetical Syllogism,` (A1∧· · ·∧Am) → (B1∧· · ·∧Bn)
is yielded, and so is ` (A1 ∧ · · · ∧ Am) → B. This shows that A1 ∧ · · · ∧ Am is a root of Γ . 
5. Results in the R0-propositional logic system
Theorem 5.1. Each finite theory has a root. Let Γ = {A1, . . . , An}. Then A21 ⊗ · · · ⊗ A2n is a root of Γ .
Proof. ∀ B ∈ D(Γ ), it follows from Lemma 2.10 that ` A21 ⊗ · · · ⊗ A2n → B holds. At the same time,
A21 ⊗ · · · ⊗ A2n ∈ D(Γ ) by Lemma 2.9. Hence A21 ⊗ · · · ⊗ A2n is a root of Γ . 
Theorem 5.2. Suppose that Γ1 = {A1, . . . , An},Γ2 = {B1, . . . , Bm}; then
(i) D(Γ1) ⊆ D(Γ2) iff ` B21 ⊗ · · · ⊗ B2m → A21 ⊗ · · · ⊗ A2n .
(ii) D(Γ1) = D(Γ2) iff A21 ⊗ · · · ⊗ A2n ∼ B21 ⊗ · · · ⊗ B2n .
Proof. The proof is analogous to that of Proposition 4.2. Please also see Lemmas 2.7–2.10. 
Proposition 5.3. Suppose that Γ is an infinite theory and 0¯ 6∈ D(Γ ), then Γ has no root iff for every finite subset
Σ = {A1, . . . , At } of Γ , A21 ⊗ · · · ⊗ A2t is not a root of Γ .
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Proof. The necessity part is trivial. For the sufficiency, suppose that A is a root of Γ ; then it follows from Lemmas 2.8
and 2.10 that there exists a finite string of formulas A1, . . . , An ∈ Γ such that ` A21⊗· · ·⊗ A2n → A. By the definition
of roots, ` A → A21⊗· · ·⊗ A2n . Hence A21⊗· · ·⊗ A2n and A are provably equivalent, and this means that A21⊗· · ·⊗ A2n
is a root of Γ . Contradiction! 
Theorem 5.4. Suppose that Γk ⊆ F(S) and Ak is a root of Γk, k = 1, 2, . . . ,m; then
(i) A1 ∨ · · · ∨ Am is a common root of Γ1, . . . ,Γm .
(ii) A21 ⊗ · · · ⊗ A2m is a root of Γ =
⋃m
i=1 Γi .
Proof. (i) Suppose that B is a common conclusion of Γ1, . . . ,Γm ; then ` Ak → B for every k = 1, 2, . . . ,m. Hence
` (A1 → B)∧ · · · ∧ (Am → B) holds, which is provably equivalent to ` (A1 ∨ · · · ∨ Am) → B. By the axioms,
A1 ∨ · · · ∨ Am ∈ D(Γk) (k = 1, . . . ,m). This shows that A1 ∨ · · · ∨ Am is the common root of Γ1, . . . ,Γm .
(ii) The proof of item (ii) is similar to the proof of Theorem 4.4. We only need to replace ∧ and Bi ’s with⊗ and B2i ’s
respectively. 
Proposition 5.5. Suppose that Γ1 = {A1, . . . , An},Γ2 = {A1, . . . , An, B1, . . . , Bm}; then
D(Γ1) = D(Γ2) iff ` A21 ⊗ · · · ⊗ A2n → B21 ⊗ · · · ⊗ B2m .
Proof. Suppose that D(Γ1) = D(Γ2), by Lemma 2.9, B21 ⊗· · ·⊗ B2m ∈ D(Γ1), since A21⊗· · ·⊗ A2n is a root of Γ1 by
Theorem 5.1. It follows from Definition 2.3 that ` A21 ⊗ · · · ⊗ A2n → B21 ⊗ · · · ⊗ B2m . For the converse, suppose that
` A21⊗ · · · ⊗ A2n → B21 ⊗ · · · ⊗ B2m , since ` A21⊗ · · · ⊗ A2n ⊗ A21⊗ · · · ⊗ A2n → B21 ⊗ · · · ⊗ B2m ⊗ A21⊗ · · · ⊗ A2n by
Lemma 2.6, and A21⊗· · ·⊗ A2n⊗ A21⊗· · · A2n ∼ A21⊗· · ·⊗ A2n , so ` A21⊗· · ·⊗ A2n → B21⊗· · ·⊗ B2m⊗ A21⊗· · ·⊗ A2n
by Hypothetical Syllogism Theorem. It follows from Theorem 5.2 (i) that D(Γ2) ⊆ D(Γ1). It is easy to check that
` A ⊗ B → B axiomatically; thus ` A21 ⊗ · · · ⊗ A2n ⊗ B21 ⊗ · · · ⊗ B2m → A21 ⊗ · · · ⊗ A2n , then D(Γ1) ⊆ D(Γ2) by
Theorem 5.2 (i). 
6. Results in the Łukasiewicz propositional logic system
Proposition 6.1. Suppose that Γ1 = {A1, . . . , An},Γ2 = {B1, . . . , Bm}, then D(Γ1) ⊆ D(Γ2) iff for every n-tuple
(k1, . . . , kn) ∈ N n , there exists a m-tuple (l1, . . . , lm) ∈ Nm such that ` Bl11 ⊗ · · · ⊗ Blmm → Ak11 ⊗ · · · ⊗ Aknn .
Proof. Suppose that D(Γ1) ⊆ D(Γ2); then for every n-tuple (k1, . . . , kn) ∈ N n , it is easy to check that
Ak11 ⊗ · · · ⊗ Aknn ∈ D(Γ1) by Lemma 2.9. It follows from Lemma 2.10 that there exists a m-tuple (l1, . . . , lm) ∈ Nm
such that ` Bl11 ⊗· · ·⊗ Blmm → Ak11 ⊗· · ·⊗ Aknn . Conversely, ∀B ∈ D(Γ1), following from Lemma 2.10 there exists an
n-tuple (k1, . . . , kn) ∈ N n such that ` Ak11 ⊗ · · · ⊗ Aknn → B. Hence, from the assumption that there exists a m-tuple
(l1, . . . , lm) ∈ Nm such that ` Bl11 ⊗ · · · ⊗ Blmm → Ak11 ⊗ · · · ⊗ Aknn , and so ` Bl11 ⊗ · · · ⊗ Blmm → B by Hypothetical
Syllogism. This shows that B ∈ D(Γ2), and therefore D(Γ1) ⊆ D(Γ2). 
In the following, we discuss the properties of the roots of theories through the semantics of the Łukasiewicz
propositional logic system. Here are two kinds of valuation sets L = {0, 1n−1 , 2n−1 , . . . , n−2n−1 , 1} and L = [0, 1]. These
two sets of truth values are just the standard MVn-chain and the standard MV-algebra (L ,¬,∨,→) respectively,
where ¬x = 1− x, x ∨ y = max{x, y}, x → y = (1− x + y) ∧ 1.
A homomorphism v : F(S) → L of type (¬,∨ →) from F(S) of well-formed formulae to the set of truth values
L , i.e., v(¬A) = ¬v(A), v(A ∨ B) = v(A) ∨ v(B), v(A → B) = v(A) → v(B), is called a valuation of F(S). The
set of all valuations is denoted by Ω . A formula A ∈ F(S) is called a tautology if ∀v ∈ Ω , v(A) = 1 holds, A is called
a contradiction if ∀v ∈ Ω , v(A) = 0.
A Łukasiewicz propositional logic system is called an n-valued Łukasiewicz logic system if the set of truth
values L = {0, 1n−1 , 2n−1 , . . . , n−2n−1 , 1}, denoted by Łn . A Łukasiewicz propositional logic system is called a Fuzzy
Łukasiewicz logic system if the set of truth values L = [0, 1], denoted by Łuk. It has been proved that the semantics
and syntax of Łn and Łuk are in perfect harmony, i.e. the standard completeness theorem holds in Łn and Łuk
respectively.
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Proposition 6.2 ([1,8,10]). Suppose that A ∈ F(s).
A is a theorem in Łn (Łuk, resp.) iff A is a tautology in Łn (Łuk, resp.).
We define in the valuation set Ln = {0, 1n−1 , . . . , n−2n−1 , 1} or L = [0, 1] that a(2) = a ⊗ a, a(m+1) = a(m) ⊗ a,
where a ⊗ b = (a + b − 1) ∨ 0.
It is not difficult to verify that
a(n) =

na − (n − 1), a > n − 1
n
;
0, a ≤ n − 1
n
.
Proposition 6.3. Suppose that m, n ∈ N. If m ≥ n − 1, then for every a ∈ Łn , a(m) = a(n−1) holds in n-valued logic
system.
Proof. (1) If a > n−2n−1 , then a = 1. Since m−1m ≥ n−1n > n−2n−1 , we have a(m) = 1 and a(n−1) = 1.
(2) If a ≤ n−2n−1 , since n−2n−1 < n−1n ≤ m−1m , we have a(m) = a(n−1) = 0. Thus, ∀a ∈ Łn , a(m) = a(n−1),
(m ≥ n − 1). 
Proposition 6.4. Suppose that A ∈ F(s). If m ≥ n − 1, then Am ∼ An−1 holds in the n-valued Łukasiewicz logic
system.
Proof. Since for every v ∈ Ω and s ∈ N , we have v(As) = (v(A))s . Then for every A ∈ F(s), v(Am) = v(An−1)
holds by Proposition 6.3. So Am ≈ An−1, and thus Am → An−1 and An−1 → Am are all tautologies. By the
completeness theorem, Am ∼ An−1. 
Theorem 6.5. Suppose that Γ = {A1, . . . , As} is a finite Theory; then An−11 ⊗ · · · ⊗ An−1s is a root of Γ of the
n-valued Łukasiewicz logic system Łn .
Proof. It is easy for the reader to check that An−11 ⊗ · · · ⊗ An−1s ∈ D(Γ ) by Lemma 2.9. For every B ∈ D(Γ ), it
follows from Lemma 2.10 that there exist k1, . . . , ks ∈ N such that ` Ak11 ⊗ · · · ⊗ Akss → B. Since Am ∼ An−1
if m ≥ n − 1 and A¯(s) ≤ A¯(t) if s ≥ t , we have A¯(n−1)1 ⊗ · · · ⊗ A¯(n−1)s ≤ A¯(k1)1 ⊗ · · · ⊗ A¯(ks )s . It follows from
the generalized deduction theorem of this logic system that ` An−11 ⊗ · · · ⊗ An−1s → Ak11 ⊗ · · · ⊗ Akss holds. Thus
` An−11 ⊗ · · · ⊗ An−1s → B i.e. An−11 ⊗ · · · ⊗ An−1s is a root of Γ . 
In the following, we discuss the properties of the roots of theories in the Fuzzy Łukasiewicz propositional logic
system Łuk.
Let A(p1, . . . , pm) be a formula of the Łukasiewicz propositional logic system all of whose atomic formulas are
among p1, . . . , pm . Then the value of A¯(x1, . . . , xm) is obtained from the truth valuations v(pi ) = xi , i = 1, . . . ,m
in [0, 1] using the homomorphism v. For example, if A = p1 ∨ p2 → ¬p3, then A¯(x1, x2, x3) = (x1 ∨ x2) →
(1− x3) = (1−max{x1, x2} + (1− x3))∧ 1. It must be stressed that this has sense only in the standard semantics of
Łukasiewicz propositional logic system (luckly, this logic is standard complete).
It is left to the reader to check that A is a tautology iff A¯ ≡ 1, and that A is a contradiction iff A¯ ≡ 0.
Definition 6.6 ([3]). Suppose that A(p1, . . . , pm) is a formula, A¯(x1, . . . , xm) is the function induced by








A¯(x1, . . . , xm)dx1, . . . , dxm,
Then τ(A) is called the truth degree of A.
Definition 6.7 ([11]). Let A, B ∈ F(S).
(i) ξ(A, B) = τ((A → B) ∧ (B → A)) is called the resemblance degree between A and B.
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(ii) Define ρ(A, B) = 1− ξ(A, B); then it is not difficult to verify that ρ is a pseudo-metric on F(S).
Definition 6.8 ([3]). Suppose that Γ is a theory. Then
div(Γ ) = sup{ρ(A, B) | A, B ∈ D(Γ )}
is called the divergence degree of Γ . And Γ is said to be fully divergent if div(Γ ) = 1.
Proposition 6.9. Suppose that Γ is a theory. Then
div(Γ ) = 1− inf{τ(Am11 ⊗ · · · ⊗ Amnn ) | A1, . . . , An ∈ Γ ,m1, . . . ,mn ∈ N , n ∈ N }.
Proof. div(Γ ) = sup{ρ(A, B) | A, B ∈ D(Γ )} = sup{1 − ξ(A, B) | A, B ∈ D(Γ )} = 1 − inf{ξ(A, B) | A, B ∈
D(Γ )}.
Since in the standard MV-algebra x → y ≥ y, it is easy to verify that ξ(A, B) ≥ τ(A∧B), and also A∧B ∈ D(Γ )
whenever A, B ∈ D(Γ ), because ` A → (B → A ∧ B) holds. Hence it follows from Lemmas 2.8 and 2.10
that there exist A1, . . . , An ∈ Γ and m1, . . . ,mn ∈ N such that ` Am11 ⊗ · · · ⊗ Amnn → A ∧ B holds; thus
τ(Am11 ⊗ · · · ⊗ Amnn ) ≤ τ(A ∧ B). Moreover,
τ(Am11 ⊗ · · · ⊗ Amnn ) = τ((T → Am11 ⊗ · · · ⊗ Amnn ) ∧ (Am11 ⊗ · · · ⊗ Amnn → T )) = ξ(T, Am11 ⊗ · · · ⊗ Amnn ),
where T is a logical theorem. Clearly, Am11 ⊗ · · · ⊗ Amnn ∈ D(Γ ), T ∈ D(Γ ), whence div(Γ ) = 1 − inf{τ(Am11 ⊗· · · ⊗ Amnn ) | A1, . . . , An ∈ Γ ,m1, . . . ,mn ∈ N , n ∈ N }. The proof is complete. 
Corollary 6.10. Suppose Γ is a theory; then div(Γ ) = 0 iff Γ = ∅ or each element of Γ is a logical theorem.
Proof. Suppose that div(Γ ) = 0; then for every A ∈ Γ , τ (A) = 1 following from Proposition 6.9. So A is a
tautology, and this shows that A is a logical theorem by the standard completeness theorem. Conversely, if Γ = ∅,
then since inf ∅ = 1, we get div(Γ ) = 0. If Γ 6= ∅ and every element of Γ is a logical theorem, then all
conclusions of Γ are all logical theorems. Thus for every sequence of formulas A1, . . . , An and natural numbers
m1, . . . ,mn ∈ N , τ (Am11 ⊗ · · · ⊗ Amnn ) = 1. So div(Γ ) = 0. 
Theorem 6.11. Suppose that Γ is a nonempty theory; if div(Γ ) > 0 and 0¯ 6∈ D(Γ ), then Γ has no root in the Fuzzy
Łukasiewicz logic system Łuk.
Proof. Suppose that A is a root of Γ ; then A is neither a theorem nor a contradiction. Since A ∈ D(Γ ), it follows
from Lemma 2.9 that Ak ∈ D(Γ ) for every k ∈ N . As we have shown that A¯ 6≡ 1, there is a valuation v such that
v(A) = a < 1. It is left to the reader to check that v(Ak) = ak = a ∗ · · · ∗ a = (ka − (k − 1)) ∨ 0, where ∗ is the
Łukasiewicz t-norm. Since ka − (k − 1) < a(k ≥ 2), v(Ak) < v(A) if k is large enough. Therefore A¯ 6≤ Ak ; that is
to say, A → Ak is not a logical theorem by the completeness theorem. Contradiction! 
Corollary 6.12. Suppose that Γ is a theory and 0¯ 6∈ D(Γ ); then Γ has a root iff each element of Γ is a logical
theorem, or Γ = ∅.
Proof. The proof directly follows from Theorem 6.11 and Corollary 6.10, and so it is omitted. 
Remark. (1) As we have seen from Theorem 6.5, every finite theory in the n-valued Łukasiewicz logic system has a
roots.
(2) As we have seen from Theorem 6.11, a general theory, finite or infinte, in the Fuzzy Łukasiewicz logic system
Łuk has no root in general.
7. Concluding remarks
The present paper, based on the generalized deduction theorems and completeness theorems, gives the conditions
for the sets D(Γ ) of two different theories being equal and included. It is proved that D(Γ ) is completely determined
by its root whenever Γ has a root. In the classical propositional logic systems, the R0-propositional logic system and
the n-valued Łukasiewicz logic system, every finite theory has a root, and the construction of the roots is given. Finally
we show that a theory in the Fuzzy Łukasiewicz logic system has no root in general.
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