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Abstract 
Sudden infant death syndrome (SIDS or cot death) is the leading cause of infant death in the 
developed world (Byard et aL, 1996), and is unique in the medical lexicon in that it represents a 
pathology defined by categories of exclusion. Historically, Canterbury has had one of the highest 
rates of SIDS in New Zealand, and New Zealand has had one of the highest SIDS rates in the 
western world (Nelson, 1996). SIDS is one of the most catastrophic events that can occur within 
a family, and is particularly traumatic due to parents invariably placing blame upon themselves 
for their infant's death. 
Historically, statisticians and epidemiologists have played a major role in SIDS research. Their 
epidemiological approach has resulted in the identification of modifiable risk factors, including 
prone sleeping, smoking in an infant's environment, formula feeding, and bed sharing. Public 
health 'back-to-sleep' campaigns, have directly resulted in a sharp drop in SIDS incidence from 
the early 1990s. 
The aim of this thesis is to model and predict the incidence of SIDS in Canterbury, New Zealand 
(1968-1999), in terms of complex weather I?atterns, characterised by a diverse array of climatic 
variables. This is achieved by linking the temporal sequence of SIDS counts with a comprehensive 
climate profile. 
The association between climate and SIDS has a long history, with the first reference to a seasonal 
variation in SIDS (a peak in the incidence of SIDS in colder months) published nearly 150 years 
ago (Wakley, 1855). Many studies have related SIDS to various meteorological measures through-
out the world, yet the only consistent relationship found is between SIDS and seasonality (for 
example Douglas et aL (1998) or Mitchell et aL (1999». This study is the first to systematically 
analyse a multiplicity of climate data at different temporal levels, with an accurate extensive 
time series of SIDS. 
Results from change point analyses showed that the Canterbury SIDS profile was constructed 
of three distinct temporal periods. Logistic regression on seasonality measures, confirmed that 
seasonality existed in the Canterbury profile. This annual variation in the incidence of SIDS was 
best measured by different variables for the different periods. Short term relationships between 
the incidence of SIDS and climate, over and above seasonality, were found for various climatic 
profiles including humidity, wind (speed, direction and velocity) and pressure. These relationships 
were identified using regression techniques based on the Poisson distribution, including Poisson 
regression, Poisson mixture models, Poisson regression with an autoregressive latent structure, 
and generalised additive models. 
Three separate aspects of this study have not previously been seen in the literature, and result 
from novel statistical applications of mixture and change point methods to the incidence of SIDS. 
Firstly, this study applies mixture methods to a temporal sequence of discrete SIDS counts. 
Secondly, the study identifies significant points of change in the chronological profile of SIDS 
counts, which correspond to structural shifts in the underlying distribution. Thirdly, this study 
methodologically analyses a vast array of climate data at different temporal levels, with an 
accurate extensive time series of SIDS. 
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Notation 
The following general notation is used throughout this thesis to denote the climate variables. 
Daily 
Full details can be found in Chapter page 25 onwards. 
X(summary-measure)(day-span) 
where X represents the following climate variables: 
Summary measures 
minimum min 
Wind Direction 
Wind 
Wind Velocity 
Wind Chill 
Humidity 
to: 
Temp 
WindD 
WindS 
Wind V 
WindG 
Humid 
standard deviation 
mean mean range 
maximum max total 
Pressure Pres 
Rainfall Rain 
Sunshine Sun 
Solar Radiation Rad 
Dewpoint Dew 
std mean AHC meanAHG 
range maximum AHC maxAHG 
total standard deviation AHC stdAHG 
where AHC represents the absolute hourly change, which is defined as the absolute difference between any 
two consecutive hourly X measures. 
The various day-spans are of the form: 
dayi 
day(i j) 
summary measure of X on day i 
difference in summary measure of X from i to j days ago 
Also, meanday( -Ito i) represents the mean of X over the past i days, 
and diff(O i) meandayO meanday( -Ito - i) is the difference between the mean of X on the day of 
interest (dayO) and the average of X over the i days prior to dayO. 
Monthly 
Full details can be found in Chapter 5, page 108 onwards. 
Xr:umma.ry-measure) 
where xm represents the monthly analogue of the climate variables denoted previously. The following 
summary measures are utilised: 
mean (mean) 
mean(min) 
mean (max) 
mean(std) 
min(min) 
max(max) 
+diff 
-diff 
mean over the month of the daily mean of X 
mean over the month of the daily minimum of X 
mean over the month of the daily maximum of X 
mean over the month of the daily standard deviation of X 
minimum over the month of the daily minimum of X 
maximum over the month of the daily maximum of X 
mean over the month of all the positive values of XdifjdayO-7 
mean over the month of all the negative values of XdifjdayO-7 
Also, WindDj corresponds to the % of days in a month where the predominant wind direction was class j. 
The ten classes, j are: C calm; N north; NE north-east; E east; SE south-east; S south; SW south-west; 
W west; NW north-west; M no predominant wind direction (mixed). 
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The Ballad of Moll Magee 
Come round me, little childer; 
There, don't fling stones at me 
Because I mutter as I go; 
But pity Moll Magee. 
My man was a poor fisher 
With shore lines in the say; 
My work was saltin' herrings 
The whole of the long day. 
And sometimes from the Saltin' shed 
I scarce could drag my feet, 
Under the bles..'\ed moonlight, 
Along the pebbly street. 
I'd always been but weakly, 
And my baby was just born; 
A neighbour minded her by day, 
I minded her till morn. 
I lay upon my baby; 
Ye little childer dear, 
I looked on my cold baby 
When the morn grew frosty and clear. 
A weary woman sleeps so hard! 
My man grew red and pale, 
And gave me money, and bade me go 
To my own place, Kinsale. 
He drove me out and shut the door. 
And gave his curse to me; 
I went away in silence, 
No neighbour could I see. 
From liThe Ballad of Moll Maggee" 
By WB. Yeats (1865-1939) 
From Collected Poems 
Copyright 1906 
By MacMillan Publishing Co. 
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The windows and the doors were shut, 
One star shone faint and green, 
The little straws were turnin round 
Across the bare boreen. 
I went away in silence: 
Beyond old Martin's byre 
I saw a kindly neighbour 
Blowin' her mornin' fire. 
She drew from me my story -
My money's all used up, 
And still, with pit yin , , scornin' eye, 
She me bite and sup. 
She says my man will surely come 
And fetch me home agin; 
But always, as I'm movin' round, 
Without doors or within, 
Pilin' the wood or pilin' the turf, 
Or goin' to the well, 
I'm thinkin' of my baby 
And keenin' to mysel'. 
And Sometimes I am sure she knows 
When, openin' wide His door, 
God lights the stats, His candles, 
And looks upon the poor. 
So now, ye little childer, 
Ye won't fling stones at me; 
But gather with your shinin' looks 
And pity Moll Magee. 
Chapter 1 
Sudden Infant Death Syndrome 
One of the most catastrophic events that can occur within a family is a healthy infant dying suddenly and 
. unexpectedly. Sudden infant death syndrome is particularly traumatic due to parents invariably placing 
blame upon themselves for their infant's death. 
Sudden infant death syndrome (SIDS or cot death) is the leading cause of infant death in the developed 
world (Byard et al., 1996). In New Zealand, in 1995, sudden infant death syndrome accounted for 29.5% of 
all infant deaths (including early neonatal deaths,'late neonatal deaths and post-neonatal deaths), followed 
by congenital anomalies (22.9%); in 1998 43% of post-neonatal deaths were caused by sudden infant death 
syndrome (Fetal and infant deaths, 1998). 
1.1 Nature of the Study 
The primary focus of this thesis is the statistical methods utilised to model a time series of (small) discrete 
counts. The data set utilised throughout this thesis consists of numbers of sudden infant deaths recorded 
in Canterbury over the years 1968-1999. The statistical modelling aims to relate the incidence of SIDS to 
climate patterns, while incorporating any statistically significant structural changes in the profile of SIDS 
over time. 
The structure of the thesis consists of the historical background on SIDS, and an initial overview of the 
epidemiology of SIDS, thus providing the reader an opportunity to understand the phenomenon of SIDS. 
This first chapter also describes both the SIDS and climate datasets used throughout this study. The thesis 
then examines the SIDS series for any significant points of change, evidenced by both level and structural 
shifts in the SIDS series. Any significant changes need to be incorporated into further modelling. Subsequent 
chapters of the thesis focus on the statistical modelling of the relationship between SIDS and climate, with 
the results summarised in the final chapter. 
1.1.1 Why SIDS and climate? 
There has been a long association between SIDS and climate (Campbell, 1989, 1994; Campbell et al., 2001; 
McGlashan & Grice, 1983; Nelson & Taylor, 1988; Macey et al., 2000), yet there appears to have been 
no rigourus examination of the best seasonality variable to model the annual fluctuations evident in most 
countries with accurate SIDS records round the world. There has also been little research published, relating 
a complete climatic profile to the incidence of SIDS. The data set used in this thesis is unique in its accuracy 
and length, and also the geographical closeness of the climate data to the recorded incidence of SIDS. It 
was therefore considered a good choice for a statistical thesis, which, in the process, would allow for the 
1 
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examination of the SIDS climate relationship in detaiL The results from this study complement the current 
body of published research on this topic, while also adding to the statistical literature in the field of mixture 
models for time series data. Full details of the data used in this study appear in the following sections and 
chapters, and a literature review of previous research into the SmS-climate relationship appears in Chapter 
1.8 
sms is unique in the medical lexicon in that it represents a pathology defined by categories of exclusion. 
The specific cause (or causes) of sms remains elusive to researchers with many areas currently being 
explored. By examing the effect of meteorological variables on the patterns of SIDS, new hypotheses and 
research directions may be generated. Previous research into the SmS-climate relationship has highlighted 
the potential of overheating infants in the epidemiology of SIDS (Wells, 1997). 
1.2 Definition 
The definition for SIDS was first developed at an international conference on SIDS causes in 1969: 
The sudden and unexpected death of an infant or young child, 
which is unexpected by history, and in which a thorough post-
mortem examination fails to demonstrate an adequate cause of 
death (Beckwith, 1970). 
This definition was later amended in 1989 by a group assembled by the United States National Institute of 
Health to: 
The sudden death of an infant under 1 year of age which remains 
unexplained after a complete postmortem examination, including 
an investigation of the death scene and a review of the case history, 
cases failing to meet the standards of this definition, including 
those without postmortem examinations, should not be diagnosed 
as SIDS (Zylke, 1989). 
In 1977, the World Health Organisation created a category, in the International Classifications of Disease, 
specifically for cot death or sudden infant death syndrome: lCD code 798.0 (World Health Organisation, 
1977). The coding guidelines applied to this classification are conservative, in that if another condition is 
reported together with the SlDS classification, the underlying cause of death is officially recorded as the 
second condition. Nelson (1996) gives the following example of this scenario: "The pathologist might decide 
on a diagnosis of SIDS, but also records a coexistent condition (for example pneumonia, ICD code 486.0). 
Thus, even though the pathologist considered the death to be due to sms, the official statistics will not 
record it as such." This rule may well have a significant effect on the official statistics of SIDS incidence, 
with what could be considered a systematic under-reporting. 
1.3 Historical Review 
Traditionally, the cause of sudden infant death syndrome was assumed to be overlaying (suffocation), either 
through smothering by the mother, or by bedclothes. Until the first quarter of last century, bed-sharing 
between parents and young infants was very common (with the exception of the upper classes of society) 
(Knight, 1983). Thus, when an infant died suddenly and unexpectedly, and was found in the family bed, 
the naturally drawn conclusion was that the infant had suffocated by being buried or overlayed. 
The earliest known reference to a possible sudden and unexpected infant death appears in the Bible: 
"and this woman's child died in the night because she overlaid it" (Kings I, chapter 13, verse 19). At a 
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similar time in Egypt, Diodurus Siculus reported that the punishment given to mothers who were believed to 
have overlain their infants was to hold their child continually for three days and nights "so that the mother 
would experience her full deserts of remorse and horror" (Russell-Jones, 1985). 
When the prevailing theory explaining sudden infant deaths was overlaying, infanticide was also common 
and few endeavours were made to distinguish between the two disparate causes of death (Golding et al., 
1985). Apparently, the early Roman Catholic church was not actively against infanticide, and both overlaying 
and infanticide were only considered sinful, though not criminal, by the church around 700AD (Guntheroth, 
1995). 
In the nineteenth century, research into general infant mortality sparked increasing interest into the 
phenomenon of sudden infant deaths. The following passage by Charles Dickens may well reflect his thoughts 
on infant mortality: 
Of all things in life, there should be nothing so preventable, as 
there is nothing on the face of it so unnatural, as the death of a 
little child, yet it is of all things in life the commonest, the only 
thing we really make, as a community, the least effort to prevent. 
The overlaying theory was still considered the predominant cause of most sudden and unexpected infant 
deaths in the late nineteenth century, with the following text on infant mortality appearing in the English's 
Women's Journal: 
Nor must we forget a lamentable but frequent cause of death, that 
in which the infant is "overlaid" in its slumbers by a careless, per-
haps drunken nurse or mother. The deaths of no less than twelve 
infants from suffocation in bed were lately registered as having oc-
wrred within a single week. (Leared, 1862; cited in Russell-Jones, 
1985) 
Nearly a decade later in 1871, a paper titled' The Waste of Infant Life' was presented to a social science 
association by Curgenven. Curgenven reported statistics showing that, of all infants on whom inquests were 
held, more than half had died from being overlayed: 
Suffocation at the mother's breast is the most common form: this 
frequently occurs on Saturday night; the mother, it may be, has 
been drinking, or goes to bed late; takes her child to her breast; 
falls asleep, and awakes in the morning to find her infant dead. 
In most cases the child's head slips off the mother's arm during 
sleep, its face becomes buried beneath the breast, the bed-clothes at 
the same time covering its head; it dies without a struggle suffo-
cated by the carbonic acid exhaled from its own lungs. In winter 
these cases of suffocation occur most frequently in consequence of 
the mother unconsciously drawing the bed-clothes over her own 
shoulders (Curgenven, 1871; cited in Russell-Jones, 1985) 
Interestingly, this passage suggests a winter predominance of sudden and unexpected infant deaths. The 
first reference to a seasonal variation in SrDS occurred some 15 years earlier, when ~Wakley (1855) noted a 
peak incidence in the colder months. 
In 1889, the 'status-thymico-Iymphaticus' theory was presented by Paultouf as an alternative to overlaying 
as the cause of sudden infant death. This theory proposed that an enlarged thymus gland was responsible 
for death. The following account was described in an 1898 paper: 
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. .. a case in which a servant girl was entTusted with the caTe of 
an infant who was sleeping in its cradle neaT her. In the morn-
ing the previously healthy baby was found dead in his cradle. The 
girl was imprisoned and authorities oTdered an autopsy which was 
performed by Liman and Gravitz. Liman was unable to disprove 
Gravitz' contention that death was attributable to a colossally en-
larged thymus pressing on trachea, bronchi and vessels. The mag-
istrate released the woman (Bert holds 1898, cited in Russell-Jones, 
1985). 
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Paultouf's theory was later disproven when it was shown that the thymus gland in sudden death infants 
was in fact a normal size, but appeared large when compared to the involuted gland that occurs after a long 
illness. 
As the thymus gland theory waned in popularity, blame for sudden infant deaths returned to those caring 
for the child. In 1892 Templeman presented the first systematic report of the pathology and epidemiology 
of sudden infant death. He reported that 399 infants were found dead while in their parents bed, in the ten 
year period 1882 to 1891, in the small Scottish town of Dundee. This corresponds to an 'overlaying' death 
rate of approximately 4.1 infant deaths per 1000 live births (Dundee birth figures from the General Register 
Office for Scotland) Templeman described several of the modern characteristics of SIDS: the cyclicity in 
the temporal distribution leading to higher rates in winter, and the typical age distribution with a peak 
death rate occurring in infants at three months of age. Templeman believed that the deaths were caused 
by overlaying or suffocation from either the infant's bedding or a parent's body. He theorised in turn, 
that the overlaying was caused by a lack of knowledge of the dangers of bed sharing, and also noted a 
disproportionately large number of sudden infant deaths happening on Saturday nights, due to frequent 
drunkness on Saturday evenings. Templeman made the following recommendations in his paper: 
. .. although savouring somewhat of grandmotherly legislation, we 
ought to adopt a modification of the German law which prohibits 
a child under the age of two years from being allowed to occupy 
the same bed as its parents or nurse ... But even short of this 
measure, the punishment of parents who can be proved to have 
gone to bed in a state of intoxication would have a beneficial effect" 
(Templeman, 1892) 
Templeman's theory was strengthened by Saleby in 1917 (cited in Russell-Jones, 1985) when he reported a 
nearly 50% reduction in infant deaths from overlaying (from 1348 deaths in 1912 to 704 in 1917). During 
this period a change in licensing laws, restricted "drunkenness in women" , which Saleby stated was the sole 
reason for the reduction in deaths. 
At the turn of last century, the concept of sudden infant death was becoming more widely known. Yeats' 
'Ballard of Moll Magee' (1906) (page xii) poignantly illustrates society's attitudes to a mother who was 
believed to have overlain her infant. As the standard of living increased early last century, many infants 
were no longer sleeping in the family bed, so the overlaying theory became less plausible. Suffocation by the 
infant's bed clothes replaced the overlaying theory as the probable cause of sudden infant deaths. This was 
later dis proven when it was shown that most infants slept in a supine position, with their faces clear of their 
bedclothes (Beckwith, 1973). 
After the second world war, most pathologists thought that sudden infant deaths were a result of natural 
causes, although the exact nature of the disease remained unknown. Rather than admit that they could not 
ascertain the cause of death, it was common for pathologists to state that deaths were due to respiratory 
infections (Knight, 1983). 
CHAPTER 1. SUDDEN INFANT DEATH SYNDROME 5 
The first attempt to detail a natural process for the cause of sudden infant deaths came in the late 1950s. 
Parish & Barett (1960) proposed that the deaths were caused by an allergic reaction to a foreign protein 
found in cows' milk. Later studies have failed to show that this reaction occurred more frequently in SIDS 
infants as compared with normal infants (Gold & Godek, 1961; Coe & Peterson, 1963; Ford et al., 1996). 
In 1965, an 'Enquiry into Sudden Death in Infancy' was published (Reports on Public Health, 1965), 
and proposed three general theories as the cause of SIDS: infection, hypersensitivity and suffocation. This 
publication highlighted the immense knowledge gap in the epidemiology of SIDS and detailed research 
priorities. 
From that time on, there has been an abundance of theories attempting to explain the enigma of sudden 
and unexplained deaths in infants. For example apnea (Froggatt et al., 1971; Steinschneider, 1972; Toubas 
et al., 1986), previous hypoxic episodes (Naeye, 1973), bacterial or viral infections (Trube-Becker, 1978; 
Newbould et aI., 1989; Knox & Lancashire, 1991; Williams et al., 1984; Zink et al., 1987), hyperimmune 
reactions (Raven, 1977; Raven et al., 1978), sickle cell anaemia (Vix et al., 1987; Gozal et al., 1994), toxic 
gases from cot mattresses (Richardson, 1990) and hyperthermia (Stanton, 1984; Kleemann et al., 1996). 
Only in the last 10 to 15 years have the first major inroads been made into reducing SIDS numbers. In the 
. early 1990s many countries, including New Zealand (Mitchell et al., 1992a), the United Kingdom (Wigfield 
et al., 1994) and the United States (Pollack & Frohna, 2002), implemented public health campaigns aimed 
primarily at reducing the rate of prone sleeping in infants. These 'back-to-sleep' campaigns have resulted in 
dramatic reductions in SIDS numbers, approximately halving SIDS in most countries, and reducing numbers 
by up to 70% in some countries (for example Sweden, (AIm et al., 2001)). Even after such progress, SIDS 
still accounts for the most infant deaths in industrialised countries (Byard et al., 1996). Researchers have 
been able to ascertain modifiable risk factors, which in turn have been widely promoted to good effect, yet 
the exact reason why seemingly healthy infants die remains a mystery. 
1.4 Worldwide Incidence 
Sudden infant death syndrome is essentially a syndrome of the developed world. Before the industrial 
revolution SIDS statistics were obscured by very high general infant mortality rates. This presently remains 
the case in non-industrialised countries. For example, for the 1994 to 1997 period the overall rate of infant 
mortality in Japan was 4.2 deaths per 1000 live births, and in New Zealand 6.7 deaths per 1000 live births, 
as compared to 57 deaths per 1000 live births for Brazil and 77 deaths per 1000 live births for Bangladesh 
(World Health Organisation, 2002b). Any sms rate is swamped by the mortality rate in the third world due 
to disease and poverty. In many countries in the developing world, infectious diseases such as pneumonia, 
diarrhoea and malaria account for up to 70% of deaths in children under five years old (World Health 
Organisation, 2002a). 
Figure 1.1 presents SIDS rates for various countries. The incidence rates are the number of SIDS deaths 
per 1000 live births in the late 1990s, as reported by the World Health Organisation (WHO), or the sms 
Global Strategy Task Force (Fitzgerald, 2000). Appendix A tabulates full details of sms rates by country, 
and the source of data (where numbers were available from the Task Force, these were used in the figure). In 
the industrialised world, the differing SIDS rates, whilst having some relevance, must also be tempered by the 
non-standardised reporting practices used. The diagnosis of SIDS formed by exclusion presents difficulties 
in data accuracy. Therefore any international comparative analysis, whilst still of interest, must be viewed 
with caution. Also note, by using the WHO SrDS rates, numbers may well be higher than presented here, 
as discussed in Section 1.2. 
In different countries SIDS rates currently vary from less than 0.1 per 1000 live births in Hong Kong and 
Hungary (1998 figures) to around 1.0 per 1000 live births in New Zealand (see Table A.l). New Zealand's 
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very high SIDS rate was evident in the 1980s before the 'back-to-sleep' campaigns, with 4.2 SIDS per 1000 
live births in 1982 (Borman et al., 1988). High rates were also reported at this time in Australia (2.0/1000 
LB, Douglas et al. (1996)), England and Wales (2.0/1000 LB, Campbell (1994)), Ireland (2,4/1000 LB, 
Matthews & O'Brien (1985)) and Scotland (2.7/1000 LB, Arneil et al. (1985)). Hong Kong (0.3/1000 LB, 
Lee et al. (1989)), Taiwan (0.5/1000 LB, Knobel et aL (1994)), Finland (0.5/1000 LB, Rintahaka & Hirvonen 
(1986)) and Sweden (0.9/1000 LB, Milerad et al. (1993)) recorded very low rates around this period. 
1.5 The Epidemiology of SIDS 
A multitude of epidemiological studies have identified various risk factors of SIDS, resulting in a dramatic 
reduction in SIDS incidence, yet the exact cause of sudden infant death syndrome remains unknown despite 
the fact that more than 400 hypotheses have been proposed. The original search for a single cause has evolved 
into an understanding that SIDS has a multifactorial aetiology, with a complex underlying interaction of 
risk factors. Toomey & Bernstein (2001) suggest that it is this interaction of risk factors, specifically "[the] 
developmental stage, congenital or acquired risk, along with a triggering event" that eventually ends in 
SIDS. Nelson (1996) noted that "for a condition that is defined on the basis of exclusion, the epidemiological 
features of SIDS are surprisingly consistent" . 
The following section describes some of the major epidemiological characteristics and risk factors of SIDS. 
It does not attempt to detail any of the many hypotheses and trigger mechanisms put forward to explain 
them. For a detailed review, see Sullivan & Barlow (2001), or Guntheroth (1995). 
1.5.1 Characteristics of SIDS Epidemiology 
Age-at-Death Distribution 
In 1980, Peterson described the age-at-death of SIDS infants as "the single most consistent, provocative and 
unique characteristic of SIDS yet identified". Figure 1.2 illustrates the classical age-at-death distribution 
of SIDS infants, for deaths occurring in King County, Washington, 1969-1977. The frequency distribution 
shows that very few SIDS deaths occur within the first month of life. This is the time of maximum frequency 
of infant deaths from most other causes (Goldberg et al., 1986). The distribution curve rises steeply to a peak 
age of vulnerability at three months, and then rapidly decays to six months, after which age, only a small 
number of deaths occur. This pattern in the age-at-death frequency distribution of sudden and unexpected 
infant deaths has been noted for over a century, for example see Templeman's report (1892). 
Adams et al. (1998) examined the age-at-death distribution among Californian infants after the imple-
mentation of 'back-to-sleep' campaigns. They reported that for black infants, the proportion of SIDS deaths 
between the second and fourth months of life (the peak age period of deaths) remained unchanged post 
'back-to-sleep' campaigns, while, for non-black infants, the proportion of deaths during the second to fourth 
months decreased significantly. In both groupings, the peak age-at-death remained the third month of life. 
In a study examining sms epidemiology in England between 1993 and 1996, Leach et al. (1999) found the 
characteristic age distribution remained the same after the 'back-to-sleep' campaigns as it was before. 
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Figure 1.2: Sudden infant death syndrome (SIDS) age-at-death distribtuion, King County, Washington, 
1969~1977 (Source: Peterson 1980). 
Seasonal Distribution 
Prior to the 'back-to-sleep' campaigns, the seasonal pattern of SIDS deaths was reported in many studies (for 
example Douglas et al. (1996) or Guntheroth (1995)). Figure 1.3 illustrates the annual sinusoidal variation 
in SIDS numbers for Canterbury, New Zealand, for the period 1973 to 1989. Peak SIDS incidence rates 
occurring in winter, with a corresponding low in the warmer months (mean SIDS numbers for winter over 
this period are ll.O compared with a summer mean of 3.9). This characteristic of SIDS epidemiology has 
also been known for well over a century, withCurgenven reporting an increased winter incidence in sudden 
and unexpected deaths in his 1871 paper (cited in Russell-Jones (1985)). 
Some studies have suggested that, with the reduction in SillS rates post 'back-to-sleep' campaigns, the 
strong seasonal effect is no longer evident. Leach et al. (1999) found no winter SillS predominance when 
examining SillS in England from 1993 to 1996. In contrast, both Douglas et al. (1998) and Julious (1997) 
have shown a persistence of seasonality in SIDS rates in Britain post campaigns, although the seasonal 
amplitude reduced by approximately a half. In New Zealand, Mitchell et al. (1994) found that the reduction 
in SIDS incidence post 'back-to-sleep' campaigns occurred predominantly in the winter months, with little 
change in the SIDS rates in summer, though the winter peak still existed. 
Geographical Distribution 
Prior to the commencement of 'back-to-sleep' campaigns, SillS incidence increased with increasing latitude 
(a north to south gradient) in both New Zealand and Australia. In the early 19808, New Zealand's SillS 
rate ranged from 2.5 per 1000 live births in Auckland (latitude 36°S), increasing to 7.3 per 1000 live births 
in Dunedin and Invercargill (latitude 45°S and 46°S respectively) (Nelson, 1996). Figure 1.4 illustrates 
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Figure 1.3: Sudden infant death syndrome numbers, by season, for deaths occurring in Canterbury, New 
Zealand, 1973-1989 (. = summer; . = winter) . 
this gradation of SIDS rates throughout New Zealand. Similarly in Australia, SIDS rates for Queensland 
(latitude 29°S to 12°S) and Tasmania (latitude 41°S to 43°S) were 1.6 SIDS per 1000 live births and 3.5 
SIDS per 1000 live births respectively (Social Report, 1991). 
In contrast, studies have not shown significant differences in the United States SIDS incidence rates with 
respect to latitude, although Spiers (1990) reported a longitudinal risk gradient. from east to west in the 
United States. 
The north to south gradient is no longer evident in overall New Zealand SIDS rates post 'back-to-sleep' 
campaigns. As shown in Figure 1.5, the overall SIDS risk for 1997, by region, appears reasonably uniform 
across Health districts. Yet, the risk gradient for Maori infants currently runs in the opposite direction, 
directly reflecting the population distribution of the l"Iaori risk group (Fetal and Infant Deaths, 1997). 
Ethnic Variations 
There are ethnic and racial differences in the recorded SIDS rates. Generally, rates are highest in black 
American, nativc Amcrican, Maori and Aboriginal populations, mid-way in Caucasian populations, low in 
Hispanic populations and lowest in Asian populations (Sullivan & Barlow, 2001). 
Some of the differences in SIDS rates between ethnic groups can be attributed to socia-economic fac-
tors. However, Borman et a1. (1988) reported differences in SIDS rates for Maoris (6.5 per 1000 live births), 
Caucasians (3 .9 per 1000 live births) and Pacific Islanders (1.9 per 1000 live births). These differences 
could not be explained by socio-economic: factors as both Maoris and Pacific Islanders ,are similarly socially 
CHAPTER 1. SUDDEN INFANT DEATH SYNDROME 10 
SlDS per 1000 LB 
D 2.0 -3.0 
D 3.0 - 4.0 
4.0 - 5.0 
5.0 -6.0 
• 6.0 -7.0 
• 7.0 - 8.0 
Figure 1.4: Rates of sudden infant death syndrome in New Zealand (1980- 1984). 
SJDS per 1000 LB 
o 0-1 
o 1-2 
2-3 
• 3-4 
>4 
(a) lIJaori (b) Total 
Figure 1.5: Sudden infant death syndrome, 1997, Maori and Total rates (Regional Health Authority Regions). 
g 
~ 
'"0 
~ 
~ 
Ci:l § 
t) 
t:rl 
:;;,:: 
~ ~ 
~ 
~ 
Ci:l 
~ 
t) 
::tI 
~ 
CHAPTER 1. SUDDEN INFANT DEATH SYNDROME 12 
SIDS LB SIDS risk Socioeconomic status 
Maori 7.9 high low 
Caucasian 1.4 medium high 
Pacific Islander 0.9 low low 
Table 1.1: SIDS risk and socioeconomic status by ethnic grouping in New Zealand (1993). 
disadvantaged, yet the SIDS rate for Pacific Islanders is half that of Caucasians. This situation is detailed 
in Table 1.1. A similar paradoxical situation exists in the United States where the high SIDS rate in native 
and black American populations is not reflected in the Hispanic community, an ethnic group of similar 
socio-economic status. Numbers from a study in Cook County from 1975 to 1980 showed the Hispanic SIDS 
rate was 1.2 per 1000 neonatal survivors, more than 75% lower than that of blacks in the United States (5.1 
SIDS per 1000 neonatal survivors) and lower still than the Caucasian rate of 1.3 SIDS per 1000 neonatal 
survivors (Black et aL, 1986). 
Grether & Schulman's study (1989) showed that, in California, Hispanic SIDS rates varied with the 
mothers' country of origin: the SIDS rate for mothers born in the United States was 1.5 per 1000 live births 
as compared to 0.8 per 1000 live births for mothers born in Mexico. These results suggest that an important 
determinant of SIDS may be ethnic variations in infant care practices (Dwyer & Ponsonby, 1992). 
Although SIDS numbers have dropped dramatically after the advent of 'back-to-sleep' campaigns, they 
have not dropped uniformly across different ethnic communities. For example, in New Zealand from 1989 
to 1996, the Maori SIDS rate dropped by 57% and the Pacific Islander rate by 52%, while the SIDS rate for 
other ethnic groupings dropped by 82% (Fetal and Infant Deaths, 1997). 
1.5.2 SIDS Risk Factors 
Table 1.2 presents epidemiological, behavioural and environmental risk factors which have been identified by 
a number of studies as associated with SIDS risk. It is important to be aware that not all studies confirm a 
relationship between all variables presented, though a majority support the factors described in the following 
section. It is also important to note that there is an interdependence between some of the presented risk 
factors, for example a premature infant is likely to have had a low birth weight, yet both prematurity and 
low birth are well known risk factors. These two factors are in turn influenced by maternal smoking, another 
risk factor of SIDS (Guntheroth, 1995). 
Maternal Risk Factors 
Many studies have found that SIDS incidence increases in young mothers, particularly mothers under 20 
years of age (Dwyer & Ponsonby, 1995). This association was first reported by Steele & Langworth in 1966. 
SIDS incidence varies inversely with maternal age, in contrast to general postneonatal mortality, which has 
a parabolic relationship with maternal age. Several studies have found a higher SIDS risk for unmarried 
mothers, with Borman et aL (1988) reporting the SIDS risk for unmarried mothers was 70% higher than for 
married mothers. 
A significant relationship between lower socio-economic status and SIDS has been documented in many 
studies (Guntheroth, 1995). The degree to which socio-economic status is a proxy for other risk variables, 
or vice versa, is a constant problem. In a study of SIDS in New Zealand, Borman et al. (1988) reported a 
significant inverse relationship between SIDS incidence and socio-economic status, with rates ranging from 
3.0 SIDS per 1000 live births in the highest income group, to nearly double this at 5.7 per 1000 live births 
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Increased SIDS risk 
It Maternal factors 
Young age 
Unmarried 
Lower socio-economic status 
til Antenatal factors 
Poor attendance at antenatal clinic 
Prematurity 
Maternal smoking 
Maternal caffeine consumption 
til Birth characteristics 
Male infant 
Low birth weight 
til Postnatal factors 
Sleep position 
-Prone 
Soft bedding/sleep surface 
Bed sharing 
With smoking adult 
Overheating 
Decreased SIDS risk 
.. Postnatal factors 
Sleep position 
Supine 
Side 
Bed sharing 
-With non-smoking adult 
Room sharing (with adults) 
B reastfeeding 
Pacifier use 
Immunisation 
Table 1.2: Some selected risk factors associated with SIDS. 
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for the lowest income group. In a recent case-control study of SIDS incidence in England post 'back-to-
sleep' campaigns, Leach et al. (1999) showed an altered socio-economic context of SIDS as compared to the 
socio-economic distribution of SIDS prior to the 'back-to-sleep' campaigns. Their study showed a discernible 
increase of lower income families in the SIDS group (63% SIDS compared to 27% controls), with half of the 
SIDS families in the study being unemployed. The inverse relationship between maternal age and SIDS can, 
in part, be explained by socia-economic status, but not entirely so. For example, a study by the National 
Institute of Child Health and Development (NICHD) examining SIDS incidence, reported an unadjusted 
odds ratio (OR) of 3.5 for a teenage mother. This dropped to 2.4 after adjusting for socia-economic status 
(Harper & Hoffman, 1988). 
Antenatal Risk Factors 
Certain pregnancy characteristics influence an infant's risk of sudden death. The risk of SIDS increases when 
mothers have a poor attendance record at antenatal clinics (Golding et al., 1985; Peterson, 1980). SIDS risk 
also increases with a shorter gestational period, a factor that is intricately linked with low birth weight, also 
a significant risk factor (Guntheroth, 1995). Borman et al. (1988) reported a SIDS rate of 11.15 per 1000 
live births for infants with a gestational age of 28-33 weeks. This was significantly different from 3.82 SIDS 
per 1000 live births, the SIDS incidence rate for infants with a gestational age of at least 38 weeks. The 
Oxford Record Linkage Survey found an increased risk of SIDS in premature « 35 weeks) infants with an 
OR of 3.9 (Golding et al., 1985). 
Maternal smoking during pregnancy has long been associated with increased risk of SIDS. Again, the 
1966 study by Steele & Langworth was the first to present this association. Two recent studies by Pollack 
(2001) and Wisborg et al. (2000) have presented results showing that the SIDS risk is more than double 
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for infants whose mothers smoked antenatally as compared to infants of non-smoking mothers. Although 
maternal smoking during pregnancy is well known to be associated with low birth weights of infants, after 
adjustment for birth weight, there still remains a residual positive association between maternal smoking 
and SIDS. For example, a study by Haglund & Cnattingius (1990) found no significant reductions in the 
risk ratios associated with moderate and heavy smoking after controlling for low birth weight (classified as 
< 2500g). Results from a cohort study by Schellscheidt et al. (1997) reported no increase in SIDS risk for a 
premature infant when the mother was a non-smoker, whereas the risk associated with a birth of less than 
37 weeks gestation was significantly increased if the mother smoked during pregnancy (relative risk of 19.6 
when compared to full term infants of non-smoking mothers). 
There has been little research published on the effects of passive smoking on SIDS, as it is very difficult 
to separate the effects of maternal smoking during pregnancy and smoking in the infants environment after 
birth. In a meta-analysis by Anderson & Cook (1997), 39 studies on the effects of parental smoking on SIDS 
were examined. The contribution of postnatal maternal smoking was estimated, after controlling for maternal 
prenatal smoking, with an adjusted OR of 1.94. Anderson and Cook's study highlighted the inconclusive 
results found for the effect on SIDS incidence of other smokers in the household, with one third of studies 
reporting non significant relationships. From the research presented to date, it has not been possible to tell 
whether the increased SIDS risk for infants born to smokers is a result of smoking during pregnancy, passive 
smoking postnatally, or a combination of both. 
There have been few detailed studies of the effect of caffeine intake during pregnancy on the risk of SIDS. 
Hoffmann et al. (1988) reported that there was no effect from caffeine on SIDS risk. Similarly, AIm et al. 
(1999) found that, after adjusting for possible confounders, caffeine intake during or after pregnancy was not 
significantly associated with the incidence of SIDS. In contrast, a recent study by Ford et al. (1998) reported 
a significantly increased risk of SIDS for infants whose mothers were classified as heavy caffeine consumers 
(~ 400mg/day, or ~ 4 cups of coffee/day) throughout pregnancy (OR of 1.65) after adjusting for potential 
confounding variables. 
Risk Factors at Birth 
The majority of epidemiological reports indicate that SIDS incidence rates for male infants are about 1.5 
times higher than for female infants. Borman et al. (1988) reported a male SIDS rate of 4.88 per 1000 live 
births, about 1.4 times higher than females (3.42 SIDS per 1000 live births) in his study of SIDS in New 
Zealand. This male predominance of SIDS is not found in all ethnicities. Borman's study noted that the 
SIDS rates for Maori male infants was no different to the Maori female rates, even though there was a very 
high overall Maori SIDS rate (Borman et al., 1988). The association of increased risk for male infants is not 
unique to SIDS, but is found for all other causes of infant mortality (Peterson, 1989). 
Low birth weight is a strong predictor of SIDS. As mentioned previously, infants with low birth weight 
caused by prematurity or maternal smoking are at an increased risk of SIDS. Also at increased risk are those 
infants who are small-for-gestational-age. United Kingdom figures for 1998 show that the SIDS rate for 
infants in the 1500--2000g birth weight range is nearly nine times higher than infants of birth weight greater 
than 3500g (Office for National Statistics, UK, 1998). Interestingly, SIDS infants are generally smaller than 
control infants, in both weight and length. They have also been shown to have a slower postnatal weight 
increase as compared to controls, even if initially of normal birth weight (Fujisaki et al., 1990; Williams 
et al., 1990; Blair et al., 2000). 
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Postnatal Risk Factors 
A multitude of studies have shown that prone sleeping leads to an increased risk of SIDS. The first person 
to report this relationship, and recommend that infants should not sleep in this position, was Abramson 
in 1944. This association was generally ignored for around 40 years, until the late 1980s when 'back-to-
sleep' campaigns commenced. The public health campaigns promoting a non-prone sleep position have been 
credited with a drop in SIDS rates of around one half, and up to 70% in certain countries (for example 
Sweden) (AIm et al., 2001; Dwyer & Ponsonby, 1995; Guntheroth, 1995). Advice on infant sleep position 
has been directed, in the main part, on not placing infants prone. Yet there is some evidence showing 
that placing infants to sleep on their sides, while being safer than the prone position, is associated with an 
increased risk of sms (Oyen et aL, 1997; Fleming et al., 1996a). Reports from the New Zealand Cot Death 
Study showed, after adjusting for other confounding variables, a significantly high risk of SIDS from the 
prone position compared to the supine position (OR 6.7), but also reported a significant increase in SIDS 
risk associated with the side sleeping position (OR 2.0) (Mitchell et al., 1992a). 
Breast feeding has been found to be a significantly protective factor in many recent studies (Guntheroth, 
1995). For example, the New Zealand Cot Death Study (Ford et al., 1993) found that sms risk was 
significantly reduced in breast fed infants, after adjustment for potential confounding demographic, maternal 
and infant factors. Similarly, after controlling possible confounders, Harper & Hoffman's (1988) study found 
a significant protection SIDS from breastfeeding. Conversely, Kraus et al. (1989) showed that lower 
rates of breast feeding for SIDS infants were generally explained by controlling for prematurity and socio-
economic status. 
There is some evidence that sleeping an infant on a soft surface, using duvets, and overheating of the 
infant can lead to increased risk of SIDS (Guntheroth, 1995; Sullivan & Barlow, 2001). Bed sharing with 
adults, historically regarded as the cause of sudden and unexpected deaths continues to be controversial; bed 
sharing may lead to increased breastfeeding rates, a potential protective behaviour, however it may also lead 
to an increase in exposure to passive smoking, softer beds, duvets and pillows, thus increasing SIDS risk. 
Blair et al. (1999) found no evidence of increased SIDS risk for infants when bed sharing with non-smoking 
adults. 
Although SIDS rates are generally lower in communities where the common infant care practice is to 
sleep infants in the same room as parents or siblings, there has only been one detailed study into the effects 
of room sharing on SIDS. The New Zealand Cot Death Study found a protective effect from an infant sharing 
a room with one or more adults, while room sharing with a child had no effect, and even possibly led to 
increased sms risk (Scragg et al., 1996). The risk of sms from prone sleeping was reduced when sharing 
a room with an adult. Quantifying these results showed that an infant sleeping supine in a room with an 
adult had the lowest risk of SIDS. In comparison, an infant room sharing with an adult and sleeping prone 
was only three times more likely to succumb to SIDS, while a prone sleeping infant in a room alone was 17 
times more likely to die (Scragg et al., 1996). 
Pacifier use is another contradicting risk behaviour; recent studies have shown that pacifier use may lead 
to a reduced risk of sms (Mitchel! et al., 1993bj Arnestad et al., 1997; L'Hoir et al., 1998), yet pacifier use has 
also been associated with decreased duration of breast feeding, thus increasing SIDS risk (Fleming et al., 1 996b). 
In summary, many factors have been associated with both increased and decreased risk of SIDS. Risk 
factors are not acting independently, with many identified and hypothesised inter-relationships between 
variables. Many of the identified risk factors are not unique to SIDS, but are also associated with other 
causes of infant mortality. A single risk factor that exists across all SIDS cases has yet to be identified. 
Engelberts (1991) suggested that SIDS are a result of two general types ofrisk factors: "some [that] increase 
the vulnerability of a child and some [that] prove too great a stress in vulnerable infants". 
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Figure 1.6: New Zealand Infant mortality rates (. = Total infant mortality; + = Neonatal mortality; 6. = 
Postneonatal mortality). 
1.6 SIDS in New Zealand 
New Zealand's infant mortality rat.e has been declining steadily for the last 50 years (Figure 1.6) . This 
improvement is primarily a result in dropping neonatal mortality rates, while postneonatal rates remained 
reasonably stable from the second world war until the commencement of ' back-to-sleep ' campaigns. While 
New Zealand 's neonatal mortality ranks as one of t.he lowest in the world, post neonatal rates remain high 
compared with other developed countries. This is almost entirely a result of t.he) very high SIDS rate in New 
Zealand, peaking at. 5 SIDS per 1000 live births in 1984 (Fetal and Infant Deaths, 1986). The New Zealand 
SIDS rate, as with the postneonatal mortality rate, is one of the worst compared to other industrialised 
countries. SIDS is classified as the principal cause of postneonatal deaths in New Zealand; SIDS caused 
53% of all postneonatal deaths in 1986, dropping marginally to 4;j% in 1998 (Fetal and Infant Deaths, 1986; 
1998). The direct relationship between SIDS and postneonata.l mortality is illustrated in Figure 1.7. This 
figure presents SIDS and postneonatal death rates i.n New Zealand for the twelve year period commencing 
in 1986. 
In an attempt to redress the unusually high SIDS rate, the New Zealand Cot Death Study was developed. 
This was a large, multicentre case-control study which was completed over three years, commencing in 1987 
(Mitchell et aI., 1989). One of the main aims of the study was to identify risk factors which were relat.ed to 
an increased risk of New Zealand infants dying of SIDS. The study identified many variables associated with 
either an increased risk of SIDS or providing a protective effect from SIDS, and resulted in a nationwide 
cot death prevention programme promoting four modi.fiable risk factors: prone sleepill.g position, maternal 
smoking, formula feeding and bed sharing with infants (Mitchell et aI., 1992c). New Zealand was one of the 
first countries in the world to formally launch a 'back-to-sleep' campaign, and as with other countries, the 
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Figure 1.7: SIDS, postneonatal and total infant mortality rates in New Zealand, 1986 to 1997 (. = Total 
infant mortality; L = Post neonatal mortality; = SIDS). 
10,--------,----~---,--------_.--------_r---------.--------, 
o ~ ______ __' ________ ___'._ ._._. ___ _ ...l. ________ __'_ ________ _.L _ ______ __' 
191:)6 1988 1990 1992 1994 199G 1998 
Year 
Figure 1.8: SIDS mortality, by ethnicity, in New Zealand, 1986 to 1997 (* = Total SIbS; \I = Maori SIDS; 
• = Pacific Island SIDS; L = Other SIDS) . 
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campaign resulted in a dramatic reduction in SIDS numbers. In 1998 the New Zealand SIDS rate was 1.2 
per 1000 live births, a 76% reduction from the peak in 1984. The largest drop occurred from 1989 (4.1 sms 
per 1000 live births) to 1990 (2.9 sms per 1000 live births) (Fetal and Infant Deaths, 1986; 1998). 
Maori SIDS rates remain very high post 'back-to-sleep' campaigns and are more than double those of 
other ethnic groups, including Pacific Islanders. The largest reduction in SIDS rates occurred in the non-
Maori, non-Pacific Islander (,other') ethnic grouping with an 82% drop from 1989 to 1996. In comparison 
the Maori rate dropped by 57% and the Pacific Islander rate by 52% over the same time period. This is 
illustrated in Figure 1.8. The reasons for the ethnic differences remain unknown, although by analysing data 
from the New Zealand Cot Death Study, Mitchell et al. (1993a) found a higher prevalence of major risk 
factors in the Maori population, compared with non-Maori, leading to an increased risk of sms for Maori 
infants. 
1.7 SIDS in Canterbury 
This study examines the incidence of sms in Canterbury, New Zealand, for the period 1968~1999. The 
sms data was collected retrospectively by the Community Paediatric Unit, who examined the records of 
all postneonatal deaths occurring in the region, over the period of the study. Over the period of the study, 
there were 658 infant death;; classified as sms. T~is equates to an average of 20.6 SIDS per year, with 3.4 
SIDS on average in summer and 7.5 SIDS in winter. 
The time frame of this study incorporates the change in the disease classification of SIDS. In 1979, the 
ninth revision of the International Classifications of Diseases (ICD) (World Health Organisation, 1977), was 
introduced in New Zealand for the collection of death statistics. This included the new category, specifically 
for cot death or sudden infant death syndrome: ICD code 798.0. Prior to 1979, coronors' pathologists 
were using the eighth revision of the ICD code (World Health Organisation, 1965). Therefore deaths which 
nowadays would be defined as SIDS, were classified into other disease categories, often either a respiratory 
or viral coding (Ford, 1986). 
To ensure a consistent cause of death over the 32 years of the study, three categories were defined as 
follows: inevitable deaths, preventable deaths, and cot deaths (SIDS). The definition of a SIDS in this study 
is therefore: 
Deaths in infants that had been specifically labelled as cot deaths or 
the sudden infant death syndrome (SIDS), and deaths of ill defined 
respiratory cause or unknown cause that nowadays would be given 
the SIDS label (Ford et al., 1990). 
In the 1980s, Canterbury had one of the highest SIDS rates in the western world (Ford, 1986). Figure 
1.9 presents the annual profile of sms per 1000 live births over the years of this study (1968~1999)t. 
The figure shows SIDS rates increasing steadily to a peak in the eighties. Rates then drop sharply round 
1989~1991. Also shown on Figure 1.9 is the estimated prone sleeping rate for the years when this data was 
available. The changes in the SIDS profile appear to mirror the changes in the prone sleeping profile. The 
sharp decline in both SIDS and prone sleeping rates corresponds to the time when media publicity campaigns 
commenced, promoting back or side sleeping, breast feeding, a smoke-free environment, and avoiding bed 
sharing (Mitchell, 1993). These visual trends highlighted in Figure 1.9 will be examined statistically in 
Chapter 2 using three novel approaches to the change point problem. 
prone sleeping data was sourced from an unpublised report (1998) by Prof R.P.K. Ford (Community Paediatric Unit, 
Christchurch), which itself was a compilation of multiple New Zealand studies. 
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Previous studies using this SIDS profile have included two climate based analyses. Firstly, Schluter et al. 
(1998) examined daily SIDS counts from 1968- 1989 in relation to both long and short term temperature 
associations. The second study by Macey et al. (2000) investigated the relationships between the incidence 
of SIDS and wind direction and speed, over and above the temperature based relationships identified by 
Schluter eL al. (1998) . Macey et al. (2000) examined daily SIDS counts, over the years 1968- 1997. Both 
these studies, and their corresponding findings, are discussed further in Chapter 1.8. 
1.8 Definitions and Construction of Climate Variables 
Research has, for a long time, looked to climatic variables as a contributor to sudden infant death syndrome 
(SIDS) risk. Many studies have related SIDS to various meteorological measures throughout the world, yet 
the only consistently found reiatiom,hip is between SrDS and seasonality. As discussed in Section 1.4.1, there 
is a sca~onal cycle within SrDS series, with more infants dying in winter and less in summer (see for example 
Douglas et al. (1998) or lvIitchell et al. (1999)) . This trend has been seen in such countries as Britain, 
Australia, U .S. and Sweden. There is no consistency in seasonality measures across studies, with methods 
ranging from month indicator variables (Campbell , 1989), monthly temperature averages (McGlashan & 
Grice , 198:3) and retrospective moving averages of temperature (Schluter et al., 1998) , to sinusoids and their 
second harmonics (Douglas et. al., 1998; Campbell et al., 2001). 
Temperature is the most common meteorological variable examined for its potential effects on SrDS. 
Though long-term temperature has consist.ently bec-:n related to SrDS through its use as a proxy for season, 
conflicting resulLs have been reported for a short-term temperature srDS relationship (as measured by lags 
of up to nine days). For example, Campbell (1989) examined daily SIDS numbers in New South Wales, 
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Australia, in relation to mean daily temperature measured in Sydney. Using Poisson regression, he found 
that a fall in temperature increased the incidence of SIDS six days later, over and above the usual sea..'lonal 
fluctuations of SrDS (measured by a monthly indicator variable). He concluded that it was this deviation 
in temperature, from the monthly average, that resulted in increased SIDS incidence, not the temperature 
itself. 
A similar inverse lagged relationship between temperature and SIDS was identified in later work by 
Campbell (1994) which related daily SIDS in England and Wales to maximum and minimum daily London 
temperatures. Campbell used an autoregressive Poisson regression technique, to show that SIDS risk in-
creased two to five days after a drop in temperature, over and above the seasonality relationship measured 
by sinusoids. 
Mitchell et aL (1992b) examined the relationship between SIDS and daily minimum temperature in 
Auckland and Christchurch, New Zealand. After accounting for seasonality (using a sinusoid), Mitchell et al 
found a significant association of SIDS with minimum temperature four and five days before a SrDS death. 
They found that on average, the days before a death were colder than other days. 
McGlashan & Grice (1983) examined the relationship between daily SIDS numbers and daily minimum 
temperature (measured in Hobart), alongside monthly minimum temperature, and the difference between 
daily minimum temperatures on consecutive days in Tasmania. They found that the SrDS numbers decreased 
in months with higher minimum temperatures (highlighting the seasonality effect); that more SIDS occurred 
on days where the minimum temperature was less than 8°C ('cold' days); and that sharp changes in minimum 
temperature from the preceding day (> ±3°) was associated with fewer SIDS. In McGlashan & Grice (1983) 
there was no control for seasonality with these last two threshold-type effects, and therefore these effects 
may in fact be acting as season proxies. 
Schluter et al. (1998) examined a subset of the Canterbury SIDS data (1968-1989) analysed in this 
thesis. In Schluter's study, daily measures of minimum, mean and maximum temperatures, temperature 
variations (range and standard deviation), 'between day' temperature measures (temperature lags), and 
seasonality measured via a 31-day retrospective moving average of temperature were examined. Ordinal 
logistic regression was used to confirm the annual cyclicity in SrDS, and it was found that days with a 
warmer minimum temperature, or with little temperature change, were significantly related to a higher 
SrDS incidence, over and above the seasonal SIDS pattern. No significant temperature lag effect was found. 
This work was unusual within the SIDS literature due to the localisation of the recorded SrDS deaths 
around the point of observation of the temperature; most SIDS deaths occurred within a 20km radius of the 
meteorological station. 
There have only been a small number of studies relating SIDS to meteorological variables other than 
temperature. Those that have include Macey et al. (2000) who also looked at a subset of the Canterbury 
SIDS data set (1968-1997). Their objective was to examine SIDS incidence in relation to wind on a 
daily level, focussing on the fohn, or north-west wind. Macey et aL (2000) examined a polytomous wind 
direction variable, including 'calm' and 'mixed' categories, two daily wind direction variation variables, as 
well as mean, maximum and standard deviation measures of daily wind speed and corresponding daily 
lags. The SIDS data was split into exploratory and confirmatory data sets and analysed using Poisson 
regression. The temperature model found by Schluter et al. (1998) was confirmed by Macey et al., and 
significant relationships between srDS and wind were found using the exploratory data. Variables identified 
as significantly associated with increased SIDS risk by Macey et aL included northerly winds on the day 
of death, and southerly winds occurring three days before death, after controlling for temperature effects. 
Validation of these wind effects with the second data set failed to find any significant associations and it was 
concluded that SrDS incidence in Canterbury is not significantly influenced by wind. The validation process 
was performed on post 'back-to-sleep' campaign Canterbury data, where the SIDS numbers had dropped 
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dramatically (1.89 sms per 1000 live births per year as compared to 5.10 sms per 1000 live births per year 
pre 1990) leaving insufficient numbers for analysis. This may have been the cause of the lack of significant 
results. In fact, in Chapter 2, Section 2.6 it was shown that SIDS deaths in 1990--1999 occur at random 
time intervals. Therefore, the lack of significant wind effects in the validation process is not surprising. 
Campbell et al. (2001) investigated atmospheric pressure and SIDS in Chicago. Using autoregressive 
Poisson models, they found a weak positive link with mean daily atmospheric pressure, over and above 
seasonal effects (measured by sinusoids and their second harmonics), and mean daily temperature. They 
examined, but failed to confirm, a one or two day lag effect with atmospheric pressure. 
In 1979, Deacon et al. introduced an insolation index variable, based on solar radiation and temperature 
in winter. This index was found to be positively correlated to SIDS incidence in Australia and Britain. 
A second index was further developed by Deacon & Williams (1982), which incorporated rainfall along 
with insolation and temperature. Again, this index was positively associated with British and Australian 
SIDS incidence. Deacon & Williams (1982) suggested that it may be the combination of dampness and low 
temperatures that is crucial in SIDS aetiology. 
Nelson & Taylor (1988) performed a regional analysis of SIDS rates in New Zealand relating to SIDS 
climatic, ethnic and socio-economic factors. They examined mean daily temperature and vapour pressure, 
alongside Deacon's insolation and cold-wet weather indices. Their results showed significant correlations 
between regional sms incidence and temperature, pressure and the insolation index, but failed to show a 
significant relationship between the cold~wet index and SIDS. They suggest that, in New Zealand, the effect 
of rainfall on SIDS is negligible compared to temperature, pressure and solar radiation. 
A recent study by Lipfert et al. (2000) looked at the effect of air quality on SIDS incidence in the U.S .. 
Ecological and environmental effects on SIDS were investigated, using birth and death records coupled with 
county-level air quality data, via a cross-sectional analysis. In their logistic regression analyses, a dummy 
month variable was used to control for seasonality and, after accounting for this and birth, ethnic, and 
maternal factors, their results showed a strong negative spatial relationship with SO~- aerosol (often the 
primary component of fine particles (PM2•5 )) and a positive relationship with PM lO • Lipfert et aL (2000) 
speculate that indoor pollution from domestic heating, such as wood fires, may in fact be an important 
environmental risk factor associated with SIDS. 
Another recent study by George et aL (2001) examined pollution in relation to SIDS, specifically looking 
at nitrate levels in drinking and ground water in Sweden. Monthly SIDS rates were examined for geographical 
trends using a space-time analysis, and Poisson regression was performed to examine how SIDS incidence 
related to monthly and quarterly seasonality indicators. Both geographical and seasonality trends were 
significant. Spearman rank correlations were used to show a positive correlation between SIDS and maximally 
recorded concentrations of nitrate in drinking water, but did not account for the previously identified seasonal, 
or geographical, relationships. 
Two studies have examined SIDS incidence comprehensively in relation to multiple meteorological vari-
ables and air pollution: Auliciems & Barnes (1987) examined sms incidence over a 15 year time frame in 
Brisbane, Australia, while Knobel et al. (1995) looked at SIDS over an 11 year period in Taiwan. 
Auliciems & Barnes (1987) used a time-track analysis to examine the weather conditions over the 24-hour 
period before each recorded SIDS in their study. They used a presence/absence indicator as an approximate 
index of particulate pollution, alongside hydrometeors (precipitation in any form), wind speed, air temper-
ature, total cloud cover and visibility measures, for each of the 29 days preceding and 20 days following a 
SIDS death, to examine the time-track patterns for any associations with SIDS. They found, unexpectedly, 
pollution levels dropped over the days prior to SIDS. They also found strong evidence of atypical time traces 
in the region of sms for visibility: in both summer and winter SIDS cases, mean visibility increased pre-
ceding death. No other weather associations with SIDS incidence were found. They hypothesised that these 
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findings of higher SIDS incidence after clear weather may be a result of either indirect effects of light, or 
infants having an increased exposure to the outdoors and/or clear weather influencing changes in parental 
patterns. 
Knobel et a1. (1995) used Poisson regression analysis to relate daily SIDS rates in Taiwan to daily average 
values of visibility (an optimetrical measure of air pollution), temperature, air pressure, sunshine duration, 
rainfall, relative humidity and wind speed. They validated the use of visibility as a proxy for gravimetrical 
air pollution measures (PM10 , PSI, sulphur dioxide and carbon monoxide) by correlating visibility with 
pollution over 2 years of the study time frame. Significant negative associations were found between the 
four air pollution measures and visibility. In a combined regression analysis, Knobel et a1. (1995) found that 
only visibility and temperature were significantly associated with SIDS incidence. Their results showed that 
SIDS deaths were better predicted by visibility measures nine days prior to SIDS, as compared to measures 
recorded on the day of death. Their analysis did not include a seasonality variable, though they reported 
the commonly found seasonal pattern of SIDS. 
As with the studies presented by Auliciems & Barnes (1987), and Knobel et a1. (1995), this study aims 
to undertake a comprehensive analysis of SIDS incidence in relation to multiple meteorological measures in 
Canterbury. Unlike the study by Auliciems & Barnes, which examines climatic conditions centred around 
the day of death, regression-type analytical methods are applied to examine the 11688 days of Canterbury 
SIDS data to build up a profile of 'at-risk' SIDS days. This study extends previous research by examining 
nine measured climatic variables, including dewpoint, which has not been previously examined in relation 
to SIDS incidence, alongside wind velocity and wind chill, over an extended 32 year time frame. This is the 
first complete analysis, undertaken via systematic and methodical processes, to examine the climatic profile 
of SIDS risk with to such a detailed set of recorded weather variables. This study has the potential 
to result in a daily climate index which, while incorporating a large amount of meteorological information, 
relates simply to SIDS. 
1.8.1 Canterbury Climate Data 
The Canterbury climate data used in this study is a detailed data set with the variables recorded as hourly 
observations over 32 years from 1968~1999 (except for sunshine and solar radiation, which were only avail-
able at a daily level) giving nearly 2.5 million weather observations. This fine measurement scale allowed 
Schluter et a1. (1998) and Macey et a1. (2000) to create comprehensive day, within day and between day 
measures for temperature and wind respectively. Similar comprehensive variables covering all the available 
climatic information are defined, and extended, in this study. This results in approximately 2500 daily 
climatic measures which will then be examined for potential relationships with the incidence of SIDS. 
A hierarchical approach is used to examine the Canterbury SIDS~climate relationship at a daily level, 
incorporating seasonal effects, day effects, daily lagged effects, between day effects, and within day effects. 
Principal components are then used to develop a model containing multiple climatic covariates to predict 
SIDS. 
The climate data was recorded by the National Institute of Water and Atmospheric Research (NIWA) 
at the Christchurch International Airport, over the years, 1968-1999, This airport is judged to encounter 
weather conditions typical of the Canterbury plains region because of the exposed nature of the site. Figure 
1.10 shows the geographical location of the recording site in relation to the national geography of New 
Zealand. The 20km radius around the Christchurch International Airport is also marked; 90% of SIDS 
deaths occurred within this circumference. The general Christchurch area has a homogeneous climate, with 
the exception of the Port Hills to the south. Few SIDS deaths occurred in this isolated microclimate. 
The climatic variables available for analysis, including the two derived measures of wind velocity and 
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Figure 1.10: Geographical location of Christchurch, within New Zealand. Also illustrated is the location 
of Christchurch International Airport where the meteorological data were recorded, with the 20km radius 
where 90% of the SIDS death occurred highlighted. 
Variable Notation 
Temperature (0C) Temp 
Wind Direction WindD 
Wind Speed (knots) WindS 
Wind Velocity (knots) WindV 
Wind Chill (DC) WindC 
Humidity (%) Humid 
Pressure (HPa) Pres 
Rainfall (mm/hr) Rain 
Sunshine (hrs) Sun 
Solar Radiation (Mj/m2 ) Rad 
Visibility (km) Vis 
Dewpoint (DC) Dew 
Table 1.3: Climatic variables . 
wind chill, are listed in Table 1.3. Data was recorded hourly, with the exception of sunshine and solar 
radiation, where only daily data was available. Thus, for the 32 years , or 11688 days, of the study, there are 
2460336 climate measures. The following sections give a detailed description of the climatic variables used 
in this study, including definitions, measurement procedures and daily summary variables. Note: a day is 
defined as the 24 hOllr period to midnight. 
As shown in Chapter 2, the distribution of SIDS falls into three distinct periods, denoted Period 1 (1968-
1972), Period 2 (1973- 1989) and Period 3 (1990-1999) . It was shown that in Period 3, the sms distribution 
did not contain any underlying trends or seasonal patterns, essentially it was a random series. Therefore, 
throughout the analysis of the relationship between climate and the incidence of sms in Canterbury, Period 
1 and Period 2 are examined separately as distinct datasets, with Period 3 excluded from fmther a.nalysis 
due to the random nature of the occurrence of sms in this period. For completeness, some reference is made 
to the climate dat.a recorded in Period 3. See Chapter 2 for fmther details. For added readauility, many of 
the figures discussed in this section are presented in Appendix B. 
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Figure 1.11: Hourly temperature measures for 1988-1989. 
1.8.2 Temperature 
Temperature: the concentration of sensible heat in a body, mea-
sured according to an arb'itrary scale such as the Celsius or Kelvin 
scales (McIlveen, 1986). 
24 
Air temperature is a notable atmospheric characteristic, yet although human bodies are responsive to 
the ambient air temperature, this is confounded by many other factors, The impression of being hot or cold 
is dependent upon whether heat is being consumed or preserved to maintain internal body temperatures at 
an equilibrium of 37°0. This, in turn, is dependent on exposure to different climatic conditions including 
sunlight, terrestrial radiation, wind precipitation or humidity, personal health, and how recently the last 
meal was consumed, its size, and temperature (McIlveen, 1986). 
Spot readings of temperature were taken hourly using a mercury-in-glass (dry bulb) thermometer. For the 
period 1968--1970 the temperature was recorded in degrees Farienheight (OF), and consequently converted 
to degrees Oelsius (00) for a consistent unit of temperature measurement over the period of the study. The 
conversion was completed by the NIWA prior to the attainment of the data, Temperature was recorded to 
the nearest degree until 1990, and then, due to updated instrumentation, taken to the nearest half a degree. 
Figure 1.11 shows the hourly temperature recordings for the years 1988-1989 (chosen purely for illus-
tration purposes). The overall periodicity of the temperature (a warmer temperature in summer, and cooler 
temperature in winter; on average 16°0 and 6°0 respectively) can be seen underlying the more random fluc-
tuations in the temperature series. The maximum hourly temperature recorded over the two years shown 
in Figure 1.11 was 32°0, with the minimum for the same two years being _5°0. The maximum hourly tem-
perature recorded over the complete study period was 40°0, while the minimum hourly temperature was 
-6°0. 
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Daily Variables and Notation 
Retrospective lagged variables were created, rather than averaging over periods covering pre- and post-death 
time spans as it was assumed to be the climatic conditions prior to death which affected the incidence of 
SIDS, rather than the weather after the event. 
Days and Lags 
The notation for the day of interest and retrospective lags is: 
III dayO refers to today (that is, the day of interest) 
III day-l refers to the day before the day of interest 
III day-2 refers to two days before the day of interest 
III day-3 refers to three days before the day of interest 
III day-4 refers to four days before the day of interest 
" day-5 refers to five days before the day of interest 
III day-6 refers to six days before the day of interest 
" day-7 refers to one week before the day of interest 
III day-8 refers to eight days before the day of interest 
(10 day-14 refers to 14 days before the day of interest (a fortnight prior) 
Due· to the retrospective nature of. the variables to be created, and the unavailability of concomi-
tant hourly data for December 1967, the daily temperature (and other climatic) summaries commence 
on 15 January 1968. 
Day and Within Day Effects 
The following summary measures were created from the hourly temperature data for each day and lagged-
day as detailed above. Note: AHe denotes the absolute hourly change in temperature, which is defined as 
the absolute difference between any two consecutive hourly temperature measures. 
III minimum (min) 
(10 mean (mean) 
III maximum (max) 
III standard deviation (std) 
Between Day Effects 
III range (range) 
III maximum AHC (maxAHC) 
III mean AHC (meanAHC) 
III standard deviation AHC (stdAHC) 
For each of the eight day and within day temperature measures described above (min to stdAHC), sixteen 
between day effects were created as a description of the difference in temperature between days. The following 
differences were created, where day-i-j gives the difference in temperature measure from i to j days ago (for 
example day-7-8 gives the difference in temperature measure from seven days before the day of interest to 
eight days before the day of interest). 
II dayO-l (10 day-4-5 III dayO-2 II dayO-6 
III day-1-2 III day-5-6 (10 dayO-3 III dayO-7 
III day-2-3 • day-6-7 III dayO-4 II dayO-8 
II day-3-4 .. day-7-8 III dayO-5 .. dayO-14 
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Average Day Effects 
The average temperature over the i days before the day of interest was created for the following periods: 
49 day-l and day-2 (meanday~lto-2) 
" day-I, day-2 and day-3 (meanday-lto-3) 
49 day-I to day-4 (meanday-lto-4) 
• day-I to day-5 (meanday-lto-5) 
Between Average Day Effects 
'" day-I to day-6 (meanday-lto-6) 
III day-I to day-7 (meanday-lto-7) 
III day-I to day-8 (meanday-lto-8) 
III day-I to day-14 (meanday-lto-14) 
These effects are the difference between the mean temperature on the day of interest (dayO) and the average 
temperature over the i days prior to the day of interest (the average day effects described above). A between 
average day effect that is greater than zero implies that the temperature is warmer on the day of interest 
than it was over the i days prior, while conversely, a between average day effect less than zero shows that 
the temperature on the day of interest is cooler than it has been on average previously. The following is 
used to notate these effects: 
III diffdayO-2 = meandayO - meanday-lto-2 
• diffdayO-3 = meandayO - mean day-l to-3 
• diffdayO-4 = meandayO meanday-lto-4 
II diffdayO-5 meandayO meanday-lto-5 
.. diffdayO-6 meandayO meanday-l to-6 
/II diffdayO-7 meandayO - meanday-lto-7 
• diffdayO-8 = meandayO - meanday-lto-8 
II diffdayO-14 = meandayO - meanday-lto-14 
This gives a total of 224 daily summary temperature variables created from the original hourly measures. 
Full notation for the temperature variables is: 
Temp(summary-measure)(day-span) . (1.1) 
For example: 
III TemPmeanday-5 is the mean temperature five days prior to the day of interest . 
.. TempstdAHCday-6-7 is the difference in standard deviation of the absolute hourly change in daily 
temperature between six and seven days before the day of interest. 
" Tempmeanday-lto-7 is the mean temperature over the seven days prior to the day of interest. 
/II TempdiffdayO-7 is the difference between the temperature on the day of interest (dayO) and the average 
temperature over the previous week (seven days). 
This notation format will be used for describing the variables created for the other climatic measures 
used in this study, with Temp being replaced by the variable of interest. 
Daily temperature summaries were calculated from the hourly recordings, as detailed above. There 
were approximately 0.05% missing data over the 32 years, with no one day missing all 24 hourly measures. 
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SIDS days, - non-SIDS 
The missing data was ignored. The gross seasonal fiuctuations seen in the hourly temperature data were 
replicated as a cyclic pattern witrun the minimum, mean and maximum temperature series . The remaining 
summary temperature variables showed no obvious periodicities or non-random patterns (not pictured). 
The cumulative centile distribution of minimum daily temperature, categorised into days with no SIDS 
occurring and days where at least one SIDS has occurred, is presented in Figure 1.12. In Period 2 (Figure 
1.12 (b)) there is a clear differential between SIDS and non-SIDS days: the temperature is lower on days 
where at least one SIDS has occurred, as compared to days with no SIDS deaths. This suggests a potential 
relationship between SIDS occurrence and temperature in Period 2, although no seasonal effects have been 
accollnt.ed for in the information depicted in Figure 1.12. For Period 1 (Figure 1.12 (a)) there is no clear 
distinction between the cumulative centile distribution of minimum daily temperature on days with no SIDS 
occurring and days where at least one SIDS has occllrred, with the distributions overlapping over the range 
of temperature. 
1.8.3 Wind Direction 
Wind Direction: the direction from which the air comes 
(McIlveen, 1986). 
Alongside temperature, wind has long been associated with ill health. The warm, dry alpine winds, 
or fohn winds, have been related to cardiovascular problems, migraines and general increased irritabiIity 
(Verhoef et al., 1995; Miric & Rumboldt, 1993; Piorecky et al., 1997) . 
Wind direction was measured hourly as the average direction over the previous ten minutes (to the 
nearest 100 ) usiug a wind vane with an electromechanical attachment to record the vane direction. The 
wind vane was upgraded at the beginning of 1993 by NIWA, with the new equipment being more responsive 
to lighter winds. When the wind speed was zero, the wind direction was recorded as zero, corresponding 
to a measurement of no wind. Recordings of 990 correspond to hours when the wind direction was variable 
or mixed. Following the work of Macey et al. (2000), the direction in degrees was resolved into ten wind 
direction categories as detailed in Table 1.4. The mixed category corresponds to days where no one wind 
direction predominated, while t.he direction categories correspond to days when the wind prevailed in one 
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Direction 
1. Calm (C) 
2. North (N) 
3. North-East (NE) 
4. East (E) 
5. South-East (SE) 
6. South (S) 
7. South-West (SW) 
8. West (W) 
9. North-West (NW) 
10. Mixed 
Direction 
337.5 - 22.5 
22.5 - 67.5 
67.5 -112.5 
112.5 157.5 
157.5 202.5 
202.5 - 247.5 
247.5 - 292.5 
292.5 - 337.7 
Table 1.4: Wind Direction categories. 
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of the eight defined directions. Calm wind direction days are days where there was predominately no wind. 
In accordance with the absolute hourly change (AHC) defined for temperature, three further daily wind 
direction variables were created: maximum AHC, mean AHC and standard deviation of AHC (mea..cmred 
in degrees). For hours where the wind direction Was either mixed or calm, the absolute hourly change was 
treated as missing, and ignored. This gave a total of 13.71% hours of missing data for measures of absolute 
hourly change in wind direction. As with temperature, these variables were calculated for dayO, and lags up 
to day -14. 
Figures B.1 and B.2 show the predominant seasonal wind direction (WindD) distribution in Period 1 
(1968-1972) for days where no SIDS occurred and days where at least one SIDS occurred respectively. 
The same information for Period 2 (1973~-1989) is given in Figures 8.3 and 8.4. The distribution of wind 
direction categories is very similar across both periods for days where no SIDS occurred. In contrast, with 
a much smaller number of SIDS in Period 1 than Period 2, the wind direction distribution for Period 1 
appears sparse, although the similarities across Period 1 and Period 2 occur in both winter and spring. 
Figures 8.1 to BA highlight the lack of south-easterly winds in Canterbury (0.87% of hourly recordings 
over the complete study period), and the predominance of easterly winds in summer and spring. In winter, 
calm wind conditions are the most common, while the south-westerly winds, often associated with very 
bitter conditions, also feature strongly in winter and autumn. There appears little difference in the wind 
direction distribution between days where at least one SIDS occurred as compared to days with no SIDS. 
This is not surprising, as by itself, wind direction is not expected to supply any useful information with 
respect to SIDS inciden('~. For instance, south-westerly winds in Canterbury are associated with cold-wet 
conditions, near-calm high pollution nights and beautiful summer days on a dying south-westerly episode. 
Conversely, north-westerly winds are associated with both near-calm high pollution nights and extremely 
hot fOhn conditions t . 
1.8.4 Wind Speed 
Wind: ai-r motion -relative to the Earth's su-r!ace, usually the ho-r-
izontal component (McIlveen, 1986). 
A mumo anemometer, or anemograph, at 10m was used to measure the horizontal component of wind 
speed. The hourly measures were derived by taking the mean speed for the ten minutes to the hour and 
tPersonal communication, Allan Ryan, March 2002. 
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Figure 1.13: Resolving wind speed (WindS) into north and east directions. 
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reeorderi to the nearest knot. Over the period of t.he study, the wind speed reached storm level (above 48 
knots) on 5 days , gale force (34 ··48 knots) on a furt her :39 days and was classified as strong (2233 knots) 
for 1769 days (15% of the study). Hourly readings are consistent from 1968 .. 1999 and not affected by the 
instrumentation upgrade ill 1993. Figure B.5 illustrates hourly wind speed recordings for 1988 and 1989. 
There appears t.o be a slight seasonal trend within the serie::;, with stronger winds in the warmer seasons (on 
average 9.48 knots ill summer and 6.60 knots in winter). Random peaks within the series a lmost swamp this 
periodic effect. 
Da ily summary variables of minimum, mean , maximum, standard deviation, range and AHC measures 
were calculated for wind speed (WindS) as detailed previously for temperature . There were approximately 
0.04% of hourly data missing over the 32 year series, with no one day missing all 24 hours of data. The 
missing data was ignored. The small seasonal fluctuations seen in the hourly data were replicated as a cyclic 
pattern wit hin the mean, mau'(imum and mean absolute hourly change wind speed series. The remaining 
summary wind speed variables showed no obvious periodicities or non-random patterns, with the exception 
of the necessary censoring of minimum daily wind speed at. zero knots (not illustrated). Between, average 
and between average day effects were also calculated for wind speed. 
The cumulative centile distribution of mean daily wind speed, categorised into days where no SIDS 
occurred and days where at least one SIDS occurred is presented in Figme B.6. There appears to be little 
difference in the cumulative distributions of the two categories, possibly indicating little association between 
t.he incidence of SIDS and wind speed (without accounting for season) in Period 1 (Figure B.6 (a)) or Period 
2 (Figure B.6 (b)). 
1.8.5 Wind Velocity 
Wind Velocity: the vector specified by wind speed and wind di-
rection. 
The variable crea.ted by resolving wind speed into its component directions gives a vector t.hat has bot h 
magnitude and direct.ion. This wind velocity variable contains more information t han ' its component. parts 
(wind direct ion and wind speed) as it allows for a distinction between light and strong winds in a given 
direct. ion. 
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Figure 1.14: Hourly Wind Velocity measures for 1988-1989. 
The creation of the wind velocity variable involved a two step process. Initially two vectors were created 
from the hourly wind direction and wind speed data, giving the speed from the north and east directions. 
This process is shown in Figure 1.13, which illustrates the trigonometric relationships between wind direction, 
wind speed and the component directions. A negative speed in the northerly direction corresponds to that 
speed in the southerly direction, and similarly with negative easterly speeds corresponding to westerly 
measures. Using these relationships four further hourly variables were created: the wind speed in each of 
the four primary directions, north, east, south and west (given notation North, East, South, West). This 
process essentially describes wind velocity as a maximal positive basis, a method which has been shown to 
be useful in a wide range of applications including numerical optimisation (Price et al., 2002). The four 
wind velocity variables are implicitly linked; in any hour, there will be velocity measures in, at most, two 
directions once resolved into their component parts. Missing values of wind direction or wind speed were 
ignored, and hours where there was no wind or no predominate wind direction were assigned wind velocity 
values of zero in each of the four component directions. 
Figure 1.14 presents the hourly wind velocity series for the years 1988-1989. The strongest winds are 
those coming from the south-west, followed closely by those coming from the north-west. As first seen in 
Section 1.8.3, winds coming from the south-east are unusual in Canterbury. 
From the four direction variables, which give the wind speed in that direction for each hour, daily 
summary variables were created. These include daily mean, maximum, minimum, range, standard deviation 
and absolute hourly change measures for dayO, lagged days, and between day effects, as detailed previously. 
Of the four directions, the easterly component of wind velocity was the only direction with obvious seasonality 
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within the daily summary measures. The maximum wind velocity in the eastern direction had the clearest 
cyclic periodicity, with the strongest winds occurring in summer. The mean, standard deviation and range 
of easterly wind velocity also exhibited seasonal tendencies (not shown). The south and west wind velocity 
components gave the strongest wind velocity measures, whilst the mean AHC of wind velocity was the lowest 
coming from the east (not shown). 
Figure B.7 presents the cumulative centile distributions for the daily mean of the four wind velocity 
directions in Period 1, grouped into days where no SIDS occurred and days where at least one SIDS oc-
curred. The northern component of wind velocity (Figure B.7 (a» is the only wind velocity direction where 
there appears be a difference in the cumulative distributions of SIDS or non-SIDS days; the northern wind 
velocity was stronger on days with at least one SIDS death. The cumulative centile distributions of the four 
wind velocity directions in Period 2 are presented in Figure B.8. No obvious differences in the cumulative 
distributions of SIDS or non-SIDS days are evident for wind velocity from both the northerly and southerly 
directions (Figure B.8 (a) and (b)), In contrast, wind velocity from the east was stronger on days where 
no sms occurred (Figure B.8 (c)) and the westerly wind velocity was stronger on days with at least one 
sms death (Figure B.8 (d)). This highlights a potential relationship between wind velocity and sms, 
especially from the east or west directions, although no seasonal effects were incorporated into this graphical 
examination of the wind velocity data. 
1.8.6 Wind Chill 
Wind Chill: the chilling effect of the wind in combination with 
a low temperature (Environment Canada, 2002). 
Humans do not directly sense the air temperature. It is actually the temperature of their skin that they 
are sensing when they feel cold. Humans' perception of temperature differs when there is wind, as skin 
temperature is lowered in its presence. It is this sensation that the wind chill index aims to quantify. In the 
quantifying process, wind chill is expressed on a temperature scale, yet it is not a temperature, rather it is 
expressing a human sensation. 
Environment Canada have developed a new wind chill index, which is based on a model of how quickly 
heat is lost from the human face (Environment Canada, 2002; Santee, 2002). The formulation is 
WindC 13.12 + 0.6215Temp-11.37WindSo. 16 + 0.3965Temp x WindSo. 16 , (1.2) 
where WindC is the wind chill index, based on the Celsius temperature scale; Temp is the air temperature 
in degrees Celsius (OC), as previously defined in Section 1.8.2; and WindS is the wind speed at 10 metres, 
in kilometres per hour, as previously defined in Section 1.8.4, and converted from knots. 
Wind chill becomes meaningless when the temperature is too warm, or when there is little wind. There-
fore, it is only defined for temperatures less than 5°C, and for wind speeds greater than 5 km/hr (2.9 
knots). Figure 1.15 presents daily wind chill measures for 1988 and 1989, and shows that wind chill, with 
the above restrictions, is only defined for the colder months of each year. The wind chill index is mainly 
used to inform people of the risk of injury they face when it is cold, therefore it is non-sensical to have an 
index over summer months. Environment Canada (Environment Canada, 2002) present 'wind chill hazards', 
which allow interpretation of this index for various wind chill levels. Their information ranges from a wind 
chill index of -10°C, giving a slight increase in discomfort, to a level of -60°C or colder, where exposed 
skin may freeze in less than two minutes. With the Canterbury data, the minimum wind chill was -9.62°C, 
much higher than index readings that can occur in Canada, yet wind chill may still be a concern in relation 
to SIDS incidence. 
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Figure 1.15: Hourly wind chill measures for 1988···· 1989. 
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With the restrictions placed on the wind chill calculations, there were only 22600 hours with a wind chill 
measure, out of a possible 280512 hours. This leads to summary measures being defined for only 3945 days, 
or 33.8% of days, over the 32 year time frame of the study. Daily summary variables for minimum, mean, 
maximum, standard deviation, range maximum absolute hourly change (AHC), mean AHC and standard 
deviation of AHC were calculated from the hourly wind chill data. The wind chill was considered missing, and 
ignored when undefined. Due to the smaller dataset, only daily summary variables and lags were calculated. 
The cumulative centile distribution of mean daily wind chill (for days where wind chill was defined), 
categorised into SIDS and non-SIDS days, is presented in Figure B.9. This clearly shows that, for both 
Period 1 (Figure B.9 (a)) and Period 2 (Figure B.9 (b)), wind chill was on days with no sms deaths 
as compared to days where at least one srDS occurred. This may be due to the direct dependency on 
temperature in the formulation of wind chill, as temperature exhibited a similar trend with respect to SrDS 
(Figure 1.12). 
1.8.7 Humdity 
Relative Humidity: the vapour content of air (measured as 
vapour density or pressure) expressed as a percentage of the vapour 
content needed to saturate air at the same temperature (McIlveen, 
1986). 
Relative humidity is a widely known measure of atmospheric moisture. It is analytically defined as "the 
ratio of the air's vapour pressure (e) to the saturated vapour pressure at the air's temperature es" (Linacre 
& Geerts, 1997), and is expressed as a percentage, 
CHAPTERl. SUDDEN INFANT DEATH SYNDROME 33 
.. 
.. . 
60 
50 
40 
30 
20 
10 
oL-______ ~ ________ ~ ________ -L ________ -L ________ ~ ____ ~ 
1 Nov 79 20 Nov 79 11 Dec 79 2 Ja.n aO 22 Ja.n aD 12 Feb 80 
Date 
Figure 1.16: Hourly relative humidity values for November 1979 - February 1980. 
RH = 100e/e8 %. (1.3) 
Relative humidity is not measured directly, but is calculated from temperature and dewpoint measures. 
Hygrometric tables (New Zealand Meteorological Service, 1961) are used to calculate relative humidity from 
hourly spot readings of wet- and dry-bulb temperatures. 
Hourly humidity measures were recorded to the nearest percent from 1968-1989, and again for 1998-
1999, while values were given to one decimal place for the 1990--1997 time frame. There were no missing 
values in the relative humidity series as a result of the analytical nature of the variable. Due to NIWA using a 
two-digit coding (00-99), values recorded as '00' represent 100% relative humidity and were therefore 
recoded as such. These 100% relative humidity values occur when the dewpoint equals the temperature. 
At an hourly level, the relative humidity values had three obvious changes in the series, though the range 
of values remained consistent. Figure 1.16 illustrates the change in January 1980, when the recording method 
was updated from hygrometric tables to a computerized calculation. Up to 1980, the data were distributed 
regularly throughout the range of values, but from 1980-1990, there appeared to be a predominance of values 
recorded at certain levels, approximately 5% apart for those values greater than 60% relative humidity. From 
1990--1993, this trend was not as obvious though still remained evident, and from mid-1994 the recordings 
returned to their initial distribution. The 1990 change directly reflects upgraded instrumentation used in 
the measurement of temperature and dewpoint, whilst it is speculated that the 1994 change may have been 
a result of upgraded computer software. These discrepancies are not evident in the daily summary variables. 
Daily summary variables of minimum, mean, maximum, standard deviation, range and AHC measures 
were calculated for relative humidity (Humid) as detailed in Section 4.1 with regard to temperature. Gross 
seasonal fluctuations were evident in the minimum, mean, standard deviation and range series: relative 
humidity was higher in winter than in summer (on average, 80.9% and 70.7% for winter and summer 
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respectively). Maximum relative humidity obviously peaked at 100%, though there were some low values 
within the series. All three absolute hourly change variables appeared to oscillate within a regular range, 
with occasional spikes appearing randomly in the series (not shown). 
Figure B.lO presents the cumulative centile distribution for mean daily humidity in both Period I, and 
Period 2, categorised into days where no SIDS occurred and days with at least one SIDS death. In Period 
1 (Figure B.1O (a)), the humidity appears greater on days with no SIDS deaths, up to a humidity level of 
approximately 70%, when the two distributions cross. From that point on, the humidity is greater on days 
where at least one SIDS death occurred. In Period 2, (Figure B.10 (b», there appears to be little difference 
in the two groupings for lower levels of humidity, but again, from approximately 70% humidity, SIDS days 
appear to have slightly higher values of humidity than non-SIDS days. This suggests that there may be an 
underlying association between humidity and the incidence of SIDS, although seasonality was not accounted 
for in the depicted data. 
1.8.8 Pressure 
Pressure: the appaTently continuous and isotTopic fOTce exerted 
on unit aTea of any Teal 01' imaginaTy sUTface because of bombaTd-
ment by molecules of contiguous fluid (McIlveen, 1986). 
Due to humans unresponsiveness to inaudible-naturally occurring pressure variations, it was not until 
the mid seventeenth century, and the development of the barometer, that the existence of considerable, but 
much slower, changes in atmospheric pressure were discovered. 
Spot readings of atmospheric pressure were taken hourly by a precision aneroid barometer In 1990, the 
international standard units for pressure changed from pascals to hectapascals (BPa). The NIWA pressure 
readings changed at this point from being measured in kilo-pascals (HPax10) to BPa, and so the 1968-1989 
readings were scaled accordingly to give a constant unit of measurement over the study time frame. 
Apart from this scale change, the pressure series is consistent over the study period. Figure B.ll shows 
hourly readings of pressure for the years 1988-1989. The pressure values appear to oscillate almost at 
random, though there is a vague underlying seasonal pattern under these fluctuations. 
Daily summary variables were calculated for pressure (PTes) as detailed previously. Of the 280512 
hourly measures, 98 were missing (approximately 0.03%), and ignored. The vague seasonal periodicity seen 
in Figure B.ll was replicated in the minimum, mean and maximum series, while the remaining measures 
were almost random (not shown). 
The cumulative centile distribution for mean daily pressure, split into SIDS and non-SIDS days, in both 
Period 1 and Period 2, is presented in Figure B.12. The distribution of pressure is essentially the same for 
both SIDS days and days where no SIDS deaths occurred, possibly indicating little association between SIDS 
and daily pressure in either period. 
1.8.9 Rainfall 
Rainfall: a meaSUTe of the total minfall, including drizzle and 
melted hail and snow. (McIlveen, 1986). 
Three categories of rainfall intensity are defined: slight (0.01 to 1.1 mm/hr), moderate (1.2 to 5.9 mm/hr) 
and heavy (> 6.0 mm/hr). Rainfall was recorded as the total rainfall in millimetres per hour (mm/hr), and 
measured (to the nearest 0.1 mm) using two gauges through the study period: an auto-daily rain gauge until 
July 1994, and then a hydra-drop gauge for the remainder of the study period. The rainfall pattern was 
consistent over the study period and not affected by the gauge change. There was one period of extremely 
heavy rain in early in 1975 when there were consecutive recordings of 23 mm/hr and 26 mm/hr. The 
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Figure 1.17: Hourly rainfall measures for 1988-1989. 
majority of hours over the 32 years had no rainfall (91.4 %), as rainfall occurred in relatively short bursts. 
This pattern is highlighted in Figure 1.17, which presents the hourly rainfall readings for 1988 and 1989. 
There does not appear to be any seasonal distribution to the hourly rainfall data. 
Daily summary variables were created for rainfall (Rain) as previously detailed in Section 1.8.2, with 
corresponding lags and between day effects. Minimum rainfall per day was replaced with a total rainfall per 
day measure, as with only 23 days (0.2%) where the minimum rainfall per day was not zero, the minimum 
daily rainfall provided little information. As with the hourly data, the daily rainfall summary variables 
showed little seasonal dependency (not given). 
Figure B.13 presents the cumulative centile distribution for total daily rainfall in Period 1 and Period 2, 
again grouped into sms and non-SIDS days. From Figure B.13 (a), it appears that in Period 1, the total 
rainfall was higher on days with no SIDS deaths as compared to days where at least one SIDS occurred. 
The opposite trend is evident in Period 2 (Figure B.13 (b)). This highlights a potential relationship between 
daily rainfall and SrDS incidence, which will be investigated fully in the following chapters. 
1.8.10 Sunshine 
Sunshine: direct solar radiation, as distinct from radiation that 
has been diffused by clouds or the atmosphere (Dunlop, 2001). 
Seasonal affective disorder (SAD) is a pattern of depression that is related to changes in seasons. De-
pression occurs in the duller autumn and winter seasons but lifts with the onset of spring (Nevid et al., 
2000). The cause of SAD is unknown, but one theory suggests it is a result of deficiencies in transmitting 
serotonin in some parts of the central nervous system during winter (Schwartz, 1997). As variability in 
sunshine has such an effect on humans, there is potential for an underlying relationship between sunshine 
and the incidence of SIDS, either directly, or indirectly through changes in parental behaviour. 
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Sunshine values were only available at a daily level for the period of the study. Recordings are the total 
sunshine hours per day, measured to the nearest tenth of an hour. The complete series is visually consistent 
(not shown) and there are no missing values. Figure B.14 illustrates the total sunshine hours per day for 
the years 1988-1989. A cyclic pattern is evident with the maximum sunlight hours peaking in summer and 
troughs corresponding to shorter days in winter. There appears little evidence of non-random patterns in 
the low values of sunlight. 
As the sunshine data was not available on an hourly only 42 day effects, between day effects and 
lags were created. These include the total number of sunshine hours per day for dayO and days up to fourteen 
days prior (day-14), the difference in total sunshine hours per day on consecutive days, and from dayO and 
previous lags, past average day effects and the difference between the total hours of sunshine on dayO and 
previous averages. 
The cumulative centile distribution of the total sunshine hours per day in Period 1 is shown in Figure 
B.15 (a), where the data has been grouped into SIDS and non-SIDS days. The distribution for Period 2 is 
in Figure B.15 (b). In Period 1 there appears to be little difference in the sunshine hours per day for SIDS 
and non-SIDS days, with many crossovers between the two distributions. In contrast, in Period 2, there is 
a distinct difference in the distribution of the two groups, with there being less sunshine on days where at 
least one SIDS occurred. This indicates a possible dependency between SIDS and sunshine, although no 
seasonal effects were accounted for in Figure B.15. 
1.8.11 Solar Radiation 
Solar Radiation: electromagnetic radiation from the sun, espe-
cially in the wavelength range 0.3 to 3 p,m which contains nearly 
all the total irradiance (Mcilveen, 1986). 
The geometry of the Earth's motions determine the amount of radiation (or radiance) that the Earth 
receives from the sun. As the orbit of the Earth around the sun is elliptical rather than circular, the distance 
between the Earth and the sun varies from 147.1 million kilometres (the perihelion) to 152.1 million kilometres 
(the aphelion). 6.5% more radiation is received at the Earth's surface at the perihelion (in January) than at 
the aphelion (in July). With the temperature on the Earth largely determined by the amount of radiation 
it receives from the sun, the Earth's orbit tends to make global temperatures warmer in January than in 
July, that is, the Southern hemisphere summer should be hotter than summer in the Northern hemisphere. 
However, this trend is not observed due to the influencing effects of the different amounts of ocean in the 
two hemispheres (Linacre & Geerts, 1997). 
The total global solar radiation in the hour leading up to the time of observation, (Mj/m2 ) is a measure 
of light energy from the sun. Four different radiometers were used to measure this over the time frame of 
the study: up to 1974 an Eppley 1O-J Bulb-type-Global radiometer was used, and then an Eppley 8-48A 
BWP-Global mdiometer till 1978. From 1978-1984, an Eppley PSP-Global mdiometer was used, and the 
final radiometer was a Li-Cor Silicon Cell. 
As with sunshine, solar radiation values were only available at a daily level, with recordings being the 
total global solar radiation per day. There were no obvious changes in the pattern of the series over the time 
frame of the study. This daily radiation measure is illustrated in Figure B.16 for the 1988-9 years. From 
this figure, a strong seasonal trend is evident, with peaks in summer and troughs in winter (on average, solar 
radiation is 20.98 Mj/m2 per day in summer and 5.80 Mj/m2 per day in winter). The range of recordings 
appears larger in the summer season, than the winter. 
Day between day effects and lags were created for solar radiation (Rad) in the same way as for 
sunshine, giving 42 daily summary measures. There were 88 days with no recording (0.75%), that is, missing 
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Less than 50m 
50m but not 200m 
200m but not 500m 
500m but not 1000m (lkm) 
1km but not 2km 
2km but not 4km 
4km but not lOkm 
lOkm but not 20km 
20km but not 50km 
50km or more 
Pattern 
Dense fog 
Thick fog 
Fog 
Moderate fog 
Mist, haze or very poor visibility 
Poor visibility 
Moderate visibility 
Good visibility 
Very good visibility 
Excellent visibility 
Table 1.5: Visibility Readings and corresponding interpretation. 
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data. These missing values were replaced with the average solar radiation value for the day of the year 
corresponding to the missing value (averaged over all the years with data available for that day). 
Figure B.17 presents the cumulative centile distribution for the total solar radiation per day in both 
Period land Period 2, categorised into days where no SIDS occurred and days with at least one SIDS death. 
As with sunshine, there is an obvious diff~rence between the distributions of the sms and non-SIDS days 
in Period 2 (Figure B.l7 (b)). The total solar radiation is lower on days with at least one sms, indicating 
a potential relationship between solar radiation and the incidence of SIDS. This trend can also be seen in 
information presented for Period 1 (Figure B.17 (a)), though not as strongly. These relationships will be 
examined further in the following chapters. 
1.8.12 Visibility 
Visibility: The greatest distance at which an object with specific 
characteristics is visible to the naked eye (Dunlop, 2001). 
Visibility is essentially a measure of the distance that the observer can visually see. It is affected by 
both rain and fog but can also be affected by mist, haze, and salt particles of oceanic origin, as well as by 
pollution. 
Spot readings of horizontal visibility were taken hourly and can be interpreted using the key given in 
Table 1.5. Readings range from a dense fog where visibility is less than 50m (0.05km) to excellent visibility 
defined by visibility greater than or equal to 50km. 
During daylight hours, visibility was measured by an observer sighting various markers at known dis-
tances around the measuring station. The sighted marker that was the furthest distance from the observer 
corresponded to the measurement of visibility for that hour. Ideally measuring visibility during darkness 
should involve this same procedure but with illuminated markers. In reality, this rarely happens and the 
nocturnal measurements at Christchurch International Airport were estimated by contacting the air traffic 
control tower and querying the controller as to how far down the runway the runway lights were visible. This 
value was then converted to a visibility readingt. Visibility is therefore a very subjective measure, largely 
dependent on the observer. 
Visibility was examined for its potential use as a very crude pollutant indicator, as a concomitant measure 
of pollution was unavailable for the time frame of the study. This follows the work of Knobel et al. (1995) 
who used visibility as an optimetrical measure of air pollution. 
communication, Allan Ryan, March 2002. 
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In an attempt to validate the use of visibility as a proxy for pollution, visibility was correlated with a 
small time series of Christchurch pollution data (28 May 1988 to 1 September 1988, and 7 May 1989 to 
15 August 1989). Information on S02, NO, N02, CO and PMI0 was available. The resulting correlation 
coefficients were very small (in the range of r = 0.01 to r = 0.07) implying no linear relationship between 
visibility and pollution. Visibility was therefore considered unsuitable as a proxy for pollution, and was not 
used further in the analysis of the climatic dependencies of SIDS deaths. 
1.8.13 Dewpoint 
Dewpoint Temperature: the temperature at which a given parcel 
of air becomes saturated during isobaric cooling with conservation 
of vapour content (McIlveen, 1986). 
Another measure of atmospheric moisture content is dewpoint temperature, more commonly called dew-
point. Dewpoint is measured on a temperature scale and corresponds to "the temperature to which the 
air must be cooled for the moisture present to represent saturation" (Linacre & Geerts, 1997). Dew, or 
dewfall, is formed as water vapour from the net loss of long wave radiation, which causes water vapour in 
the atmosphere to condense onto chilled surfaces. This occurs when the saturated vapour pressure at the 
air's temperature (es ) is less than the air's vapour pressure (e). The excess vapour, condensed into liquid, 
is then released as dew (Linacre& 1997). As previously mentioned in Section 1.8.7, there is a close 
relationship between dewpoint and relative humidity, and conversion can be made between the two, and 
other measures of humidity, by using hygrometric tables (New Zealand Meteorological Service, 1961). 
Dewpoint measures (in DC) were calculated from hourly spot readings of wet-bulb temperature measures, 
using hygrometric tables for conversion. Over the 32 year series, there were three obvious changes in 
the hourly dewpoint data, with the first two changes occurring at the same time points as those in the 
temperature series. This was due to the close relationship in measurement technique between temperature 
and dewpoint. The points of change corre..'lpond to a unit change from degrees Farienheight to degrees 
Celsius at 1970 while in 1990 and 1994, they correspond to upgraded instrumentation and digitalisation, 
providing a finer measurement scale. Figure R18 presents the hourly dewpoint data for the years 1988-9. 
The underlying seasonal periodicities in the series appear blurred by random fluctuations about this annual 
cycle. As with temperature, the dewpoint series peaks in summer with readings of 10.15°C on average, as 
compared to 3.03°C in winter. 
Daily dew point (Dew) summary measures were calculated for the same variables as detailed previously. 
Over the 32 years of data, there were 503 missing values. Values recorded as '50' correspond to hours where 
the wet-bulb was coated with ice, and were also considered missing. This occurred on 265 occasions. There 
was one obviously misrecorded value in the series of -38°C, occurring on 5 March, 1978. With the minimum 
dewpoint recorded as -13.7°C, this value was also considered missing. This gave a total of 0.27% missing 
data from the hourly series, which were ignored in the calculation of the daily summary values. 
The cumulative centile distribution of mean daily dewpoint, categorised into days where no SIDS occurred 
and days with at least one SIDS death is presented in Figure L18. In Period 1 (Figure 1.18 (a)), there is 
some separation between SIDS and non-SIDS days, with dewpoint appearing lower on days where at least 
one SIDS had occurred for lower values of dewpoint. Figure L18 (b) shows clearly that the dewpoint was 
lower on days where at least one SIDS had occurred, as compared to days with no SIDS deaths in Period 2. 
This indicates a potential relationship between SIDS occurrence and dewpoint, although no seasonal effects 
have been accounted for in the information depicted in Figure 1.18. 
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Figure 1.18: Cumulative centile distribution for daily mean dew!Joint ( sms days, - non-SmS days). 
1.8.14 Seasonality Indicators 
Seasonality: the annual cycl-ic variation in the incident rate of 
SIDS. Typically this consists of a peak in the number of SIDS 
deaths in winter, with a corre.spondin9 low in summer. 
Seasonality has been accounted for in a variety of ways when examined In relation to the periodic 
distribution of SIDS. For example, Campbell (1989) used an indicator variable ranging from one to twelve 
to represent the months of the year ; McGlashan & Grice (1983) used the monthy average temperature; 
similarly, Schluter et al. (1998) modelled the seasonal profile of SrDS using a retrospective moving average of 
monthly temperature; various sinusoidal functionals have also been utilised as seasonality measures (Douglas 
et al., 1998; Campbell et al, 2001). 
Various daily seasonality measures are defined for the Canterbury climate data set, alongside variables 
that are independent of meteorological measures. From these, the variable which best describes the annual 
cyclicity of the daily Canterbury sms data will be determined (see Sections 3.4.1 and 3.4.2). This deter-
mination is a purely objective procedure, where the best measure of seasonality is chosen based upon the 
resulting goodness-of-fit statistics. The seasonality measures calcula.ted are detai led below. 
1. Sinusoids: sin( ;~; ) + cos( ;~;) t = 15, . .. , 11688 
2. Sinusoids with second harmonics: 
. (2"1.) + (2"t) + . (4"t) + (4"t) S2n 365 co.s 365 S2n 365 cos 365 
3. Month indicator variable: i = 1, ... , 12 
4. Retrospective climatic average: A retrospective 30-day moving average of a daily climatic variable, 
x, where the daily climatic variables to be considered are: minimum, mean and maximum daily 
measures of Temp, WindS , NOTth, East, South, West, Humid, Pres, Dew and a lso total rainfall 
per day (Rain) , total number of sunshine hours per day (Sun) and total global solar radiation per day 
(Rad) . Averages are taken over the day of observation (dayO) and the previous 30 days. 
5. Monthly climatic average: Monthly average of daily climatic variable x where x corresponds to the 
daily climatic variables detailed previously in (4) above, but the average is now taken over month i 
(that is, not retrospectively). 
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1.9 Thesis Overview 
Historically, statisticians and epidemiologists have played an important role in SIDS research. By examining 
information from large numbers of infants dying of SIDS, risk factors have been identified that occur more 
often in SIDS infants than in surviving infants. This epidemiological approach has resulted in modifiable risk 
factors being identified, which, through public health 'back-to-sleep' campaigns, directly resulted in a sharp 
drop in SIDS incidence in the early 1990s. However, this does not help determine whether an individual 
infant will die from SIDS; an infant may score highly with many known risk factors, and not succumb 
to SIDS, yet an infant who is considered 'low risk' may still die. The epidemiological approach offers a 
starting point for identifying aetiological factors essential in understanding the cause of SIDS. Historically, 
Canterbury has had one of the highest rates of SIDS in New Zealand, and New Zealand has had one of the 
highest SIDS rates in the western world (Nelson, 1996). 
The aim of this thesis is to describe the incidence of SIDS in Canterbury, New Zealand (1968-1999), in 
terms of complex weather patterns, characterised by a diverse array of climatic variables. This is achieved 
by linking the temporal sequence of SIDS counts with a comprehensive climate profile. This study h"l the 
first to systematically analyse a multiplicity of climate data at different temporal levels (hourly, daily and 
monthly), with an accurate extensive time series of SIDS. 
A unique chronological profile of SIDS counts in Canterbury, over the years 1968-1999, was analysed. 
This SIDS data is distinctive as it is unusual to have a series spanning such a long time period that does not 
suffer from changes in diagnostic policy. Autopsy and pathology records were examined retrospectively to 
accurately ascertain the cause of death (Ford, 1986), leading to a comprehensive, complete ascertainment of 
all SIDS deaths in the area over the time of the study. 
The association between climate and SIDS has a long history, with the first reference to a seasonal 
variation in SIDS (a peak in the incidence of SIDS in colder months) published nearly 150 years ago (Wakley, 
1855). Many studies have related SIDS to various meteorological measures throughout the world, yet the 
only consistent relationship found is between SIDS and seasonality (for example Douglas et al. (1998) or 
Mitchell et al. (1999)). Some studies have shown short term climatic relationships, over and above seasonal 
variations in the incidence of SIDS, including short term temperature measures (Campbell, 1994; Schluter 
et al., 1998), atmospheric pressure (Campbell et al., 2001), and pollution levels (Auliciems & Barnes, 1987; 
Knobel et al., 1995). However these findings do not occur consistently across the SIDS literature. 
This is the first comprehensive study of the incidence of SIDS with respect to climate, and the effects of 
differential lags, over such a wide range of climatic measures. Climatic variables considered in the analysis 
were derived from hourly measurements of temperature, wind direction, wind speed, wind velocity, wind 
chill, relative humidity, atmospheric pressure, rainfall, sunshine, solar radiation, visibility, and dewpoint, 
giving nearly 2.5 million weather observd.tions. Comprehensive day, within day and between day measures 
and lags, were defined and examined in relation to the incidence of SIDS, over and above seasonality. 
The analysis presented in this study aims to build a profile of high risk climatic patterns, and obtain 
results that will be useful in generating new hypotheses and future research directions. These will aid in the 
understanding of the underlying cause of SIDS, across regional, national and international levels. 
This introduction provides an overview of the historical background and development of sudden infant 
death syndrome. The major epidemiological characteristics and risk factors for SIDS were discussed, along-
side a detailed presentation of SIDS rates in New Zealand. The national SIDS profile was viewed with 
respect to changes in the neonatal and postnatal infant death rates over time, as well as highlighting ethnic 
and geographic trends. The Canterbury SIDS data set is described in this introduction chapter and is the 
primary focus of this study. Throughout the thesis the Canterbury SIDS deaths define the outcome variable 
in the various statistical analyses examined. The method of data collection is presented, alongside a descrip-
tion of the chronological profile of the Canterbury SIDS series. This chapter also presents an overview of 
the literature relating SIDS to various climatic patterns, alongside descriptions and details pertaining to the 
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creation of approximately 2500 climate variables, which are examined for potential relationships with the 
incidence of SIDS. 
Chapter 2 examines the temporal sequence of SIDS counts with the aim of identifying underlying struc-
tural shifts in the SIDS series. To date, analysis of SIDS time series has not involved statistical tests for 
change points in the yet to successfully achieve the aim of this study, the characteristics of the chrono-
logical SIDS series need to be incorporated into the climate modelling process. This chapter presents three 
distinct methods to locate significant points of change in the temporal sequence of SIDS counts, namely a 
Survival method, a Block Bootstrap method, and a Mixture method. All three methods use a prescribed 
discriminating statistic to identify significant change points in the series, where the statistic is characterised 
by the underlying parameterisation of the respective method. Any significant change points identified will 
be incorporated into further statistical analyses involving the Canterbury SIDS series. This will be achieved 
by examining the resulting periods, defined by the change points, as distinct temporal series, and modelling 
them separately. 
In Chapter 3, the daily SIDS counts are examined in relation to the climatic variables using a logistic 
regression analysis. The daily SIDS outcomes are viewed as a dichotomous variable, defined by days where 
no SIDS occurred and days where at least one SIDS occurred. 
Principal component regression models are presented in Chapter 4. Climatic components are created, 
which are then included as covariates in logistic regression models. The components are uncorrelated, 
yet structured so they the information contained in the original climate variables. This method 
eliminates the problem of interrelationships which are inherent within varying measures of the weather. 
Chapter 5 describes the conversion methods used, and variables created, to summarise the daily SIDS 
and climate data into a monthly time frame. 
Relationships at a monthly level between climate and the incidence of SIDS in Canterbury are examined 
in Chapter 6. The profile of monthly SIDS counts is assumed to follow a Poisson distribution and hence this 
chapter involves modelling using Poisson regression techniques. 
Chapter 7 examines the relationship between SIDS and climate at a monthly level using five different 
Poisson based mixture model formulations. The model formulations are Negative Binomial, Finite Mixture, 
Zero-inflated Poisson, Hurdle, and Extended Poisson Processes. They are all extensions of the Poisson 
distribution formulation, yet characterise the underlying distribution of SIDS counts in slightly different ways. 
These five mixture models are able to highlight differential climatic effects between months where SIDS occur 
and months where there are no SIDS deaths, while retaining the underlying Poisson formulation inherent in 
the monthly SIDS counts. Utilising models of this type may better capture the climatic dependency of the 
monthly incidence of SIDS, enabling an enhanced understanding of the relationship between climate and 
SIDS. Mixture modelling in this form is uncommon in the general time series framework. 
Two distinct formulations which naturally incorporate the time series profile of SIDS counts are presented 
in Chapter 8. The first section assumes that potential serial correlation evident in the SIDS series has arisen 
from a latent process. This latent process introduces both over dispersion and autocorrelation into the 
observed count process, and conditional on the latent process, the observed series is independent. Two 
methods are used to estimate regression parameters in the presence of the latent process. In addition, the 
existence of such a process is formally tested. The second section in Chapter 8 analyses the relationship 
between monthly SIDS incidence and climate using generalised additive models. Generalised additive models 
are a popular tool for regression type studies of climatic time series and health outcomes, yet, to date, have 
not been utilised in the study of SIDS epidemiology. Generalised additive models are a nonparametric 
alternative to generalised linear models that permit nonlinear functions of the climatic covariates to be 
incorporated into the regression model. 
Conclusions are discussed in Chapter 9, with comparisons made between the methods presented in each 
chapter. Future research directions are proposed, and considered at an international level. 
Chapter 2 
Identifying Change Points in the 
SIDS Series 
The overall aim of this study is to create a complete climatic profile of SIDS risk. To achieve this successfully, 
the characteristics of the chronological SIDS series need to be accounted for in the modelling process. The 
aim of the analysis presented in this chapter is to therefore examine the temporal sequence of SIDS counts 
in order to identify underlying structural shifts in the series. To date, analysis of SIDS time series has not 
involved statistical tests for change points in the series. 
Figure 2.1 presents the chronological profile of SIDS counts at the three levels examined in this chapter: 
annually (Figure 2.1 (a)), seasonally (Figure 2.1 (b)) and monthly (Figure 2.1 (c)). The annual SIDS series 
was first presented in Chapter 1, Figure 1.9 (page 19), in relation to prone sleeping rates. At this level, the 
gross changes in the series are visually evident: the series appears to decrease slightly for the first five years 
of available data; there is a sharp increase from 1972 to 1973 (from 14 to 28 SIDS per year); SIDS numbers 
fluctuate around 30 per year from 1973 to 1988; there is then a steep decrease in the number of SIDS from 
1988 to 1993 (from 30 to 6 SIDS per year); another small peak is evident in 1995-1996, with the SIDS 
numbers then dropping to two SIDS per year for the final two years of the study. 
These trends are somewhat evident in the seasonal SIDS series, with the sharp decrease in SIDS numbers 
in the late 1980s visible. This seasonal plot (Figure 2.1 (b)) highlights the seasonal pattern underlying 
the series, with winter consistently recording the highest SIDS numbers, until the sharp decline in SIDS 
commencing at 1988. In the plot of monthly SIDS counts (Figure 2.1 (c)), these trends have been subsumed 
by the within year fluctuations of the series. 
This chapter presents three distinct methods to locate significant points of change in the temporal se-
quence of SIDS counts. The methods, Survival, Block Bootstrap and Mixture, all identify significant change 
points by a prescribed discriminating statistic characterised on the underlying parameterisation of the re-
spective method. No prior information regarding the location of potential change points is needed. 
Three levels of temporal SIDS sequences are defined as follows: 
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yi number of sms in year i 
(i = 1, ... ,32 corresponding to the years 1968-1999) 
yJ number of sms in season j 
(j 1, ... ,127 corresponding to autumn 1968--spring 1999) 
Yk number of sms in month k 
(k = 1, ... ,384; from January 1968-December 1999). 
The three methods presented each approach the change point problem in a unique way, with distinct 
underlying formulations. An iterative partitioning algorithm is utilised in both the Survival and Block 
Bootstrap methods, to locate all points of change in the sms series. Specific Matlab macros (Version 
6.1.0.19S9a, Release 12.1; The Math Works, Inc.) were created for each method delineated below. This 
chapter follows the work presented by Dalrymple et al. (2001). 
2.1 Survival Model 
The first method utilised to examine the SIDS series for significant points of change uses an overdispersed 
survival model. This method is based on survival rates to a discrete point in time (Reed et al., 
1998). Analysis is performed on the annual SIDS numbers and for the seasonal data, treating the four 
seasonal series separately. As seen in Figure 2.1, the gross changes visible in the series are swamped at 
both a monthly and seasonal level by the fluctuations within the year. The seasonal series is therefore split 
into four individual series, while this method of identifying change points was not considered suitable to be 
applied to the monthly sms series. 
Let >.(i) be the hazard rate of sms in year i. Looking at the time to first SIDS occurrence, which clearly 
uses the conditional past profile (Kleinbaum, 1996), allows a SIDS cycle measure to be created. This measure 
can be interpreted as the expected time between SIDS, given that the current hazard rate prevails. The 
SIDS cycle is defined as the reciprocal of the hazard rate_ Survival probabilities are then given by 
i = 1, ... ,31. (2.1) 
If Si = total number of sms after time i, the maximum likelihood estimate (MLE) for the survival proba-
bilities in equation (2.1) is 
(2.2) 
The probability of a SIDS in the ith time period, conditional on no previous SIDS, is given by (I, where 
i-I 
(Ii = (1 q{i}) IT q(a) i = 1, ... ,31, 
a=1 
31 
(132 IT q(a). (2.3) 
a=1 
The null hypothesis (Ho), of no change points in the SIDS series, is tested against the hypothesis of a 
change point occurring at point p: 
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Ho: q(l) = q(2) ... = q(n) 
q(1) = q(2} ... = q(p) 
q(p+l) = q(p+2) ... = q(n) 
The form of the alternative hypothesis (HA) implies two distinct survival probabilities: ql, the survival 
probability prior to p, and q2, the survival probability after p. The test procedure uses a quasi-log likelihood 
function Q(.), derived from an over dispersed form of the multinomial distribution (McCullagh & NeIder, 
1989). The corresponding likelihood ratio (LR) statistic is 
p 1, ... ,30, (2.4) 
where 8 1 = (ql, fi2) (under HA ) and 80 = tIo (under Ho), and 0-; is the Pearson estimate of the overdispersion 
parameter. Substituting the MLEs of ql and q2 into equation (2.4) a LR statistic of the form 
Rp= ~~ A22(i)SjIOg~1 +Yjlog~-~ll+ I: [sjlog~2 +Yjlog~-~2]). (2.5) 
O'p O'p j=l qO - qo j=p+l qo - qo 
The asymptotic distribution is xi, which is described below. 
By viewing the SrDS series in terms of a counting process, the following variables can be defined: 
Nl = number of infants at risk pre change point p 
N2 number of infants at risk post change point p 
Xl number of infants surviving pre change point p 
X 2 = number of infants surviving post change point p 
(2.6) 
where Nj and Xj correspond to the risk set and event counts respectively. Then the associated survival 
probabilities, under the null hypothesis of no change point ip the and the alternative hypothesis of a 
change point at p, can be written as: 
A Xl + X2 
qo = Nl + N2 
Xl 1/1 
Therefore Rp from equation 2.5 can be rewritten as: 
1 { ..;N2(Xl - Nlqo) 
(N! + N 2 ) JNI0'2qo(1- qo) 
Vf'{;(X2 - N2qO) }2 
JN20'2 qo (1- qo) 
(2.7) 
(2.8) 
The event counts Xl and X2 can thus be viewed as overdispersed binomial random variables (McCullagh & 
Neider, 1989), where, under the assumption of the null hypothesis, the mean and variance are given by: 
E[Xj] Njqo 
Var[Xj ] N j 0'2qo(1 - qo), (2.9) 
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Figure 2.2: Iterative partitioning, to identify further change point.s in the series, when p* is be significant. 
where j = 1,2, represent. pre and post change point values. For large N j , the two terms in the parenthesis 
in equat.ion 2.8 above, are approximately normally distributed with zero mean and variances. Therefore, as 
N1 , N2 --; 00, the distribution of Rp tends to xi. In other words, the standard asymptotic null distribution 
of the likelihood ratio statistic for testing Ho against HA is 
The test statistic is then given by a scaled maximised version of the largest Rp (occurring at say, point p'), 
which, for general n is 
• n-4 { 2 R = -- max Rp:p=1, ... , n - 2}~XI' 
n - 3 p (2.10) 
Approximate LR confidence int.ervals for qi and q2 (given the significant change point at p'), are obtained 
using numerical methods to solve the inequality 
(2.11 ) 
with Reed et al. (1998) presenting det.ails. 
Identifying further change points is necessary if the estimated change point p', is found to be significant. 
An iterative partitioning algorithm is applied, which involves splitting the SIDS series into two partitions: 
pre-change YI, ... , Y;, and post-change Y;+ 1 , ... , Y32· Each partition is then re-examined for further change 
points, using the method outlined above. This procedure is illustrated in Figure 2.2, where a significant 
change point is shown at p", corresponding to 1989. The periods, 1968- 1989 and 1990--1999 must then 
be examined further for any remaining significant points of change in the series. This partitioning continues 
until no further significant change points are located. 
2.1.1 Change Points Identified via Survival Model 
In the yearly SIDS time series , two significant points of change were found, 1979 and 1990. These effectively 
partition the annual series into three temporal blocks, each with a distinct survival probability, hazard rate, 
and hence different SIDS cycle, as summarised in Table 2.1. The middle block (1980- 1990) has the lowest 
survival probability of 0.91 (95% CI: 0.88, 0.94), with an associated hazard rate of 0.10, and only 10 days 
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Block q (95% C1) Hazard rate(95% CI) SIDS cycle (95% CI) 
1968-1979 0.962 (0.954, 0.972) 0.039 (0.028, 0.047) 25.8 days (21.2, 35.2) 
1980-1990 0.905 (0.883, 0.941) 0.100 (0.061, 0.124) 10.0 days (8.0, 16.5) 
1991-1999 0.985 (0.970, 0.993) 0.016 (0.007, 0.030) 66.2 days (32.8, 142.4) 
Table 2.1: Summary of survival type parameters for the annual SIDS series. 
Annual Summer Autumn Winter Spring 
1979 1972 1972 1972 1972 
1990 1978 1975 1979 1981 
1982 1984 1990 1987 
1986 1989 1997 1990 
1990 1993 1997 
1993 
Table 2.2: Change points identified using the survival model for both annual and seasonal SIDS series. 
expected between SIDS. ThIs contrasts sharply With the final block (1991-1999), which has the 
survival probability of 0.99 (0.97, 0.99), with an associated hazard rate of 0.02, and an expected cycle of 66 
days between SIDS. 
Results for the change point analysis, by season, are summarised in Table 2.2. Up to six points 
were located in one season (summer), which is possibly due to the influence of much smaller SIDS numbers 
when looking at seasonally grouped data. Only four change points were found in winter. There are two 
consistent years of change across all seasons: 1972 and 1989/90. This contrasts with the annual data 
where a change point was located at 1979 (also in winter) but not 1972. Identification of the point 
at 1979, in the annual data, could therefore have been driven by the winter season where over 30% of the 
SIDS deaths occurred. 
2.2 Block Bootstrap Model 
Method 2 is a change point analysis using a block bootstrap (Davison & Hinkley, 1997). 
This bootstrap method is applied to both the monthly SIDS series (yk', k 1, ... ,384) and the seasonal 
(temporally ordered) SIDS series (Yj, j = 1, ... ,127). This method is not used for the shorter time series of 
annual SIDS numbers, as grouping into years removes the seasonal component that Method 2 accommodates 
for by block bootstrapping. 
Method 2 forms surrogate bootstrap series, under the null hypothesis of no change point, which give 
comparative data, with a similar autocovariance structure to the original series. R surrogate bootstrap 
series (yk'*r, yj*r, r 1, ... ,R) are created by randomly resampling the SIDS series in overlapping blocks. 
The block length (l) for the monthly data was chosen as l = 30, and for the seasonal data l = 15, so that 
the observed yearly cycle remains evident in the bootstrap data. After forming the surrogate series, any 
hypothesised change at p can be investigated by observing how closely the SIDS data match these surrogates. 
The discriminating statistic, Bp (B;" for the monthly data and B; for the seasonal data) is defined as 
the studentised difference in the mean SIDS rate, before and after p. The data set is truncated at each end 
to ensure that the comparison between data sections is based on reasonable sample sizes. For the monthly 
data the discriminating statistic is 
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( -m,p B m = Yl -
p p 40, ... ,n-40 (2.12) 
where y::"b (b - a + 1)-1 L:~=a yj and iT: is the estimate of the standard deviation, using all 384 data 
points. Following similar notation, the discriminating statistic for the seasonal data is 
p 10, ... ,n -10. (2.13) 
The bootstrap equivalent for equation (2.12) is 
p 40, .. . ,n- 40, (2.14) 
and similarly for equation (2.13). The bootstrap p-value for B; is 
pr* (2.15) 
where =# represents the number of times the specified event occurs. A small pr*-value indicates a reduction 
in the mean SrDS rate after the change point, whilst a large pr* -value indicates an increase in the mean srDS 
rate after the change point,p. An iterative partitioning algorithm, analogous to that described in Section 
2.1, is then used with the block bootstrap model, to locate all significant points of change in the SrDS series. 
2.2.1 Cyclicity to Determine Change Points 
An advantage of the bootstrap is its versatility in defining a different discriminating statistics, based on 
the sample autocorrelation function, which with block bootstrapping, allows investigation of changes in the 
periodicity (seasonality) of the monthly SIDS series. Bootstrap data is created under the null hypothesis of 
no change in cyclicity. The sample autocorrelation function at lag 12 is 
L:%::2(mk - m)(mk+12 m) 
-;-:-----,-,: L:~=a(mk - m)2 
1 (2.16) 
This allows a second discriminating statistic to be defined as the difference in the sample autocorrelation 
function 
(2.17) 
2.2.2 Change Points Identified via the Block Bootstrap Model 
The analysis of monthly SIDS data involved R = 5000 bootstrap replications. Figure 2.3(a) shows the 
studentised mean difference B;* and Figure 2.3(b) the corresponding bootstrap p-value, prm * (the upper 
and lower significance limits of 0.025 and 0.975 are shown as dotted lines). The mean difference (and therefore 
prm*) first crosses the significance boundary at October 1985 and remains significant until September 1996. 
The maximum B;* of 0.87 (prm * = 0.00) occurs at June 1990 (P* m27o), which is taken as the first 
change point in the series. The bootstrap confidence intervals are expected to be concave in shape as, when 
the change point p approaches 1 or n, one section of the data contains fewer results and is therefore more 
variable. 
The monthly data was then partitioned, at p* (June 1990), into two subgroups and each block examined 
for further change points using the block bootstrap technique. One further change point was identified at 
February 1973 (P* m62, B;'* -0.63, prm * = 0.998). 
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Figure 2.3: Observed mean difference and 95% 01 for bootstrap difference and p-value for complete monthly 
series, 1968-1999. 
As with the survival method, the monthly series appears to be made up of three distinct periods: January 
1968-February 1973, March 1973-June 1990, and July 199{}--December 1999. Figure 2.4 shows the 
monthly SIDS data, with these change points, and a smoothed estimate of the mean rate of SIDS using a 
boxcar kernel smoother (Diggle et al., 2002). 
The analysis of the seasonal SIDS series located change points in similar temporal positions to that of 
the monthly series, namely at autumn 1973 and summer 1990. 
Cyclicity to Determine Change Points 
There is a strong yearly pattern in the monthly SIDS data, with more SIDS in winter and less in summer. 
This is particularly consistent in the middle period (March 1973-June 1990). 
Results showed that the seasonal periodic cycles remained stable in the SIDS series until June 1990 
(p* = m270). This confirms the first change point identified using the discriminating statistic The 
cyclicity results show a greater correlation in the data prior to p* , as compared to that after, SUI!!;gE'lStjing that 
the yearly cycle is not as strong after p*. 
2.3 Mixture Model 
The final method of statistically identifying change points in the SIDS data involves viewing the series 
as a mixture of Poisson distributions. Mixture models have become increasingly popular in recent 
especially in application to disease mapping (Bohning, 1999; Bohning & Ayuthya, 1999; Bohning et al., 
2000). Instead of viewing the data as a spatial map, this analysis looks at the SIDS series as a temporal 
map, applying a posterior Bayes classification model to determine points of change. Analysis is performed 
on the annual SIDS numbers and separately for each of the four seasonal series. 
In the mixture model framework, autocorrelation in the data is assumed to arise from unobserved het-
erogeneity, where the popUlation consists of k subpopulations due to an undiscovered explanatory variable. 
The term lmobserved heterogeneity is used as initially, it is not known which subpopulation the observations 
come from (they are classified at the final step of analysis). 
With the SIDS data, a Poisson density is assumed for each subpopulation j, with a potentially different 
parameter Aj such that the density for sub population j is given by 
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Figure 2.4: Number of SIDS per month with the smoothed estimate and significant change points for the 
block bootstrap method. 
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j 1, ... , k, y = 0,1,2, .... (2.18) 
Let Z be a latent variable describing population membership, the joint density fey, Z) is then 
f(y,Z) f(yIZ)f(Z) f(y,Az)prz, (2.19) 
where f(ylZ) fey, AZ) is the density conditional on membership in subpopulation Z, the parameter 
(mean) for subpopulation Z, and prz the probability of membership in subpopulation Z. Conditional on 
Z, the marginal density of equation (2.19) for a k-component mixture is 
k k 
fey, P) = E f(yIZ)f(Z) = Ef(Y, Aj)prj. (2.20) 
Z=l j=l 
Equation 2.20 is a mixture distribution with kernel fey, A) and mixing distribution 
P G~ ::: ;:). 
Estimation of P is achieved via maximum likelihood (Mood et al., 1974), where the log-likelihood is of 
the form: 
n 
L(P) = E log f(Yi, P). (2.21) 
i=l 
F is then defined as the nonparametric maximum likelihood estimator (NPMLE), which is estimated using 
the EM algorithm (Dempster et al., 1977). 
Estimation of k is achieved by comparing goodness-of-fit statistics for various k. The three statistics 
utilised are 
D = -2L(F) 
AlC -2L(P) + 2m 
se -2L(F) + mlog(n), 
(2.22) 
where m is the number of parameters in the model, n is the sample and L(F) is the log-likelihood 
defined in equation 2.21. The k-component model which minimises these statistics is taken as the model 
which best fits the SIDS series. The three goodness-of-fit statistics (D, Ale and Se) are based on the 
log-likelihood function presented in equation 2.21, and are discussed in detail in Chapter 3 (Section 3.2, page 
64). 
Another approach for identifying k is a formal LR test, where the null hypothesis of a k-component model 
best fitting the data is tested against a (k + I)-component model. Titterington et aL (1985) showed that 
conventional results for the limiting distribution of the LR statistic (of the form in equation 2.21) do not 
hold for mixture distributions. Therefore this method is not applied to the problem of identifying k for the 
SIDS series. 
A second approach for identifying the number of components underlying the SIDS series is used. This 
involves taking k as its maximum possible value, and then bootstrapping the data to calculate basic bootstrap 
confidence intervals (Davison & Hinkley, 1997) for X!, ... ,Xk . Where the parameter confidence intervals for 
the ),S overlap, the subcomponents are combined, thus reducing k. 
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Number of components (k) 
1 2 3 4 
m 1 4 6 8 
D 314.626 229.939 226.562 226.562 
AIC 316.626 237.939 238.562 242.562 
SC 318.092 243.802 247.356 254.288 
Table 2.3: Goodness-of-fit statistics for various k-component models of the annual S1DS series. 
2.3.1 Posterior Bayes Classification to Identify Change Points 
After estimating k and the corresponding NPMLE P, it is necessary to classify each observation into one of 
the k subcomponents of the mixing distribution. These subcomponents can be considered as disjoint classes 
into which the population is partitioned, and with the S1DS series, the classes can be interpreted as temporal 
partitions. Classification is achieved by means of the posterior distribution 
f( '\'1 .) = f(Yil'\j)!rj 
J y, f(Yi, P) j = 1, ... , k; i = 1, ... ,32 (2.23) 
such that Yi is classified into component a if 
(2.24) 
Once classification has been performed, change points in the S1DS time series can be identified as the 
break points between the natural groupings of observations. 
2.3.2 Change Points Identified via Mixture Model 
A two component model was found to best fit the annual S1DS series. Table 2.3 presents the three goodness-
of-fit statistics for k ranging from one to four. The two component model (k = 2) rates best across both 
the AI C and SC statistics. The k = 3 and k = 4 models both returned a lower D value, but once these 
models were penalised for their complexity, the two component model was preferred. The log-likelihood for 
the four component model was identical to that for the three component model (as reflected in the values of 
D). This is a result of two of the four components in the model being essentially the same, reducing it to a 
similar form as the k = 3 model. 
Table 2.4 presents parameter estimates, and corresponding bootstrapped confidence intervals for ).i, for 
both a two and a three component model. The confidence intervals, in the k = 3 model, corresponding 
to ,\ = 7.89 and ,\ = 12.96 overlap and thus the components were combined. The confidence intervals 
corresponding to the two component model show no overlap, therefore also indicating that k = 2 for the 
annual S1DS series. 
The corresponding NPMLE for the two component model is 
P = (10.43 28.51). 
0.48 0.52 
(2.25) 
P, above, shows that the two components occur with approximately equal weighting, the first having a mean 
S1DS per year estimate of ).1 = 10.43 (95% C1: 8.08, 13.86) whilst in the second component the mean SIDS 
per year is nearly three times as much with '\2 = 28.51 (26.26, 30.85). Figure 2.5 shows the results of the 
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k=3 
12.96 0.35 (10.4415.54) 
28.51 0.52 (26.26-30.85) 
k=2 10.43 0.48 (8.08-13.86) 
28.51 0.52 
Table 2.4: Parameter estimates and corresponding bootstrap confidence intervals for k = 2 and k 3 
component models for the annual SIDS series . 
••••• 00000000000000000 •••••••••• 
Figure 2.5: Posterior Bayes classification of the annual SIDS data. ( It >- 10.43; 0>- 28.51). 
posterior Bayes classification, with the observations belonging to the first component represented by a solid 
circle. Two change points are clearly shown at 1972 and 1989. 
Analysis for both the summer and autumn series found that one component was sufficient to fit the data 
(implying homogeneity) (summer: >- = 1.21 (1.02, 1.40) autumn: >- 1.50 (1.33, 1.66)), whilst winter and 
spring were best modelled with two components (winter: >-1 2.47 (1.04, 3.92), PTl 0.17, >-2 = 8.47 
(6.20,10.37), PT2 = 0.83; spring: ~1 = 1.47 (0.97,4.23), PTl 0.05, >-2 5.65 (4.48, 6.94), PT2 0.95). The 
posterior Bayes classification for the winter temporal series highlighted identical change points to that found 
in the annual series (1972 and 1989), but only the later change point was identified in the spring data. 
2.4 Change Points in the SIDS per 1000 Live Births Series 
The SIDS rate series, SIDS per 1000 live births (SIDS/I000LB) was also examined for significant change 
points. The number of infants born did not remain stable over the study period (see Chapter 5, and Figure 
5.2 for a discussion on the profile of births in Canterbury over this timeframe), and therefore may affect the 
location ( or significance) of the change points found in the SIDS series. Figure 2.6 presents the SIDS/lOOOLB 
along with the pure SIDS counts, at an annual level for the years 1968-1999. The series have similar 
profiles, with the peaks and dips that occur in the SIDS series, reflected in the SIDS/lOOOLB series. 
The three change point methods presented in the previous sections were rerun using the series SIDS per 
1000 live births. At an annual level, the change points identified in the SIDS/1000LB series were identical 
to those previously noted in the SIDS series, that is 1972 and 1989. At a monthly level, change points were 
identified at very similar points in time for the SIDS/lOOOLB series to those previously found. A comparison 
of monthly change points for the SIDS and SIDS/lOOOLB series is given in Table 2.5 below. 
The series SIDS/NAR was also tested at a monthly level, where N AR represents the number of infants 
at risk of SIDS in anyone month (see Chapter 5 for full details of this variable), via the block bootstrap 
change point method. Change points were identified in the same months to those found in Table 2.5, for the 
SIDS/IOOOLB series. 
CHAPTER 2. IDENTIFYING CHANGE POINTS IN THE SIDS SERIES 54 
co 
5 ...l 
o 
o 
o . .., 
---
en 
J Ci (j) 
Figure 2.6: Annual SIDS profile with SIDS/lOOOLB, Canterbury 1968- 1999 (* SIDS, * SIDS/1000LB) 
Series 
sms per mouth 
SIDSj1000LB per month 
(Block-bootstrap test stat.) 
Change points 
June 1990 February 1973 
May 1990 December 1972 
B; = 3.46 B; = -3.41 
(PT' = 0.999) (pT' = 0.004) 
Table 2.5: Change points idellt.ified in monthly series (wit.h corresponding test. statis tics and p-values for the 
SIDS/ lOOOLB series). 
2.5 Description of Three Temporal Periods 
The three methods utilised to locate change points in the SIDS series returned similar results: two signif-
icant change points were consistently identified , loca ted at 1972 and 1989. This effectively partitions the 
chronological profile of Canterbury SIDS counts into three distinct periods, namely 1968- 1972, 1973- 1989, 
and 1990- 1999. Table 2.6, and Figure 2.7, present the mean number of SIl)S per period, at both an annual 
level, and by seasons. 
Table 2.6 shows that Period 2 has the highest mean number of SIDS per year. At 28.6 per year, this 
is nearly double the mean number of SIDS per year in Period 1 (16.0 per year) and more than t riple the 
mean number of SIDS per year in P eriod 3 (9.1 per year) . These trends are shown graphically in Figure 2.7. 
Interestingly, the number of SIDS in Period 3 is much more variable than those in Period 1, even though 
more SIDS were recorded in Period 1. This is reflected in the standard deviations of the number of SIDS 
per year which were 1.9 and 3.5 for Period 1 and Period 3 respectively. 
Figure 2.7 shows that. at a seasonal level, summer SIDS numbers remain reasonably stable across the 
thrce periods, with only a small increase in the mean number of SIDS in Period 2. In contrast, winter SIDS 
numbers follow the trends seen in the annual series. Here, P eriod 2 has the highest number of SIDS per 
year, double those in Period 1, and more than four times the mean number of SIDS in Period 3. 
Figure 2.7 also clearly highlights the season pattern evident in the SIDS series, where on average, wint.er 
has the highest number of SIDS, and summer the lowest. . Spring and autumn record similar SrDS rates, 
though spring records slightly more deaths than autumn in Period 1 and Period 2. This seasonal pattern is 
prominent in both Period 1 and Period 2 in Figure 2.7, but the mean number of SIDS per year, per season, 
in Period 3 is very similar; the highest rate (2.7 SIDS per year) was recorded in spring, and the lowest rat.e 
(1.8 SIDS per year) was recorded in autumn. 
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Period 1 P eriod 2 Period 3 
1968- 1972 1973- 1989 1990- 1999 
Annual 16.000 28.647 9.100 
(1.871 ) ( 4.513) (3.479) 
Summer 2.500 3.900 2.100 
(1.000) (1.919) (1.729) 
Autumn 3.200 6.412 1.800 
(1.:304) (2.09:3) (1.874) 
Winter ri.600 1LOOO 2.500 
(2.074) (2.121) (2.:321 ) 
Spring 4.400 7.412 2.700 
( 1.:342) (2.123) (2.406) 
Table 2.6: Mean numbers of SIDS per period (st.andard deviat.ions), at both annual and seasonal levels. 
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Figure 2.7: Mean number of SrDS per period, at. both annual and seasona l levels (* a nnual, * summer, 
autumn, winter, spring). 
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Period 1 Period 2 Period 3 
No. SIDS No. Months % Months No. Months % Months No. Months % Months 
0 13 22% 30 63 53% 
1 26 43% 39 19 % 34 28% 
2 13 22% 49 24% 14 12% 
3 5 8% 39 19% 8 7% 
4 2 3% 21 10% 
5 1 2% 13 6% 1 1% 
6 9 4% 
7 3 1% 
8 
9 1 0.5% 
Table 2.7: Frequency of the number of SIDS deaths per month. 
2.6 Analysis involving Period 3 
As discussed in the previous section (and Chapter 1), the incidence of SIDS has dropped dramatically in 
Period 3, post local 'back-to-sleep' campaigns. The mean number of SIDS per year in Period 3 is less than 
a third of that in the previous period (9.1 SIDS per year compared to 28.6 SIDS per year in Period 2). 
Table 2.7 shows the frequency of SIDS deaths at a monthly leveL In Period 3 53% of months recorded 
no SIDS deaths compared with 22% and 15% in Period 1 and Period 2 respectively. Yet, with a mean of 
0.76 SIDS per month in Period 3, 53% of zero occurrences is not considered overdispersed. 
Figure 2.8 presents the average number of SIDS per month for each of the three periods. Both Period 1 
and Period 2 show a strong seasonal pattern, with deaths peaking in June - August. In contrast, the number 
of SIDS per month in Period 3 remains reasonably constant, with no evidence of the classic winter peak. 
This lack of seasonality in the Period 3 SIDS profile was confirmed by the cyclicity block-bootstrap analysis 
(see Section 2.2.1). This analysis showed stable seasonal cycles up to the change point separating Period 2 
and Period 3. Poisson regression modelling of Period 3 failed to identify any significant relationships between 
the monthly SIDS series and seasonality variables (see Chapter 7 for details of Poisson regression modelling, 
and Section 3.14 for definitions of candidate seasonality variables). Exploratory analysis failed to find any 
relationship between the incidence of SIDS in Period 3 and climatic variables (as defined in Chapters 3 and 
6). 
With evidence of such sparcity of SIDS occurrences in Period 3 (just 91 SIDS over 3652 days), and a 
complete lack of seasonality in the series, the ability to identify statistically significant relationships in the 
Period 3 SIDS profile must be questioned. 
Combined with the lack of occurrences of the event of interest is the lack of variability in the Period 3 
series; more than half of the months where SrDS occurred only recorded one death. Given the low incidence 
rate, low variability, lack of seasonality and any evidence of climate relationships, Period 3 (1990-1999) will 
no longer be considered in the further analysis relating climate to the incidence of SIDS, as presented in this 
thesis. The Period 3 series is essentially a 'flat-line'; significant associations with a series lacking any profile 
cannot be identified with the statistical methods utilised in this thesis. 
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Figure 2.8: Mean monthly profile of SIDS by period (- . * .. * Period 1, 1968- 1972; 
1973~-1989 i x Period 3, 1990- 1999 ). 
2.7 Analysis of Period 1 and Period 2 data 
57 
Period 2, 
Given the significant change point in the SIDS series at 1972, this section examines the question of whether 
to model the series by 
(i) combining Period 1 and Period 2, and incorporating a dummy variable to model the period effect; or 
(ii) model the Period 1 and Period 2 data separately as two distinct time series. 
2.7.1 Profiles of SIDS in Period 1 and Period 2 
Figure 2.9 presents the annual profile of SIDS counts for Period 1 and Period 2. As discussed in Section 2.5, 
the mean number of SIDS per year in Period 2 is nearly double that of Period 1 (28.6 SIDS/year compared 
with 16.0 SIDS/year). This level-shift is highlighted in Figure 2.9. The level-shift is confirmed by the change 
point analyses t which found a significant change point at 1972 (highlighted on Figure 2.9). 
The level-shift is not the only difference between the profile of SIDS in Period 1 as compared to Period 2; 
the underlying cyclic variation in the incidence of SIDS also varies between the periods. This is graphically 
illustrated in Figure 2.8, which shows the average monthly profile for Period 1 and Period 2. In Period 1, the 
highest number of SIDS occurred in late winter to early spring. In contrast in Period 2, it was late autumn 
to early winter that recorded the highest number of SIDS deaths. This difference is essentially a three month 
'shift ' in the risk profile of SIDS, between the two periods. 
According to bioclimatic models involving the Southern Oscillation index (ENSO) (Wolter & Timlin, 
1998), Period 2 has been identified as a generally warmer and dryer period than Period 1 (A. Zeevi and R. 
tThe change point analyses are all based, in some form, on the number of SIOS before and after the change point. 
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Figure 2.9: Profile of the annual number of SIDS in Canterbury, 1968-1989. 
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Meir and R. Adler, 1998). The observed three month shift in the risk profiles of SIDS (Figure 2.8) could 
possibly be explained by these different "climates" across periods. For example, the early peak in SIDS 
risk occurring earlier in the year in Period 2 could be a result of the early accumulation of heat, leading to 
hyperthermia. 
2.7.2 Modelling Options 
Given the level and seasonal shifts in the profile of SIDS in Period 1 and Period 2, three modelling options 
are considered as follows: 
Modell: SIDS rv season + climate + [correlated] error 
Model 2: SIDS1 ru seasonl + climatel + [correlated] errorl 
SIDS2 rv season2 + climate2 + [correlated] error2 
Model 3: SIDS rv season + climate + period + season*period + cli-
mate*period + [correlated] error + [correlated] error*period. 
Models 1 and 3 are extremes, while Model 2 is a data driven compromise between them. Modell pools 
the data across time periods, assuming a constant seasonal profile. The presence of the level and seasonal 
shift in the SIDS data indicates that quite different profiles exsist between the two periods, casting serious 
doubt on the validity of Model l. 
Model 2 fits independent models to each of the periods. Model 3 is analogous to Model 2 above, and 
allows for heterogenous error structures across the periods, whilst modelling the two period profiles together. 
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If Model 3 cannot be reduced in any form, it can be assumed that no information can be shared by the two 
periods of data. Hence, fitting independent models of the form given in Model 2 would be appropriate. 
It is assumed that 'Period' is a random effect. In the epidemiology literature, random effect models for 
incidence of air pollution with hospital admissions, where hospitals are viewed as random effects (REF), is 
typical of meta-analysis studies where treatments are compared across different centers (Brown & Prescott, 
1999). The periods are viewed in an analogous way. Generalised linear mixed models, which incorporate 
random effects, are therefore used to fit Model 3, and for comparison. 
2.7.3 Examining Modelling Options with Mixed Models 
A generalised linear mixed model (GLMM) is fitted to the monthly sms data to examine Model 3 against 
Model 2 above. GLMMs extend generalised linear models (see Section 6.1.1, page 113) to include random 
effects, random coefficients, and covariance patterns (McCulloch & Searle, 2001). It is assumed that the 
monthly SIDS counts follow a Poisson distribution (see Chapter 6 for further details). 
The GLMM fits a model of the general form below. Let Yi,j denote the number of SIDS in the ith month 
and the jth period (j = 1,2, i 1, ... , nj, nl = 60, n2 = 204). Then 
Y · . rv Poisson(II' .) 1-)J • t""l,1 
log(l/.· .) = x' . r.t + U· 1""1,1 l,)iJ J 
Uj rv iid N(O, O'~), (2.26) 
where ILj is the period specific mean, Xj the matrix of covariates, f3 the vector of regression coefficients and 
Uj the period specific random effects. This model uses a log link and normal distribution for the random 
period effects Brown & Prescott (1999). 
The mixed effect model was implemented using the GLIMMIX macro in SAS (SAS (R) Proprietary 
Software Release (8.01.01). The model was fitted using iteratively reweighted likelihoods (McCulloch & 
Searle, 2001). Random intercepts and period effects (modelling a level shift in the incidence of SmS) were 
allowed for, alongside period-specific autoregressive (AR) error structures. Interactions between the period 
effect and seasonality measures and with climate variables were also examined. This permitted differential 
seasonality structures and climatic factors between Period 1 and 2. 
Table 2.8 presents one such mixed model (chosen for illustration purposes), containing north-west wind 
velocity and dewpoint based climate variables, alongside seasonality and N AR (see Chapter 3 and Chapter 
6 for full details on variable derivations and definitions). This model contains a significant period effect 
(p = 0.001), confirming the base level shift in the incidence of sms illustrated in Figure 2.9. A significant 
season by period interaction (p = 0.02), was also present, highlighting that differing seasonal components 
are needed to successfully model the pooled data. This confirms the significant difference in the underlying 
seasonal profiles across periods shown in Figure 2.8. Varying climatic profiles between the two periods are 
also in evidence in the mixed model presented in Table 2.8, with significant period by climate interactions 
(p < 0.001). 
Thus Model 3, with the specific form presented in Table 2.8, cannot be reduced. Indeed the covariances 
and mean structures of the data vary across the periods; different time series (heteroskedastic AR errors), 
and different climate and seasonal components are required in the model. It is therefore correct to fit separate 
models, of the form given in Model 2, to each periodt . In fact, the longer time profile in Period 2 (seventeen 
years compared to five years in Period 1), combined with the much higher incidence rate in Period 2, would 
result in Period 2 dominating any combined analysis. 
tPersonal communication, Dr James O'Malley, Harvard Medical SchooL 
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Variable 
Fixed Effects 
NAR 
Sea..'lon sine 2!!:t.t) 
cos( 2!!:t.t) 
Period*Season (1) sine!!:t.t) 
cos(W) 
Climate NW 
Dewmax(max) 
Random Effects 
Intercept 
Period (1) 
Period (2) 
Period*Climate NW (1) 
NW (2) 
Dewmax(max) (1) 
Dewmax(max) (2) 
0.04 (0.02) 
-0.32 (0.07) 
-0.49 (0.07) 
-0.01 (0.17) 
0.39 (0.17) 
1.43 (0.71) 
0.01 (0.01) 
0.02 (0.005) 
-0.02 (0.005) 
0.02 (0.005) 
-0.02 (0.005) 
0.02 (0.005) 
-0.02 (0.005) 
0.02 (0.005) 
Table 2.8: Mixed model results for the years 1968-1989. 
Period 1 (1968--1972) 
Period 2 (1973-1989) 
Period 3 (1990-1999) 
Survival model 
SIDS cycle (days 
between SIDS) 
40.8 (24.5, 82.8) 
11.6 (8.5, 15.4) 
66.2 (32.8, 142.4) 
Block bootstrap 
model 
Mean SIDS rate/month 
1.3 (1.2, 1.5) 
2.4 (2.2, 2.6) 
0.8 (0.6, 1.1) 
Mixture model 
Mean SIDS rate/year 
(95% CI) 
10.4 (8.1, 13.9) 
28.5 (26.3, 30.9) 
10.4 (8.1, 13.9) 
Table 2.9: Method and period specific summary statistics. 
2.8 Summary and Conclusion 
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Three distinct methods of looking at the change point problem gave analogous results when applied to 
1968-1999 SIDS data. Change points were located at 1972 and 1989, effectively partitioning the series into 
three periods. All analysis in this thesis will therefore incorporate these periods. 
Table 2.9 summarises, by period, the main statistics found for each method. All parameters show the 
same general trend for SIDS numbers, namely that the middle period has at least twice as many SIDS 
occurring as the other two periods. The Survival method and Block Bootstrap method both show a slight 
decrease in SIDS numbers for the most recent period as compared with the first period. 
The Survival analytic method, as a time to event analysis, accounted for the conditional time aspect 
of the series. Change points were defined as points of significant change in terms of hazards or SIDS 
cycles. The Block Bootstrap method used different definitions of the discriminating statistic to locate 
change points, and resulted in both the mean SIDS per month, and an estimated sample autocorrelation, 
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before and after the change points. The Mixture method of identifying change points assumed an underlying 
heterogeneity in the SIDS series. The distinct groupings were translated into a partitioned temporal map 
via a posterior Bayes classification. Of the three change point methods utilised, the Block Bootstrap method 
was the only method that accommodated the complete monthly SIDS time series, in that block sampling 
replicated the annual fluctuations in the series. Both the Survival and Mixture methods became insensitive to 
locating significant change points in the presence of within year seasonal fluctuations. The Mixture analysis 
specifically accounted for the discrete nature of SIDS with its assumption of Poisson counts. 
An advantage of all three methods is that no change point needs to be pre-specified or known a priori. In 
essence, the methods scan over the complete time series looking for possible points of change. It is of interest 
to note that the change point at 1989 coincides with the back-to-sleep campaigns discussed in Section 1.7 
(page 18). Visually, a sharp drop in SIDS numbers corresponding to this point has already been noted in 
Figure 1.9 (page 19) and Figure 2.1. The change point methods statistically confirm this visual observation. 
Given the low incidence rate, low variability, lack of seasonality and any evidence of climate relationships, 
no further analysis will be performed with respect to relating climate to the incidence of SIDS in Period 3. 
Identification of statistically significant seasonal trends, and other climatic patterns cannot be successfully 
achieved when the SIDS death series lacks any profile. 
Chapter 3 
Logistic Regression Analysis of Daily 
SIDS Counts 
Summary climate variables, ranging from temperature to wind chill, were introduced, defined and described 
in Chapter 1.8. This chapter examines these measures, at a daily level, in relation to SIDS occurrences in 
Canterbury. This is a preliminary analysis, with the overall aim of reducing the many potential covariatf'B 
to a subset of variables, excluding those with no' obvious relationship to SIDS. A secondary aim of this 
analysis is to begin to obtain an understanding of the complex relationship between SIDS and climate. This 
is achieved by examining trends, patterns and influences within those climate variables identified as being 
related to the incidence of SIDS. This initial analysis is completed using logistic regression on SIDS and 
climate data recorded at a daily level, with each period analysed separately (Period 1, 1968~1972 and 
Period 2, 1973-1989). Period 3 was not included in this analysis, as it was shown in Chapter 2, Section 2.6 
that SIDS deaths in Period 3 occur at random time intervals. 
The first step is to examine the varying seasonality indicators, including sinusoids and climate based 
moving averages (as defined in Section 1.8.14, page 39), to determine which measure .'best' describes the 
annual cyclic fluctuations that occur within the SIDS series. Both predictive ability and complexity of the 
variable are taken into account when defining the 'best' measure and forming a baseline model. Full details 
of this seasonality analysis follow in Section 3.2. 
Each climatic variable is then examined individually at a univariate level for any potential relationship 
with SIDS, over and above the baseline model of an intercept and seasonality measure. The main aim at this 
stage of analysis is to eliminate variables that are not significantly related to SIDS. Climatic variables that 
are found to be related to the incidence of SIDS, over and above seasonality, will then be incorporated into 
a multivariate model relating SIDS to climate. This multivariate analysis is completed in Chapter 4, where 
principal component analysis is utilised to eliminate collinearity issues arising from the strongly interrelated 
climate measures. Potential problems due to serial correlation will be dealt with as the final step of the 
model building process in Chapter 4 by, when necessary, incorporating autoregressive terms into the model. 
All analysis of the daily SIDS data is completed using logistic regression methods. The binary outcomes 
are days where at least one SIDS death occurred, and days with no SIDS deaths. Dichotomising the daily 
SIDS outcomes in this way incurred a minimal information loss: two of the 1827 days in Period 1 had two 
SIDS recorded (0.1%) and in Period 2, twenty of the 6209 days had two SIDS recorded (0.3%). Only one day 
in the complete study period had three SIDS deaths (the maximum number recorded), which occurred in 
September 1995. Full details of statistical methodology is given in the following section, with an overview of 
significant climatic relationships identified presented in Section 3.4. A complete description of all significant 
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results found using logistic regression modelling is presented in Appendix C. 
3.1 Logistic Regression 
The overall aim of this study is to locate the best fitting, yet meteorologically sensible model to delineate 
the relationship between SIDS and one or more climatic variables. This involves finding a balance between 
model complexity and interpretability. As with any analysis where the aim is to relate a response variable 
to a set of independent variables, regression methods are an important tool. 
Logistic regression is a standard regression technique employed to model binary response data. It has 
been widely applied in medical and epidemiological fields, such as the development of post-operative liver 
failure (Kokudo et al., 2002), presence or absence of domestic violence (Jewkes et al., 2002), insemination 
status of malaria control mosquitoes (Okanda et al., 2002) and occurrence of childhood cancer (Okcu et aI., 
2002). 
The general principles used in linear regression modelling are applied in logistic regression. A brief 
outline of the model and estimation methods is described below. Detailed coverage of logistic regression can 
be found in many textbooks, for example Hosmer & Lemeshow (2000) or Harrell (2001). 
3.1.1 The Logistic Regression Model 
Let Vi denote the ith response variable: Vi = 0 or i. In this study this corresponds to 
{
o days with no SIDS deaths 
Vi 
1 days where at least one SIDS occurred 
(3.1) 
with i 1, ... , n (n = total number of days within each study period). Let y represent the vector of 
responses [V1,V2, ... ,Vn]', let X denote the matrix of climatic covariates, Xi = [1,X1i,X2i, ... ,Xkil', where 
there are a total of k (independent) covariates. 
The logistic regression model is then defined in terms of the probability that Yi = 1, given Xi, with the 
form given by 
exp(xi/3) 
?T(Xi) = E(Yilxi) = 1 + «(3)' exp Xi (3.2) 
where (3 = [130,131, ... ,13k]', the vector of regression coefficients. Equation 3.2 is the conditional mean of the 
logistic regression model, and as ?T(Xi) is a probability, it is formulated to avoid fitting probabilities outside 
the range of zero to one. The conditional distribution of the response variable is 
(3.3) 
That conditional on Xi, Yi is distributed Binomially with probability ?T(Xi)' 
The logit transformation of ?T(Xi) is given in equation 3.4 below, 
[ 
?T(Xi) ] log () = xi(3. 1 -?T Xi (3.4) 
This transformation is the canonical link function for logistic regression and it describes the relationship 
between ?T(Xi) and the covariates in the linear predictor. This monotonic functional form of the probability, 
given by the conditional mean, implies that logit[1T(xiJ] is linear in x. This is important, as the transformation 
results in the model having many covetable properties of the standard linear regression model. 
CHAPTER 3. LOGISTIC REGRESSION ANALYSIS OF DAILY SIDS COUNTS 64 
3.1.2 Fitting the Logistic Regression Model 
The likelihood of the logistic regression model is defined as: 
n 
(3.5) 
;=1 
Maximum likelihood estimation (MLE) (Dobson, 2002) is used to calculate the parameter estimates in 
the logistic regression modeL The MLE procedure involves maximizing the likelihood function given in 
equation 3.5 with respect to the parameters, f3. The parameters that maximize l(f3) are then taken as the 
parameter estimates. They are denoted by i:J, and defined as the maximum likelihood estimates (MLEs). 
Computationally, it is easier to maximise the log of the likelihood (defined as the log-likelihood). This is 
given by 
n 
(3.6) 
i=l 
n 
= I: Xif3 I: 10g[1 + exp(xd3)]. (3.7) 
y=l i=l 
Hence, parameter estimates are the values of f3 which maximize L(f3). They are computed numerically using 
an iterative weighted least squares procedure (Dobson, 2002). 
3.1.3 Interpretation of the Coefficients of the Logistic Regression Model 
After fitting a logistic regression model, which has an adequate fit, with covariates which are either statisti-
cally or contextually significant, the next step is to interpret the model. This is best achieved by examining 
the estimated model coefficients and making practical inferences, based on an odds ratio (OR). This helps 
assess the strength of the relationship between each independent covariate and the dependent variable, SIDS. 
For the model given in equation 3.4, the odds of Yi = 1, that is, the odds of at least one SIDS occurring, 
for a unit increase in the jth covariate Xj, holding all other covariates fixed, is: 
OR; = exp(Pi). (3.8) 
The corresponding 100(1 - a)% confidence interval is given by 
(3.9) 
where SE(P;) is the estimated standard error of Pi, and z~ is the normalised z statistic, corresponding to a 
1 - "i" significance level. 
3.2 Statistics for Model Comparison 
Five model fit statistics are defined below, which fall into two broad categories: log-likelihood based statistics 
and statistics based on varying definitions of model residuals. The statistics will be utilised as a basis for 
choosing between competing models to decide which model best fits the SIDS data. 
3.2.1 Log-likelihood Based Statistics 
The following three statistics are all based on the log-likelihood defined by equation 3.6, and evaluated at 
the fitted values /l 
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Deviance Log-likelihood Statistic 
Two forms of the deviance statistic are utilised in the model building process. The first, D, given in equation 
3.10 below, is used to compare non-nested models: 
D = -2L(~) (3.10) 
where smaller values of D indicate the preferred model. 
To determine the significance of an additional covariate to a model, a comparison is made between the 
values of the log-likelihood with and without the additional covariate in the model. The statistic is given by 
G = -2[L(Jor the model without variable) - L(Jor the model with variable)] 
= D[for the model without variable] - D[for the model with variable]. (3.11) 
Under the null hypothesis that f3i, the coefficient corresponding to the additional variable, equals zero, Gis 
distributed X2 with one degree of freedom (assuming a large sample size). 
Akaike's Information Criterion 
Akaike's information criterion (AIC) is a form of a,penalised likelihood statistic (Cameron & Trivedi, 1998). 
A penalty is added to the goodness-of-fit measure defined by the deviance statistic, D, in equation 3.10. This 
additional term is based on the number of parameters in the model, thereby the AIC statistic additively 
penalises for increased model complexity. The statistic is defined as 
AIC = -2L(~) + 2m (3.12) 
where m represents the number of parameters in the model. Like the deviance statistic D, smaller val-
ues of the AIC statistic denote the favoured model. The definition of the AIC statistic implies that the 
favoured model is assessed by a compromise between the number of parameters in the model and achieving 
a satisfactory model fit to the data. 
Schwarz's Criterion 
Schwarz's criterion (SC) is another form of a penalised likelihood function. As with the AIC, model 
adequacy is based on the log-likelihood and measured by the deviance statistic, D, in equation 3.10. The 
penalty imposed on this statistic is again, an addition of the number of parameters (m) in the model, though 
in this case, Schwarz's criterion scales m by the log of the sample size, n. 
SC = -2L(~) + mlog(n) (3.13) 
As previously, a smaller value of the statistic indicates the preferred model. If the sample size is greater 
than seven, the SC statistic will tend to prefer less complex models (fewer parameters) than those chosen 
by the AIC statistic (Hosmer & Lemeshow, 2000). The SC statistic is also widely known as the Bayesian 
information criterion, or BIC (McLachlan & Peel, 2000). 
3.2.2 Residual Based Statistics 
In regression analyses, residuals are defined as the difference between the outcome variable at an observed 
value and the predicted value of the outcome variable, as predicted by the regression model. With logistic 
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regression, several formulations of residuals are used to measure this deviation between the observed and 
fitted values. 
In logistic regression, the fitted values are calculated for each distinct covariate pattern, rather than 
for each of the n observations. Following the notation of Hosmer & Lemeshow (2000), the fitted value is 
defined in equation 3.14 below. Let J represent the number of distinct covariate patterns, Xj, observed in 
X, the covariate matrix. Denote the number of observations with each covariate pattern, x = Xj by mj, 
j 1,2, ... , J. For example, ml is the number of observations with the covariate pattern Xl. Among the 
mj subjects with X Xj, let Yj represent the total number of positive responses, that is, Y = 1. The fitted 
value for the jth distinct covariate pattern, iii, is then given by 
(3.14) 
Note that when at least one of the covariates in the model is a continuous covariate, it is assumed that 
J:::::; n. 
Pearson Chi-squared Statistic 
Utilising the fitted value in equation 3.14 above, the Pearson residual for the jth covariate pattern is defined 
as: 
h (Yj-ih) 
r(Yj,7r'j) = VYj(l- irj ) (3.15) 
The Pearson X2 statistic, P, is the resulting summary statistic formed by summing the Pearson residuals 
over all J covariate patterns, and is given by 
J 
P= LT(Yj)irj )2. (3.16) 
j=l 
The preferred model is indicated by lower values of P. 
Hosmer-Lemeshow Statistic 
The Hosmer-Lemeshow goodness-of-fit statistic (H L) was developed specifically for logistic regression models 
(Hosmer & Lemeshow, 1980; Lemeshow & Hosmer, 1982). It is based on a decile partitioning of the predicted 
probabilities, and then calculated via a standard X2 statistic comparing the mean predicted probability with 
the observed outcome, in each decile. 
The notation of Hosmer & Lemeshow (2000) is used to define the H L statistic. Assume the number of 
distinct covariate patterns is equal to the sample size, that is J = n. There then exist n distinct predicted 
probabilities iri , i 1,2, ... , n. Let fi: be the vector of predicted probabilities, fi: [ir1' ... , 7rnl'. The 
~I ~ 
vector II is created by ranking II in ascending order such that 7ri corresponds to the smallest iri value, and 
~ ~I 
ir~ to the largest II entry. This ranked vector, II , is then the basis of the grouping strategy used to calculate 
-..1 _I 
the HL statistic: partition II into ten groups corresponding to the deciles of II. Both the observed and 
expected frequencies can then be calculated for each decile group. 
Let c;., denote the number of distinct covariate patterns in the kth decile group. The total number of 
positive responses among the Ck distinct covariate patterns, Ok, is then 
Ck 
Ok = LYj, 
j=l 
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where Ok corresponds to the total number of positive responses in the kth group. The mean predicted 
probability, ifk is then given by 
The Hosmer-Lemeshow statistic is then defined as 
10 ~ N')2 HL = I: \~k kifk 
k=1 nk 1fk (1 1fk) (3.17) 
where n~ the total number of subjects in the kth group. 
As with the previously defined statistics, a smaller value of the H L statistic denotes the preferred model. 
3.3 Statistical Modelling Methods 
Due to the exploratory nature of the analysis, a large number of meteorological measurements are examined 
in relation to SIDS. The measures (fully described in Chapter 1.8) essentially fall into six categories: 
1. Seasonality measures, 
2. Daily summary measures including minimum, mean and maximum measures for the day of interest 
and up to a fourteen day lag, 
3. Within day effects measured by standard deviation, range and various measures of absolute hourly 
change, for the day of interest and up to a fourteen day lag, 
4. Between day effects including the difference in daily measures on both consecutive days, and between 
the day of interest and a lag of up to fourteen days, 
5. Average day effects examining the mean over past days, of up to a fortnight, 
6. Between average day effects comparing the difference between the mean daily measure on the day 
of interest and a past average. 
These variables are described fully in Section 1.8.2. 
Logistic regression analysis was performed using SAS (SAS (R) Proprietary Softwar'e Release (8.01.01)) 
through the LOGISTIC and GENMOD procedures. Odds ratios are utilised throughout the modelling 
process to aid in the understanding and interpretation of the meteorological models. Period 1 (1968~1972) 
and Period 2 (1973~1989) are examined separately. The results are reported in Section 3.4.1 and 3.4.2 for 
each period respectively, with a detailed discussion given in Appendix C. A a 0.05 significance level is 
used throughout the analysis. 
3.3.1 Seasonality 
As discussed in Chapter 1, the seasonal pattern of SIDS occurrence over time ha..'l been noted for well over 
a century (Wakley, 1855). Many methods have been employed in the published literature to measure this 
cyclic variation. These methods essentially fall into three categories: sines and cosines (Douglas et aL, 1998; 
Campbell et al., 2001), indicator variables (Campbell, 1989) and monthly summaries of various temperature 
measures (McGlashan & Grice, 1983; Schluter et aI., 1998). These seasonality measures appear to have been 
arbitrarily chosen, with little justification, or validation. 
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This section of analysis methodically examines a multitude of measures of seasonality. The measures 
include those used in the literature, along with newly derived variables based on climatic measures other 
than temperature, which is the most common climate variable used in the literature to describe the seasonal 
pattern of SIDS deaths. Climatic variables examined as potential seasonality covariates include temperature, 
wind speed, wind velocity (in the four defined directions north, south, east and west), humidity, pressure, 
dewpoint, radiation, sunshine and rainfall. 
The goodness-of-fit statistics defined in Section 3.2 are utilised to decide the best measure of the underly-
ing seasonal distribution of the incidence of SIDS. When comparing the various climatic seasonal summaries, 
only D, P and HL are examined, as the three likelihood based methods (D, AIC and SC) will rank the 
climatic candidates in the same order. This is a result of the climatic models all having the same number of 
parameters and sample size, therefore the penalty added in both the AIC and SC is constant across all the 
climatic models. 
A crude two step ranking procedure is applied to decide which candidate seasonality measure best de-
scribes the annual cyclic variation within the SIDS series: 
Step 1: The first step involves examining the various climatic measures and 
finding the best model among those. This is achieved by ranking the preferred 
models defined by each goodness of fit statistic, then summing the ranks for 
each variable. The variable corresponding to the model with the lowest rank-
sum is then taken as the best climatic measure of seasonality. 
Step 2: The second step involves the same ranking procedure, this time com-
paring the best climatic measure found in step 1 against the first and second 
order sinusoids and the month indicator variable. The variable now correspond-
ing to the model with the lowest rank-sum is chosen as the best measure of 
seasonality for the Canterbury SIDS data on a daily level. 
Results from the seasonality analysis are reported in Section 3.4.1 and 3.4.2 for each period. 
3.3.2 Daily Climatic Measures 
Candidate climate covariates that are examined in association with SIDS incidence, over and above sea-
sonality, include temperature, wind direction, wind speed, wind velocity and wind chill, humidity, pressure, 
rainfall, sunshine, solar radiation and dewpoint. Except for wind direction, solar radiation and sunshine, 
these variables are continuous and have measures defined for all the day, within day, between day and average 
variables. Table 1.3 (page 23), gives the full list of climate variables, and their corresponding abbreviations, 
used throughout this study. 
Serial correlation between the seasonality indicator and candidate climatic covariates is a potential prob-
lem, a,,"! many of the meteorological variables have their own underlying seasonal pattern. Therefore cor-
relations between all climatic measures and the seasonality indicator will be examined. In the case of a 
strong association between seasonality and a climatic measure, the climatic measure will be 'deseasoned'. 
This is achieved by subtracting the seasonal component from the climatic measure under investigation. The 
deseasoned variable will then be examined in relation to SIDS. 
In addition to being seasonally dependent, the climatic measures have the potential to be strongly 
associated with each other. Therefore initial analysis will involve creating individual regressions for each 
measure, of the form baseline model + climate variable, and examining the significance of the resulting 
modeL In the final stage of the model building process, a multivariate regression model will be created in 
such a way that the problem of interrelated covariates is resolved. This section of analysis is presented in 
Chapter 4. 
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D AlC sc P HL Rank sum 
1. Sinusoids 
sin( ~~~ ) + cos( ;~~ ) 638.26 644.26 660.79 1835.05 6.06 14 
2. Sinusoids with second harmonics 
sin( i~~ ) + cos( i~~) + sin( ~~~) + cos( ~J~ ) 636.59 646.59 674.14 1822.10 5.78 12 
3. Month indicator variable 
month(i), i = 1,2, ... ,12 627.91 651.91 718.04 1827.00 16 
4. Retrospective climatic average 
631.84 635.84 646.82 1800.69 12.62 5 
Table 3.1: Goodness of fit statistics for selected seasonality models, Period 1. 
Parameter Odds ratio 
Intercept -2.006 
Tempm.eanMA30 -0.078 (0.011) 0.925 (0.905, 0.944) 
Table 3.2: Model estimates for the seasonality model, Period 1. 
3.4 Results from Logistic Regression Modelling 
As the primary focus of this analysis section is data reduction, only a brief overview of covariate trends and 
relationships is presented. Appendix e gives a full list of the climate variables identified as being significantly 
related to the incidence of SIDS (at a = 0.05), over and above the seasonality component. These are 
presented in Tables e.1 to e.29, which detail parameter estimates, associated odds ratios and goodness-of-
fit statistics. Appendix e also provides a detailed discussion covering selection between competing variables, 
and parameter interpretations. 
3.4.1 Period 1 (1968-1972) 
Seasonality Measure 
The resulting goodness-of-fit statistics for the models corresponding to four candidate seasonality variables 
are presented in Table 3.1. The first step in the ranking process resulted in one climatic measure appearing 
best: TempmeanMA30 (the mean daily temperature averaged over the past thirty days). Within this first 
ranking step DeWmeanMA30 had a final rank sum of 10, while the rank sum of TempmeanMA30 was 9. 
Although DeWmeanMA30 was closely ranked to TempmeanMA30, it was decided to retain only the temperature 
summary as it is a more traditional measure, that has been previously applied to this data set (Schluter 
et al., 1998). 
The rank sums for the second stage of the ranking procedure are presented in the final column of 
Table 3.1. These show that the temperature measure outperforms the more contrived and mathematically 
based measures when modelling seasonality in daily sms occurrences in Period 1 (1968-1972) of the study 
period. The variable TemPmeanMA30 will therefore be retained as the daily seasonality measure for Period 
1, and used in further analysis of the relationship between SIDS and climate. 
Full parameter estimates, standard errors and odds ratios for the model combining TempmeanMA30 
are presented in Table 3.2. This model indicates that SIDS risk decreased with every l°e increase in 
TempmeanMA30. Relating this in terms of absolute SIDS risk, when TemPmeanMA30 ooe, the odds of at 
least one SIDS occurring was 0.134, just over 1 in 8 days. At Tempme.anMA30 = 5°e this risk decreased to 
0.091, one in eleven days, while when TemPmeanMA30 = 100 e the risk of at least one SIDS decreased again 
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to 0.061, approximately one in seventeen days. 
It is interesting to note that overall the retrospective moving averages of climatic summary variables 
appear to capture the underlying seasonal pattern in SIDS incidence better than the monthly summary 
variables in Period 1. Of the three daily summaries (minimum, mean and maximum), averaged over the 
seasonal period, no one outperforms the others as a seasonal measure across all the climatic variables. In 
comparing the first order sinusoid against the sinusoid with second harmonics (1. and 2. in Table 3.1), the 
more complex seasonality measure performs better when measured by both the HL and D statistics. Yet, 
when a penalty is added for model complexity, the first order sinusoid is preferred using both the AIC and 
SC. 
Climate Measures 
Temperature: Temperature measures significantly associated with the incidence of SIDS in Period 1, after 
adjusting for seasonality, essentially fell into three groups: (1) An increase in temperature on the day of 
interest (dayO) related to an increase in the risk of SIDS; (2) An increase in the variability of temperature 
a week ago, also corresponded to an increased SIDS risk; (3) SIDS risk was found to increase when the 
temperature on dayO was cooler than it had been over the past two weeks (Table C.1). For example, a 
five degree increase in TempdiffdayO-14 from O°C to 5°C, results in the odds of at least one SIDS occurring 
increasing from 0.04 to 0.06 (holding TemPmeanMA30 fixed at its mean value of 11.44). 
Wind Direction: Measures of wind direction fall into two classes: categorical measures relating to the 
predominant wind direction, and various continuous measures based around the absolute hourly change in 
wind direction. Compared with the 'mixed' wind direction category (where no one direction predominated), 
a predominantly south-westerly wind on day-1 (the day before dayO), or a week prior, related to a decreased 
risk of SIDS. In contrast, compared with the 'mixed' category, a calm day (no wind) led to an increased 
SIDS risk eight days later. A change in the variability of the wind direction over the past few days was also 
related to the SIDS incidence (Tables C.2 and C.3). 
Wind Speed: The addition of most wind speed variables to the baseline model of intercept and sea-
sonality resulted in seasonality no longer remaining significantly related to SIDS, although wind speed was 
not associated with seasonality. Generally, an increase in either wind speed itself, or the variability in wind 
speed up to one week prior to dayO corresponded to a decrease in the risk of SIDS. Also, a greater SIDS risk 
occurred when the wind speed on dayO was stronger than it had been in the past (Table C.4). 
Wind Velocity North: The strength, and variability, in the northern component of wind velocity on 
both dayO and eight days prior were related to SIDS incidence. A variety of between day measures ranging 
from dayO to a week prior were also associated with the incidence of SIDS, over and above seasonality. An 
increase in northern wind velocity on dayO from the average over the past few days related to an increased risk 
of SIDS (Table C.5). This increase in SIDS risk, with increasing N orthdiffdayO-14 is illustrated in Figure 3.1. 
Wind Velocity - South: Two sets of southern wind velocity variables were associated with the 
incidence of SIDS, after accounting for seasonality: (1) An increase in the strength of wind from the south 
a week prior to dayO corresponded to a decreased risk of SIDS; (2) In contrast, an increase in the variability 
of the southern wind velocity on dayO from what it was five days prior led to an increased SIDS risk (Table 
C.6). 
Wind Velocity - East: Of all the daily variables measuring the easterly component of wind velocity, 
only three were associated with SIDS, over and above seasonality. All related to a measure of the variability 
in eastern wind velocity, and were associated with both increased and decreased SIDS risk (Table C.7). 
Wind Velocity - West: Variables measuring the western component of wind velocity that were 
significantly related to SIDS rates, over and above seasonality, cover three broad constructs; an increase in 
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Figure 3.1: Risk of recording at least one SIDS per day, with respect to N orthdiffda1l0-14, Period 1. 
the strength of the westerly wind velocity resulted in a decreased risk of SIDS two and seven days later; 
similarly, an increased SIDS risk was associated with increased variability in western wind velocity up to a 
week prior to dayO; an association was found between SIDS incidence and the average wind velocity from 
the west over the past few days (Table C.8). For example, an increase in the average strength of the western 
component of wind velocity over the three days prior to dayO (Westmeandall-lto-3) from 10 to 20 knots, 
results in the odds of at least one SIDS occurring decreasing from approximately one in 65 days to one in 
350 days (holding TempmeanMA30 fixed). 
Wind Chill: An increase in the wind chill index on dayO corresponded to an increased risk of SIDS. In 
contrast, an increase in the variability of wind chill related to a decreased SIDS risk, after accounting for 
the seasonal component in the SIDS series (Table C.9). 
Relative Humidity: Out of all the candidate humidity measures examined in relation to SIDS on a 
daily time scale, only three variables were significantly associated with the incidence of SIDS. The three 
covariates were all measuring the variability in humidity, up to five days prior to dayO, where an increase in 
any of the variables inferred a subsequent increase in SIDS risk (Table C.10). This trend is illustrated for 
H umidstdAHCday-4-5 in Figure 3.2. 
Pressure: A number of measures of the variability in pressure were found to be significantly associated 
with SIDS, over and above seasonality (Table C.11). Essentially, these models are interpreted as: the more 
variable the pressure, the smaller the risk of SIDS. 
Rainfall: The rainfall on day - 1 was important in terms of SIDS. An increase in the intensity, or the 
variability, of rainfall on that day related to a decreased risk of SIDS. Table 3.3 gives parameter estimates 
and corresponding odds ratios for the Period 1 rainfall variables that were selected for inclusion in further 
analysis. This highlights the negative relationship between rainfall and the incidence of SIDS in Period 1. 
Full rainfall details appear in Table C.12. 
CHAPTER 3. LOGISTIC REGRESSION ANALYSIS OF DAILY SIDS COUNTS 
0.14 
0,12 
0.1 
>< 
"-' 
(~ 0,08 
0.08 
0,04 
o,o.I....-___ L-___ -'----___ -'-___ ....L. ___ --l. ____ I....-----l 
o 468 10 12 
H umidstdAHCday-4-5 (%) 
Figure 3.2: rusk of recording at least one SIDS per day, with respect to Hu,midstdAHc-4-5, Period 1. 
Variable 
Rainmaxday-l 
Rainstdday-l 
Estimate 
-0,368 
-1.558 
-1.134 
Odds ratio (95% or) 
0.692 (0.473, 1.013) 
0.211 (0.046, 0.969) 
0.322 
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Table 3.3: Rainfall variables significantly related to the incidence of SIDS in Period 1, and 
retained for futher analysis. 
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Sunshine: Only two of the sunshine variables examined were found to be significantly associated with 
the incidence of SIDS, over and above seasonality. Both variables were between day effects and implied that 
SIDS risk increased with an increasing difference in the total number of sunshine hours between days (Table 
C.13). 
Solar Radiation: After adjustment for seasonality, no relationship between solar radiation and SIDS 
incidence were identified. 
Dewpoint: A variety of dewpoint covariates were associated with SIDS, over and above the seasonal 
component. An increase in the dewpoint resulted in a corresponding increase in the risk of SIDS four days 
later. Similarly, of the many variables measuring the between day variability of dewpoint, the majority 
reflected an increased variability in dewpoint implying an increase in the risk of SIDS. Situations when the 
dewpoint on dayO is higher than it had averaged over the past fourteen days related to an increased risk of 
SIDS (Table C.14). Specifically, an increase in DeWdiffdayO-14, from -5°C to 5°C, leads to a corresponding 
increase in the odds of recording at least one SIDS from 0.03 to 0.07 per day. 
Logistic Regression with Multiple Predictors: Table C.15 in Appendix C shows the results from 
a logistic regression with multiple predictors. All 125 candidate climate variables were initially included 
in this model, and a backwards elimination procedure used to give the best fit modeL Significance was 
taken as a: ~ 0.05. The resultant model (Table C.15 shows a multi-covariate relationship between SIDS and 
climate and contains 25 climate-based regressors. Interpretation of this model in terms of a risk profile of 
SIDS incidence is impractical. Principal component regression (PCR, see Chapter 4 for details) is therefore 
used to find a reduced set of constructs to summarise the SIDS climate relationship. PCR enables the 
complete climatic structure to be examined in relation to SIDS, and potentially highlight a more detailed, 
and potentially more interpretable climate SIDS modeL 
3.4.2 Period 2 (1973-1989) 
Seasonality Measure 
Table 3.4 presents the goodness of fit statistics for the modeL'S corresponding to four candidate seasonality 
measures for Period 2. The initial ranking procedure (as described in Section 3.3.1) examined the models 
resulting from measuring seasonality via retrospective and calendar monthly averages of climatic covariates. 
The model based on TempminMA30 (the minimum daily temperature averaged over the past thirty days) was 
considered best out of all the climatic measures. This model was then compared to the sinusoid models and 
the indicator variable model. With a rank sum of ten, the model corresponding to seasonality measured by a 
first order sinusoid function was considered the best measure of seasonality to model the annual periodicity 
in daily SIDS occurrences in Period 2 (1973-1989). This variable will be utilised as the daily seasonality 
measure for Period 2 in further analysis. 
Full parameter estimates, standard errors and odds ratios for the model containing first order sinusoids 
are presented in Table 3.5. To uncouple the two parts of the seasonal sinusoid function is misleading, 
therefore interpreting the full model in terms of absolute SIDS risk showed that the SIDS risk was 0.042 in 
summer, wherea..<; in winter this probability increased nearly threefold to 0.117. 
In comparing the various measures of seasonality, it is interesting to note that when comparing the 
monthly averages against the retrospective moving averages, the deviance based statistics prefer the mov-
ing average based models, whereas the H L residual based statistic the monthly average measures. 
Differentiating between the different averages was not possible using the Pearson residual based statistic. 
No obvious differences were identified between seasonality measured via retrospective moving averages of 
climate variables, or seasonality measured as monthly averages of the climate variables. Similarly, no clear 
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D AIC SC P sum 
1. Sinusoids 
sine ~~:) + cos( ~~:) 3250.33 3256.33 3276.53 6192.44 7.17 10 
2. Sinusoids with second harmonics 
sin(~~:) + + sine i~:) + cos( ~~:) 3241.27 3251.27 3284.94 6232.51 9.11 12 
3. Month indicator variable 
month(i), i 1,2, ... ,12 3232.57 3256.57 3337.37 6209.00 16 
4. Retrospective climatic average 
Temp",;nMA30 3252.39 3256.39 3269.84 6178.93 10,44 12 
Table 3.4: Goodness of fit statistics for selected seasonality models, Period 2. 
Parameter Estimate (SE) Odds ratio (95% C1) 
Intercept -2.574 (0.051) 
sin(i~i ) -0.223 (0.070) 
Table 3.5: Model estimates for the first order sinusoid model, Period 2. 
differences were apparent between averages of minimum, mean or maximum daily measures. In comparing 
the first order sinusoid function with the sinusoid function with second harmonics, the more complex model 
was preferred by the AIC and D statistics, whereas the remaining three goodness-of-fit statistics preferred 
the simpler functional form. 
Climate Measures 
Temperature: The only temperature variables found to be associated with the incidence of SIDS, over and 
above seasonality, measured the variation in temperature, up to a fortnight ago. Essentially, an increase 
in the variation in temperature corresponded to an increased risk of SIDS (Table C.16). This relationship 
is illustrated graphically in Figure 3.3, which highlights the positive trend of increasing TemPmeandayO-14 
corresponding to a predicted increase in the risk of SIDS. 
Wind Direction: Three lagged variables relating to the predominant wind direction were found to be 
significantly associated with SIDS, over and above seasonality (Table C.17). Taking the 'mixed' category as 
the reference category, SIDS risk decrea.'led with north-easterly wind three days before dayO. In contrast, 
an easterly wind four days before dayO, or a calm day or north-westerly wind a week prior to dayO, were all 
related to an increased risk of SIDS. Table C.lS presents details of significant AHC wind direction variables. 
Wind Speed: An increase in the strength, and variability, in the wind speed on dayO were related a 
decreased risk of SIDS. For example, an increase in the maximum wind speed on dayO (WindSmaxdayO) from 
10 to 20 knots decreases the odds of recording at least one SIDS per day from 0.083 to 0.064 (holding the 
seasonal sinusoid function fixed at sin(~;~) = -0.866 and cos(~;:) 0.50, approximate values for spring). 
A variety of between day measures, ranging from dayO to a week before dayO, were also associated with the 
incidence of SIDS, over and above seasonality (Table C.19). 
Wind Velocity - North: The strength, and variability, of the northern component of wind velocity 
both a week, and a fortnight prior to the day of interest were related to SIDS incidence. An increase in 
between day measures capturing the difference in northern wind velocity from dayO to a week or fortnight 
prior corresponded to an increase in the risk of SIDS (Table C.20). 
Wind Velocity - South: Significant relationships identified between southern wind velocity measures 
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Figure 3.3: Risk of recording at least one 8IDS per day, with respect to TemPmeandayO-14, Period 2, 
and SIDS essentially fell into three groups: (1) An increase in the strength, and variability, of the southern 
wind velocity three or four days before the day of interest related to an increased risk of SIDS; (2) Between 
day measures examining the difference in southern wind velocity on consecutive days were also associated 
with the incidence of SIDS, over and above seasonality; (3) SIDS risk decreased with increased southern 
wind velocity, on average, a few days prior to dayO (Table C.21). 
Wind Velocity East: An increase in the eastern component of wind velocity corresponded to 
an increase in SIDS risk three days later, whereas, an increase in the variability in eastern wind velocity 
over the past couple of days related to a decreased risk of SIDS. Table 3,6 parameter estimates and 
corresponding odds ratios for the Period 2 easterly variables that were selected for inclusion in further 
analysis. This highlights the both the positive and negative relationships between varying easterly wind 
velocity variables and the incidence of SIDS in Period 2. 
Wind Velocity West: A decreased SIDS risk was associated with both increased strength and 
variability in the western component of wind velocity three days prior. Various between day measures were 
also significantly related to the incidence of SIDS, after accounting for seasonality, and an increase in the 
mean western wind velocity over a few days prior to the day of interest corresponded to an increased risk of 
SIDS (Table C.23). 
Wind Chill: After adjusting for seasonality, wind chill was found to have no significant relationship 
with the incidence of 8IDS in Period 2. 
Relative Humidity: The maximum relative humidity a fortnight before dayO, and various measures 
of the variability in humidity, up to six days prior to dayO, were all negatively associated with the inci-
dence of SIDS. This is illustrated in Figure 3.4, which highlights a decreased risk of SIDS with increasing 
H umidm indayO-2. 
Pressure: An increase in pressure up to a week prior to dayO led to an increase in the risk of SIDS. 
CHAPTER 3. LOGISTIC REGRESSION ANALYSIS OF DAILY SIDS COUNTS 76 
Variable Estimate Odds ratio 
0.038 1.038 (1.008, 1.069) 
East'!naxday_3 0.024 1.025 (1.007, 1.042) 
East~tddaY_3 0.076 1.079 (1.027, 1.134) 
East~angedaY_3 0.026 1.026 (1.008, 1.045) 
East~tdAHGday_3 0.141 1.151 (1.026, 1.292) 
EastmaxAHGday-1-2 -0.053 0.948 (0.911, 0.986) 
EaststdAHGdaU-1-2 -0.155 0.857 (0.737, 0.997) 
Table 3.6: Eastern wind velocity variables significantly related to the incidence of SIDS in Period 2, and 
retained for further analysis ('d' denotes variables that have been deseasoned). 
Similarly an increase in the variability of pressure up to a week before dayO was associated with a significant 
increase in SIDS risk, over and above seasonality. A decreased risk of SIDS occurred on days where the 
pressure was lower than it had averaged over the past week Crable C.25). 
Rainfall, An increase in rainfall intensity, or variability, on dayO indicated a corresponding increase in 
the risk of SIDS. Numerous variables capturing the difference in rainfall and various were positively 
associated with SIDS. For example, an increase in the difference between the maximum rainfall on dayO 
and day 1 (RainmaxdayO-l) from 0 to 10 mm, increases the odds of recording at least one SIDS from 
approximately 1 in 15 days to 1 in 8 days (holding remaining covariates fixed). In contrast, an increase in 
the average rainfall over the past fortnight related to a decreased SIDS risk. Full rainfall details appear in 
Table C.26. 
Sunshine: After adjusting for seasonality, the total hours of sunshine on dayO is negatively associated 
with SIDS risk. In contrast, a sunny day three days prior to dayO, increased the risk of SIDS. An increased 
risk of SIDS also occurred on days where there had been less sunshine than on average over the few days 
prior to dayO (Table C.27). 
Solar Radiation: Similar associations were identified between SIDS and solar radiation, as found 
between SIDS and sunshine: radiation on dayO was negatively associated with SIDS incidence; and days 
where there was less radiation than on average over the past few days was associated with a decreased risk 
of SIDS (Table C.28). 
Dewpoint: Increased dewpoint over the few days prior to dayO, or increased variability in dewpoint 
on dayO were related to a decreased SIDS risk. Specifically, a three degree increase in DeWstdAHGdayO, 
from O°C to 3°C, decreases the odds of recording at least one SIDS per day from 0.093 to 0.037. Various 
between day measures were also significantly related to the incidence of SIDS, after accounting for seasonality 
(Table C.29). 
Logistic Regression with Multiple Predictors: Table C.30 in Appendix C shows the results from a 
logistic regression with multiple predictors. All 171 candidate climate variables were initially included in this 
model, and as described in the Period 1 results section, a backwards elimination procedure used to give the 
best fit model. The resultant model (Table C.30 again highlights the multi-covariate relationship between 
SIDS and climate, and containing 35 climate-based regressors. Interpretation of this model in terms of a risk 
profile of SIDS incidence is impractical. As in Period 1, principal component regression (pCR, see Chapter 4 
for details) ) is therefore used to find a reduced set of constructs to summarise the SIDS climate relationship 
in Period 2. 
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Figure 3.4: Risk of recording at least one SIDS per day, with respect to H umidminda.yO-2, Period 2. 
3.5 Summary and Conclusion 
Logistic regression modelling of the daily relationship between the incidence of SIDS and climatic covariates 
identified various associations. The best indicator of seasonality in Period 1 was found to be TempmeanMA30, 
a thirty day retrospective average of the mean temperature. In Period 2, the variable that best described 
the annual cyclic fluctuations in the SIDS series was a first order sinusoid, calculated using an additive 
combination of both sine and cosine functions with a period of 365 days. 
The second stage of this section of analysis examined the significance of all daily climatic covariates 
individually in relation to SIDS incidence, after accounting for seasonality. As a data reduction step, this 
successfully decreased the number of climate variables from approximately 2500 to 125 distinct variables 
potentially associated with SIDS in Period 1, and a reduction to 171 distinct variables in Period 2. 
From this initial analysis, the relationship between SIDS and climate in Period 1 appears to differ from 
that in Period 2. Obvious examples of this include solar radiation, which had no relationship with SIDS, 
after adjustment for seasonality in Period 1, compared to Period 2 where it was negatively associated with 
SIDS. Similarly, wind chill was not significantly associated with SIDS incidence in Period 2, yet in Period I, 
both positive and negative associations were identified between SIDS and various wind chill measures. 
This exploratory section of analysis involved investigating a multitude of climate variables. As a result of 
this, some of the significant associations identified may be Type I errors. Rather than using the Bonferroni 
method of adjustment for multiple comparisons (Cliff, 1987), which is generally accepted as being a conser-
vative adjustment (Rothman &; Greenland, 1998), all potential covariates are retained. Further examination 
of the relationship between climate and SIDS is developed in the next chapters, where a detailed climatic 
risk profile for the incidence of SIDS is constructed. Varying time scales and methodology are used and 
these identify, with more certainty, the underlying structure of the climatic dependency of SIDS incidence 
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in Canterbury. 
Significant relationships identified in this univariate-type analysis must be interpreted with caution, as 
the weather on any day is constructed of intricate interrelationships and interdependencies between the 
individual climatic measures. Sections 3.4.1 and 3.4.2 give only a brief description of the general trends 
found as an overview of the SIDS-climate relationship. regression models with multiple predictors 
were constructed for both Period 1 and Period 2. Both models included an extensive representation of the 
available climate variables, and with 25 and 35 climate-based regressors in Period 1 and Period 2 respectively, 
practical interpretation of the model was not possible. Principal component regression is therefore used as 
a mechanism to model the daily relationship between SIDS and climate, with details presented in the next 
chapter. 
Chapter 4 
rincipal Component Regression 
Analysis of Daily SIDS Counts 
Chapter 3 initially examined approximately 2500 climate variables at a univariate level for any relationship 
with SIDS. A complete climatic profile of SIDS dependency will be constructed in this chapter using the 
125 variables in Period 1, and 171 variables in Period 2, that were identified as being significantly related 
to the incidence of SIDS .. The climate variables presented in Chapter 3, by nature of their definition, are 
naturally related. This is expected as all variables are measured at the same location, at the same time. In 
Christchurch, it is well known that a strong north-west wind in summer is associated with hot, dry days. 
In contrast, a southerly wind in winter is associated with rain and bitter temperatures. It is expected that 
on a day with a high total rainfall, sunshine hours and solar radiation measures will be less as a result 
of the cloud cover associated with rain. In turn, it is expected that, for example, the various pressure 
deviates will have some relationship as a result of deriving from the same original hourly data. Significant 
evidence of multicollinearity among the majority of the daily climate variables was identified via cross-
correlations (Chatfield, 1996). Therefore a multiple logistic regression model cannot be developed from the 
raw climate variables as they violate the independent covariates requirement. To overcome this problem 
principal component regression will be utilised. 
Principal component regression is a technique where the correlated covariates are replaced by uncorrelated 
principal components in the regression analysis. The principal components are, by definition, not correlated 
so multicollinearities do not exist between them, and the regression requirements are satisfied. 
This chapter gives a brief overview of principal component analysis, and the extension to principal 
component regression ,vith respect to the binary outcome situation presented by the daily SIDS data. Finally, 
results are presented for each period, for the multiple climatic components modelling. 
4.1 Principal Component Analysis 
Principal component analysis (PCA) is a data reduction method that aims to construct uncorrelated com-
ponents Zl,Z2, ... ,Zk, which are formed from linear combinations of k variables Xl,X2, ... ,Xk. As the 
components are not correlated, they are essentially capturing different dimensions of the original data. The 
components (known as principal components, or PCs) are arranged in descending order with respect to the 
amount of variation of the original variables each accounts for. 
Many multivariate texts present detailed theory on PCA (for example Jolliffe (2002), Cliff (1987) or 
Harman (1976)); the following outline utilises the notation of Manly (1986). 
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Let X be the n x k matrix of climatic variables to be incorporated into the PCA, where n is the sample 
size for each period and k the number of climatic measures. The ith principal component (i = 1, ... , k) is 
by the following combination of the variables Xl, X2, ... , Xk, 
(4.1) 
where 
(4.2) 
The component loadings, aij, are calculated by maximizing the variance of Zi. Without the constraint in 
equation 4.2, simply increasing any of the component loadings leads to an increase in the variance of Zi. 
Define C as the sample covariance matrix of X, then principal component analysis simply involves 
calculating the eigenvalue (Ai) eigenvector (ei) pairs of C. This results of the following relationships: 
Variance of Zi Ai 
Component loadings ai ei (4.3) 
To eliminate the possibility of one variable unjustifiably influencing the PCs, the variables Xl, X2, ... ,Xk, 
are normalised to have zero mean and unit variance at the outset of the analysis. 
To aid in the practical interpretation of the PCs, the matrices of PC loadings are often rotated. The 
general idea behind rotating is to have the original variables loading high on one component, and low on 
the others, while maintaining the orthogonal structure of the components. Those variables that correspond 
to high component loadings on a rotated component are then considered to define the structure of that 
particular component. 
The most widely used rotation method is varimax rotation (Cliff, 1987), which uses an orthogonal compo-
nent rotation. The following varimax criterion is maximised by rotation of the matrix of component loadings 
(aij) (Harman, 1976). The varimax criterion is given by 
v 
mn m(n)2 
n i=l ~ (aij)4 - t; ~arj (4.4) 
where m is the number of components that are rotated. 
As the primary aim of PCA is to generate a reduced set of uncorrelated components, which account for 
a large proportion of the variation in the original data set, a subset of size m of the k PCs are retained for 
rotation, interpretation and subsequent regression analysis. Many methods have been proposed to choose m, 
ranging from formal tests of hypotheses (Kim & Mueller, 1978), to subjective choices based on interpretability 
of the rotated components (Cliff, 1987). Three basic methods are utilised in this section of analysis, as the 
data will be reduced further in the PC procedure in Section 4.2. The methods for choosing mare: 
Method 1: Retain only ZiS such that the proportion of variance explained by each component (var(Zi)) is 
greater than or equal to 0.01. 
Method 2: Retain m components where m is the smallest number of ZiS that 2::'1 var(Zi) ~ 0.90. 
Method 3: Retain m ZiS, where m is defined as: 
m 
total weighted variance 
k 
CHAPTER 4. PRINCIPAL COlvIPONENT REGRESSION 81 
4.2 Principal Component Regression 
Principal component regression (PC regression) is a method for dealing with a dataset containing strongly 
related variables. Instead of using the original (correlated) variables as covariates in a regression analysis, the 
principal components of the original data are calculated, and then these (uncorrelated) PCs are substituted 
as the independent variables for the regression. 
In the case of linear regression, if all k PCs are incorporated into the analysis, the resultant regression 
model is the same as that obtained by least squares (Jolliffe, 2002). Jolliffe (2002) presents the theory for 
PC regression in the linear regression situation. This has been adapted for the case of the binary outcomes 
of sms or no SIDS days, as required for this section of analysis. 
The logistic regression model was presented in Chapter 3, equation 3.2 (page 63). Let X* denote the 
matrix of normalised climatic covariates, xi = [xli"") xkil', where there are a total of k covariates. The 
logit transformation in terms of 1f(X*) is then 
1f(X*) 
10git[1f(X*)] = 10g[1_ 1f(X*)] X*(:J. 
The matrix analogue of equation 4.1, the PCs, is 
Z=X*A 
(4.5) 
(4.6) 
where the ith column of Z is Zi as defined in equation 4.1, and A is the (k x k) matrix of component 
loadings. A is orthogonal, as it consists of normalised eigenvectors, derived from the sample covariance 
matrix, therefore 
X* (:J = X* AA' (:J = ZI 
where 1 A'(:J. Equation 4.5 then becomes 
10git[1f(X*)] = ZI 
which 
* exp(ZI) 
1f(X ) = -1 +-----=-ex-'-p-"(Z'-'-I-'-) 
(4.7) 
(4.8) 
(4.9) 
This is simply equation 4.5 with the climatic covariates substituted by their corresponding principal com-
ponents in the regression model. PC regression is also defined for the reduced model, with m 
components retained, as follows: 
1f(X*) = exp(Z"'I",) . 
1 + exp(Z"'I",) 
where 1m and Z'" are the corresponding subsets of 1 and Z respectively. 
The statistics defined in Section 3.2 (page 64) will be utilised to identify the best model. 
4.3 Assessing the Fit of the Model 
(4.10) 
After completing analysis via PC regression, and having identified the best model to relate SIDS to climate 
components, the model needs to be examined for its appropriateness and adequacy in terms of how effectively 
it describes the incidence of SIDS. To completely assess the adequacy of the model both calculation of 
summary measures of overall model fit and examination of the contribution of the individual observations 
need to be considered. 
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4.3.1 Overall Model Fit 
Goodness-of-fit Tests 
Two of the statistics introduced for model comparison (Section 3.2, page 64) are utilised as a way of formally 
testing for the overall fit of the candidate model, namely Pearson's X2 statistic, P (equation 3.16, page 66), 
and the Hosmer-Lemeshow statistic, HL (equation 3.17, page 67). 
Pearson's X2 Statistic 
Under the null hypothesis that all aspects of the fitted model are correct, the distribution of P should be 
(4.11) 
where J is the number of distinct covariate patterns and p is the number of parameters in the model. 
Unfortunately, this does not hold when J ~ n (Hosmer & Lemeshow, 2000). Osius & Rojek (1992) presented 
a large sample normal approximation for the distribution of which involves the following procedure, as 
detailed in Hosmer & Lemeshow (2000, pg. 153). This allows P to be utilised as a statistic for testing the 
null hypothesis of adequate model fit. The normal approximation is given for the situation when J ~ n. 
1. Retain the predicted probabilities (fitted values) from the model, denoted as itj , j 1,2, ... , n. 
2. Create the variable IIj itj (1 - itj ), j = 1,2, ... , n. 
3. Create the variable Cj j = 1,2, ... ,n. 
4. Compute the Pearson chi-square statistic shown in equation 3.16, that is, 
n ( A )2 
P = "'" Yj rej 
L,; II-j=l J 
5. Perform a weighted linear regression of C on X, the model covariates, using the weights II. Let RSS 
denote the residual sum-of-squares from this regression, that is, 
6. Calculate the standardised statistic 
n 
RSS = E(Cj Cj? 
j=l 
[P- (n-p 1)] 
Z = "----'-===----'-..::. 
VRSS 
7. The two-tailed p-value for z can then be calculated using the standard normal distribution, and the 
null hypothesis (that all aspects of the fitted model are correct) can be formally tested. 
Hosmer-Lemeshow Statistic 
Under the same null hypothesis assumption of the fitted model being correct, the distribution of the HL 
statistic is 
HL 2 _ 2 rv Xg -2 - X8' (4.12) 
The degrees of freedom g - 2 correspond to eight in this case, as the data have been partitioned into g 10 
groups, corresponding to decile rankings. 
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Predictive Ability of the Model 
A second way of examining model adequacy is to look at the classification from the fitted model, that 
is, the predicted outcome of SIDS or no SIDS days in comparison with the observed outcomes. This is 
dependent on a cut point, c, where if 
fh = 0 (day where no SIDS occurred) 
Yj 1 (day where at least one SIDS occurred). 
As previously, frj is the predicted probability (or fitted value). The classification accuracy is quantified by 
sensitivity (the probability of predicting a day where SIDS occurred given a SIDS did actually occur) and 
specificity (the probability of predicting no SIDS given that no SIDS actually occurred on that day) (Taube, 
1986). The ROC (Receiver Operating Characteristic (Hosmer & Lemeshow, 2000)) curve plots the sensitivity 
against the compliment of the specificity (1 - specificity) over all possible cut points. The area under the 
ROC curve also provides a description of the accuracy of the classifications from the fitted modeL The area 
values range from zero to one, and measure the likelihood that a day where at least one SIDS occurred will 
have a higher value for P(y = 1)) than a day where no SIDS occurred. Hosmer & Lemeshow (2000, pg.162) 
provide a general rule for the discriminative ability of a fitted model for various ROC values: 
If ROC = 0.5: this suggests no discrimination. 
If 0.7 ~ ROC < 0.8: this is considered acceptable discrimination. 
If 0.8 ~ ROC < 0.9: this is considered excellent discrimination. 
If ROC) 0.9: this is considered outstanding discrimination. 
4.3.2 Residual Diagnostics 
The second of assessing the model fit involves examining the contribution to the model of the individual 
observations looking for influential or poorly fitted values. This is achieved graphically by examining various 
residual based measures plotted against the predicted probability, frj. 
Pearson Residuals Against the Predicted Probability 
An initial plot of the Pearson residuals (equation 3.15, page 66) against frj is examined for any obvious 
discrepancies or unusual patterns. 
Influence of the jth Observation 
Two further plots, based on statistics that examine the effect of deleting the jth observation on both 
the model parameters, and the overall goodness-of-fit measures, are utilised to highlight any influential 
observations. 
I:::.P against fr 
Given that the number of distinct covariate patterns J f'::j n, the Pearson chi-squared statistic that results 
from the deletion of the xjth observation is given by 
T~ 
I:::.Pj = 1-\' 
J 
( 4.13) 
where Tj is the Pearson residual given in equation 3.15 (page 66) and 
( 4.14) 
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Here xj [1, Xlj, X2j, ... , Xpj] is the vector of covariates corresponding to the jth observation and V is an 
nxn diagonal matrix with the jth diagonal Vj = *(xj)[1 *(Xj)] (Hosmer & Lemeshow, 2000). In the plot 
of t::.P against *, observations that have not been well fitted are usually highlighted by points lying in the 
top corners of the plots. 
t::.j3 against 1i' 
The change in value of the model parameters, (3, when the xjth observation is deleted is the standardised 
difference between 13 and j3(-n (Hosmer & Lemeshow, 2000). That is 
t::..j3j = (13 - j3(_n),(X'VX)(j3 
rJhj 
(l-hj )2' 
Outlying values of t::./1, in the plot of t::./1 against 1i', are noted as possible influential observations. 
Autocorrelation Function 
(4.15) 
The final stage of the residual diagnostics comes as a result of the time series nature of the data that is being 
modelled. Due to this time dependency, serial correlation, otherwise know as autocorrelation, may occur in 
the residuals, implying that they are not independent. Again, a graphical analysis is utilised, in this case 
plotting the autocorrelation function (ACF). The ACF is given by 
()_ ,(1') 
P l' - ,(0) (4.16) 
where ,(1') =cov[r(t),r(t + 1')] is the auto covariance coefficient at T. The ACF is a measure of the 
correlation between residuals ret) and r(t + 1'). The ACF is then plotted against the lag T. When visually 
inspecting the ACF plot, any deviations from a purely random series are highlighted by values outside the 
range ± )n, that is, extreme values (Chatfield, 1996). 
4.4 Statistical Modelling Methods 
Both the principal component analysis and subsequent PC regression were completed using SAS (SAS (r) 
Proprietary Software Release (8.01.01)), with the FACTOR and LOGISTIC procedures used respectively. 
The results from the PCA and subsequent modelling are presented separately for Period 1 (1968~1972) 
and Period 2 (1973~1989). Neither wind direction nor wind chill were included in the PCA, but were 
incorporated in their original climatic state in the final modelling stages. 
The climate variables included in the PCA were those that were found to be significantly related to the 
incidence of SIDS, over and above seasonality, at an a ~ 0.10 level of significance. This level was chosen 
as a way of including all climate variables potentially related to SIDS rates in further analysis, while still 
reducing the initial dataset of approximately 2500 climatic covariates to a manageable number. A complete 
llst of the climatic variables included in the PCA appears in Table D.l (Period 1) and Table D.2 (Period 2). 
4.5 Results 
For improved readability, detailed presentation of the PC sets for both Period 1 and Period 2 have been 
presented in Appendix C (Tables C.3 - C.9). In these tables, coefficient loadings are presented only for those 
variables that load highly on a particular PC (where ai ~ 0.30). For this reason not all the climate variables 
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PC2 Temperature, Wind vt'!JocUy (North, East, West) 0,033 0.827 
pea Wind velocity (SouthJ West) 0.031 0.658 
PC4 Wind speed 0,030 0.B88 
PCS Wind velocity (North, East, Wast), PrQssure 0.026 0.714 
pca Wind velocity (South), aatn 0.021 0.735 
PC7 Wind velocity (North) 0,017 0.752 
PCS Wlnd velocity (South, West)!, PI':GBSUrO, anin 0.016 0.768 
PCg Wind npoed 0.015 0.783 
PCI0 Wind spoed 0.013 0.796 
PCIl Wind direction 0.012 0.808 
PC12 Wind direction 0.011 0.B20 
PCl" Wind diredlon 0.010 0.830 
Table 4.1: Details of 13 rotated components (Method 1, Period 1). 
appear; some variables have minimal effect on the PC. Similarly some gaps appear in the tables; although a 
variable may weight highly on PCi , its loading on PCj may be negligible. 
The cutoff of 0.3 was chosen as it was felt that a loading smaller than 0.3 would mean that the corre-
sponding variable makes only a very small contribution to the PC while large loadings imply an important 
contribution to the definition of the PC structure. Cutoff values of 0.3 to 0.7 are presented in the literature 
(for example see Thanasoulias et al. (2003); Thompson et al. (2004); Egan & Angus (2004); Sadeghi (2003»). 
It is important to note that PC scores (as used in PC regression) were calculated using the loadings from 
all the variables, and that Tables C.3 to e.9 are presented as an aid to understanding the underlying PC 
structures. 
4.5.1 Period 1 (1968~1972) 
The methods used to determine the number of Period 1 climatic PCs to retain and rotate concluded 13, 23 
and 16 components were required using Methods 1, 2, and 3 respectively (Section 4.1). Tables 4.1 to 4.3 
present a summary of the variables with high component loadings (aij ~ 0.30), for each number of rotated 
components. 
The first three components in each set of PCs consist of the same structure, namely wind speed and 
dewpoint for PC1 (accounting for 59% of the variance explained), temperature, and north, east and west 
wind velocity for PC2 (3% of the explained variance) and wind velocity from the south and west for PC3 
(3% of the explained variance). The fourth component (wind speed) is also common between the 13 and 16 
rotated PCs. Other similarities across component structures include the last three PCs from each method 
being defined by wind direction variables, and the set of PCs from each method containing at least three 
distinct components defined by wind speed alone. Tables D.3 to D.5 in Appendix D present a detailed 
summary of the specific variables with high component loadings, and their corresponding loading, for each 
set of PCs resulting from the three methods of choosing the number of PCs to rotate. The proportion of 
variance, and cumulative proportion of variance explained for each component is identical across the three 
sets of PCs. 
Wind I Non~wind Partition 
A fourth set of components was created, by applying PCA separately to the wind and non-wind based 
climatic covariates, creating two subsets of PCs. This was done because it was thought, with so many 
wind based variables, the contribution of other non-wind based variables in the final regression step may 
be swamped. The criterion described in method 3 was applied to decide how many components to retain, 
with seven and fourteen for the wind and non-wind based sets respectively. Details of the general structure 
of these components appear in Table 4.4. Similarly to the previously calculated sets of PCs, wind direction 
defined the final three PCs in the wind-based PCs, alongside two distinct components defined only by wind 
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PC2 Temperature, Wind velocity (North, East) 0.033 O.62T 
PC3 Wind velocity (South, West) 0.031 0.658 
PC4 Temperature, Wind veloclty (South, West), Pressure. Rain 0.030 0,6B8 
PC5 Temperature, Wind velocity (North, East, West), Pressure 0.026 0.714 
PC6 Wind speed 0,Q21 0,735 
pcr Rain 0.017 0.752 
PCS Wind speed 0,016 0.768 
PCg Wind velocity (North) 0.015 0.783 
palO Wind velocity (North) 0.013 0.796 
PCl1 Wind velocity (South) 0.012 0.808 
PC12 Wind velocity (West) 0,011 0.820 
PC13 Wind speed 0.010 0.830 
PCld Wind velocity (North) 0.009 0.B39 
pelS Temperature, Humidity a.om} 0.848 
PCIS Wind velocity (South), Pressure O,OOB 0.856 
PC17 Wind speed 0,008 0.865 
PCIS Pressure 0,008 0.872 
PC19 Wlnd velocity (South), Pressure 0,007 0.879 
PC20 Wind speed 0.007 0.887 
PC21 Wind direction 0.007 0.B93 
PC22 Wind direction 0,006 0.899 
PC23 Wind direction 0,006 0.905 
Table 4.2: Details of 23 rotated components (Method 2, Period 1). 
PC2 Temperature, Wind velocity (North, East) 0.033 0.627 
pca WJ:nd velocity (South, West) 0.031 0.658 
PC4 Wt~d speed 0.030 0.688 
PCS Temperature, Wind'velocity .(North, Ea9t, West), Pressure 0.026 0.714 
PCS Tem.perat\.1re~ Wind velocity (South, West), Rain 0.021 0.135 
pcr Wind velocity (North), Rain 0.017 0.752 
PCB Wind velocity (North) 0.016 0.168 
PCg Wind speed 0.015 0,783 
palO Wind velocity (South) 0,013 0.796 
PC11 Wind speed 0.012 0.808 
PC12 Wind velocity (West) 0,011 0.820 
PClS Wind velocity (South), Pressure 0.010 0.B30 
PC1.4 Wind direction 0,000 O,B39 
PClS Wind direction 0.009 0.848 
POlS Wind direction 0.008 0.8S6 
Table 4.3: Details of 16 rotated components (Method 3, Period 1). 
speed. The first two components of the wind-based PCs were comprised of north and west wind velocity 
and south and west wind velocity for PC1 and PC2 respectively. Dewpoint featured predominantly in the 
first PC of the non-wind and along with temperature and rain, defined the first five PCs. Pressure 
and sunshine individually defined two and four of the final seven PCs respectively. Details of the wind and 
non-wind PCs, with corresponding component loadings, are presented in Table D.6. 
Each set of rotated components was then incorporated into the next 
principal component regression. 
Principal Component Regression 
of the analysis procedure -
Each of the four sets of rotated components found from PCA were modelled separately. Models were of the 
form 
logit[1l'(X*)] 'Yo + 'YI TempmeanMA30 + 'Y2PC1 + ... + 'YkPCk, (4.17) 
that is, contribution of the PCs to SIDS incidence was examined, over and above the annual cyclic variation, 
as measured by TempmeanMA30. 
A backward elimination procedure was implemented to identify components in the regression model 
that were significantly related to the incidence of SIDS. Initially, all k PCs were included in the model, 
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Component number General Description Cumula.tive Variance Explained 
Wind Components 
PCl Wind velocity (North, West) 0,681 
PC2 Wind velocity (South! West) 0.719 
P03 Wind speed 0.751 
PC4 \Vlnd speed 0.782 
pes Wind direction 0,807 
P06 \Vind direction 0.826 
PCT Wind direction 0,842 
Non~wind Components 
PCI Dewpolnt 0.216 
PC2 Tempera.ture 0,337 
pea RaIn 0.396 
PC4 Rain 0.452 
pe5 Dewpoint 0.503 
Pa6 Temperal::ure, Humidity 0.553 
PC., Temperature, Pressure 0.597 
pca Pressure 0.641 
PC9 Presaure 0,677 
PC10 Sunghin~ 0.711 
peu Pressure 0.737 
PC12 Sunshine 0,761 
PC 13 P tessure 0.785 
PC14 Dewpolnt 0.807 
Table 4.4: Details of wind and non-wind components (Period 1). 
D AIC SC P HL Rank sum 
Modell 592.729 608.729 652.680 1763.065 3.589 7 
Model 2 592.818 610.818 660.263 1685.631 6.188 13 
Model 3 594.056 610.056 654.007 1774.806 11.516 15 
Model 4 603.539 617.539 655.996 1764.058 1.319 15 
Table 4.5: Goodness of fit statistics for four potential models, Period 1. 
alongside TempmeanMA30. PCs were removed sequentially, starting with the PC with the largest p-value. 
This process was continued until all p-values were less than or equal to 0.05. The significant PCs for each 
set of components are highlighted in Tables 4.1 to 4.4. This process resulted in four competing models for 
consideration, denoted as follows: 
Modell - 13 rotated components (derived from Method 1) 
Model 2 - 23 rotated components (derived from Method 2) 
Model3 16 rotated components (derived from Method 3) 
Model 4 - wind and non-wind PC subsets. 
The statistics defined in Section 3.2 (page 64) are utilised for comparison between the four models to 
decide which model best fits the SIDS data. Table 4.5 presents these goodness-of-fit statistics for the four 
candidate models. 
A rank sum method, similar to that applied in Chapter 3, is used to decide which of the four models best 
fits the SIDS series. This involves ranking the four models by each goodness-of-fit statistic, then summing 
the ranks for each model. The final rank sums are presented in Table 4.5. Using this procedure, Modell, 
with the lowest rank sum of seven, clearly outranks the other three models considered. Parameter estimates, 
along with corresponding odds ratios for Modell are presented in Table 4.6. 
Including wind chill (the only Period 1 climate variable not incorporated into the PC structure) into 
the regression model, did not significantly improve Model 1. It also resulted in the seasonality measure 
(TemPmeanMA30) no longer being significant in the model. Therefore, wind chill, is no longer considered at 
this stage of the analysis of the SIDS-climate relationship in Period 1. 
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Parameter Estimate Odds ratios Component description 
Intercept -2.783 (0.370) 
TempmeanM A30 -0.054 (0.031) 0.947 (0.891, 1.006) 
PC2 0.327 (0.106) 1.387 (1.127, 1.707) Temp, North, EElst.) West 
PC3 -0.264 (0.130) 0.768 (0.595,0.991) 
PC5 -0.429 (0.149) 0.651 (0.486, 0.873) 
PC6 -0.545 (0.215) 0.580 (0.380,0.885) South, Rain 
PC8 0.218 (0.110) 1.244 (1.003, 1.543) South, West, Pres, Ra.in 
PCll -0.281 0.755 Wl.ndD 
Table 4.6: Modell parameter details, Period 1. 
Assessing the Fit of Model 1 
Overall Model Fit 
The two statistics utilised to test the overall goodness-of-fit of Model 1 showed no evidence to reject the 
null hypothesis that all aspects of Modell are correct. Specifically, the large sample normal approximation 
to P, z -0.0006 (p = 0.999) and HL 3.589 (p = 0.892). 
Figure 4.1 presents the sensitivity and specificity for all cut points for Modell. The low cross-over point 
between the sensitivity and specificity curves (approximately 0.04) shows that there W8...'l good classification 
for days where no SInS occurred, and poor classification for days with at least one sms death. This is 
expected with such a low incidence of sms: only 77 of the 1797 days in the Period 1 analysis (4.3%) had 
SInS occurring. 
The ROC curve for Modell is presented in Figure 4.2. The area under this curve is 0.707 which 
corresponds to acceptable discrimination. 
These overall goodness-of-fit measures show no evidence that Modell inadequately describes the incidence 
of sms in Period 1. 
Residual Diagnostics 
The Pearson residuals for Modell are plotted against the predicted probability, -IT- in Figure 4.3. Most of 
the positive residuals correspond to Yj 1, that is, days where at least one SInS occurred, while conversely, 
the negative residuals correspond to Yj O. One point in the top left corner of Figure 4.3 appears to be 
poorly fitted (highlighted by 0), with a residual value of 11.41. This corresponds to 13 March 1969, a day 
where one SInS death occurred. 
Figure 4.4 presents 6.P plotted against the predicted probability, -IT-. As t:::..P is essentially the residuals 
squared, this graph is similar to Figure 4.3, with the poorly fitted point in the top left corner, corresponding 
to 13 March 1969, further emphasised, 'with a 6.P value of 130.41 (again, highlighted by 0). 
The diagnostic 6.{:J is plotted against the predicted probability, -IT-, in Figure 4.5. Two values appear to fall 
slightly away from the main grouping of points, in the top left corner and towards the bottom right corner 
(again, highlighted by 0). The first value corresponds to 15 July 1968 while the second point corresponds 
to 31 October 1972. Both days recorded one sms death. 
Due to the time series nature of the data, removal of any of the days identified as potential outliers 
from the dataset is not an option. The covariate patterns corresponding to the three potential outliers are 
presented in Table 4.7. Each day recorded one SInS death, This is the only similarity across the three days, 
and the covariate patterns show no obvious trends that may have resulted in these days being potential 
outliers. 
Figure 4.6 presents the autocorrelation function for Modell, for lags up to 15 days. This series appears 
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Figure 4.2: ROC curve for Model 1, Period 1. 
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Figure 4.3: Pearson residuals against predicted probabilities for Modell, Period 1. 
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Figure 4.4: b..P against predicted probabilities for Modell, Period 1. 
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Date 15 July 1968 13 March 1969 31 October 1972 
#SIDS 1 1 1 
Season winter autumn spring 
l'empm,caftiH A30 5.431 15.930 12.005 
PC2 0.211 -0.721 3.531 
PC3 -0.545 1.740 -l.030 
PCG -1.177 l.523 -0 .935 
PC6 2.068 -0.622 -0 . 0~7 
PC8 0.447 -0.466 2.139 
PCll l.002 0.389 0.405 
Table 4.7: Covariate values for potentially influential observation::;, Model I, Period 1. 
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Figure 4.6: Autocorrelation function of the residuals of Modell, Period 1. 
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purely random, with no ACF values falling outside the range of ±}n' Lags up to one year were also 
examined, and no obvious deviations from the random series were found (not shown). This implies that 
serial correlation is not a problem in the residuals from Modell. 
Overall, it appears that Modell adequately and appropriately describes the relationship between the 
incidence of SIDS and climate in Period 1. 
Interpretation of Model 1 
Interpretation of Modell is complicated by the hierarchical-type model created via PC "'<>0'''<>_'''' SIDS 
incidence is predicted by a set of principal components, which in turn, is created from a set of climatic 
covariates. The final model is pictured diagrammatically in Figure 4.8, to highlight this hierarchy, and aid 
understanding. 
The final (PC) model is given by 
logit[if(X*)] = - 2.78 - O.05TempmeanMA3o + O.33PC2 O.26PC3 - 0,43PC5 
- O.55PC6 + O.22PC8 O.28PC11. (4.18) 
Corresponding standard errors, odds ratios and 95% confidence intervals presented in Table 4.6. The odds 
ratios infer a decreased risk of SIDS with increasing TempmeanMA30, PC3 PC5, PC6, and PCll values. 
Conversely, SIDS risk increases with increasing values of PC2 and PC8 (Figure 4.8, Table 4.6). 
Figure 4.7 shows the predicted probability of a SIDS occurring by season, for various TempmeanMA30 
temperatures, holding the other covariates fixed at their seasonal mean values. The seasonal values for 
TempmeanMA30 are highlighted by '*'. This illustrates the seasonal risk of SIDS, with deaths more likely 
to occur in winter. There appears little difference in the mean SIDS risk between the spring, summer, and 
autumn seasons, as estimated by ModelL 
To interpret the effect of the PCs on SIDS risk, the climate structure of the PCs must be examined. 
Figure 4.8 presents a diagrammatic illustration of the relationships between the model components and 
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Figure 4.7: Modell , Period 1, highlighting the effect of TernP:ean MA3o on the predicted probability of a 
SIDS occurring, by season (- Summer, Autumn, Winter, Spring). 
corresponding c1imat.e structure. All components are essentially a mean of the pictured variables. To record 
high values of PC2 (corresponding to a high risk of SIDS), high values must occur for the Temp, Narth, 
East and West variables that compose the structure of PC2. This in turn implies that SIDS risk increases 
when the temperature on the day of interest increases (TemPmindayO); when the temperature on dayO is 
higher than it has been over the previous week or fortnight (T'ernpdiJ JdayO - 7, TempdiffdayO - 14); when the 
strength and variability in the northern component of wind velocity increases; when the variability in wind 
velocity from the east increa'ies (EastmeanAHCdayO); and when the western wind velocity is stronger and 
more variable on dayO than it was three days previously (WestmaxdayO-3, West 8 tddayO- 3). 
A lower risk of SIDS occurs with increasing values of PC3. PC3, in turn, increases when the south 
and west wind velocity variables that define the component structure increase. This implies that SIDS risk 
decreases with increased variability in the south wind velocity two days prior to the day of interest, and 
when the average wind velocity from the south increased over the previous two days. An increase in the 
strength and variability of western wind velocity up to two days prior to the day of interest also decreased 
the risk of SIDS . 
Similarly, increasing values of PC5 (implying a decreased SIDS risk) relates to an incrE'-<1se in the strength 
and variahility of north, east and west. wind velocity, along with pressure seven to eight days prior to dayO . 
An increase in values of PC6 (agaill relating to a lowered risk of SIDS) corresponds to an increase in the 
strength and variability of wind velocity from the south seven days prior to dayO. Also, an increase in the 
intensity and variability of rainfall up to a week before the day of interest increaseH PC6. 
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Wind velocity (South, East, West), 
PC3 Wind velocity (North), Humidity, Pressura 0.057 0,576 
PC4 Wind velocity (South) 0.044 0.620 
pes Temperatura, Wind velocity (North, Weat), Humidity, Wind direction 0.031 0,657 
pce Ternperl\t:ur9, Humidity 0.031 0.588 
PC., Wind veloclty (West), Humidity, Pressure, Dawpoint: 0.023 0,711 
PCB Wind velocity (West), Hmnidity. Radiathm 0.019 0.730 
PCB Humidity 0.017 0,741 
PClO Temperature, Humidity 0.014 0.761 
PCII Wind direction 0.013 0,774 
PC12 Wind direction 0.013 0,787 
PCl3 Wind direction 0.012 0.799 
PC14 Humidity 0.011 0.810 
PelS Wind direction 0.010 0.820 
Table 4.8: Details of 15 rotated components (Method 1, Period 2). 
pe8, corresponds to increased risk of SIDS with increasing values. This occurs when the difference 
between dayO and four or five days previously increases for south and west wind velocity strength and 
variability, and also the total rainfall. An increase in the range of pressure on dayO also causes an increase 
in PC8. 
The structure of PCll comprises solely of W indDmaxAHGday-4. Therefore an increase in the variability 
in win d direction four 
decreased risk of SIDS. 
prior to dayO relates to an increase in PCll, which in turn corresponds to a 
4.5.2 Period 2 (1973-1989) 
The three methods described in Section 4.1 to determine the number of PCs to retain and rotate returned 
15, 26 and 25 components for method 1, method 2 and method 3 respectively. Tables 4.8 to 4.10 present 
a general overview of the component structure corresponding to those climatic variables with high loadings 
for each number of rotated components. 
As with the PCs created for Period 1, there are many similarities among the component structures of 
each set of PCs for Period 2. The first two components in each set consist of an identical structure, namely 
temperature, southern wind velocity, rain, sunshine and solar radiation for PC1 (accounting for 31% of the 
explained variance) and south, east and west wind velocity with pressure for PC2 (21% of the explained 
variance). Other similarities across all three PC sets include at least three components structurally consisting 
solely of wind direction, and a further two components composed solely of humidity, while temperature was 
combined with humidity in two components. The two PC sets consisting of 25 and 26 components were very 
similar in structure. The proportion of variance, and cumulative proportion of variance explained for each 
component is identical across the three sets of PCs. 
Wind / Non-wind Partition 
A fourth set of components was again created by partitioning the wind and non-wind based variables into 
two subsets of PCs. A general description of the resulting sets is presented in Table 4.11. This table shows 
that 7 and 19 components were selected to be retained and rotated for the wind and non-wind based sets 
respectively. As with the previously calculated sets of PCs, wind direction defined four of the seven wind 
based components, with the remaining three having a structure comprised of various wind velocity variables. 
Humidity, pressure and temperature made up the structure of the final eleven PCs in the non-wind based 
either individually or in combination. 
Tabla'> D.7 to D.1O in Appendix D present component loading details for the four PC sets for the specific 
variables that define the PC structures. 
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Oomponent 
PC2 
pca 
PC4 
Pca 
pca 
PC7 
PCS 
pce 
POlO 
PCll 
PC12 
PC13 
PCU 
PCl5 
PC1S 
PC17 
PCIS 
POle 
PC20 
PC21 
PC22 
PC23 
PC24 
PCZ5 
PC26 
General 
Wind velocity (South, East, West), Pressure 
Wind speed t Dev.rpoint 
Wind velocity (North! Bast, Wes!;), PreARure 
PresBure 
Wind veiodty (South, \-Vest), Pressure, Sunshine 
Temperature, Wind velocity (North, West)! Pressure 
Wind .speed 
Temperature, Wind velocity (West) Pressure, Sunshine, RadLation 
Temperature, HUlnldlty 
Wind velocity (North), Pressure 
Wind velocity (South) 
Humidity 
Wind velocity (West), Humidity 
Wind velocity (North), HUlnidity 
Temperature, Humidity 
Wind velocity (North), Humidity 
Temperature, Humid~ty 
Wind direction 
Temperature, Wind direction 
Humidity 
Pressure 
Wind direction 
Wind direction 
Wind direot!ou 
Humidity 
0.209 
0.057 
0,04.4 
0.037 
0.031 
O,D23 
0.019 
0.017 
0,014 
0,013 
0.013 
0.012 
0.011 
0,010 
0,010 
0.009 
O.OOg 
0.008 
0.008 
0,007 
0.007 
0.007 
0.000 
0.000 
0.006 
0.519 
0.576 
D,620 
0.657 
0.6B8 
0,711 
0.730 
0.747 
0.761 
0.774 
0.787 
D.799 
0.810 
0.82'0 
0.829 
0,839 
O,B47 
0.856 
0.864 
0,811 
0.878 
0.885 
0,892 
0,898 
0.904 
Table 4.9: Details of26 rotated components (Method 2, Period 2). 
PC2 Wind velocity (South, Ea.st, West), Pressure 0.209 0.519 
pca Wind )lpeed, Dewpolnt 0,057 0,576 
PC4 Wind velocity (North, East, West), Pressure 0.044 0.620 
PCS PreilHure 0,037 0,657 
PCO Wind valoclty (South, West), Pressure, Sunshine 0.031 0.688 
PC7 Temperatura. Wind velocity (North, West), Pressure 0.023 0.711 
PCS Wind apeed 0.019 0.730 
PCg Temperature, Sunshine, Radiation 0,017 0.747 
PC10 Wind velocity (North), Humidity, Pressure 0,014 0.761 
POll Telnperature, Humidity 0.013 0.774 
PC12 Wind veloclty (South) 0.013 0.787 
P013 Humidity 0,012- 0,799 
PC14 W~nd velocity (West), Humidity 0.011 0.810 
PC15 WInd velocity (North), Humidity 0.010 0,820 
PCIS Wind veIodty (North), Humidity 0.010 0,829 
pe17 Temperuture, HumIdity 0.009 0,839 
P018 Temperature, Humidity 0.009 0.847 
Wind dh:'Elction 0.008 0.856 
Temperature, Wind direction 0,008 0.864 
P021 Presaure 0.007 0,871 
pcn WInd direction 0,007 0.878 
PCZ' Wind direction 0.007 0.885 
PC24 Wind direction 0.006 0.892 
PC25 Humidity 0.006 0.89 
Table 4.10: Details of 25 rotated components (Method 3, Period 2). 
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Component number General Description Cumulative Variance Explained 
Wind Components 
PCl Wind voloctty (South~ East, West) 0,456 
PC2 Wind velocity (South) 0,766 
pe3 WInd directiou 0.603 
PC4 Wind direction 0.825 
peS Wind velocity (Nol'th}j Wlnd direction 0.845 
P06 Wind direction 0.862 
pcr WInd direction 0.877 
Non~wind Components 
PCI Temperature, Pressure j RaIn, Sunshine 0.172 
PC2 Pressure, Sunahine, Radiation 0,296 
pea Dewpoint 0,404 
PC4 Pressure 0.495 
peG TelTlperature, Sunshine. Radiation 0.551 
pea Temperature. Humidity 0,597 
PC" SunshIne, Radiation 0.636 
PCB Pressure 0.670 
P09 Temperature, lIumidlty 0.700 
PC10 Temperature, HUTnldity 0,727 
PCll Humidity 0.754 
PCI'}. Humi.dity 0.780 
PC13 Temperature 0.804 
POl4 Humidity D,825 
POl5 Humidity 0.845 
pelS Humidity 0.863 
PC17 Pressure 0,880 
POlS Pressure 0.892 
PC19 Humidity 0.903 
Table 4.11: Details of wind and non-wind based components, Period 2. 
Structural Differences Between Period 1 and Period 2 
Comparing the structure of the climatic components created for Period 2 with the Period 1 based com-
ponents showed some overall differences between time periods. For example, the first PC in Period 1, 
comprising approximately 60% of the variance explained by the PCs, consisted of wind speed and dewpoint, 
whereas in Period 2, the first PC was an amalgamation of temperature, south wind velocity, rain, sunshine 
and radiation, and only accounted for 31% of the explained variance. The wind speed-dewpoint component 
was the third PC in the 25 and 26 component sets in Period 2. Sunshine and radiation appear more often in 
the component structures of the PCs from Period 2 than Period 1, along with PC structures defined solely 
by humidity. 
Principal Component Regression 
As with Period 1, each of the four sets of rotated PCs found from the PCA were modelled separately. Models 
were of the following form: 
logit [1T (X")] • 21Tt 21Tt 10 + Ilsm( 365) + 12cos( 365) + ,3PC1 + ... + 'kPCk. (4.19) 
In this period, the seasonal pattern of SIDS incidence was modelled by the combination of sine and cosine 
functions. The contribution of the PCs to the estimated probability of SIDS occurrence was examined, 
over and above the annual cyclic variation. A backwards elimination procedure was again implemented, 
as described previously for Period 1. Those PCs found to be significantly related to the incidence of SIDS 
(0; ::;; 0.05) are highlighted in Tables 4.8 to 4.11. The resulting four competing models are denoted as follows: 
Model 1 - 15 rotated components (derived from Method 1) 
Model 2 - 26 rotated components (derived from Method 2) 
Model 3 - 25 rotated components (derived from Method 3) 
Model 4 - wind and non-wind PC subsets. 
Table 4.12 presents the goodness-of-fit statistics, defined in Section 3.2 (page 64), alongside the final 
rank sum for each of the competing models. Model 2, with the lowest final rank sum of ten, is taken as the 
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D AIC SC P HL Rank sum 
Modell 3207.237 3229.237 3296.575 6108.730 6.224 13 
Model 2 3188.572 3214.572 3302.111 6172.032 2.486 10 
Model 3 3182.610 3210,610 3304.883 6195.255 5.236 12 
Model 4 3190.102 3216,102 3303.641 6133,514 15.489 15 
Table 4.12: Goodness of fit statistics for four potential models, Period 2. 
Parameter Estimate Odds ratios Component description 
Intercept -2.641 (0.054) 
sine 21ft) 365 -0.223 (0.071) 0.800 (0.697, 0.918) 
e1ft ) cos 365 -0.510 (0.073) 0.600 (0.521, 0.692) 
PC2 -0.136 (0.050) 0.873 (0.791,0.963) Sonth, Ea.st, West, Pres 
PC3 -0.116 (0.049) 0.891 (0.809, 0.980) WindS, Dew 
PC8 -0.153 (0.053) 0.859 (0.774,0.952) WindS 
PC9 0.155 (0.053) 1.167 (1.053, 1.294) Temp) West, Pres, Sun, Rad 
PC10 -0.114 (0,049) 0.893 (0.811, 0.983) Temp, Humid 
PC13 -0.154 (0.058) 0.858 (0.766, 0.961) Humid 
PC16 ~0.106 (0.052) 0.899 (0.821, 0.982) Temp, Humid 
PC17 -0.107 (0.046) 0.898 (0.821, 0.982) North, Humid 
PC19 -0.109 (0.051) 0.897 (0.812, 0.991) WindD 
PC22 -0.105 (0.050) 0.901 (0.817, 0.993) Pres 
Table 4.13: Model 2 parameter details, Period 2. 
preferred model, over the other models with higher final rank sums. Parameter estimates, along with odds 
ratios and a brief component description are presented in Table 4.13 for Model 2. 
Addition of those climate variables not included in the PCs into the PC regression model failed to identify 
any further significant associations with SIDS, with the exception of W indD day-7. The calm category (coded 
1) was found to be significantly related to the incidence of SIDS. After comparison of the goodness-of-fit 
statistics from this model against Model 2, Model 2 remained the preferred choice. The values for the model 
which included WindDday _ 7 were: D 3190.102, AIC = 3221.903, SC 3370.046 and IlL 6.3817. 
Model 2 is therefore examined in more detail in terms of adequacy and fit with respect to estimating the 
probability of sms. 
Assessing the Fit of Model 2 
Overall Model Fit 
The large sample normal approximation to P, Z = -0.017 ( p = 0.798) and the Hosmer-Lemeshow 
goodness-of-fit statistic, IlL = 2.486 (p = 0.962) both showed no evidence to reject the null hypothesis that 
the fitted model, Model 2, is correct in all aspects. 
The sensitivity and specificity values for Model 2, over all cut points from zero to one, is pictured in 
Figure 4.9. In comparison with Figure 4.1 (the sensitivity and specificity curves for Modell, Period 1), 
this model shows a marginal improvement, with the point of cross-over between the two curves being at 
a cut point of approximately 0.075 as compared to approximately 0.04 for Period 1. As previously, the 
classification for days where no SrDS occurred is good (specificity) while classification for days with at least 
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Figure 4.9: Sensitivity and specificity curves for Model 2, Period 2 (- = sensitivity, ._._- = specificity). 
SIDS death is poor (sensitivity), indicated by the low cross-over value. The SIDS incidence was again very 
low in this period, with only 467 days where a death occurred out of the 6209 days in Period 2 (7.5%). 
Figure 4.10 presents the ROC curve for Model 2. The area under the curve, which quantifies the clas-
sification ability of the fitted model, is 0.65. This falls below the acceptable discrimination bracket (0.7 to 
0.8). 
Overall, these measures of goodness-of-fit show no evidence against Model 2 adequately fitting the inci-
dence of SIDS in Period 2. 
Residual Diagnostics 
Residual values are examined, to identify any potentially influencing observations. Figure 4.11 presents 
the Pearson residuals plotted against the predicted probability fr. As with Figure 4.3 (Pearson residuals 
for Model 1, Period 1), there is an obvious split between the values corresponding to a day with no SIDS 
death (the negative residuals) and those corresponding to days with at least one SIDS death (the positive 
residuals). No observations appear to be separate from the general trend. 
Figure 4.12 shows !:J..P plotted against the predicted probability fr. This highlights the same trends as 
seen in Figure 4.11, with no obvious outliers. 
In the plot of /3 against fr, one observation appears to fall away from the main grouping. With a /3j value 
of 0.078, removal of this value, corresponding to 30 May 1974, is not considered to unduly effect the model 
parameters. 
The autocorrelation function for Model 2 is presented in Figure 4.14. As with Model 1 in Period 1 
(Figure 4.6), this does not show any evidence of a non-random pattern in the time series of residuals. 
Overall, it appears that Model 2 adequately and appropriately describes the relationship between climate 
and the incidence of SIDS in Period 2. 
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Figure 4.14: Autocorrelation function of the residuals of Model 2, Period 2. 
Interpretation of Model 2 
The final model chosen to describe the daily relationship between climate and the incidence of SIDS in 
Period 2 is 
. 2~t 2~ 
logit[ft(X*)] = - 2.64 0.22sm( 365) + 0.51cos( 365) - 0.14PC2 - 0.12PC3 - 0.15PC8 
+ 0.16PC9 - O.l1PCIO - 0.15PC13 O.llPC16 0.l1PC17 
0.l1PC19 0.l1PC22, (4.20) 
which is shown diagrammatically in Figure 4.15. This figure presents the hierarchy involved in this complex 
modeL The structure of the components range from a single climatic variable to a weighted mean of fourteen 
climate measures. Hence, to interpret this model in any practical way is difficult. Therefore, interpretation 
is restricted to an overview of the relationships between the incidence of SIDS, the model components and 
the climatic structure of those components. 
The combination of the sine and cosine curves results in a sinusoid function which describes the seasonal 
fluctuations in the incidence of SIDS. Of the ten components in the model, POg is the only component that, 
when increased, results in an increase in the risk of SIDS. PCg, in turn, increases when the temperature, 
western wind velocity, pressure, sunshine and radiation variables that define its structure increase. The 
remaining components related to a decreased risk of SIDS with decreasing values of the PCs. 
P02 is essentially defined by various wind velocity variables; PC3 is structurally defined by dewpoint; 
P08 is explicitly defined by varying measures of wind speed; and PC13 is defined by two humidity variables. 
Increasing the values of P02, PC3, PCS, POlO, PC13, POl6, PC17, PC19 or P022 corresponds to a 
decrease in the risk of SIDS. For instance, increased values of absolute hourly change in humidity over the 
five days prior to dayO (PC13), increased variability in wind direction three days before the day of interest 
(PC19), or an increase in the pressure difference between dayO and day 8 (P022) would each infer an 
increased SIDS risk. These relationships are summarised in Figure 4.15. 
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4.6 Summary and Conclusion 
This chapter has resulted in models which describe the incidence of SIDS with respect to climate. An 
overview of these models was presented in Section 4.5, yet creating a climatic summary of what constitutes 
a 'high-risk' SIDS day, or on the other hand, a 'low-risk' SIDS day was not possible. 
The PC regression models were created in a way which removes the problem of strong interrelationships 
which are inherent within varying measures of the weather. This was achieved by first creating principal 
components of the climate measures, which, by the nature of their construction, are uncorrelated. These 
components were then incorporated, via principal component regression, into the multiple logistic model. 
The two resulting models (for Period 1 and Period 2) were examined in terms of their appropriateness and 
ability to describe the incidence of sms, alongside residual analyses aimed at identifying any potentially 
influential observations or serial correlations. No evidence was found against either model, suggesting that 
they were both appropriate and adequate to describe the relationship between the incidence of SIDS and 
climate patterns. 
The disadvantage of this technique is the difficulty making practical and meaningful interpretations from 
the hierarchical structure underlying the component built modeL Though the profile of SIDS risk was 
adequately captured through the PC based covariates incorporated in the PC regression models, the added 
dimension involved in the underlying climatic structure of the PCs made interpreting these models a complex 
issue. This is a similar issue to that of the logistic regression model containing multiple predictors (discussed 
in Chapter 3), where such a large number of climat'e-based regressors were contained in the models (25 and 
35 for Period 1 and Period 2 respectively), that interpreting the models in terms of the risk profile of SIDS 
with respect to climate, was not practically possible. Therefore, the next stage of analysis involves modelling 
the incidence of SIDS at a monthly level. Information loss will necessarily be involved, but will be balanced 
against the prospect of creating more interpretable monthly climatic covariates. It is hoped that this will 
lead to a more understandable and replicable model which describes the relationship between SIDS and 
climate. 
Chapter 5 
Conversion of Daily Variables to a 
Monthly Level 
This chapter describes the conversion methods used, and variables created, to summarise the daily sms 
and climate data onto a monthly time frame. In the previous chapters (Chapters 3 and 4), a comprehensive 
analysis of a multitude of daily climatic variables were examined in relation to the incidence of sms. This lead 
to models that were statistically sound, but difficult to interpret in a way that was sensible and meaningful. 
This chapter reduces the available information to a monthly level, with the primary aim of working with 
variables that are intuitively useful and contain interpretable information. Monthly climate variables are 
thus defined in a way which allows a practical interpretation. 
When modelling the daily data, daily, within day and between day climate changes, over and above 
the gross seasonal fluctuations were able to be detected. Converting to the monthly level is a process 
which involves balancing the information lost in the summarisation process against the practical gains of 
relating statistical models back to meaningful trends. The resulting monthly models will therefore allow an 
interpretable climatic profile of sms risk to be identified. 
SIDS 
The monthly SIDS variable, denoted SIDSmonth(i) or ym(i), where y represents the response variable, is 
defined as the number of SIDS deaths in calendar month i. Note i I, ... ,59 for Period 1, representing 
February 1968 through to December 1972, and for Period 2, i 1, ... 204, corresponding to January 1973 
through to December 1989. Figure 5.1 shows the monthly sms series, over the two periods. Numbers peak 
over the years 1980 to 1988, with the nine SIDS in one month, the maximum value, recorded in June 1983. 
The minimum number of SIDS in one month was zero, recorded over 43 months, or 16% of the months in 
Periods 1 and 2. The mean number of SIDS per month is 2.15, with corresponding variance of 2.89 over the 
22 year time frame. By period, this equates to the following descriptive statistic: Period 1 mean = 1.33, 
variance = 1.24; Period 2 mean = 2.39, variance = 3.14. 
Population at Risk (NAR) 
It is widely known that there are annual trends in birth numbers (see Figure 5.2), and also changes over time 
(Lam & Miron, 1994; Grech et al., 2003). Both these trends will have an effect on the incidence of SIDS, as 
a result of more, or infants in the postnatal age group (one to twelve months). The following variable 
was created to account for these underlying population trends. 
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Figure 5.1: Number of SrDS per month, 1968-1989. 
For month i the population at risk of SrDS is defined as all infants who are between 1 and 12 
months (the postnatal age period) in month i. The number of infants at risk, denoted N AR, was estimated. 
This was necessary as information on birth numbers in Canterbury at a monthly level was unavailable. 
Annual Canterbury birth numbers were available for the period of the study, alongside monthly details for 
the thirteen year period commencing from 1980. 
From the available monthly birth data, the distribution of births over a year was estimated by calculating 
the median number of births for each month over the 13 years of data. This estimated birth distribution 
is shown in 5.2, which shows a peak in birth numbers occurring in September. August and October 
also have a high birth rate. 
The estimated monthly distribution of birth numbers was then applied to those years where the monthly 
data was not available. This was achieved by simply splitting the annual birth numbers into the estimated 
monthly The full monthly birth series is given in Figure 5.3 for Period 1 and 2. This shows 
a decrease in the number of births annually from 1973 to 1981, with numbers appearing reasonably steady 
from 1981 onwards, with the exception of a pronounced peak in 1988. 
NAR 
Finally, to calculate N AR(i), the number of infants born two to twelve months previously were summed, 
as these infants are approximately between one and twelve months at month i. That is 
i-2 
NAR(i) = L birth(j) (5.1) 
j=i-12 
where birth(i) represents the number of infants born in month i. For example, the number of infants at risk 
of SrDS in January 1973 are all those infants that were born between January 1972 and November 1972, as 
these infants will be in the postnatal age period. 
CHAPTER 5. CONVERSION OF DAILY VARIABLES TO A MONTHLY LEVEL 107 
Ja.n Feb Mar A.p.r May . Jun Jut Aug Sap Oct Nov Dec 
Month 
Figure 5.2: Estimated monthly distribution of Canterbury birth numbers. 
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Figure 5.3: Estimated numbers of Canterbury births, 1968-1989. 
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m D AIC SC P 
Period 1 
TemP:eanMA30 2 166.18 170.18 174.34 48.86 
3 165.01 171.01 177.30 45.02 
Period 2 
sine 2;;i) + cos( 21~i) 3 717.95 723.95 733.90 203.93 
sine 21;i) + cos( 21~i) + 2nd harmonics 5 714.74 724.74 741.33 197.95 
Table 5.1: Goodness-of-fit statistics for the best two candidate seasonality models, by period (m represents 
the number of parameters in each model). 
N AR will be included into further modelling as a regressor, allowing the dependency of SIDS on the 
number of infants at risk to be examined. This differs from the notion of an offset (Agresti, 1996), where 
the baseline population is considered to have a fixed effect on the incidence of the event. 
Seasonality 
A comprehensive examination of seasonality candidates was performed at a monthly leveL Analysis tech-
niques were comparable to those presented in Chapter 4 for the daily case, except that logistic models were 
replaced by Poisson models (see Chapter 7 for details). The seasonality variables examined were monthly 
analogues to those detailed in Section 1.8.14 (page 39). 
Table 5.1 details goodness-of-fit statistics for the best two candidate seasonality models for each period. 
Period 1: The best two candidate seasonality measures for Period 1 were TemP:eanMA30 and sin(21~i)+ 
cosel~i). TemP:eanMA30 is the monthly analogue of TempmeanMA30, the 30 day restrospective moving 
average of the mean daily temperature; sine 2;;i) + cos( 21;i) is a sinusoid function with a period corresponding 
to 12 months, where i = 1, ... , 59 in Period 1. Both variables performed similarly with respect to goodness-
of-fit statistics, with TemP:eanMA30 out performing the sinusoid function with the addition of penalties for 
added model complexity (AIC and SC). TemP:eanMA30 was chosen to model the seasonal profile of SIDS 
in Period 1. Given that the goodness-of-fit statistics could not separate the two candidates, the simpler 
functional form (with one less parameter) was taken. 
Period 2: As seen in Table 5.1, the best two candiate seasonality measures for Period 2 were the sinusoid, 
and the sinusoid with second harmonics. As in Period 1, both variables performed similarly with respect to 
goodness-of-fit statistics, with the simpler first order sinusoid being preferred by the statistics that penalise 
for added model complexity. The variable defined by sine 21;i) + cos( 21~i) was chosen to model the Period 2 
seasonal fluctuations in the SIDS profile: this variable was less complex, with two less parameters. 
It is interesting to note, that in both Period 1 and Period 2, the choice of monthly seasonality variable 
was analogous to the variables used to model the seasonal profile at a daily leveL 
Climate Variables 
For the continuous climate variables (temperature, wind speed, north, south east and west wind velocity, 
humidity, pressure, rainfall, sunshine, radiation and dewpoint) a total of 91 monthly summary variables were 
created from the continuous daily climate data. 
Simple Descriptors 
The following basic monthly summaries were created for the continuous climate variables. These incor-
porate information on daily minimum, mean and maximum measures. In detail the following variables were 
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created, where X represents the climate variable of interest (for example X = Temp, or X = Pres): 
II X;;:ean(mean)(i) meanmonth(i) (XmeandayO), is the mean over month i of the mean value of X on the 
day of interest, dayO; 
II X;;:ean(min)(i) = meanmonth(i)(XminndayO), is the mean over month i of the minimum value of X on 
the day of interest, dayO; 
• X;;:ean(max)(i) = meanmonth(i) (XmaxdayO), is the mean over month i of the maximum value of X on 
the day of interest, dayO; 
II X,'::in(min) (i) = minmonth(i)(Xmindayo), is the minimum over month i of the minimum value of X on 
the day of interest, dayO; 
II X;;:a",(>nax)(i) = maxmonth(i)(XmaxdayO), is the maximum over month i of the maximum value of X on 
the day of interest, dayO. 
Variability 
A sixth variable is defined which summarises how much variation there has been in X over month i. This 
is given by: 
• X;;:ean(std) (i) meanmonth(i)(X.tddayO), is the mean over month i of the standard deviation of X on 
the day of interest, dayO. 
Weekly differences 
The final two monthly climate variables defined for the continuous climate covariates capture information 
on the difference between X on the day of interest and over the previous week: 
.. X+dif/(i) meanmonth(i)(XdiffdayO-7 > 0), is the mean over month i of all the positive values of 
Xdif/dayO-7; 
II Xrr>dif/(i) meanmonth(i)(Xdif/dayO-7 < 0), is the mean over month i of all the negative values of 
Xdif fdayO-7. 
These two variables each capture a different profile of XdiffdayO-7: X+diff(i) is the monthly average when 
X is higher on dayO than it was over the seven days previously, while Xrr>dif f(i) is the monthly average when 
X is lower on dayO than it was over the seven days previously. 
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Component 
PC2 Contrast between Humid, Rain, South! West against Hurnid(std), Wcst(d.f[), Raln(diff), South(dlff) 0.239 0,645 
pea Sta.ndard deviations against East, HUIllid 1 Weat(-diff). NE 0.149 0,794 
PC4 Contrast of difference va dab lea 0,058 0.852 
pes Weighted mean of Dew, Rad, WindS 0.040 0.89.2 
PC6 Contrast between Pres, E, against West, Temp(+diff). Sun(+dlff). NE 0.021 0.913 
PC7 Contra.st between Rad. WindS against Weat(-diff}, N£ 0.017 0.930 
PCB Mean of North(diff}, Hurnid(diff}. N, NW, Mixed 0.014 0,944 
P09 Humid 0.011 0.955 
Table 5.2: Summary of the monthly climatic components, Period 1. 
Wind direction 
The categorical daily predominant wind direction variable was summarised at a monthly level by creating 
a set of ten variables, each representing the percentage of days in month i that each wind direction category 
predominated (see Table 1.4, page 28 for details of coding). These ten new variables will be denoted as 
follows: 
WindDj(i) 
which corresponds to the % of days in month i where the predominant wind direction was class j. The ten 
v1C"","''''O. j are: C calm; N north; NE north-east; E east; SE south-east; S south; SW south-west; W west; 
NW north-west; M no predominant wind direction (mixed). 
Monthly Climatic Components 
A set of climate components for each period were created using principal component analysis (PCA). Section 
4.1 gives full details of the theory behind this analysis. These components were constructed as a way of 
capturing all the information provided by the 101 monthly variables in a smaller, interpretable dataset. 
Period 1: Methods 1, 2 and 3 for choosing the number of components to retain and rotate returned nine, 
six and nine for each method respectively (see Section 4.1, page 79 for details of the methods used). With 
two methods agreeing in their results, nine components were retained. Full details of component loadings are 
given in Appendix E, Table E.1. A summary of the monthly component structure, along with the proportion, 
and cumulative proportion of variance accounted for by each component, appears in Table 5.2. 
The first component, which accounts for approximately 40% of the proportion of variance accounted 
for, is essentially defined as a contrast of east, north and south wind velocity, sunshine and temperature 
against humidity and west wind velocity. The second component accounts for a further 24% of the variance. 
It is again defined by a contrasting structure incorporating rainfall alongside other variables. The third 
component is predominantly defined by standard deviation summary variables, and accounts for 15% of the 
variation. The structure of the remaining six components in the set is presented in Table 5.2. 
Period 2: Methods I, 2 and 3 returned eleven, nine and eleven components to be retained and rotated 
respectively. As with Period I, two methods were in agreement, therefore eleven components were retained. 
A complete list of component loadings for the eleven component set is given in Table Appendix E. Table 
5.3 presents a summary of the component structures along with variance details. The first component is a 
contrast between east and north wind velocity, sunshine and temperature against humidity and west wind 
velocity, and accounts for 32% of the variance in the original variables. This structure is very similar to that 
found in the first PC in Period L The second component accounts for a further 22% of the variance, and 
is defined by a weighted mean of dewpoint, radiation, wind speed and west wind velocity variables. With 
the exception of component 8 and 11, the remaining components have a structure that is defined by varying 
contrasts between variables. An outline of the structure is given in Table 5.3. 
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Oomponent 
number 
POl 
PC. 
PCa 
PC4 
PCS 
PCS 
PC7 
PCB 
PCg 
POlO 
POll 
General Varia.nce 
Description Explained 
ContrlUlt hutween East, North, South! Temp, Humid{atd) a.gainst Humid, West 0,322 
Mean of Dew. Rad, WindS, West 0.222 
Contrast between lIumid, Rain, South. West against Humid(std), North, SUn, Temp 0.118 
Contrast between Humid, Pres against North, Pn:J9(std), West, Sun 0.068 
Oontrast of DUference variables agalnat WlndD 0.050 
Contrast betwoon Suuth, Ea.st, Sun, North f Temp againet Humid; Rain 0.035 
Contrast of Dif[erence variables against WlndD 0.031 
Mea.n of Rad, WindS 0.021 
Contraat of minimum variables 0.020 
Contrast of maximum variables 0.017 
Prea(min) 0.012 
Table 5.3: Summary of the monthly climatic components, Period 2. 
Cumulative 
Val'. Exp. 
0.322 
0.544 
0,662 
0.130 
0.780 
0.815 
0.84& 
0.861 
0.886 
0.904 
0.915 
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It is interesting to note that the structure of the PC sets created for the daily climate data was defined 
solely in terms of weighted mean components. In contrast, the PC sets created for both Period 1 and 
Period 2 monthly climate data were defined by a combination of contrast components and weighted mean 
components. 
The monthly climatic summaries and the PC sets, will be utilised, alongside seasonality and the number 
of infants at risk of SIDS, in further analysis of the relationship between the incidence of SIDS in Canterbury 
and climatic patterns. Chapter 6 presents the initial examination of this monthly profile. 
Chapter 6 
Poisson Regression Analysis of 
Monthly SI S Counts 
Monthly summaries of SIDS, the population at risk of SIDS, and climate variables were defined in Ohapter 5. 
This chapter utilises these variables and examines the relationship between climate and the incidence of SIDS 
in Oanterbury at the monthly level. The initial distribution used to model the number of sms per month 
is the Poisson distribution, a distribution commonly applied to count data. At a daily level, sms outcomes 
were essentially binary, and were modelled using logistic regression where the dichotomous variable was 
categorised by days where no SIDS deaths occurred, and days where at least one sms occurred. As detailed 
in Ohapter 5 (page 105), the monthly distribution of observed SIDS numbers ranges from zero to nine per 
month. Thus, the binomial distribution is no longer an appropriate choice to model SIDS at this level, the 
Poisson distribution is the natural distribution to use. The Poisson distribution can be characterised in 
terms of the "law of rare events". Oameron & Trivedi (1998) describe this as "the total number of events 
[that] will follow, approximately, the Poisson distribution if an event may occur in any of a large number 
of trials but the probability of occurrence in any given trial is small". The number of SIDS per month can 
therefore be considered to follow a Poisson distribution. 
Let ym denote the number of SIDS per month, with the rate (mean number of SIDS per month) given 
by A. The Poisson density is then 
) _ exp( -A)(A)q q - I ' q. q 0,1,2, ... (6.1) 
with fJ = A. This characteristic of equal mean and variance in the Poisson distribution is referred to 
as the equidispersion property (Cameron & Trivedi, 1998). 
6.1 Poisson Regression 
As stated previously (Chapter 3), the overall aim of this study is to identify the best fitting, yet meteoro-
logically valid and interpretable model to describe the incidence of SIDS in terms of weather patterns, as 
characterised by one or more climatic variables. The Poisson regression model, a regression method based 
on the Poisson distribution, has been widely applied in many areas to describe count data, including organi-
sational justice and employee health (Kivimaki et al., 2003); mortality, morbidity and injury in single parent 
families (Weitoft et al., 2003); and gender differences in melanoma (Nieto et aL, 2003). It has also been 
utilised previously in the analysis of sms with respect to climate (Knobel et aL, 1995). Knobel et aL (1995) 
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used Poisson analysis to relate daily SIDS rates to visibility (utilised as an optimetrical measure 
of air pollution) and various climate measures including temperature and rainfall. They found that visibility 
and temperature were significantly associated with the incidence of SIDS. 
The general principles of linear regression extend to Poisson regression, as they did with logistic regression 
(Chapter 3). Many textbooks present detailed coverage of this topic, including Cameron & Trivedi (1998) 
and Greene (2000). A brief overview of the model and estimation techniques are delineated below. 
6.1.1 The Poisson Regression Model 
Let yi denote the number of SIDS in month i, i = 1, ... , n (n 59 for Period 1, and n = 204 for Period 2). 
Let yffi represent the vector of monthly responses [yr, Y2, ... ) y::'l' and let xm denote the matrix of monthly 
climatic covariates xi [1, xl., x2i, ... ,xkil', where there are a total of k covariates. 
The Poisson regression model is then defined in terms of the mean (or expected value) of yf', given 
with the specific form given by 
>.(xf') = E[yilxil = exp(xi,8), (6.2) 
where ,8 = [/30, ,81, ... ,13k]' corresponds to the vector of regression coefficients. The conditional distribution 
of the response variable is assumed to be of the form 
yilxi ~ Poisson[>,(xi)]· (6.3) 
That is, conditional on xi , Yi follows a Poisson distribution with mean >,(xi). The log-linear transformation 
of >.(xf') is given in equation 6.4 below, 
log(>'(xi)) = xi,8. (6.4) 
A major assumption of the Poisson regression model is that 
E[yilxil >'(xi") = exp(xi,8) = Var[yilxil· (6.5) 
This follows from the equidispersion property of the Poisson distribution. The validity of this assumption 
in the case of modelling the monthly distribution of SIDS will be assessed in the model diagnostic section of 
the analysis process (Section 6.3.3). 
Generalised Linear Models 
Both the Poisson regression model and the logistic regression model (Section 3.1.1, page 63) belong to the 
cla."ls of generalised linear models. Generalised linear models (GLMs) form a broad class of models that 
extend the traditional linear models (McCullagh & NeIder, 1989). All GLMs consist of three components. 
The first component is a random component, which corresponds to the probability distribution of the response 
variable. This probability distribution is required to be a member of the exponential family of distributions. 
The second component is a systematic component, which defines the covariates, or independent variables in 
the model. These enter the model in the form of a linear combination. The final component of a GLM is the 
link function. This link function allows the expected value of the response to depend on the linear predictor 
defined by the systematic component. Mathematically, the GLM is 
f(E[y]) = X,8 (6.6) 
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where f is the appropriate link function. In particular, logistic regression consists of a logit link function 
and a binomial distribution (see equations 3.3 and 3.4, page 63), whereas Poisson regression is specified by 
a log link function and a Poisson distribution (equations 6.3 and 6.4). Many other widely used statistical 
models also fit into the class of GLMs, including classical linear regression and ANOVA models. 
Fitting the Poisson Regression Model 
The likelihood of the Poisson regression model is defined as 
l«(3) = rrn exp(-'>'(xi'))('>'(xi))Yi 
yin! (6.7) 
i=l 
The corresponding log-likelihood equation is given by 
n 
L«(3) .\(xi) + yf' log(,>,(xi)) -log(yi1)] 
i=l 
n 
= L [ - exp(xi(3) + yix i(3 -log(yil)]. (6.8) 
i=l 
Maximul;Il likelihood estimation is implemented t? calculate the parameters of (3 via an iterative fitting 
process (Dobson, 2002). Standard errors, and p-values are calculated for the estimated parameters using the 
asymptotic normality of the MLEs (Agresti, 1996). 
Interpretation of the Coefficients of the Poisson Regression Model 
The next step in the analysis process is to interpret the Poisson regression modeL This is achieved by 
examining the effect the parameter estimates have on the response variable. As an exponential relationship 
exists between ym and xm, an increase in xj (j 1, ... , k) has a mUltiplicative impact on the expected 
value of yrn, .>.(xj). For example, holding other covariates fixed, a unit increase in xj has the following 
effect on .\(xj): )..(xj + 1) )..(xj)exp(~j). More generally, if ~j > 0, then exp(~j) > 1 and )..(xj) will 
increase with increasing xj'. Conversely, if ~j < 0, then )..(xj) decreases as xj increases. 
For large samples, the maximum likelihood estimates of (3 (~) are approximately normally distributed 
(Agresti, 1996). A confidence interval for a model parameter, (3j, can then be defined as 
~j ±z~ASE, (6.9) 
where ASE is the asymptotic standard error of ~, and Z!2! is the normalised z statistic corresponding to a 
2 
1- ~ leveL 
6.2 Statistics for Model Comparison 
Three log-likelihood based statistics, and Pearson's chi-squared statistic are utilised as a basis for deciding 
between competing Poisson regression models. These are the same model fit statistics used in Chapter 3. 
The three log-likelihood based statistic are the Deviance statistic (D, defined in equation 3.10 or G, equation 
3.11, page 65), Akaike's information criterion (AIC, equation 3.12, page 65), and Schwarz's criterion (SC, 
equation 3.13, page 65). Pearson's chi-squared statistic is based on the Pearson residual, which for the 
Poisson regression model is defined as 
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(6,10) 
Pearson's chi-squared statistic, P, is then the resulting summary statistic formed by summing the squared 
Pearson residuals, that is: 
n 
i=l 
(6.11 ) 
6.3 Assessing the Fit of the Poisson Regression Model 
After completing the Poisson regression analysis, and having identified the best model to relate SIDS to the 
monthly climatic covariates, the resulting model needs to be examined for its appropriateness and adequacy 
in terms of how closely it describes the incidence of SIDS. A similar procedure to that presented in Section 
4.3 (page 81), which examined both the overall model fit, and the contribution of the individual observations, 
is used with the Poisson regression model. In addition, the assumption of equality between the conditional 
mean and variance, as delineated in equation 6,5, is examined for its validity, 
6.3.1 Overall Model Fit 
Assessing the overall fit of the model is done via a goodness-of-fit statistic, and an examination of predictive 
ability, as was the case with the analysis of daily SIDS counts via logistic regression (Chapter 3). 
Goodness-of-fit 
The hypothesis 
Ho: All aspects of the fitted model are correct 
against 
HA: Not all aspects of the fitted model are correct 
is generally tested using Pearson's chi-squared statistic (equation 6.11). When the fitted values, ).(xi) , 
are reasonably large (in general exceeding five), P follows a X2-distribution (Cameron & Trivedi, 1998). 
Unfortunately this was not the case with the distribution of monthly SIDS counts. Therefore, rather than 
utilising P in a formal hypothesis test setting as defined above, it will be examined in a less formal sense. 
If P > n - k (where n is the sample size and k the number of variables in the model), it is usually inter-
preted as evidence of overdispersion (variance> mean), similarly P < n k is indicative of underdispersion 
(variance < mean) (Cameron & Trivedi, 1998). Cameron & Trivedi (1998) note that this interpretation 
of P assumes that ).(xi) was correctly specified. They suggest that if P i= n k, the conditional mean 
may in fact have been misspecified. P is therefore utilised in this sense as an indication of misspecification. 
Examination of the model for over (or under) dispersion is looked at in Section 6.3.3. 
Predictive Ability of the Poisson Regression Model 
The predictive ability of the model is examined by comparing the predicted probabilities against the ob-
served frequencies. The response variable, yr, has observed values 0, 1, ... , max(yi); denote the observed 
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frequencies as Pj, that is Pj is the proportion of the observed values with yi = j (j = 0,1, ... , max(yi)). 
Predicted probabilities are denoted by pj where 
j = 0,1, ... , max(yf'). (6.12) 
Comparing pj with Pi highlights values where the model is inclined to over or under estimate the observed 
distribution. 
6.3.2 Residual Diagnostics 
The standard definition of a residual for a linear model is simply the difference between observed and fitted 
values. The definition of a residual in the case of nonlinear models is not unique. Two forms of residuals are 
utilised in this section of analysis: Pearson residuals and Anscombe residuals. 
The Pearson residual was defined previously in equation 6.10, and is the basis of the Pearson chi-squared 
statistic defined in equation 6.11. 
The Anscombe residual is generally defined as the functional transformation of y that returns a distribu-
tional form closest to normality. This is then standardised to have zero mean and unit variance (Cameron 
& Trivedi, 1998). For the case where y follows a Poisson distribution, the function yt is closest to normality 
and the Anscombe residual is given by 
[ 2 ' 2] 1.5 (yi)" (.:\(xi')) 3 
ai = 1 
[~(xi')]6 
(6.13) 
Residuals Against the Predicted Mean 
The second of assessing the model fit involves examining the contribution to the model of the individual 
observations. As previously described in Section 4.3.2, this is achieved by examining several measures against 
the predicted mean ~(xi'). An initial plot of the Pearson and Anscombe residuals against ~(xf') is examined 
for any unusual patterns or discrepancies. 
Normal Scores Plot 
A normal scores plot of the residuals is utilised to examine how close to normality the residuals are. 
This plot compares the residuals from the fitted model with the predicted residuals under the assumption 
that they are in fact normally distributed. This plot is generated by plotting the ordered model residuals 
(ri' or ai) against the expected order statistics of a normal sample. If the residuals do come from a normal 
distribution, a straight line is produced. Deviations from the linear trend give an indication of lack of model 
fit over certain values of the dependent variable. The normal scores plot is useful for examining the accuracy 
of fit of extreme values in the model (McCullagh & NeIder, 1989). 
The normal scores plot was not suitable to use in the Logistic regression case (Chapter 3); in Logistic 
regression it is assumed that the binomial distribution describes the distribution of the errors in the model 
(Hosmer & Lemeshow, 2000). 
Leverage Matrix 
A third plot is examined, which assesses the effect of the ith observation. The leverage matrix, H, is 
defined as 
H W!X(XIWX)-IX'Wt (6.14) 
where W = Diag(E[yilxi'D (Cameron & Trivedi, 1998). The ith diagonal entry hii is then plotted against 
the observation number. This is the Poisson analogue of equation 4.14 (page 83), which in the logistic 
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regression analysis was utilised to examine the effect of the deletion of the ith observation on both Pearson's 
chi-squared statistic and the model parameters. In the Poisson regression scenario, the plot of hii is examined 
for any influential observations, identified as being greater than2n/m (m represents the number of parameters 
in the model). 
Autocorrelation Function 
The final stage of the residual diagnostics is to examine the autocorrelation function (ACF) (Section 
4.3.2, page 84). This is necessary as the monthly series still contains an underlying time ordering. When 
visually inspecting the ACF of the residuals, any deviations from a purely random series are highlighted by 
extreme values. 
If the ACF shows that no serial correlation exists in the residuals, then the static Poisson regression model 
(as in equation 6.3) is considered sufficient. A pure Poisson point process generates a series of independent 
observations (Cameron & Trivedi, 1998) therefore, although the SIDS counts are ordered over time, it is not 
unusual that the static model is adequate. 
In the senario where the ACF indicates serial correlation remaining in the regression residuals, autore-
gressive covariates (Yi-ll Yi-2, ... ,Yi-.') is added to the model, giving an exponential conditional mean of 
the following form: 
(6.15) 
h m - [m m . m lprime w ereYi_k- Yi-l,Yi-2"",Yi-k 
The maximum likelihood theory is not affected by the addition of Yi-k to the set of regressors. Cameron 
& Trivedi (1998) state that the Poisson estimates remain consistent in the presense of autocorrelation. They 
show that, if lagged dependent variables are included in the model as regressors, and there is no serial 
correlation in yf' after controlling for the regressors, standard errors also remain consistent. Similar lagged 
regression coefficients are presented by Zeger & Qaqish (1988) in a Markov model, Aitkin & Alfo (2003) in 
an extension of transitional GLMs, and Toscas & Faddy (2003) in a longitudinal extended Poisson process 
model. 
Although the model in equation 6.15 is explosive for p > 0, in all modelling where the additional 
autoregressive regressor is required p < 0 (see Results sections for further details). 
The ACF of the residuals is used to assess the appropriate AR(k) order required, alongside the mixture 
transition distribution SC-based test of Raftery & Tavare (1994). 
6.3.3 Testing for Overdispersion 
A set of data is considered to be overdispersed when the conditional variance exceeds the conditional mean, 
that is V ar[yf' Ixi] > E[Yi Ixi]. A simple indication of the magnitude of over dispersion can be obtained by 
examining the ratio of the sample variance to the sample mean. If this is than unity, overdispersion 
is a potential problem which may need to be accounted for in the initial model specification. Poisson 
regression decreases the conditional variance slightly as compared to the sample variance, but overdispersion 
is likely to remain an issue when 8 2 > 2x (Cameron & Trivedi, 1998). Tests for over dispersion examine the 
equidistribution property, with the null hypothesis of equality of the mean and variance considered against 
the alternative that the variance exceeds the mean, as stated below: 
Ho: E[Yf'lxil = Var[yf'lxil 
against 
HA : E[Yf'lxil < Var[Yilxil· 
Two test statistics for examining the over dispersion hypothesis are utilised, as presented by Dean (1992). 
The first test statistic, denoted ODA , assumes E[yf'lxil;:::; A(xi) with Var[Yilxil;:::; A(xi)(l + TA(xin)) 
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(where r is small). This is a simple extension to the log-linear Poisson model presented in Section 6.1.1. 
The test statistic is 
OD
A 
= E~==l [(Yi - ~(xi))2 (1 hii)~(xi)] 
)2 E7=1 ~(xi)2) 
where hii is the ith diagonal element of H, defined in equation 6.14. 
(6.16) 
The second statistic used to test for overdispersion is ODB . This uses a simple variance inflation: 
Var[Yilxil = "\(xi)(1 + r), giving 
_I-I: [(Yi-~(~m)): Yi+hii~(Xi)]. 
.J2ri i==l "\(xi) 
(6.17) 
Dean & Lawless (1989) show that the distribution of the two test statistics, aDA and ODB, is asymp-
totically normal. 
6.4 Statistical Modelling Methods 
The initial analysis step involves examining the effect of the variable describing the population at risk, over 
and above seasonality. As described in Chapter 5, the monthly variable used to describe seasonality in 
Period 1 is 1'emP:eanMA30' the mean of TempmeanMA30 over each calendar month. In Period 2, seasonality 
is described using a sinusoid function, composed of sine and cosine curves (with a period of twelve to represent 
the annual cycles in the seasonal component of the distribution of SIDS). 
Models are constructed using the following model forms. 
Baseline model 
(1) SillS IX intercept + season 
(2) SillS IX intercept + season + number of infants at risk (NAR) 
Climate model 
(3) SIDS IX intercept + season + NAR + climate variables. 
A baseline model is formed, selecting the best model form from (1) or (2) above. These baseline forms 
are also examined without the term. The additional contribution of the monthly climate variables 
(Model (3) above) is initially examined individually, over and above the baseline model. After identifying 
potentially significant climatic covariates, multivariate Poisson regression models are formed by combining 
multiple climate variables into Model (3). These will be compared with the regression models formed from 
the PC sets defined in Chapter 5. Finally, the model identified as best describing the relationship between 
climate and monthly SIDS numbers will be assessed for its appropriateness and adequacy. This modelling 
process is completed separately for Period 1 (1968-1972) and Period 2 (1973-1989). Note: where necessary, 
climate variables are de seasoned the procedure outlined in Section 3.3.2, page 68. 
The Poisson regression analyses were performed using SAS (SAS (R) Proprietary Software Release 
(8.01.01)) through the GENMOD procedure. An a ~ 0.05 level of significance is used throughout this 
analysis procedure. 
6.5 Results 
Figure 6.1 shows the relationship between N AR and the intercept when modelling SIDS per month (for 
Period 2). It is interesting to note that in all models that include both the intercept and N AR, the regression 
parameter corresponding to N AR is negative (see modelling results in this chapter and also Chapters 6 and 
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Figure 6.1 : Relationship between NAR and intercept when using Poisson regression to model monthly SrDS 
counts (Period 2); SIDSinten ;ept + N AR; _ SIDSN AR; _ SIDSinten :ept . 
8). This may be because N AR changed very little, relative to its absolute size , over the period, and so is 
nearly aliased wit h the constant term. 
This contradicts with wha t is the expected rela tionship between N AR and the incidence of SIDS; as the 
number of infa.nts at risk of SIDS increases, so should the number of SIDS. Figure 6.1 shows the intercept 
only model corresponding to the mean number of SIDS per month during Period 2 (2.4), with the N AR and 
int + N AR models essentially inverses, with a reflection around approximately 2.2. The estima ted number 
of SIDS with the N AR only model, follows the same genera l pa ttern of N AR over time. Models were 
therefore considered involving only the intercept or N AR, as well as both. Most models presented for SIOS 
at a mont hly level contained both intercept and N AR, but for completeness and comparison, where models 
within the main body of the t.hesis are presented without both intercept and N AR, the corresponding model 
containing both intercept and N AR are presented in Appendix G. 
6.5.1 Period 1 (1968-1973) 
Table 6.1 presents four candidate bas eline Poisson rcgression models for Period 1, with parameter estimates 
and corresponding goodness-of-fit statistics. The models are denoted P1(1), P1(2), P1(3) and P1(4). Bot h 
P1(1) and PI (3) are based solely on T'emP'::.eanM A30' whereas Pl(2) and P1 ( 4) include the additional variable, 
N AR. Pl(3) and Pl(4) have the same model form as P1(1) and Pl(2) respectively, but without the constant 
(or intercept) term in the model. 
P1(1) has the lowest values across the three log-likelihood based statistics (D, AIC and SC) of the four 
models. Pl(2) , in turn, ret.urns t he lowest value of Pearson's chi-squared stat istic, b~t both the constant 
term and N AR lack significance. Table 6.1 also presents the rank sum value (calcula ted using the method 
described in Chapter 3). These va lues show that P1(1), with the lowest rank sum of 5, performs best out 
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Model Variables D AIC SC P Rank sum 
Pl(l) Intercept 0.955 (0.342) 166.182 170.182 174.337 48.862 5 
TemP:eanMA30 -0.059 (0.030) 
Pl(2) Intercept 10.331 (8.172) 166.664 172.664 178.896 46.646 9 
TemP:eanM A30 -0.058 (0.030) 
173.330 175.330 177.407 65.429 14 
TemP:eanM A30 170.264 174.264 178.419 49.338 12 
NAR 0.0002 
Table 6.1: Baseline model results for Period 1, Poisson regression. 
of the four candidate baseline models. PI (I), consisting of an intercept and a seasonality term, is therefore 
taken as a baseline model in the next analysis step. 
Pl( 4) is also used as a baseline model in the next stage of the analysis. PI( 4) contains N AR alongside 
seasonality. Although PI(4) did not perform as well as Pl(l) with respect to the goodness-of-fit statistics, 
the information contained in the N AR term (which describes the number of infants at risk of SIDS in any 
month) was considered potentially useful in terms.of describing the risk of SIDS, and therefore this model 
was considered further. 
The next stage of the Poisson regression analyses involved incorporating each of the climatic variables 
into the baseline model (with both Pl(l) and PI(4) examined). No significant relationships were identified 
over and above the baseline models of seasonality, or seasonality and N AR. 
Similarly, non-significant effects resulted when examining the contribution of the nine principal com-
ponents defined in Chapter 5, via PC regression. These components effectively summarise the climate 
information for Period 1, but with no individual climatic variables significantly related to the incidence of 
SIDS, over and above either baseline model (Pl(l) or PI(4», it was expected that no relationship was found 
between the PCs and the incidence of SIDS. 
The two baseline models, PI(I) and PI (4), will therefore be considered further in terms of model adequacy 
and predictive ability. 
Assessing the Fit of the Baseline Poisson Regression Models 
Assessing the fit of the Period 1 baseline models PI (1) and PI (4) (detailed in Table 6.1) falls into three basic 
categories: overall model fit, residual diagnostics, and testing for overdispersion in the data. Notationally, 
variables relating to Pl(l) will contain a subscript '1', and correspondingly, variables relating to Pl(4) will 
contain a subscript '4'. 
Overall Model Fit of the Baseline Poisson Regression Models 
Pearson's chi-squared statistics for Pl(l) and PI(4) were P1 = 48.862 and P4 49.338 respectively. As 
the fitted values ).i(Xffi) (i = 1,4) are reasonably small (ranging from approximately 0.9 to 1.9 SIDS per 
month) Pi does not follow the standard X2 distribution. Both Pl(l) and Pl(4) have d! 57, (d! n m = 
59 2 = 57), approximately 16% than P1 or P4 . This may be indicative of underdispersion in the 
model. 
The observed probability distribution of the number of SIDS per month is presented in Figure 6.2, 
alongside the predicted probability distributions for both Pl(l) and PI(4). The distributions of PI(I) 
(Figure 6.2 (b» and Pl(4) (Figure 6.2 (c» have slight differences: the predicted proportion of months with 
no SIDS deaths, and months where one SIDS occurred, is slightly larger in the PICl) model. In contrast, 
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Figure 6.2: Observed and predicted proportions of srDS counts, Period 1 (predicted proportions calculated 
baseline models PI(I) and Pl(4)). 
the predicted proportion of months with two or three SIDS is higher in the Pl( 4) model. Compared to the 
observed distribution of SIDS, both Pl(l) and Pl(4) fail to predict the large number of months with one 
SIDS death. 
Residual Diagnostics for the Baseline Poisson Regression Models 
Figure 6.3 sh?ws both the Anscombe and Pearson residuals from Pl(l) and Pl(4) plotted against the 
predicted mean '\(Xrn.). Figure 6.3 (a) and (b) correspond to the Pl(1) residuals, while Figure 6.3 (c) and (d) 
show the Pl( 4) residuals. All four plots show the same trend: a banding effect, corresponding to an increase 
in the predicted mean. Visually, it is difficult to identify values that have been poorly fitted. 
Normal score plots for the Anscombe and Pearson residuals from Pl(l) and Pl(4) are presented in 
Figure 6.4. The Pl(l) residuals appear in Figure 6.4 (a) and (b), with the residuals from Pl(4) shown in 
Figure 6.4 (c) and (d). The normal score plots for both residuals types, and both models, appear similar. 
The linear trend is poorly followed, especially at the lower range of values. The higher residual values also 
seem to deviate from the line of normality, but with less residuals in this range, it is not as easily seen. This 
suggests that the models (Pl(l) and Pl(4)) may not be estimating .\(xm) successfully. 
Figure 6.5 presents the diagonal entries of the leverage matrix (hu) defined in equation 6.14, for both 
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Figure 6.3: Predicted mean against resduals, Period 1 (PI (1) and Pl(4)). 
P1(1) and Pl(4). Four potential outliers are highlighted by The bound 2m/n = 0.068 is shown by 
.- _ .... on both plots. The three largest values of hii for each of PI (1) (Figure 6.5 (a)) and P1(4) (Figure 
6.5 (b)) fall above this bound. 
The three months identified as potential outliers are June 1968, June 1969 and July 1972. The corre-
sponding values of TemP:eanMA30 and N AR for these three observations are given in Table 6.2. The three 
potential outliers are all winter months, with one to three SrDS occurring. The TemP:eanMA30 values are 
similar across the three months. There are no trends evident that may have resulted in these months being 
outliers. Removing any points from the dataset is not an option as this would corrupt the underlying time 
series inherent in the data. 
Figure 6.6 presents the autocorrelation functions (ACFs), for of up to 15 months, for the Pearson 
residuals of Pl(l) and Pl(4). The ACFs show no evidence of serial correlation in either the Pl(l) or Pl(4) 
June 1968 June 1969 July 1972 
#SIDS 3 2 1 
Season Winter Winter Winter 
TemP:eanM A30 5.44 5.24 5.38 
NAR 5708 5764 5896 
Table 6.2: Covariate values for outlier months in baseline models, Period 1. 
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Figure 6.6: Autocorrelation function of the residuals, Period 1 (Pl(l) and P1(4)). 
model, with the series appearing purely random. The ACFs of the Anscombe residuals also do not show any 
evidence of serial correlation (not pictured). 
Testing for Overdispersion in the Baseline Poisson Regression Models 
The final stage of the fit of the Period 1 baseline models P1(1) and P1(4) involved testing 
for overdispersion. The ratio of the observed variance (1.26) to the mean number of SIDS per month 
(1.34) is 0.944. This value is slightly smaller than one, indicating that underdispersion may be evident in the 
distribution of SIDS in Period 1. This underdispersion may no longer be an issue after the Poisson modelling 
process, but it is not expected that significant overdispersion will be identified. The over dispersion statistics, 
defined in equations 6.16 and 6.17 are presented below for completeness: 
ODA1 0.584 
ODA4 = -0.544 
ODB1 = -0.763 
ODB4 = -0.728 
(6.18) 
With p-values ranging from 0.30 to 0.34, these four statistics give no indication of overdispersion in the 
baseline models. 
The overall performance of the Period 1 baseline models, P1(1) and Pl(4) was not good. In both cases, 
the models failed to predict the proportion of months where one SIDS occurred (Figure 6.2), and normal 
score plots (Figure 6.4) also gave an indication of lack of model fit. There was evidence of underdispersion 
seen in the models, highlighted when comparing Pearson's chi-squared statistics to the corresponding model 
degrees of freedom, and also in the sample variance to mean ratio. 
Both baseline models, P1(1) (intercept+Temp::;::eanMA30) and P1(4) (Temp::;::eanMA30+N AR) appeared 
to be similar in terms of residual diagnostics and dispersion tests. 
Interpretation of the Baseline Poisson Regression Models 
The Period 1 baseline model Pl(4) Temp::;::eanMA30+N AR will be utilised to briefly examine the influence 
of the covariates of the predicted number of SIDS. Although the overall performance of this model is lacking, 
it is of interest to see the effect of the covariates. The parameter estimates corresponding to the covariates 
show a decreased sms risk, with LHv,LvO'''H,'); Temp::;::eanMA30' highlighting the seasonal trend underlying the 
SIDS distribution. A one degree increase in the monthly average of TempmeanMA30 corresponds to a 6% 
decrease in the number of SIDS (95%CI: 0%-11%). In contrast, an increase in the number of infants at 
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risk of SIDS (N AR) corresponds to an increase in the risk of SIDS, specifically, every additional 100 infants 
at risk of SIDS in a month, increases the SIDS risk by 2% (95%CI: 0%--4%). 
6.5.2 Period 2 (1973-1989) 
The four candidate baseline Poisson regression models for Period 2 are presented in Table ??, with parameter 
estimates and corresponding goodness-of-fit variables. The models are denoted P2(1), P2(2), P2(3) and P2(4) 
where P2(1) + N AR P2(2), and similarly P2(3) + N AR P2(4). P2(3) and P2(4) have the same model 
form as P2(1) and P2(2) respectively, but do not contain an intercept (or constant) term. 
P2(1) (intercept + seasonality) has the lowest values, of the four models, across the three log-likelihood 
based goodness-of-fit statistics. This model ranks second with respect to Pearson's chi-squared statistic, and 
with a final rank sum of five, rates best across the four goodness-of-fit statistics utilised. Adding N AR to 
P2(1) gives P2(2), which rated second on the log-likelihood statistics, and first with respect to P. Overall, 
P2(2) had the second lowest rank sum value. The contribution of the additional information made to the 
model by N AR in terms of describing the underlying trends in the population at risk was considered an 
important consideration when modelling the incidence of SIDS. Therefore P2(2) was taken as the baseline 
model for further analysis of the Period 2 data. 
It is interesting to note the poor performance of P2(3), the model containing only sinusoids, with no 
constant term. The addition of N AR to P2(3), giving P2(4), the model to a much more comparable 
level with P2(1) or P2(2). In this sense, N AR is essentially acting as a surrogate for the constant term in 
P2(4). P2(4) will therefore also be incorporated as a baseline model in the analysis process. The overall 
effect of both a constant term and N AR, as in P2(2), may swamp the model, making it difficult to identify 
climatic effects. Utilising P2(4) as a baseline model may aid in the process of teasing out potential climatic 
relationships with SIDS. 
Univariate Climate Models 
Baseline Model P2(2}: 
log('\(xTn)) = f30 + f31 sin(21~t) + f32 (6.19) 
The model presented in equation 6.19 above (P2(2)) was taken as the baseline model for this step in the 
analysis procedure, where the effect of adding additional climate variables to the baseline form is examined. 
Initially, each climate variable was added individually to the model to enable potentially significant climatic 
relationships to be identified, over and above the baseline model. 
Only two climate variables, out of the possible 101, were identified as being significantly related to the 
incidence of SIDS, over and above the relationship between seasonality and the population at risk described 
in the baseline model (P2(2)). These were WindS:ean(std) and South'::dif!' Table?? presents details for 
these two models, including parameter estimates and goodness-of-fit statistics. They are denoted Modell 
and Model 2 corresponding to the incorporation of WindS:ean(std) and South'::diff respectively. Modell 
is marginally better than Model 2, with respect to the goodness-of-fit statistics. 
Figure ?? illustrates the estimated effect of WindS:ean(std) on SIDS risk, by season, while the remaining 
covariate values were held fIxed at their seasonal mean value. The estimated mean number of SIDS, .\(xm), 
is plotted against WindS;;!ean(Btd) for each season. A unit increase in WindS;;!ean(std) has a multiplicative 
impact on the risk of SIDS. Therefore, for every one knot increase in WindS;;!ean(std)' the estimated mean 
number of SIDS per month increases by 18%. Figure ?? shows that winter has the highest risk of SIDS, 
ranging from 3.1 to 4.9 SIDS per month as estimated by ModelL The predicted SIDS risk for spring and 
autumn is similar, with spring SIDS risk ranging from 1.9 to 3.0 SIDS per month and for autumn from 1.7 
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H umid:ean( max) 
Westm mean(mean) 
W tm es max(max) 
North+diff 
Pres:ean( mean) 
Pres:in(min) 
W indS'::dill 
Dew+diff 
Pres:ean(min) 
D m 
eWmax(max) 
WindS+difl 
WindD'N'fv 
Presm mean(max) 
Pres:ax(max) 
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Table 6.3: Climate variables significantly assiciated with over and above the baseline model formed 
by P2(4), Period 2 ('d' corresponds to deseasoned variables). 
to 2.7 SIDS per month. As expected with the underlying seasonal pattern in SIDS, summer has the lowest 
risk, ranging from 1.0 to 1.6 SIDS per month over the range of WindS;;::ean(std) values plotted. SIDS risk 
appears linear over the range of WindS;~ean(std) values. Similar trends follow from Model 2 (not shown). 
No significant relationships between any of the principal components defined in Chapter 5 and the 
incidence of SIDS in Period 2, where P2(2) was taken as the baseline model form, were identified. 
Baseline Model P2(4): 
21ft + f3aN AR (6.20) 
A total of fourteen monthly climate.variablesi out of the possible 101, were found to be significantly 
related to the incidence of SIDS, over and above the baseline model given in equation 6.20 above (P2( 4». 
Full model details, including parameter estimates and goodness-of-fit statistics are presented in Table F.1; 
a list of the significant covariates is given in Table 6.3. Of the fourteen variables, WindD'Nw is the only 
variable that was significantly associated with season, and therefore deseasoned. This is denoted by a 'd'. 
Of the univariate models, with baseline form P2(4), the model which incorporated Humid:ean(max) 
attained the lowest goodness-of-fit statistics. This model implies the mean number of SIDS per month 
increased by 2% for every 1% increase in Humid:ean(max)' Figure 6.7 illustrates the estimated effect of 
Humid;;:ean(max) on the predicted SIDS numbers, by season. This again, highlights winter as season of 
highest SIDS risk, and combined with high values of Humid:ean(max) , the estimated number of SIDS per 
month reaches 3.6. As shown in Table F.1, Pres:ax(max) also rated well on the goodness-of-fit statistics. 
No significant relationships were identified between any of the principal components defined in Chapter 
5 and the incidence of SIDS in Period 2, where P2(4) was taken as the baseline model form. 
Overall, the univariate models containing an intercept term, alongside seasonality and risk population 
variables (baseline P2(1», performed better with respect to the statistics compared to models 
without an intercept term (baseline P2(4». This is expected with the better performance of the underlying 
baseline model P2(2) as compared to P2( 4). More climate variables were found to be significantly associated 
with SIDS risk, over and above the baseline model for P2(4) as compared to P2(2). 
Multiple Climatic Models 
Baseline Model P2(2): 
The two variables related to SIDS at a univariate level, WindS:ean(std) and South":.difl' were incorpo-
rated together into a multiple climatic model. The resulting model, denoted Model 3, is presented in Table 
6.4. The addition of South":.difl to Modell, producing Model 3, significantly reduced the log-likelihood of 
the Modell (G = 5.291, p = 0.021). 
Baseline Model P2(4): 
Table 6.4 details three further multiple climatic models, corresponding to a baseline model form given 
by P2(4) (Seasonality + NAR). These three models, denoted Model 4, 5 and 6, each contain two climate 
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Figme 6.7: Univariate climate model highlighting the effect of Humid:ean(max) on the predicted mean rate 
of SIDS, by season, baseline model P2(4), Period 2 (- Summer, Autumn, Winter , Spring) . 
variables, lVindDN~f alongside West:ean(mean)' Dew;~ax(ma:<) or W est;!ax(max)" There is little difference 
between these three models , and they are all outperformed by Model 3 (containing the constant term) . Model 
3 is therefore assessed in terms of model adequacy and overall fit. The underlying dimatic dependencies 
described by this model are then examined in a det.ailed model interpretation. 
Assessing the Fit of Model 3 
As described in Section 6.3, assessing the fit of Model 3 falls into three basic categories, overall model fit, 
residua l diagnostics, and testing for overdispersioll in the data. Dependent on the results of this process, 
Model 3 can then be used to aid in understanding the climatic dependency of SIDS. 
Overall Model Fit for Model 3 
Pearsun's chi-squared statistic for Model 3 was P = 189.249. As discussed in Section 6.3, as the fitted 
values ).(Xi') are reasonably small (ranging from 1.0 to 5.0 SInS per month), P doe,s not follow the standard 
X2 distribution. Degree::; of freedom for Model 3 are df = 198, slightly larger than P. Informally, this gives 
no obvious indication that the conditional mean may have been misspecified. 
Figure 6.8 presents both the observed and predicted probability distribution of SIDS counts. Both plots 
present similar right-skewed distributions, although the predicted distribut.ion (p, Figure 6.8 (b)) appears 
bi-modal, with a twin peak at one and two. In contrast, the observed distribution of SIDS counts (p, Figure 
6.8 (a)) has a single mode at two SIDS per month . The class of one SIDS per month appears to be the only 
category where Model 3 overes timates the observed distribution. 
Residual Diagnostics for Model 3 
The residual:; for Model 3 are plotted against the predicted mean, ).(xm) in Figure 6.9. Figure 6.9 (a) 
shows the Pearson residuals, while Figure 6.9 (b) presents the Anscombe residuals. Both plots show a similar 
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Model Variable D AlC SC P 
Model 3 Intercept 1.274 705.604 717.604 737.512 189.249 
sineW) -0.342 (0.068) 
cosel";t) -0.441 (0.067) 
NAR -0.0002 (0.0001) 
WindSm meun(std) 0.164 (0.072) 
South~di[[ 0.165 (0.078) 
Model 4 sinelr;;) -0.337 (0.067) 720.131 730.131 746.722 217.378 
cosel";t) -0.445 (0.067) 
NAR 0.0001 (0.0001) 
Westm mean(mean) 0.114 (0.061) 
WindD'Nfv 1.578 (0.737) 
Model 5 sinCZl";t) -0.336 (0.067) 719.461 729.461 746.052 216.649 
cosel";t) -0.446 (0.067) 
NAR 0.0001 (0.0001) 
Dew:ax(max) 0.036 (0.018) 
WindD'N'f:v 1.683 (0.744) 
Model 6 sine1";t) -0.335 (0.067) 721.291 731.291 747.812 214.313 
cosCZl";t) -0.444 (0.067) 
NAR 0.0001 (0.0001) 
W tm es max(max) 0.048 (0.024) 
WindD'Nfv 1.636 (0.746) 
Table 6.4: Details for various multivariate climate models, Period 2 ('d' corresponds to deseasoned variables). 
sms count sms count 
(a.) Observed proportion of sms (P) (b) Predicted proportion of sms (fJ) 
Figure 6.8: Observed and predicted proportions of SIDS counts, Period 2, Model 3. 
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, .. ... ,. 
", 
• O' 
.J' o • 
. oo 
& '" & ;n ;n 
<tl ". <tl .D .D 0 0 
0':: 
0.0, 
a.o! 
./~ 
: 
0':: 
... 
... ! , 
..... ' 00) , 
Residual Residual 
(a) Pearson residuals (b) Anscombe residuals 
Figure 6.10: Normal scores plot to assess the normality of residuals from Model 3, Period 2. 
residuul pattern, with the Pearson residuals recording slightly lower values. Visually, it is difficult to identify 
poorly fit values. 
Normal score plots are presented in Figure 6.10 (a) (Pearson residuals) and Figure 6.10 (b) (Anscombe 
residuals). The relationship appears linear for the mid-range residual values, but deviates from the line of 
normality at the extremes of the residual range. This pattern is seen in both the Pear::;on and Anscombe 
residuals, and suggests that Model 3 may not be successfully estimating ~(xm) for months where there were 
either no SIDS, or where large numbers of SIDS occurred. 
The leverage matrix, defined in equation 6.14, is useful in highlighting influential observations. Figure 
6.11 presents the diagonal entries of this leverage matrix (h.i;) plotted in over time. This shows eight outlying 
observations, highlighted by CJ . The bound 2m/n corresponds to a value of 0.059 for Model 3 and is shown 
on Figure 6.11 by . Covariate details of the outlying observations are given in Table 6.5, and show 
that the eight months were either winter or spring months. Recorded SIDS numbers for ranged from zero 
to eight per month for the outlying points. No trends were evident that may have resulted in these months 
being outliers . As a result of the time series nature of the data, removal of any of these eight points from the 
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dataset is not an option, as this would interfere with the regular time-ordered nature of the observations. 
Figure 6.12 presents the autocorrelation functions for the Pearson (Figure 6.12 (a)) and Anscombe 
(Figure 6.12 (b)) residuals from Model 3, for lags of up to 15 months. Both these autocorrelation func-
tions (or correlograms) show a large value at lag( t - 1), implying a possible short-term correlation remaining 
in the residuals of Model 3. An autoregressive covariate, comprised of lagged SrDS counts, was therefore 
incorporated into Model 3. This was a way of accounting for serial correlation in the model, allowing for 
more accurate interpretation of the climatic profile of sms risk. 
Details of the model containing the autoregresllive covariate given by the number of SIDS per month, 
lagged by one month (denoted yi':]), is presented in Table 6.6. This model, which is defined as Model 3 + y~], 
is denoted Model 7. Inclusion of Yi~ l significantly reduced the log-likelihood (G = 3.668, p = 0.055), which 
is reflected in lower values of three goodllc~s-of-fit. statistic~ as compared with Model 3. The se statistic, 
Date Jun 73 Jul73 Sep 77 Jun 79 Sep 79 Jul81 Jul 84 Nov 84 
Season 'Winter Winter Spring Winter Spring Winter 'Winter Spring 
# sms 3 4 0 7 5 2 4 4 
sine!;t) 0 -0.5 -1 0 -1 -0.5 -0.5 -0 .5 
cos( 21;t) -1 -0.8666 0 -1 0 -0.866 -0 .866 0.866 
NAR 5649.2 5626.5 4788.6 4452.3 4406.4 4079.2 4195.5 3936.2 
W indS:'ean(.td) 5.206 5.777 4.504 5.475 5.500 3.029 4.1G6 5.777 
South"':...'diU -1.043 1.516 -4.696 -0.907 -2.804 -1.540 -3.148 -1.199 
Table 6.5: Covariatp values for poteIltially influential observations, Model 3, Period 2. 
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Figure 6.12: Autocorrelation function of the residuals of Model 3, Period 2. 
NAR 
WindS:ean(std) 
South::':diff 
1.706 
-0.453 (0.074) 
-0.502 (0.070) 
-0.0002 (0.0001) 
0.158 (0.073) 
0.180 (0.080) 
-0.099 
-0.599 - -0.307 
-0.638 - -0.365 
-0.0004 - -0.0000 
0.D16- 0.300 
0.027 - 0.334 
-0.157 - -0.041 
Table 6.6: Detailed model descriptors of Model 3 + autoregressive term (Model 7), Period 2. 
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which penalises harshly for the extra parameter now in the model, is slightly larger than the se statistic for 
Model 3. Figure 6.13 presents the autocorrelation functions for the residuals from Model 7. There appears 
to be a large ACF value at lag(t - 9), but this is not considered extreme. Overall, the ACFs do not show 
any evidence of a non-random pattern in the time series of residuals from Model 7. 
Testing for Overdispersion in Model 3 and Model 7 
The final of assessing the fit of the model involves testing the data for overdispersion. Model 3 and 
Model 7 are examined for any evidence of overdispersion. The ratio of the observed variance to the mean is 
1.313. This value is larger than one, indicating that overdispersion may be a problem. As 82 3.135 and 
x = 2.387, this may no longer be an issue after the Poisson regression modelling process. Values for the two 
test statistics described in Section 6.3.3, equations 6.16 and 6.17, were as follows: 
ODA3 -0.500 
ODA7 -1.058 
ODB3 = -0.396 
ODB7 = -0.892 
(6.21) 
With p-values ranging from 0.23 to 0.37, these four statistics given no indication of overdispersion in the 
Period 2 models. This implies that there is insufficient evidence to show that E[yilxil < Var[Yilxil for 
either model, implying that the Poisson distribution assumption is valid. 
Overall, Model 7 containing WindS:ean(std)' Southr::di/f and yr.:.l' appears to adequately describe the 
relationship between climate and the incidence of SIDS at a monthly level in Period 2. Residual analyses 
showed some evidence of overestimated predicted SIDS for months where one SIDS occurred, and possible 
lack of fit at extreme values of SIDS incidence. There was no suggestion of overdispersion in the model. 
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Figure 6.13: Autocorrelation function of the residuals of Model 7, Period 2. 
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The final model chosen to describe the relationship between climate and the monthly number of SIDS in 
Period 2 was Model 7, which is detailed in Table 6.6 (parameter estimates, standard errors and corresponding 
confidence intervals are given). Of the six covariate,! incorporated into the model, two are climatically based, 
namely WindS;;;:ean(std) and South":di/f' The remaining variables describe the underlying seasonality in 
the model (sin(21';t) and cose;;t)), the effect of the popUlation at risk of SIDS (N AR), and the underlying 
autoregressive structure resulting from the time series nature of the data (Yi-:l)' 
Figure 6.14 presents the log of the estimated mean number of SIDS per month, where log[5.(xm)] was 
calculated using the mean values of each covariate for each season. Error bounds were determined using the 
upper and lower 95% confidence limits of the parameter estimates. This figure shows that Model 7 clearly 
captures the underlying seasonal distribution of the incidence of SIDS. The predicted number of SIDS for 
winter months was 4.34 (95% CI: 0.46-40.79), more than three times that of summer where the predicted 
number of SIDS was 1.31 per month (0.09-18.46). Spring and autumn have similar estimates. 
There was a positive effect of both the climatic covariates in the model on the predicted number of 
SIDS, with a unit increase in WindS;;;:ean(std) corresponding to a 17% increase in the number of SIDS per 
month (2%-35%) (holding other covariates fixed). Similarly a unit increase in South":di/f results in a 
20% increase in the estimated mean number of SIDS (3%-40%). For example, an increase in the mean 
over a month of the daily standard deviation of wind speed (WindS:ean(std») from four to five knots would 
result in the estimated mean number of SIDS increasing from 2.63 to 3.08 SIDS per month (when holding 
the remaining covariates fixed at their overall mean value). The variable Southr:!dif f describes the strength 
of southern wind velocity on dayO as compared to what it was over the previous seven days, averaged for 
the month over days where SouthmeandayD was less than the retrospective weekly average. An increase in 
Southr:!dif f implies that the difference between SouthmeandayD and the average over the seven days prior 
to dayO decreased. Increa..<Jing South":di/f from -2 to -1 knots results in the estimated number of SIDS 
increasing from 2.80 to 3.36 SIDS per month, when the remaining covariates are held fixed at their overall 
mean values. These climatic relationships are illustrated in Figure 6.15, which shows 5.(xm) increasing 
with both increasing South":di/f and WindS;;;:ean(std)' Over the range of the independent climatic variables 
plotted, this relationship appears linear. 
Figure 6.16 presents the predicted number of SIDS per month, overlaying the observed numbers for 
Model 7. The model appears to follow the underlying seasonal trend evident in the observed series. The 
plot shows the predicted mean number of SIDS per month, so, by nature of the variable, is restricted from 
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Figure 6.14: Seasonal variation in the log of the estimated number of SrDS (with 95% confidence interval 
bounds), Model 7, Period 2. 
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Figure 6.15: Predicted rate of SrDS for varying values of the climatic covariates, Model 7, Period 2. 
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Figure 6.16: Observed - and pedicted number of SIDS per month for Model 7, Period 2. 
following the extremes of the observed series. The expected number of SIDS does not fall below one death 
per month, and the Poi:>son regression model abo fails to prcdic.;t the peaks in t he SIDS series. When the 
predicted series appears to follow the peaks in the observed number of SIDS well, the months with low 
numbers of SIDS are poorly predicted, an example of this occurs at June 1979. 
6.6 Summary and Conclusion 
This chapter systematically examined the relationsh.ip between climate and the incidence of SIDS at a 
monthly level via Poisson regression techniques. Poisson regression is suited to modelling data where the 
dependent variable consists of non-negative integers, or counts, as is the situation with the number of SIDS 
per month . The model building process involved incorporating a variable describing the number of infants 
at risk of SIDS in any month, alongside the seasonality function, to form a basel.ine model. The impa.ct 
of monthly climate covariates was then examined, over and above the baseline model. This process was 
completed separately for Period 1 (1968- 1972) and Period 2 (1973-1989). 
Results for Period 1 failed to find any climatic covariates that were significantly related to the incidence of 
SIDS, over and above the baseline model. The baseline model did not perform well, with regard to predictive 
ability and residua.l diagnostics. Underdispersion in the Period 1 sms distribution may have been a factor. 
Two baseline model forms were utilised in P eriod 2; both forms contained seasonality and N AR (the 
number of infants in the risk population for SIDS) with only one baseline model including an intercept term. 
The omission of the intercept allowed further climatic patterns to be identified. 
Over the two baseline model forms, sixteen climate variables, out of the 101 examined , were found 
to be significantly related to the incidence of sms, over and above the corresponding baseline model. 
Using the baseline form which included an intercept term, two climate variables were identified: the first, 
WindS:ean(s td)' captured the profile of the variability in daily wind speed over a month , while the second 
variable was a summary of the days over a month where the southern component of wind velocity was less 
than it had been over the previous seven days (South'!:diff)' Both these variables had a positive effect on 
the estimated mean rate of SIDS, implying that an increase in either variable resulted in an increased SIDS 
risk. Similarly, most of the remaining fourteen climate variables, identified as significantly associated with 
SIDS, corresponded to a positive effect on the estimated mean number of SIDS per month. 
Overall , the model containing both WindS:ean(std) and South".':diff adequately described the climatic 
relationship with SIDS in Period 2. The model appeared to overestimate the observed distribution for the 
class of one SIDS per month and there was some suggestion that the model may not be successfully estimating 
the mean monthly SIDS rate for extreme values of the SIDS distribution (no SIDS or laTge numbers of sms 
per month). An autoregressive component was added to the model to compensate for serial correlation which 
remained in the residuals, due to the underlying time series nature of the data. Significant overdispersion in 
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the model was not identified. 
It is of interest to note that the climate based monthly principal components defined in Chapter 5 were 
not significantly related to the incidence of SIDS, over and above the baseline model, in either Period 1 or 
Period 2. This contrasts with the results in Chapter 4, where detailed daily climate PCs perform well when 
modelling the incidence of SIDS. 
The model presented in this chapter as the best multivariate Poisson regression model to describe the 
climatic dependency of the incidence of SIDS in Period 2 was not perfect. The next chapter looks at various 
other model forms that may better capture the profile of the climatic dependency. These include zero-inflated 
Poisson and hurdle models, which allow for extra zeros within the distribution of SIDS counts, as well as 
models based mixtures of Poisson distributions and extended Poisson processes. 
Chapter 7 
Poisson Mixture Modelling of 
MOl1.thly SIDS Counts 
This chapter looks at five different Poisson based mixture model formulations. The Poisson mixture models 
are able to highlight differential climatic effects between months where SIDS occur and months where there 
are no SIDS deaths, while retaining the underlying Poisson formulation. Utilising models of this type may 
better capture the climatic dependency ofthe monthly incidence of SIDS, enabling an enhanced understand-
ing of the relationship between climate and SIDS deaths. Mixture modelling in this form is uncommon in 
the general time series framework. 
The analysis presented in this chapter is a major extension of that given by Dalrymple et al. (2003), which 
was the first study to apply mixture based models to a temporal sequence of SIDS counts. Dalrymple et al. 
(2003) examined only three mixture models in relation to Canterbury monthly SIDS counts, for the restricted 
time frame of Period 2 (1973-1989), and with a limited climatic focus (humidity and temperature based 
climate variables). The analysis presented in this chapter extends the work of Dalrymple et al. (2003) in 
three ways: firstly, two further Poisson based mixture models are presented (negative binomial and extended 
Poisson process models); secondly, the analysis examines the underlying climatic relationships evident in 
SIDS counts in both Period 1 and Period 2; and thirdly, a complete climatic profile, involving the 101 
climatic covariates defined in Chapter 5 is examined for significant influences on the incidence of SIDS. 
The five model formulations presented in this chapter are negative binomial (Greene, 2000), finite mixture 
(Wang et al., 1998), zero-inflated Poisson (Lambert, 1992), hurdle (Cameron & Trivedi, 1998), and extended 
Poisson processes (Faddy, 1997). They are all extensions of the Poisson distribution formulation, yet charac-
terise the underlying distribution of SIDS counts in slightly different ways. For example, the finite mixture 
model views the distribution of SIDS as arising from distinct Poisson distributions, whereas the zero-inflated 
Poisson model views the distribution as arising from two states, a perfect state where no SIDS occur and an 
imperfect state where SIDS are described by a Poisson distribution. All of the five formulations can induce 
overdispersion into the models, while the extended Poisson process formulation is the only method which has 
the ability of incorporating under dispersion with respect to the Poisson distribution. This dispersion may 
be a result of natural heterogeneity in the underlying groupings of the observed data, or may in fact arise 
from the essence of the process producing the slight excess of zeros seen in Period 2. This chapter extends 
these five model formulations to incorporate the time series nature of the SIDS series. This is achieved by 
including a lagged response variable as a regressor when residual autocorrelation is present. 
Chapter 6 examined the relationship between SIDS and climate at a monthly level using standard Poisson 
regression techniques. Though the resulting models were considered adequate overall, some suggestion of 
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lack of fit was highlighted for both months where no SIDS occurred and months with a high SIDS incidence. 
This was highlighted in both the residual analyses and the need for the inclusion of an autoregressive term 
in the Period 2 models. 
In Chapter 6, the best Poisson regression model predicted only 11% of months with no SIDS deaths 
in Period 2, whereas, in fact there were 15% of months where no deaths occurred. Although this is not 
a large distributional difference, and tests in Chapter 6 showed that the model was not overdispersed, the 
Poisson mixture models may highlight differential climatic dependencies for months of varying SIDS levels. 
In contrast, the best Poisson regression (baseline form, P1(1), Table 6.1, page 120) for Period 1 overestimated 
the proportion of months where no SIDS deaths occurred at 27%, when there were only 22% of months with 
no deaths. 
Details for each of the model formulations are given in the following section, alongside the underlying 
interpretations of the models, how the model parameters are estimated, and an overall explanation of the 
resulting fitted model. 
7.1 Poisson Mixture Model Theory 
Poisson mixture models allow a more refined analysis, compared to Poisson regression, and result in a more 
comprehensive understanding of the relationship between SIDS and climate. Insights into some fundamental 
and latent structure may also result from .Poisson mixture modelling. 
A description of the underlying distributions in the five mixture formulations is presented in Table 7.1. In 
addition, Table 7.1 presents an overview of particular situations where the given models reduce to the Poisson 
regression model, or one of the other mixture models. This table shows where the Poisson distribution fits 
into the underlying model formulations. For example, the negative binomial (NB) model is defined by a 
mixture of a Poisson and gamma distribution. Both the finite mixture (FM) and zero-inflated Poisson (ZIP) 
models involve Poisson distributions to describe the rate of SIDS. In contrast, in the hurdle model this 
component is defined by a truncated (at zero) Poisson distribution. A binomial distribution characterises 
the probability of a zero or non-zero outcome in both the ZIP and the hurdle models. In the FM model, 
component membership is defined by a multinomial distribution, which reduces to the binomial form when 
there are two Poisson components in the mixture model. 
Four of the five model formulations directly incorporate the Poisson distribution, for certain parameter 
values, namely, the NB, FM, ZIP and extended Poisson process (EPP) models. The EPP model also 
encompasses the NB, for a particular set of parameter values. The ZIP model formulation can be considered 
a sub-class of the family of FM models. 
The following sections detail the underlying model formulations for the five methods. Parameter estima-
tion methods are also presented. 
7.1.1 Negative Binomial Model 
The requirement of equality of the conditional mean and variance in the Poisson regression model can be 
rather restrictive. A common alternative is the negative binomial (NB) model which allows over dispersion 
to enter the model through flexible modelling of the variance. 
There are many ways the negative binomial distribution can arise (see for example Boswell & PatH 
(1970)). The most common form is that the observed distribution is Poisson, but the true mean is not 
perfectly observed. This is incorporated into the model through an unobserved individual heterogeneity 
which follows a gamma distribution. Numerous texts briefly discuss the negative binomial model, including 
Dobson (2002), and Burr (1974); both Cooper & Weekes (1983), and Cameron & Trivedi (1998) discuss the 
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Mixing 
formulation certain TI,u·"nlp.T"er values 
Negative binomial 
Finite mixture (FM) 
Zero-inflated Poisson (ZIP) 
Hurdle 
Extended Poisson 
process 
Poisson + 
gamma 
Poisson + 
multinomial 
Poisson + 
binomial 
truncated Poisson + 
binomial 
Poisson 
process 
Yi ""' negative binomial 
Yi '" Poisson()..j) 
with probability Pj 
Yi 0, with prob 1 P 
Yi ""' Poisson()..), with prob p 
Yi 0, with prob 1 p 
Yi '" truncated Poisson, with prob P 
Y(t) = prob distn of SIDS counts 
Table 7,1: Overview of mixture models. 
.. 
.. reduces to ZIP 
.. reduces to Poisson 
.. reduces to Poisson 
.. reduces to Poisson 
.. reduces to NB 
model in more detail. The following formulation is presented in terms of a mixture distribution, and is an 
overview of that presented by both Cameron & Trivedi (1998) and Greene (2000). 
Let Yi denote the number of SIDS in month'i, i = 1, ... ,n (n 59 for Period 1 and n = 204 for 
Period 2); yTn is then the vector of monthly responses. Let xm denote the matrix of monthly covariates 
with xi = [1, xfi, ... ,x~l', where there are a total of 9 covariates. 
The Poisson regression model is generalised to the NB model with the addition of an unobserved effect, 
€i, to the conditional mean p,(xi), 
log(p,(xi» = xit3 + Ei 
= log(),(xi» + log(vi), (7.1) 
where ),(xi) = exp(xi"t3). The number of SIDS counts per month, Yi, conditional on ~7n and Vi (that is 
Ei), follows a Poisson distribution, given by 
exp( -),(Xi)Vi)(),(~m )Vi)q 
q! q 0,1,2, .... 
The unconditional distribution (with respect to Vi) of yi is then found by integrating out Vi; that is 
q 0,1,2, ... , 
(7.2) 
(7.3) 
where g(Vi) represents a mixing distribution. Equation 7.3 is the expected value of P(Yi!xi,Vi) (over Vi). 
The unconditional distribution, P(Yilxi) is defined by the choice of the mixing distribution g(Vi). In this 
case, 9(Vi) is assumed to follow a one parameter gamma distribution of the form 
) eO 0-1 g(Vi = r(e) exp( -eVi)Vi . (7.4) 
The probability density function for Yi is then given by 
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(7.5) 
where ri This form of the NB distribution has a conditional mean and variance given by: 
Var[Yil~l = A(xi) + --'--"--'- (B > 0). (7.6) 
It can be seen from equation 7.6 that Var[Yi Ix7'l > E[Yi Ixil. This results in an overdispersed model 
formulation, with respect to the Poisson distribution. 
The canonical link function for the form of the negative binomial distribution modelled in this analysis, 
is the log-linear transformation (as given in equation 7.1). 
Fitting the Negative Binomial Model 
Noting that + a), if Y is an integt3r, gives 
y~-l 
1 (r(B+Yi)) = ~ 1 (. B) 
og r(B) i20 og J . (7.7) 
Substituting this result into equation 7.5 gives the log-likelihood function for the negative binomial distri-
bution, characterised as a mixture of Poisson and gamma distributions: 
LNB(O, (3) t ([ '~\Og(j - 0)] -log y;"1 
(yi + B) 10g(1 + ~ exp(x7',6)) + Yi log B + Yix i,6 ) (7.8) 
The dispersion parameter i d is estimated, along with the parameter estimates,6, by maximum likelihood 
methods, utilising an iterative fitting procedure (Dobson, 2002). Standard errors are computed utilising the 
asymptotic normality of the maximum likelihood estimators. NB modelling is completed using SAS (SAS 
(R) Proprietary Software Release (8.01.01)), implementing the GENMOD procedure. 
The negative binomial distribution reduces to the Poisson density when d O. See Cameron & Trivedi 
(1998, page 75) for a proof of this result. 
7.1.2 Finite Mixture Model 
Finite mixture (FM) models have become increasingly popular in the analysis of a wide range of data. FM 
models were introduced in Chapter 2 as a way of identifying change points in the SIDS series. This section 
of work extends those FM models to a class of Poisson mixture models which incorporate covariates into 
both the mixing proportions, and underlying Poisson distribution. The covariate adjusted mixture model 
was presented by Schlattmann et al. (1996), in a disease mapping context. Wang et al. (1996) presented 
two medical examples of mixed Poisson regression models with covariate dependent rates, namely seizure 
frequency and Ames salmonella assay data. 
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The FM model assumes an underlying partition of the population into k homogeneous components. Each 
component has a different SrDS risk level (Aj(xi)), dependent on possibly different covariates. This is a 
general model which allows mixing with respect to both zeros and positives. 
Denote the ith response variable by yi, representing the number of SrDS in month i, i = 1, ... , n. Then 
Yi '" Poisson(Aj(xi)) with probability pj(zi), (7.9) 
where xm and zm are matrices of covariates such that xi = [1, xli, x;'i, ... , x~il' and zi = [1, zli, z2i, ... , Z~d' 
with xm having a total of xg covariates, and zm zg covariates. The probability density function is then 
P( m _ I m m) _ ~pj(zi)exp(-Aj(xi))Aj(xi)q 
Yi - q Xi ,zi - L.J I j=1 q. 
q = 0,1,2, ... (7.10) 
where k represents the number of components in the model. Using logit and log-linear links to model pj(zi) 
and Aj(xi) respectively gives: 
logit(pj(zi)) = log [1 ~;;r~m)] j = 1, ... ,k -1, i = 1, ... ,n 
k-1 
= 1- ~Pj(Zi) 
j=1 
j = 1, ... , k i = 1, ... , n (7.11) 
for unknown parameters f3 j and OJ. Note that the covariates in the mixing proportions (zm) are not 
restricted to being the same as those in the Poisson rates (xm). Also, the regression coefficients (f3 j) may 
vary between components, or be zero for one or more covariates; that is f3 j i = 0 for some j (j = 1, ... ,k, 
i = 1, ... , xg) implying that the predictor corresponding to f3i does not have an impact in the jth component. 
The mean and variance of the FM model in equation 7.10 depend on both xm and zm: 
k 
E[Yilxi, zil = ~Pj(Zi)Aj(xi) 
j=1 
k k 
Var[Yilxi, zil = E[yilxi, zil + [~Pj(Zi)Aj(xi)2 - (~Pj(Zi)Aj(xi))2] 
j=1 j=1 
= E[yilxi, zil [1 + Aj(xi) - E[yilxi, zil]. (7.12) 
The inclusion of the second term in the variance means that Var[yilxi, zil > E[yilxi, ziJ, therefore 
implying that over dispersion (with respect to the Poisson distribution) is included in the underlying model 
formulation. 
Fitting the Finite Mixture Model 
Estimation of model parameters for the FM models is achieved following Wang's approach (1998), where 
maximum likelihood estimates (MLEs) are obtained using a combination of the EM and quasi-Newton 
algorithms. The maximum likelihood formulation is as follows. 
Define Zji as an unobserved indicator variable representing component membership. For example, Zi = 
[0,1,0, ... , 01' indicates that the ith observation belongs in the second mixture component. The log-likelihood 
for the complete data, where the ZjiS are considered as missing values, is: 
CHAPTER 7. POISSON MIXTURE MODELLING OF MONTHIX SIDS COUNTS 141 
Tt k 
L FM (a,f3) = l: l: (7.13) 
i=1 j=1 
Wang's algorithm (1996) and Fortran codet are used to find MLEs. Parameter estimates from the 
standard Poisson regression models (Chapter 6) are used as values for the EM algorithm. Asymptotic 
normality of the MLEs is utilised to construct approximate standard errors and corresponding p-values. 
7.1.3 Zero-inflated Poisson Model 
Zero-inflated Poisson (ZIP) models provide a third way to model count data with excess zeros. In this 
case, the response variable is modelled as a mixture of a Bernoulli distribution and a Poisson distribution. 
Although ZIP models without covariates have a long history (for example, Cohen (1963), or Johnson & Kotz 
(1969)), it is only recently Lambert (1992) provided the general form of ZIP regression models incorporating 
covariates. Lambert presented an application of defects in manufacturing where it was suggested that "one 
interpretation [of the excess zero distribution] is that slight, unobserved changes in the environment cause 
the process to move randomly back and forth between a perfect state in which defects are extremely rare 
and an imperfect state in which defects are possible but not inevitable." The existence of such a perfect 
state increases the number of zero counts in the data. 
ZIP regression models have also been utilised in other applications, including assessing the effect of 
foetal growth and postnatal somatic growth on fine motor exercise (Cheung, 2002), modelling young driver 
motor vehicle crashes (Lee et al., 2002), and examining a decayed, and filled teeth index in dental 
epidemiology (Bohning et aL, 1999). 
In ZIP regression, the number of zeros are inflated by combining a mass at zero with a Poisson distribution. 
The independent counts are again denoted yf', i = 1, ... , rL, then 
yi" = 0 
yf' "" Poisson(,\(xf)) 
with probability 1 p(zf) 
with probability p(zf), (7.14) 
where xm and zm again represent covariate matrices. The probability density function for yf', assuming 
the ZIP model formulation is then 
P(yf' Olxi',zf) = 1- p(zi')+ p(zf) exp(-,\(xf)) 
P(y:n = qlx:n z:n) = p(zf') exp(-'\(xf"))'\(xf)q 
, • , • q! q 1,2, .... (7.15) 
Here (1-p(zf')) is the probability of the so-called perfect state (Lambert, 1992) and p(zi') is the probability 
that the number of events follows a Poisson distribution. Conditional on the imperfect state, '\(xi') is the 
mean number of events occurring. A logit and log-linear link are used to model p(zi') and '\(xf') respectively, 
with covariates xm and zm potentially differing, as with the FM model. 
The (conditional) mean and variance (Cameron & Trivedi, 1998) for the ZIP model defined in equation 
7.15 is: 
11. vall"Ole at http://coa. ubc.ca/users/marty Iresearch.htrnl 
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E[yilxi, zil = p(zi).\(xi) 
Var[yinlxi,zi'l = E[yilxi",zil +p(zi)(1- p(zi)).\(xi') 
= E[yi" lxi, zil [1 + .\(xi) - E[yilxi,zil]. (7.16) 
It can be seen clearly that E[yi Ixi', zi'l < Var[yi lxi, zi], again forcing overdispersion with respect to 
the Poisson distribution into the underlying model formulation. 
Following the derivations of equations 7.14 to 7.16, the ZIP model can be viewed as a special case of a two 
component FM model, with no covariates in the mixing probabilities (Wang et aI., 1998). One component is 
taken as a degenerate distribution, with mass at Yi 0, while the other component is a Poisson regression 
model. The ZIP model is more restrictive than the general FM model in that it only allows mixing with 
respect to zeros. 
Fitting the Zero-inflated Poisson Model 
Lambert (1992) developed an EM algorithm which maximises the log-likelihood for ZIP regression. This 
involves fitting two general linear models (GLMs): a logistic and a Poisson regression model. The log-
likelihood is: 
LZlp(a,f3) = L log(exp(zi a ) +exp(-exp(xif3))) + L (yixif3 -exp(xif3)) 
n 
- Llog(l + exp(zia )) - L log(yi!)· (7.17) 
i=l 
Implementation of the EM algorithm was achieved using the 'ZIP' function in STATA (Intercooled STATA, 
Version 6.0; Stata Corporation). Standard errors and corresponding significance levels for the parameter 
estimates are calculated using asymptotic normal theory. 
7.1.4 Hurdle Model 
The hurdle model is a two part model. The first part consists of a binomial probability model, which 
determines whether a zero or non-zero outcome occurs. A truncated count data distribution, which describes 
the positive outcomes, is modelled as the second part. The idea behind this formulation is that given an event 
has occurred, that is, the "hurdle has been crossed" , the conditional distribution of this event is controlled 
by a truncated-at-zero distribution (Cameron & Trivedi, 1998). Hurdle models have been used in ecological 
modelling, primarily in applications of abundance (Lindenmayer et al., 2003; Welsh et al., 1996) and 
recreational fishing catch data (O'Neill & Faddy, 2003). 
The hurdle specification is defined as follows in the Poisson case: the counts yi, i = 1, ... , n are 
independent, and 
yi=O 
yi ~ truncated Poisson(.\(xi")) 
with probability 1 p(zi) 
with probability p(zi"), 
where xm and zm are matrices of covariates. The hurdle model is then by 
(7.18) 
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P(yi = Olzi) = 1- p(zi) 
P(y'!' = qlx'!' z'!') = p(zi) exp(-.\(xi)).\(xi)q 
• ., • q!(l-exp(-.\(xi))) q = 1,2, .... (7.19) 
This formulation, presented by Welsh et al. (1996), increases the probability of the zero outcome and scales 
the remaining probabilities so that they add to one. Logit and log-linear functionals model p(zi) and .\(xi) 
respectively. Correspondingly, the covariates xm are not restricted to being the same as the covariates zm. 
The form of the conditional mean and variance for the hurdle model is determined by a combination of the 
probability of crossing the hurdle (P(zi)) and the mean and variance of the truncated Poisson distribution 
(Cameron & Trivedi, 1998). That is: 
E[yilxi, zil p(zi).\(xi) 1 - exp( -.\(xi)) 
Var[yilxi,zil = 1-e:~~!1(xi)) [l-exp(-.\(xi))E[yil x i,zil]. (7.20) 
Again, the mean and variance differ, implying that overdispersion is induced into the model, with respect 
to the Poisson distribution. 
The hurdle model formulation is very similar to the ZIP model, with both models essentially combining 
binomial probabilities with Poisson distributions. The hurdle model keeps the zero-class distinct from the 
non-zeros by modelling the non-zero yi's with a truncated Poisson distribution. This differs from the 
ZIP model where zeros can occur both in the 'perfect state' (with probability 1 - p(zi)) and the Poisson 
distribution (with probability p(zi) exp( -.\(xi))). In contrast, the FM model can combine both zeros and 
positive counts from two or more underlying densities. The FM, ZIP and hurdle model formulations all 
involve discrete mixture distributions, in comparison to the continuous Poisson-gamma mixture defining the 
negative binomial model. 
Fitting the Hurdle Model 
The log-likelihood for the hurdle model is: 
" ( 1 )" (exP(ziO:)) LHurdle(o:,{3) = ~ log 1+ (m) + ~ log 1+ (m) 
yi"=O exp Zi 0: yi">O exp zi 0: 
+ L (yixi (3 - exp(xi (3) -log(l - exp( - exp(xi (3))) -log(yi!)) 
Yi">o 
(7.21) 
A MLE procedure is used to model the SIDS data, as was the case with the FM and ZIP methods. The 
two log-likelihood components of the hurdle model (LHurdle(O:) and LHurdle({3)) may be fitted separately 
as (7.21) is the sum of two distinct likelihoods. The first component, LHurdle(O:), is a likelihood based 
on a logistic model and, as such, is fitted using the LOGISTIC procedure in SAS (SAS (R) Proprietary 
Software Release (S.01.01)). The second component, LHurdle({3), is fitted by a specifically constructed 
Matlab macro which uses the Neider-Mead algorithm to maximise LHurdle({3) (Matlab, Version 6.1.0.19S9a, 
Release 12.1; The Math Works, Inc.). Welsh et al. (1996) present details on obtaining the standard errors 
and corresponding normal-theory p-values for the estimated model parameters. 
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7.1.5 Extended Poisson Process Model 
Faddy (1997) presented a method which analyses count data in terms of an extended Poisson process (Cox 
& Miller, 1977). These extended Poisson process (EPP) models can incorporate both overdispersion, or 
underdispersion, with respect to the Poisson distribution, and include both Poisson and negative binomial 
models. Applications of the EPP model have included animal abundance (Faddy, 1996), lesion counts 
(Faddy, 1997), and epilepsy treatments (Toscas & Faddy, 2003). Details for the EPP model formulation 
given below follow the notation of Faddy (1997). 
A simple Poisson process is defined as a series of 'events' occurring over time t, where the probability of 
an event occurring in the interval (t, t + bt) is Abt + o(bt), which is independent of the occurrence of events 
up to time t (Cox & Miller, 1977). Any discrete probability distribution {7T'O, 7T'I, 7T'2, ... } can be described 
in terms of an extended Poisson process, {Y(t) : t ): O} (a Markov birth process) with Y(O) = 0, where the 
transition probabilities are given by 
P{Y(t + bt) = i + llY(t) = i} = AiM + o(M), t): O. (7.22) 
That is, there exists a sequence AO, AI, A2, ... (Ai): 0) such that 
P{Y(t) = i} = 7T'i (7.23) 
for i = 0, 1,2, ... and a fixed time t. 
If this sequence is increasing, that is AO < Al < A2 < ... , then Y(t) is overdispersed relative to the 
Poisson distribution; that is Var[Y(t)] > E[Y(t)]. In contrast, if the sequence is decreasing, that is AO > 
Al > A2 > ... , then Y(t) is under dispersed relative to the Poisson distribution. 
The probabilities Pi(t) = P(Y(t) = i), i = 0, 1,2, ... , can be defined in terms of the Kolomogorov forward 
differential equations (Cox & Miller, 1977): 
with Po(O) = 1 
with Pi(O) = 0, i): l. (7.24) 
The solution of these differential equations is 
lPO(t),Pl (t), P2(t), ... ,Pi(t)] = [1,0,0, ... ,0] eXPm {Qt}, (7.25) 
where the matrix Q takes the form 
-AO AO 0 0 0 0 
0 -AI Al 0 0 0 
0 0 -A2 A2 0 0 Q= 
0 0 0 0 
-Ai-l Ai-l 
0 0 0 0 0 -Ai 
and eXPm represents the matrix-exponential function (Golub & Loan, 1996). Equation 7.25 is then de-
termined numerically using the Neider-Mead algorithm via the 'fminsearch' function in Matlab (Matlab, 
Version 6.1.0.19S9a, Release 12.1; The Math Works, Inc.), where, without loss of generality, t can be taken 
as one. In the application to modelling monthly SIDS counts, this is achieved by matching the probabilities 
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P0(1),Pl(1),P2(1), ... (from equation 7.25) to the observed relative frequencies of the monthly SIDS counts, 
Yi· 
Faddy (1997) suggests the following functional form to model the ,\s: 
,\=a(i+b)C a > 0, b > 0, c:( 1. (7.26) 
This functional form can model overdispersed sequences of the ,\s. Thus distributions, which in terms of 
their underlying features lie somewhere between the Poisson distribution and the negative binomial distri-
bution, can be modelled. The functional form given in equation 7.26 can also model distributions which 
are underdispersed relative to the Poisson. The index c plays an important role in the dispersion of the 
distribution, such that 
c < 0 Y(t) is underdispersed 
c = 0 Y(t) ~ Poisson(A) 
c = 1 Y(t) ~ negative binomial. 
The inclusion of the scale parameter b in equation 7.26 ensures that Ao > 0 which enables the process to 
move from State 0 to State 1. The parameter a is analogous to a gradient coefficient and gives an indication 
of the 'speed' of the process (Faddy, 1997). 
Covariates are incorporated into Ai through a, such that a is modelled via a log-link function: 
log(a) = X m f3. (7.27) 
Faddy (1997) presents a diffusion approximation for the mean and variance of the process defined in 
equation 7.22. These are of the following form (where t is taken as one, without loss of generality): 
E[Y(l)lxm] = b [(1 + r) 1~C - 1] 
b 1 ( 2C-1) Var[Y(l)lxm] = 1 _ 2c (1 + r) 1-c 1- (1 + r)-=o (7.28) 
where r = aH::::.~) = exp(~fW-c). In the application to modelling SIDS counts, E[Y(l)lxm] corresponds 
to the expected probability distribution of SIDS. Standard errors are calculated using asymptotic normal 
theory (Mood et al., 1974), as with the previous methods. 
1.2 Statistics for Model Comparison 
In this chapter, model comparison essentially involves two processes. Firstly, within each of the five formu-
lations, the best model is identified. The second process compares the resulting best models from each of 
the five formulations, to find which model is considered best overall. The four statistics utilised to make 
these model comparisons are: the Deviance statistic (D, or G, equations 3.10 and 3.11, page 65); Akaike's 
information criterion (AIC, equation 3.12, page 65); Schwarz's criterion (SC, equation 3.13, page 65); and 
Pearson's chi-squared statistic (P, equation 3.16, page 66). The statistics are the same model fit statistics 
utilised in both Chapter 3 and Chapter 6. The first three statistics (D, AIC and SC) are all based on log-
likelihoods. Pearson's chi-squared statistic is based on the Pearson residuals, which for the Poisson based 
mixture models have the following general definition: 
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(7.29) 
where {li and Crr correspond to the estimated conditional mean and variance of the appropriate model. The 
Pearson chi-squared statistic, P, is the sum of the squared residuals, as shown in equation 6.11 (page 115). 
7.3 Assessing the Fit of the Model 
The final model, identified using the statistics described in the previous section, is examined for its appro-
priateness and adequacy in terms of how closely it describes the monthly incidence of SIDS. This is achieved 
in two ways: the overall model fit, and examining the residuals. This procedure for assessing the 
fit of the Poisson mixture models is similar to that presented in Chapter 6 (Section 6.3). 
7.3.1 Overall Model Fit 
Assessing the overall fit of the final mixture model involves both a formal goodness-of-fit hypothesis test and 
examining the predictive ability of the modeL 
Goodness-of-fit Test 
The hypothesis 
Ho: All aspects of the fitted model are correct 
against 
HA: Not all of the fitted model are correct 
is tested using Pearson's chi-squared statistic (equation 6.11, page 115) where under the null hypothesis, 
P '" X~-m (m the numbers of parameters in the model) (Wang et al., 1996). 
Predictive Ability of the Model 
As in Chapter 6, the predictive ability of the final mixture model is examined by comparing the predicted 
probabilities against the observed frequencies. Denote the observed frequencies by ,where pj is the 
proportion of the observed values y'i j (j = 0, 1, ... ). The predicted probabilities, denoted Pj, are defined 
for each model as: 
~ tp(y'i = j), 
n i=1 
(7.30) 
where P(Y'i = j) represents the appropriate probability density function for y'i, conditional on xi and/or 
z'i. 
A comparison of pj with Pj allows discrepancies between the observed and predicted probability density 
functions to be easily identified. This may indicate values where the mixture model is inclined to over or 
under estimate the observed distribution. 
7.3.2 Residual Diagnostics 
The general form of the Pearson residual, in equation 7.29, will be used to examine the mixture model 
residuals for influential or poorly fitted observations. This diagnostic procedure entails examining four plots 
involving the Pearson residuals in various forms, as described below. 
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Pearson Residuals Against the Predicted Mean 
The initial plot examined is of the residuals (ri) against the predicted mean, that is, the conditional expected 
value for the model. This plot is inspected for any outliers, unusual patterns or discrepancies. 
Normal Scores Plot 
The second plot utilised for residual diagnostics is a normal scores plot of the residuals. The normal scores 
plot was described in detail in Section 6.3.2 (page 116), and involves comparing the residuals from the 
fitted model with the predicted residuals under the assumption that they are in fact normally distributed. 
Deviations from the linear trend indicate lack of model fit over certain values of the dependent variable 
(McCullagh & NeIder, 1989). 
Leverage Matrix 
The ith diagonal entry hii' of the leverage matrix defined in equation 6.14 (page 116) is plotted against its 
observation number (i). This assesses the effect of the ith observation, where, as described previously, an 
observation is considered influential if it is larger than 2m/n (Cameron & Trivedi, 1998). 
Autocorrelation Function 
The final plot examined in the residual diagnostics process is the autocorrelation function (ACF) of the 
residuals. As described in Section 4.3.2 (page 84), due to the underlying time series which is inherent in the 
data set analysed, autocorrelation may be present in the residuals. Deviations from a purely random series, 
implying dependence between residuals, are identified by ACF values falling outside the range ±2/..;n, in 
the plot of the ACF against lags. 
7.4 Statistical Modelling Methods 
The initial analysis step for each of the five model formulations involves identifying the appropriate baseline 
model. Seasonality (TemP:eanMA3o in Period 1, and sin(21'~n + cos(21~t) in Period 2) and the number of 
infants at risk of SIDS in any month (N AR) are considered at this stage. Models are constructed using the 
following model forms: 
Baseline model 
(1) sms ex: intercept + season 
(2) sms ex: intercept + season + N AR 
Climate model 
(3) sms ex: intercept + season + N AR + climate variables. 
A baseline model is formed, selecting the best model from (1) or (2) above. These model forms are also 
examined with the intercept excluded. The additional contribution of the monthly climate covariates (Model 
(3) above) is examined initially on an individual basis. Any significant climate variables are then considered 
for inclusion into a mUltiple climate modeL 
Finite Mixture Models 
With the finite mixture model, the initial step in the analysis procedure involves identifying the correct 
number of component Poisson distributions, k, to describe the incidence of SIDS. This is achieved by com-
paring full baseline models (in the form of (2) above) for various k, and utilising the statistics defined for 
model comparison in Section 7.2 to identify the appropriate number of components. When k = 1, the FM 
model collapses to the standard Poisson regression model presented in Chapter 6. only models 
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with k > 1 were considered. The resulting model will be compared with the Poisson regression after results 
from modelling are presented. 
The second stage in the FM modelling involves identifying the appropriate covariates for both the mixing 
probabilitiespj(Zm), and the component Poisson distributions 'xj(xm), where there are k such distributions 
(j = 1, ... , k). This step again involves identifying a baseline model, and then examines the significance 
of the addition of climate based covariates to either p(zm), 'x(xm), or both. Initial values for the EM 
algorithm discussed in Section 7.1.2 were based on the corresponding coefficient values identified in the 
Poisson regression analysis 
Zero-inflated Poisson and Hurdle Models 
The method for modelling the ZIP model involves identifying the appropriate covariate forms for both 
p(zm) and 'x(xm). Again, baseline models are formed and the significance of additional climate covariates 
examined. To identify the best form for p(zm), the covariates in 'x(xm) were held fixed and similarly, the 
covariates in p(zm) were fixed when identifying the form of 'x(xm). 
The process involved in modelling the hurdle model is the same as that described for the ZIP model. 
Negative Binomial and Extended Poisson Process Models 
The NB and EPP models both involve one set of covariates, namely xm. Therefore the modelling process 
is straight forward for both these model formulations, with only one corresponding parameter set to estimate. 
The process described above, with model forms (1), (2) and (3), is followed. 
Each step of the modelling process is completed separately for Period 1 (1968-1972) and Period 2 
(1973-1989), with climate variables deseasoned if necessary. 
7.5 Results 
NOTE: Models analogous to those presented in this chapter, but containing both N AR and an intercept are 
presented in Appendix G. 
7.5.1 Period 1 (1968-1972) 
Baseline Models 
Table 7.2 presents goodness-of-fit statistics for the saturated baseline FM models, assuming one, two and 
three components. The three baseline covariates for Period 1 consist of an intercept term, a seasonality term 
TemP:EanMA30' and NAR, the number of infants at risk of SIDS in anyone month. The k = 1 component 
model is the standard Poisson regression model, P1(2) in Table 6.1, (page 120), and is included in Table 7.2 
for completeness and ease of comparison between the models. The two component model, which has m = 9 
parameters, ranks above the three component model across all four goodness-of-fit statistics presented. This 
k = 2 component model also ranks above the k = 1 component model for both the deviance (D) and 
Pearson's chi-squared (P), yet when penalties are added for model complexity, the k = 1 component model, 
with only three parameters, out ranks the two component model. The two component model is utilised to 
examine the SIDS-climate monthly relationship in Period 1 in terms of the FM model formulation. 
Table 7.3 presents the baseline models for Period 1 for the five methods examined in this chapter. With 
a choice of only three covariates for inclusion in the baseline models, the five models presented necessarily 
show similar patterns. In terms of the covariates included in the Poisson rate parameter, 'x(xm), the NB, 
FM, ZIP and EPP best fit baseline models are all of the form intercept + TemP:eanMA30, while the hurdle 
model also includes N AR. The second Poisson rate component in the FM model is comprised solely of an 
intercept term. There are differences with respect to the covariates in the mixing probabilities p(zm), with 
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k m D AIC SC P 
1 3 166.664 172.664 178.896 46.646 
2 9 160.208 178.208 196.906 42.442 
3 15 164.801 194.801 225.964 46.965 
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Table 7.2: Saturated baseline Finite Mixture models for determination of the number of components k, 
Period 1 (m corresponds to the number of parameters in the model). 
(a) Observed proportion of SIDS (p) (b) Predicted proportion of SIDS (p) 
Figure 7.1: Observed and predicted proportions of SIDS counts, Period 1 (predicted proportions calculated 
via EPP model). 
the FM mixing probabilities defined by an intercept term and N AR. In contrast, both the ZIP and hurdle 
model contain only the seasonality term, TemP:eanMA30' 
It must be noted that the standard error corresponding to the parameter value of Temp:eanMA30 in 
the mixing component of the ZIP model is very large, giving a strong indication of lack of model fit (or 
collinearity). The parameter values in A(Xm) in both the NB and ZIP models are the same (to three decimal 
places) as those of the baseline Poisson regression model P1(2) given in Table 6.1 (page 120). Also, the 
same parameter estimates occur across components in the FM model. The excessively large standard error 
in the mixing probability of the ZIP model, indicates that the extra zeros inherent in this model's definition 
are in fact redundant. The dispersion parameter in the NB model (d = 0.0004) is very close to zero. The 
index c = -4.3 in the EPP model indicates underdispersion in the SIDS counts, with respect to the Poisson 
distribution. 
The observed distribution of monthly SIDS counts in Period 1, has slightly more ones and less zero 
counts than what is expected from the theoretical Poisson distribution with A = 1.339 (the mean number of 
SIDS per month in Period 1). With a corresponding observed variance of 1.262, there is also some observed 
evidence for an under dispersed model. In terms of model formulation, only the EPP model has the ability 
to model these extra ones, which give rise to the underdispersion in the distribution. Figure 7.1 presents the 
predicted probability distribution for the baseline EPP model, alongside the observed SIDS distribution for 
Period 1. The EPP model has not achieved the necessary inflation of the class corresponding to proportion 
of months with one SIDS death, and has overestimated the zero class, estimating the frequency of zeros at 
30% of months, while only 22% of months actually had no SIDS in Period 1. 
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NB ZIP Hurdle 
1 Comp2 
log(.\(xm) ) Intercept 0.955 0.573 0.955 0.955 24.384 22.67 
(0.0342) (0.998) (0.344) (0.342) (4.650) (0.335) 
Temp~eanM A30 -0.059 -0.059 -0.059 -0.086 -0.060 
(0.030) (0.030) (0.030) (0.018) (0.029) 
NAR -0.004 
(0.001) 
logit (P( zm)) Intercept 9.709 
(0.998) 
Temp~eanMA30 -3.623 -0.094 
(1647.376) (0.026) 
NAR d 0.0004 0.504 b 150.620 
(0.057) c -4.324 
m 3 5 3 4 4 
D 162.950 165.464 166.181 164.518 165.900 
AlC 168.950 175.464 172.181 172.518 173.900 
SC 175.183 185.851 178.414 180.828 182.210 
P 48.800 45.711 48.944 52.944 50.862 
Table 7.3: Baseline model parameter estimates (standard errors) for five 
mixture methods, Period 1. 
i k 2 chosen a..q nnmber of components see Table 7.2. 
j Modelling log( a) X m f3. 
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Climate Models 
Table 7.4 presents the best climate model for each of the five methods. In each method, a detailed analysis was 
completed to identify the best model, across goodness-of-fit statistics. The baseline model forms presented 
in Table 7.3 were utilised as a guide only. 
In terms of the climatic covariates included in the models detailed in Table 7.4, four of the five models 
contain Dew+dif f in the Poisson rate components. The EPP is the exception, and is also the only model 
which contains two climate covariates in the rate component, namely H umid'!...diff and Westidiff' Param-
eter estimates are similar for Temp:eanMA30 and Dew+diff across the Poisson components of the models. 
Of the three methods which contain the probability component, each contains differing climatic covariates, 
and the FM, ZIP and hurdle models do not contain the seasonality covariate in this component. 
The intercept term in the mixing component of the FM model is extremely large, indicating instability 
in the model. The index c = -2.563 in the EPP model suggests under dispersion in the model with respect 
to the Poisson distribution, as seen in the baseline form (Table 7.3). 
The hurdle model rates best across the likelihood based goodness-of-fit statistics, with the FM model 
ranked best in terms of Pearson's chi-squared statistic. The ZIP model, in contrast, is consistently the 
least preferred model, across all four goodness-of-fit statistics. Both the hurdle model (rating best across all 
four statistics), and the EPP model, the only one of the five methods capable (in terms of the underlying 
formulation of the model) of incorporating underdispersion into the model, will be considered in more detail. 
Both overall model fit, and an analysis of the model residuals will be examined. 
Assessing the Fit of the Hurdle and EPP Models 
Throughout this section of analysis, the hurdle model will be denoted as Modell, and the EPP model as 
Model 2. Statistics and variables relating to these models will contain subscripts 'H' or 'EPP' to denote 
which model the variable is associated with. 
Overall Model Fit of the Hurdle and EPP Models 
Table 7.4 presents Pearson's chi-squared statistics for both Modell and Model 2, where PH = 48.9 
(p = 0.706, df = 55) and PEPP = 50.9 (p = 0.632, df = 55). With respect to both Modell and Model 2, the 
null hypothesis that all aspects of the model are correct cannot be rejected. There is insufficient evidence to 
imply that the hurdle model, or the EPP model, does not adequately fit the monthly SIDS series. 
Figure 7.2 presents the predicted probabilities for both Modell and Model 2. Modell, the hurdle model, 
shows a large number of months with no SIDS predicted (78%), well in excess of the observed number of 
22% (see Figure 7.1 (a)). In contrast, the EPP model does show an inflated number of months where 
one SIDS death has occurred, but slightly overestimates the class corresponding to two SIDS per month, 
compared with the observed distribution seen in Figure 7.1. Overall, the EPP model appears to follow the 
observed distribution reasonably closely, whereas the hurdle model performs very poorly. The hurdle model 
is therefore no longer considered as a potential candidate for modelling the SIDS-climate relationship in 
Period 1. 
Residual Diagnostics for the EPP Model 
The Pearson residuals from Model 2, the EPP model, are plotted against the expected values E[yilxil 
(as defined in equation 7.28) in Figure 7.3. This plot appears to have bands of residuals corresponding to 
increasing expected values. Visually, it is difficult to identify poorly fit values from this figure. 
The normal score plot of the Pearson residuals from Model 2 is presented in Figure 7.4. The residuals 
appear linear only over a small range of values, with the deviations from the linear trend largest at the 
extreme ranges of the residuals. This indicates potential lack of fit with respect to the observed distribution 
both in months where no SIDS occurred, and months with a few SIDS deaths. 
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Intercept 
H 'ddffi ,. um~ -diff 
Westdm s 
+diff 
NB 
-0.053 
(0.024) 
0.432 
(0.131) 
FM 
Comp 1 
-0.319 
(0.068) 
-0.053 
(0.029) 
0.304 
(0.134) 
Comp 2 
0.375 
(0.075) 
ZIP 
-0.045 
(0.025) 
0.617 
(0.145) 
Hurdle 
-0.317 
(0.404) 
-0.076 
(0.018) 
0.736 
(0.013) 
6.978 
(0.352) 
-0.070 
(0.030) 
-0.088 
(0.041) 
-0.308 
(0.149) 
logit(P(zffi)) Intercept 4770.470 -1.337 
(0.333) 
m 
D 
AIC 
SC 
P 
Dewffi U 
meun(std) 
D m II 
eWmean(min) 
South'!..dif f W d= 0.004 
4 
163.468 
169.468 
175.700 
45.910 
(1128.966) 
-0.838 
(1 .. 019) 
72.271 
(1.036) 
7 
158.660 
172.660 
187.203 
40.839 
-0.399 
(0.227) 
3 
189.855 
195.855 
202.087 
49.630 
-1.208 b 9.568 
(0.796) c -2.563 
5 
158.411 
168.411 
178.800 
48.720 
6 
157.976 
169.976 
182.441 
42.871 
Table 7.4: Climate model parameter estimates (standard errors) for the five mixture methods, 
Period 1 ('d' deseasoned, m corresponds to the number of parameters in the model). 
i Modelling log (a) X m f3. 
j 
k 
monthly seasonality measure for Period 1. 
monthly average when dewpoint was higher on dayO than it had been over the past week. 
monthly average when humidity Was lower on dayO than it had been over the past week 
monthly average when the western component of wind velocity was higher on dayO than it had 
past week (deseasoned). 
t N AR number of infants at risk of SIDS. 
U Dewffi 
mecm(std) 
11 
monthly average of the daily standard deviation of dewpoint. 
monthly average of the daily minimum dewpoint. 
monthly average when the southern component of wind velocity was lower on dayO than it 
past week (deseasoned). 
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(a) Hurdle model (PH) (b) EPP model (PEPP) 
Figure 7.2: Predicted proportions of SrDS counts for the Hurdle and EPP models, Period 1. 
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Figure 7.3: Predicted mean (or expected value) against Pearson residuals, Period 1, EPP model. 
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Figure 7.4: Normal scores plot to assess the normality of the Pearson residuals, Period 1, EPP model. 
#SIDS 
Season 
Temp:eanMA30 
H 'ddm umz -dill 
Westidiff 
July 1973 
2 
winter 
6.823 
-6.625 
-0.727 
Table 7.5: Covariate values for outlier in EPP model, Period 1. 
Figure 7.5 presents the diagonal entries of the leverage matrix (defined in equation 6.14, page 116), which 
is useful in highlighting influential observations. One outlier falls above the bound 2m/n = 2 x 6/59 = 0.203, 
(shown by --- - - -- - in Figure 7.5) and is highlighted by O. This outlier corresponds to July 1971, and with 
h43,43 = 0.321, is well above the bound. As mentioned previously, removal of this point from the dataset 
is not an option, as this will corrupt the underlying time series inherent in the SIDS data. The covariate 
pattern corresponding to July 1971 is presented in Table 7.5, and shows that two SIDS occurred in this 
winter month. No trends are evident that may have resulted in this month being an outlier. 
The autocorrelation function for the Pearson residuals from the EPP model is presented in Figure 7.6, 
for lags of up to 15 months. The ACF shows no evidence of serial correlation in the model, with the series 
appear purely random. There is a peak at lag(t - 13), but this is not considered extreme. 
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Figure 7.5: Leverage matrix for each observation over time for the EPP model, Period 1. 
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Figure 7.6: Autocorrelation funetion of the Pearson residuals from the EPP model, Period 1. 
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Figure 7.7: Estimated rate of SIDS by season for the EPP model, Period 1 (error bars correspond to 95% 
confidence intervals of the model coefficients). 
Interpretation of the EPP Model 
The EPP model is the only one of the five methods which can incorporate under dispersion in its formulation. 
Examination of the EPP model containing climatic covariates showed that the model adequately described 
the relationship between SIDS and climate, though fell down somewhat at the extremes of the observed 
data. This section examines the practical interpretation of the EPP model, with respect to the predicted 
incidence of SIDS. 
The EPP model presented in Table 7.4 contains an intercept term, alongside seasonality defined by 
TemP:eanM A30, H umid~iff and W est~diff' The variable H umid~iff describes the relative humidity on 
dayO as compared to what it was over the previous seven days, averaged for the month over days where 
H umidmeandayO was less than the retrospective weekly average. Similarly, the variable W est~diff describes 
the strength of western wind velocity on dayO as compared to what it was over the previous seven days, 
averaged for the month over days where WestmeandayO was more than the retrospective weekly average. 
Increasing values of both H umid~dif f and W esttIif f correspond to a decreased risk of SIDS. 
Figure 7.7 presents the expected number of SIDS per month for each season, where season averages of 
the covariates were used to calculate E[yilxil. As expected, the expected number of SIDS per month 
is highest in winter (1.6 SIDS per month), yet the lowest expected number of SIDS per month occurs in 
autumn (0.8 SIDS per month). With the error bars (corresponding to 95% confidence intervals of the model 
coefficients), there is little difference between the seasons. 
The effect of the two climatic covariates on the expected number of SIDS per month as estimated by the 
EPP model is shown graphically in Figure 7.8, where the expected number of SIDS per month was calculated 
holding the remaining covariates fixed at their seasonal averages. The negative relationship between both 
H umid~iff and WesttIiff on the number of SIDS is seen clearly, with this relationship almost linear over 
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EPP Poisson 
m 4 2 
D 165.9 166.2 
AIC 173.9 170.2 
SC 182.2 174.3 
P 50.9 48.9 
Table 7.6: Comparison of goodness-of-fit statistics for EPP model (from Table 7.4, and Poisson model (Model 
P1(1), Table 6.1, page 120), Period 1 (m corresponds to the number of parameters in the model). 
the range of Humid~diff' Both West~diff and Humid~iff predict the highest number of SIDS occurring 
in winter, with H umid~dif f predicting the lowest number in autumn. In contrast, W est~dif f predicts the 
lowest number of SIDS occurring in summer. There is little difference between the risk of SIDS in winter or 
spring, with respect to West~diff' 
Table 7.6 presents goodness-of-fit statistics for the EPP model presented in Table 7.4, alongside those 
for the Poisson model, P1(1), presented in Table 6.1 (page 120). With half the number of parameters, the 
Poisson model returned lower goodness-of-fit statistics across three of the four statistics presented. Yet, 
the Poisson model contained no climatic variables (P1(1) ex: intercept + TemP:eanMA30)' and failed to 
predict the large proportion of months where one SIDS occurred (see Figure 6.2, page 121). The EPP 
model, including two significant climatic covariate effects (Humid~diff and West~diff)' was much closer 
to the observed distribution than that of the Poisson regression model. The additional complexity of the 
EPP model in comparison to the Poisson (baseline only) model, is considered warranted, as a result of the 
improved overall model fit (as judged by predicted probability plots (Figure 7.2)), and additional insights 
provided by H umid~diff and W est~diff into the climate risk profile of SIDS in Period l. 
A comparison of the EPP model with seasonality measured by TemP:eanMA30' or by sine;~n+cose;~n, 
is shown in Table 7.7. These models confirm the choice of TemP:eanMA30 as the best measure of seasonality 
at a monthly level for Period 1; although the deviance for the model containing sine;;n + cose;~n is 
marginally smaller than that of the model containing TemP:eanMA30' after the addition of penalties for the 
extra parameter, the model containing TemP:eanMA30 is preferred. There is a large difference in Pearson's 
chi-squared values, 42.8 compared to 63.9 (Table 7.7), with the model containing TemP:eanMA30' again 
being preferred. 
7.5.2 Period 2 (1973-1989) 
Baseline Models 
Table 7.8 presents D, AIC, SC and P values for the saturated baseline FM models, assuming one, two, or 
three components for the SIDS data. The one component model is simply the standard Poisson regression 
model and is included in this table for completeness and ease of comparison. The two component model, 
with twelve parameters, ranks above the three component model (20 parameters) across all three likelihood-
based goodness-of-fit statistics, whereas P prefers the more complex three component model. The two 
component model is selected as the best FM model to examine the SIDS climate relationship. The two 
Poisson components within the FM model make it directly comparable with both the ZIP and hurdle models, 
and will be able to highlight differences in climatic risk factors between months of low SIDS and months 
where there is a high number of SIDS. 
The baseline models for Period 2, for the five methods presented in this section of analysis, are given in 
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H umid~'di f f 
o~~------~----~------~----~------~----~~ 
- 1 0 
Figure 7.8: EPP model, Period 1, highlighting the effect of HurnidC:"diff (top) and We8t~diff (bottom) on 
the expected number of SIDS per month, by season (- Summer, Autumn, Winter, Spring). 
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Modell Model 2 
Intercept 6.978 2.409 
(0.352) (0.122) 
TemP:eanMA30 -0.070 
(0.030) 
sin( 21;t) -0.387 
(0.175) 
cos(21;t) -0.178 
(0.168) 
H 'ddm um2 -diff -0.088 -0.068 
(0.041) (0.044) 
West~diff -0.308 -0.283 
(0.149) (0.153) 
b 9.568 4.053 
c -2.563 -1.441 
m 6 7 
D 158.0 156.9 
AIC 170.0 170.9 
SC 182.4 194.1 
P 42.8 63.9 
Table 7.7: Comparison of two seasonality measures with the EPP model, Period 1 (m corresponds to the 
number of parameters in the model). 
k m D AIC SC P 
1 4 718.713 726.713 739.985 196.620 
2 12 714.344 738.344 778.162 196.151 
3 20 714.920 754.920 821.282 193.946 
Table 7.8: Saturated baseline Finite Mixture models for determination of the number of components k, 
Period 2 (m corresponds to the number of parameters in the model). 
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Table 7.9. There are many similarities across these baseline models. Both the NB and EPP models have 
one set of covariates; both models incorporate the seasonality sinusoid, with the NB model also containing 
an intercept term. In contrast, the EPP baseline model has no intercept term, but instead includes N AR. 
It has already been noted (Section 6.5.2) that N AR, the number of infants at risk of SIDS, appears to act 
as a surrogate intercept term. 
Within the FM, ZIP and hurdle baseline models, the covariates controlling the proportion of zeros, or 
mixing proportions (p(zm» differ across all three methods, although no covariate set involves an intercept 
term. The FM model contains only the sinusoid function in the mixing probability, while, in contrast, the 
ZIP model's probability of being in the 'perfect state' is comprised solely of N AR. The probability of no 
SIDS occurring in the hurdle model is defined by both the sinusoid function and N AR. 
The Poisson rate parameter in each of the FM, ZIP and hurdle models contains all the covariates consid-
ered for inclusion in the baseline models, while the second Poisson component in the FM is defined uniquely 
by the seasonal sinusoid. 
When comparing the goodness-of-fit statistics between the five baseline models presented in Table 7.9, the 
varying number of parameters contained within the model has a major affect: in terms of SC, which contains 
the harshest penalty for increased model complexity, models are ranked in a way that directly follows the 
number of parameters in the model. The NB model which has only four parameters in the model, has the 
lowest SO value (739.4), and at the other extreme, the FM model, with eight model parameters, has the 
highest SO value (746.3). The FM baseline model returns the lowest rank sum value, which implies that it 
rates best over all the goodness-of-fit statistics. The ZIP model, with a rank sum of 11, was the next best 
model formulation. 
Climate Models 
The best climatic models for each of the five methods are presented in Table 7.10. In each method, a 
comprehensive search was undertaken to identify the best model, utilising the baseline model forms presented 
in Table 7.9 as a guide only, and not forcing this baseline form on the models. Goodness-of-fit statistics were 
utilised in deciding the best models. 
All five models are similarly constructed with W indS;;:ean(std) the only significant climate variable in the 
Poisson rate component of the models. This was in addition to a full baseline model, including an intercept 
term, seasonal sinusoid and N AR, for four of the five models. Only the NB best model had a restricted 
form of baseline model, containing only seasonality and W indS;;:ean(std)' while the second component of the 
FM model was comprised solely of the sinusoid function. The covariate coefficients are comparable across 
A(xm) for all five models. 
There are some variations in the covariate structure of p(zm) between the FM, ZIP and hurdle models. 
The covariates found to best fit the mixing proportions for the FM model were + cos( 2;;,t), the 
seasonal sinusoid. The best covariate combination for both the ZIP and hurdle model forms contained a 
climate variable in addition to the seasonal sinusoid. With the hurdle, this was again WindS;;:can(std)' while 
the ZIP model contained Humid'::;in(min)' The three models containing p(zm) returned differing covariate 
coefficients. 
Table 7.10 also nr.'RAlnt" goodness-of-fit statistics for each of the five methods, enabling comparison 
directly in terms of model fit, between the methods. The number of parameters in the models, m, ranged 
from four in the NB model, to more than double this with the FM model having nine model parameters. 
This difference is reflected directly in the two penalised likelihood statistics, AIC and SC. 
Both the FM model and the ZIP model perform well with respect to the goodness-of-fit statistics, rating 
first and second respectively, in terms of the overall rank sum values. Both these models will be examined 
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NB ZIP Hurdle 
2 
log("\(xID )) Intercept 0.796 1.304 1.668 2.107 
(0.049) (0.491) (0.463) (0.247) 
sine 21;t) -0.326 -0.593 -0.176 -0.318 -0.259 -0.317 
(0.067) (0.122) (0.100) (0.067) (0.035) (0.069) 
cos(W) -0.442 -0.038 -0.857 -0.442 -0.400 -0.449 
(0.068) (0.220) (0.203) (0.068) (0.036) (0.070) 
NAR -0.0002 -0.0002 -0.0003 -0.0002 
(0.0001) (0.0001) (0.0001) (0.0001) 
logit(p(zm)) sineW) 0.913 -1.226 
(0.213) (0.360) 
cos( 2111,}:) -17.567 -1.253 
(1.910) (0.361) 
NAR d 0.008 0.001 0.0005 b = 126.931 
(0.0004) (0.0001) c= 0.334 
m 4 8 5 7 5 
D 718.067 703.778 714.308 707.873 714.667 
AIC 726.067 719.778 724.308 721.873 724.667 
SC 739.339 746.323 740.898 745.100 741.257 
P 200.030 189.441 205.580 236.640 217.870 
Rank sum 13 8 11 13 15 
Table 7.9: Baseline model parameter estimates (standard errors) for the five mixture methods, 
Period 2. 
k 2 chosen as number of components - see Table 7.8. 
j Modelling log{a) Xmfl· 
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in terms of model fit and adequacy with respect to the Canterbury monthly SIDS data. 
It is interesting to note that the baseline EPP model, with c = 0.681, fell between the class of Poisson 
and NB models, yet in the EPP model containing the climatic covariate WindS;;:ean(std)' the index c fell 
to -0.044, indicating (slight) underdispersion with respect to the Poisson distribution. This form of EPP 
model performed poorly in comparison to the other models, which all bring overdispersion into the model 
form. The NB model also performed poorly in comparison to the FM, ZIP and hurdle models, possibly 
giving evidence to what was highlighted by the baseline EPP model form - that the monthly SIDS data is 
best modelled by a method where the variance falls somewhere between .\(xm) and .\(xm) + c~).\(xm)2. 
Assessing the Fit of the FM and ZIP Models 
Throughout this section of analysis, where necessary the FM model will be denoted as Model 3, and the ZIP 
model as Model 4. Statistics and variables relating to these models will contain SUbscripts 'FM' or 'ZIP' to 
denote which model the variable is associated with. 
Overall Model Fit of the FM and ZIP Models 
Pearson's chi-squared statistic for the FM and ZIP models are presented in Table 7.10. The statistics are 
PFM 183.4 (p 0.71, df = 195) and PZIP 191.8 (p = 0.757, df = 196). With respect to both Model 
3 and Model 4, the null hypothesis that all aspects of the model are correct cannot be rejected. There is 
insufficient evidence to show that the FM model, or the ZIP model, does not adequately fit the monthly 
SIDS data. 
The predicted probabilities, PFMj, for the FM model were calculated using equation 7.30, where P(y'i = j) 
is given in equation 7.10. Similarly, the predicted probabilities, PUPj, corresponding to the ZIP model were 
calculated using P(y'i = j) as defined in equation 7.15. Figure 7.9 presents the probability distribution of 
SIDS counts for the observed data (Figure 7.9 (a)), the FM model (Figure 7.9 (b)) and the ZIP model (Figure 
7.9 (c)). There are differences in the two predicted probability distributions, including the FM model predict-
ing the largest proportion corresponding to months where one SIDS death occurs (PFMl 26%). In contrast, 
the largest predicted probability class for the ZIP model is two SIDS per month, where PZIP2 = 21%. There 
is also differences in the predicted proportion of months where no SIDS deaths occurred, with the FM model 
predicting 22% compared to the 14% predicted by the ZIP modeL 
The predicted probabilities from the ZIP model appear to follow the distribution of observed counts more 
closely than the FM model. The ZIP model underestimates the number of months with two SIDS deaths, 
and overestimates the number of months with four SIDS deaths. The FM model underestimates the number 
of months corresponding to both no deaths and one SIDS death, compared to the observed distribution. 
The number of months with two or three SIDS deaths is underestimated by the FM model. 
Residual Diagnostics 
The Pearson residuals for Modell are plotted against the expected values E[y'iIXim,z'il in Figure 7.10, for 
both the FM and ZIP models. This plot appears similar to the residual plots in Figure 6.9 (page 129), for the 
standard Poisson regression model. Both sets of residuals appear to have bands corresponding to increasing 
mean values. It is difficult visually to identify poorly fit values from this form of residual plot. 
Figure 7.11 presents the normal score plot for the Pearson residuals, for the FM and ZIP models. Both 
models show the same residual trends. The relationship appears linear for residuals in the range -1 to 1.5, 
but deviates from the line of normality at the extremes of the residual range. This is especially obvious with 
residuals at the lower end of the scale (less than -1). The proportion of months where there are either no 
SIDS, or large numbers of SIDS, is not successfully estimated by either the FM or ZIP models. 
The leverage matrix, defined in equation 6.14 (page 116), is useful in highlighting influential observations. 
Figure 7.12 presents the diagonal entries of the leverage matrix (hit) plotted over time, for the FM and ZIP 
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NB FMi ZIP Hurdle EPPMj 
Comp 1 Comp 2 (log(a)) 
log(>.(xm)) Intercept 0.768 1.178 1.516 1.082 
(0.528) (0.533) (0.262) (0.222) 
sinel;t) -0.328 -0.183 -0.577 -0.237 -0.261 -0.322 
(0.067) (0.095) (0.115) (0.072) (0.033) (0.028) 
cos( 2~t) -0.444 -0.864 -0.027 -0.409 -0.405 -0.457 
(0.068) (0.167) (0.181) (0.069) (0.033) (0.028) 
NARr 
-0.0002 -0.0002 -0.0003 -0.0002 
(0.0001 ) (0.0001) (0.0001) (0.0001) 
WindS;;;:ean(std) s 0.177 0.149 0.153 0.158 0.161 
(0.011) (0.070) (0.074) (0.035) (0.031) 
logit(p(zm) ) sine1;t) 1.248 -5.378 -1.205 
(0.475) (2.491 ) (0.359) 
cose1;t) -4.544 -1.756 -1.264 
(0.607) (1.274) (0.362) 
H umid~in(min) t 0.126 
(0.046) 
W indS;;;:ean( std) d = 0.013 0.511 b = 1.220 
(0.068) c = -0.044 
m 4 9 8 8 7 
D 714.952 699.611 702.677 703.754 709.670 
AlC 722.952 717.611 718.678 719.754 723.670 
se 736.224 747.474 745.222 746.299 746.897 
P 194.994 183.425 191.800 198.070 189.970 
Rank sum 14 8 9 14 15 
Table 7.10: Climate model parameter estimates (standard errors) for the five mixture methods, 
Period 2. 
i k = 2 chosen as number of components - see Table 7.B. 
j Modelling log(a) = X"'(3. 
r N AR = number of infants at risk of SIDS. 
s WindS;;::ean(std) = monthly average of the daily standard deviation of wind speed. 
t Humid;;::in(",in) = monthly minimum of the daily minimum humidity. 
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9 10 
SIDS count 
(a) Observed proportion of SIDS (jj) 
10 4 
SIDS count SIDS count 
(b) Predicted proportion of SIDS (P F M ) (c) Predicted proportion of SIDS (PZIP) 
Figure 7.9: Observed and predicted proportions of SIDS counts, Period 2 (predicted proportions calculated 
via the FM and ZIP models). 
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Figure 7.10: Predicted mean (or expected value) against Pearson residuals for both the FM and ZIP models, 
Period 2. 
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Figure 7.12: Leverage matrix for each observa.tion over time , for both the FM and ZIP models, Period 2. 
models. One potential outlier is highlighted by () in each plot. The bound 2m/n = 0.088 for the FM model, 
which lies outside the range of hii va lues pict ured in Figure 7.12 (a). The highlighted outlier, corresponding 
to July 1973, with h7 ,7 = 0.082 is not considered influential in the FM model formulation. 
The bound 2m/n = 0.078 for the ZIP model, and is shown by - - in Figure 7.12 (b) . The 
highlighted outlier again corresponds to July 1973. Covariate values for this month are given in Table 7.11. 
Four SIDS occurred in this month. No t rends are evident within the covariates that may have resulted in 
this month being an outlying value. Due to the time series nature of the data, this outlier was not removed 
from the series. 
The autocorrelation functions, for the Pearson residuals, for both the FM and ZIP models , are presented 
in Figure 7.13. The patterns are similar across the models. Both ACFs show a large value at lag(t - 1), 
implying a possible short-term correla tion remaining in the residuals. An autoregressive.covariate, comprised 
of lagged SIDS counts was t herefore illcorporated into both models in the Poisson rate component (>.(zm)) . 
Table 7.12 presents deta ib of the FM and ZIP models cont.ainiIlg the autoregressive covariate, given by 
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July 1973 
# SIDS 4 
Season winter 
sine17~n -0.5 
cos( 27Tt) -0.866 
, 12 
NAR 5626.5 
WindS:ean(std) 5.777 
Humidr;::.in(min) 51.645 
Table 7.11: Covariate values for outlier month in the ZIP model, Period 2. 
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Figure 7.13: Autocorrelation function of the Pearson residuals, for both the FM and ZIP models, Period 2. 
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FM ZIP 
Comp 1 Comp 2 
log(.\(xID)) Intercept 1.123 1.582 
(0.586) (0.546) 
sine;~n -0.632 -0.343 -0.341 
(0.176) (0.099) (0.078) 
cos(W) -0.025 -1.008 -0.470 
(0.018) (0.762) (0.072) 
NAR -0.0002 -0.0003 
(0.0001) (0.0001 ) 
W indS:'ean( std) 0.148 0.144 
(0.070) (0.074) 
Y~l -0.099 -0.094 
(0.033) (0.029) 
logit(p(zID)) sin(W) 3.760 -5.483 
(0.891) (2.450) 
cos( 21~t) -14.153 -1.599 
(2.756) (1.242) 
H umid:in( mi:"') 0.127 
(0.045) 
m 10 9 
D 688.620 692.122 
AIC 708.620 710.122 
SC 741.801 739.985 
P 173.448 182.950 
Table 7.12: Parameter estimates (standard errors) for the FM and ZIP models with autoregressive component 
Y~l' Period 2. 
the number of SIDS, lagged by one month (denoted Y~l). These models, are both essentially Model + yr:l. 
Inclusion of Y~l in the FM model significantly reduced the log-likelihood (G = 10.991, p = 0.001), which is 
seen by the lower values of the four goodness-of-fit statistics, as compared with Model 3. The ACF for the 
residuals from the FM model + Y~l is presented in Figure 7.14 (a), and no longer shows any evidence of 
serial correlation in the time series of residuals. Similarly, including Y~l in the ZIP model had a significant 
impact in terms of lower goodness-of-fit values (G = 10.555, p = 0.001). Figure 7.14 (b) shows the ACF for 
the residuals from the ZIP model with the autoregressive component. Like the FM model, this no longer 
shows any evidence of significance autocorrelation. 
Both the FM and ZIP models performed adequately in terms of model fit and residual diagnostics. Both 
models were similar in their overall performance. The ZIP model appeared to follow the observed probability 
distribution of SIDS counts more closely than the FM model, yet the FM model rated better than the ZIP 
model with respect to goodness-of-fit statistics. The model interpretation presented in the next section 
therefore covers both the FM and ZIP models. 
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(a) FM model (b) ZIP model 
Figure 7.14: Autocorrelation function of the Pearson residuals, for both the FM and ZIP models with 
autoregressive term yr:.l' Period 2. 
FM Model Interpretation 
The final FM model (presented in Table 7.12) included a single climatic based covariate, namely WindS:ean(std» 
alongside variables describing the underl:ving seasonality in the model (sinel'~n and cos( 2;;t)), the effect of 
the population at risk of SIDS (N AR), and the underlying autoregressive structure resulting from the time 
series nature of the data (Yi~l)' The FM model is composed of two Poisson rate components, with a prob-
ability term which defines which component is most likely at each month. The covariate structure in both 
the mixing probability (p(zm)) and the second Poisson component ()\2 (xm)) was defined by the seasonality 
terms, while the first Poisson component (Al(xm)) contains an intercept term, alongside sine;;t), cosel~t), 
NAR, WindS:ean(std) and yr:.l' 
Figure 7.15 presents the log of the Poisson rate parameter, ).j(Xm ), per season for each component. Mean 
values of each covariate for each season were used to calculate log().j(Xm )). The predicted mean number 
of SIDS is similar for each component in both autumn and winter: in autumn, the predicted number of 
SIDS is 1.10 per month and 1.23 per month for component 1 and component 2 respectively, in winter these 
estimates rise to 2.47 SIDS per month and 2.84 SIDS per month. In contrast, there is a large difference in the 
estimated mean number of SIDS per month across components in summer and spring: in spring, component 
1 predicts 1.35 SIDS per month while component 2 predicts only 0.35 SIDS per month. This difference shifts 
to a higher predicted SIDS rate per component in spring, but still exists: the predicted number of SIDS is 
2.84 and 0.81 per month for component 1 and component 2 respectively. 
The predicted probability of belonging in component 1 is essentially zero in both summer and spring, 
and one in autumn and winter. The estimated number of SIDS per month is therefore strongly dependent 
on component membership, with summer characterised by component 2, autumn and winter by component 
1 and spring characterised by component 2. 
The estimated effect of WindS:ean(std) in component 1 on SIDS risk is illustrated by season in Figure 
7.16, holding the remaining covariates fixed at their seasonal mean value. A one knot increase in the monthly 
mean of the daily standard deviation in wind speed (WindS:ean(std)) corresponds to the estimated mean 
number of SIDS per month increasing by 16%. Figure 7.16 shows that the highest risk of SIDS, conditional 
on belonging in component 1, occurs in spring, whilst the lowest SIDS risk occurs in autumn. The estimated 
SIDS risk in winter ranges from 2.00 to 3.07 SIDS per month corresponding to WindS:ean(std) values of 
2.90 and 5.80 knots respectively. 
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Figure 7.15: Estimated rate of SIDS by season for each component of the FM model, Period 2, with 95% 
confidence bounds (. component 1, • component 2). 
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Figure 7.16: FM model, Period 2, highlighting the effect of WindS;;::ean (std) on the predicted mean rate of 
SIDS in component 1, by season (- Summer , Autumn, Winter, Spring). 
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Figure 7.17: Estimated rate of sms by season for the ZIP model, Period 2 (with 95% confidence bounds). 
ZIP Model Interpretation 
The final ZIP model is presented in Table 7.12. This model includes two climatic based covariates: WindS;;;:ean(std) 
in the Poisson rate component, and Humid;;;:in(min) in the probability component. The ZIP model Poisson 
rate component contains a full baseline form (intercept+sin( 2t2t )+cos( 2;;t )+N AR), alongside W indS;;;:ean(std) 
and the autoregressive covariate The probability component structure is defined by seasonality terms 
(sin (2;;t) + cos( 2;;t)) alongside humidity. 
The log of the estimated Poisson rate component (5.(xm» per season is presented in Figure 7.17 for the 
ZIP model. Mean seasonal values of the covariates were used to calculate 10g(5.(xm». The estimated rate 
of sms (5.(xm)) ranges from a low of 1.05 sms per month in summer to a peak of 3.12 SIDS per month 
in winter. 
Figure 7.18 presents the estimated effect of WindS;;;:ean(std) on the Poisson rate component of the ZIP 
model. Increasing WindS;;;:ean(std) corresponds to an increase in the risk of SIDS: the lowest estimated risk 
of 0.85 SIDS per month occurs at 2.9 knots in summer, whereas the highest estimated risk of 3.38 SIDS per 
month occurs at 5.8 knots in winter. The risk equates to a 15% increase in the SIDS rates for everyone 
knot increase in the monthly average of the daily standard deviation of wind speed. Essentially this implies 
that the more variable the wind speed on average, the higher the estimated sms risk. This is the same 
trend that Was evident with respect to wind speed seen in the FM model. 
An increase in the minimum monthly humidity (Humid';;in(min)) corresponds to a decrease in the prob-
ability of belonging to the 'perfect state' (no SIDS deaths occurring). A 10% increase in relative humidity 
from 45% to 55% decreases the probability of being in the perfect state from 0.013 to 0.004 in summer, and 
from 0.0008 to 0.0002 in winter. 
Table 7.13 presents goodness-of-fit statistics for the FM and ZIP models presented in Table 7.12, alongside 
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Figure 7.18: ZIP model, Period 2, highlighting t.he effect of W indS:':ean(std) on the predicted mean rate of 
SIDS, by season (- Summer, Autumn, Winter, Spring). 
FM ZIP Poisson 
m 10 9 7 
D 688.6 692.1 70l.9 
AIC 708.6 710.1 715.9 
SC 741.8 740.0 739.2 
P 173.4 183.0 178.4 
Table 7.13: Comparison of goodness-of-fit statistics for FM and ZIP models (from Table 7.12, and Poisson 
model (Model 7, Table 6.6, page 131), Period 2 (m corresponds to the number of parameters in the model). 
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those for the Poisson model, Model 7, presented in Table 6.6 (page 131). The Poisson model performs 
similarly, with to the goodness-of-fit statistics, to the ZIP model, with the FM model best. The 
Poisson model contained two climatically based covariates, namely WindS:ean(std) and Southr:!:dijf' This 
Poisson model adequately described the relationship between climate and the incidence of SIDS at a monthly 
level in Period 2, although the model overestimated predicted SIDS for months where one SIDS occurred. 
The FM model also overestimated the class corresponding to one SIDS per month, as well as the zero class. 
The predicted number of months where two SIDS occurred was underestimated by the FM model. 
With respect to ease of implementation and interpretation of the regression coefficients, the Poisson 
regression model is preferred over the FM model, for describing the relationship between SIDS and climate in 
Period 2. Although the FM model is naturally understandable with the concept of underlying subpopulations, 
in this case the additional complication of model interpretation and computation do not warrant the gains 
made: component membership in the FM model was defined purely on a seasonal basis, adding little further 
information to the climate risk profile given by the Poisson model. 
Both the ZIP and Poisson models performed similarly with respect to goodness-of-fit statistics (Table 
7.13), but the ZIP model adds an extra dimensionality to the SIDS - climate risk profile: increasing humidity 
increases the probability of occurrence of the event (a SIDS death) in anyone month. This increasing 
humidity relates to a decrease of belonging to the 'perfect state' (no deaths occurring). This additional 
information highlights the value of mixture models over the more standard Poisson regressions, and in this 
situation, the ZIP model is preferred over the Pois~on model. 
7.6 Comparison Between Poisson Mixture Models 
A comparison between the five Poisson fixture models, in terms of model fit and profiles of SIDS risk is 
made utilising the model presented for Period 2. In Period 1, the only model capable of modelling the 
underdispersion present in the observed SIDS distribution was the EPP model. Therefore, comparing the 
five mixture model results for Period 1 would be inherently biased. The observed distribution of SIDS counts 
in Period 2 exhibits some overdispersion (with respect to the Poisson distribution), which all five methods 
are able to model successfully within their underlying framework. 
Model Fit and Profiles of Risk 
Table 7.14 details the estimated mean values and proportions of months with no SIDS occurring and months 
with at least one SIDS death for the five Poisson mixture models in Table 7.10 and Table 7.12, 
alongside the corresponding values observed from the distribution of SIDS counts. These values are presented 
at both an annual and seasonal level, with the proportions presented for the FM model corresponding to 
the probability of belonging in component j (j = 1,2). The formulation of the NB model does not involve 
partitioning of the distribution, therefore no proportion values are reported for this model. 
The estimated mean values across all five models are reasonably close to the observed mean, at both an 
annual level, and across the seasons. The hurdle model overestimates the mean number of SIDS per month 
in autumn and spring (by 5% in autumn and 6% in spring). In contrast, the NB model underestimates values 
of the mean in winter (by 3%) and spring (by 1 %). Of the five models presented, only the hurdle model 
correctly estimates the low number of SIDS in summer (observed mean 1.3 SIDS per month), with the 
remaining models all overestimating the summer mean. None of the models achieved the necessary inflation 
of SIDS counts evident in the observed series across winter months (observed mean 3.7 SIDS per month). 
Examination of the proportion of months with no SIDS deaths, and months where at least one SIDS 
occurred, shows that the hurdle model follows the observed split reasonably successfully, in each case (an-
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mean 
Proportion of zeros 0.147 0.500 n 0.054 0.146 0.269 
Proportion of non-zeros 0.853 0.500b 0.946 0.854 0.731 
Summer Estimated mean 1.275 1.310 1.305 1.311 1.275 1.306 
Proportion of zeros 0.333 0" 0.128 0.323 0.269 
Proportion of non-zeros 0.667 1° 0.872 0.677 0.781 
Autumn Estimated mean 2.137 2.174 2.183 2.253 2.242 2.207 
Proportion of zeros 0.137 0.926" 0.087 0.156 0.069 
Proportion of non-zeros 0.863 0.074° 0.913 0.844 0.931 
Winter Estimated mean 3.667 3.549 3.546 3.507 3.511 3.516 
Proportion of Zeros 0.020 1" 0.0001 0.022 0.014 
Proportion of non-Zeros 0.980 Ob 0.9999 0.978 0.986 
Spring Estimated mean 2.471 2.443 2.524 2.480 2.535 2.452 
Proportion of zeros 0.098 0.074" 0.0001 0.081 0.147 
of non-zeros 0.902 0.926" 0.9999 0.919 0.853 
Table 7.14: Estimated mean values and proportions of months with no SIDS occurring (zeros), 
and at least one SIDS occurring (non-zeros), Period 2. 
a probability of belonging in Component 1. 
b probability of belonging in Component 2. 
nually, and within each season). The ZIP model consistently underestimates the proportion of months with 
no SIDS deaths. 
Figure 7.19 presents the predicted number of SIDS per month overlaying the observed numbers over 
time. Each predicted series was calculated by incorporating an autoregressive term (yr.::.l) into the model. 
The plots are similar over time, with each model following the underlying seasonal pattern inherent in the 
SIDS distribution. The NB, hurdle and EPP models (Figure 7.19 (a), (d) and (e) respectively) all show a 
predicted number of SIDS per month which does not fall below one. The FM model appears to follow the 
peaks and troughs of the SIDS series reasonably successfully. 
Implementation Issues 
When comparing different ways of modelling data, ease of model implementation and identifying parameter 
estimates, must also be considered, in addition to issues such as model accuracy, appropriateness and pre-
dictive performance. Of the five Poisson mixture models presented in this chapter, the negative binomial 
and zero-inflated Poisson models are available as options in standard statistical software. Inherently, having 
standard software options for model fitting makes the task of identifying the best covariate structure and 
calculating parameter estimates easier. 
Identifying MLEs in the hurdle model involved a two step process: implementing a logistic regression pro-
cedure, available in most standard statistical software packages, and using a specifically constructed Matlab 
macro to model the truncated Poisson component of the distribution. Similarly, a specifically constructed 
Matlab macro was necessary to identify parameter estimates in the EPP model. Fortran code was available 
to calculate the FM model parameter estimates. Like the hurdle modelling, calculating parameter values for 
the FM model was also an involved process; parameters for the two Poisson components as well as the mix-
ing probabilities needed to be estimated. Time to convergence, and choices of initial values, were potential 
problems with these less standard modelling techniques (FM, hurdle and EPP). This was not the case when 
implementing the in-built procedures for the ZIP and NB models. 
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Figure 7.19: Observed - and predicted _ number of SIDS per month for each of the five Poisson 
mixture models, Period 2. 
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7.7 Summary and Conclusion 
The five methods for modelling count data discussed in this chapter all extend the Poisson distribution, and 
can successfully incorporate overdispersed data. The EPP model can also model data that is under dispersed 
with respect to the Poisson distribution. Four of the methods involve a partitioning of the underlying 
distribution: the FM model into two (different) Poisson distributions, both the ZIP and hurdle models split 
into zero and non-zero components, while the EPP method models the distinct observation classes. 
This section of analysis extends the work of Dalrymple et al. (2003). Dalrymple et aL (2003) examined 
monthly Canterbury SrDS data from Period 2 (1973-1989) in relation to four monthly climatic variables, 
alongside variables defining the number of infants at risk of sms in anyone month, and a seasonality 
term. The climatic variables involved only relative humidity, temperature, and temperature variants. The 
analysis undertaken in this thesis initially involved over 2500 daily climatic measures, summarised into 
101 monthly climate variables, involving wind speed, direction, and velocity, pressure, rainfall, sunshine, 
radiation, and dewpoint alongside measures of relative humidity and temperature. This section of analysis 
based on Poisson mixture models incorporated two further methods alongside those examined by Dalrymple 
et al. (2003), namely the negative binomial and extended Poisson process models. Results were presented 
for both Period 1 and Period 2. 
Comparing the resulting Period 2 models presented in this chapter with the models presented by Dal-
rymple et al. (2003) highlights some differences in covariates. The construction of the models presented by 
Dalrymple et al. (2003) purposely excluded an intercept term, as the N AR variable (describing the number 
of infants at risk of SIDS) was included specifically as a surrogate intercept term. 
The FM model presented by Dalrymple et at. (2003) had one component defined solely by N AR. In 
contrast, one component of the FM model presented in this chapter (Table 7.10) is defined in terms of 
seasonality variables. There are necessary differences between the models of Dalrymple et aL (2003) and 
those presented here with respect to climatic dependencies, as differing climatic covariates were used in each 
analysis. It is interesting to note that humidity appeared in the Poisson rate component of all three models 
presented by Dalrymple et al. (2003). Humidity only appeared in the ZIP and hurdle models presented in 
this chapter, and then it was incorporated in the probability component. 
The probability components of the three models presented by Dalrymple et al. (2003) were all structurally 
defined by one temperature based covariate. In contrast, the probability components of the models presented 
in this chapter all incorporated seasonality (sinel'~n + cose1';t)), and in some cases, additional climatic 
covariates. 
The models presented in this chapter are the result of a detailed analysis and a thorough parameter 
search involving a multiplicity of climate variables. Therefore, they can be considered an improved version 
of those models presented by Dalrymple et aL (2003). 
The EPP model was the only one of the five methods presented in this chapter, to successfully model 
the slight underdispersion (with respect to the Poisson distribution) seen in the observed distribution of 
SIDS in Period 1. This EPP model improved on the baseline Period 1 Poisson regression model presented 
in Chapter 6. The Poisson regression analysis for Period 1 did not find any significant relationships between 
the incidence of SIDS and climatic covariates, over and above the baseline model form. In contrast, the EPP 
model included two climatic covariates (Humid'::di// and W esttdi/ /), enabling it to better capture the risk 
profile of sms. 
In Period 2 the resulting models showed similarities. The climatic covariate WindS:ean(std) featured 
strongly in the Poisson components of all five models, with an increase in WindS:ean(std) corresponding 
to an increased risk of SIDS. In terms of goodness-of-fit statistics, the FM model was considered best, and 
highlighted differences in the two underlying Poisson distributions making up the observed sms counts. 
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The ZIP model also successfully related climate to SIDS. Both these models failed to predict the extremes 
of the observed series. 
The resulting Period 2 mixture models are a similar structure to the corresponding Poisson regres-
sion model presented in Chapter 6. The baseline model form is similar (intercept + season + N AR), and 
W indS;:;:ean( .• td) features in both the mixture and Poisson regression models. 
Dewpoint based variables featured strongly in the Period 1 models, alongside humidity and wind velocity 
based variables (see Table 7.4). Humidity is also featured in the structure of some of the Period 2 mixture 
models (though in a different form), along with wind speed (Table 7.10). 
It was interesting to note that in Period I, the hurdle model performed well with respect to the goodness-
of-fit statistics (Table 7.4), yet poorly predicted the probability distribution of SIDS (Figure 7.2). This 
highlights the necessity of examining model performance through a variety of different measures, and not 
relying on overall statistics. 
The systematic lack of fit at extreme SIDS counts, evident across aU five methods, along with the necessary 
inclusion of an autoregressive term to the models, may indicate some further latent structure involved in 
the aetiology of SIDS, whether climatically, environmentally, or physiologically based. This needs further 
investigation. 
Chapter 8 
In Search of Latent Structure and 
Non-linearity of Climatic Effects 
in SIDS 
The development of methods specifically designed for regression models involving time series count data has 
evolved in recent years (see Cameron & Trivedi (1998) or Brockwell & Davis (2002) for an overview). These 
models essentially fall into two classes: observation-driven models and parametric-driven models. 
The conditional distribution of the series of interest, Yt, is defined in terms of lagged observations 
(Yt-l, ... ,Yl), in addition to the regression covariates, in the observation-driven model. See Berglund & 
Brannas (2001) or Thyregod et al. (1999), for recent examples of applications of models of this genre. 
In contrast, in the parameter-driven model, a latent process is introduced in the conditional distribution of 
Yt. Zeger (1988) presented a model of this type, where serial correlation in Yt is introduced via a multiplicative 
latent process, with an underlying autoregressive structure. Both overdispersion and autocorrelation are 
introduced into the Yt series this method. 
Davis et a1. (1999, 2000) have also studied parameter-driven models for time series of observed counts. 
They present a method for obtaining consistent estimators for the standard errors of the parameter estimates 
(the asymptotic standard error estimates) in the presence of a latent process, from standard generalised linear 
modelling analysis. They also examine the issue of testing for the presence of such a latent process. 
The dataset examined throughout this thesis involves numbers of deaths in Canterbury resulting from 
SIDS. This data is a time series of counts, observed over a 32 year period. It is not likely, in the time series 
scenario, that adjacent observations are uncorrelated. This issue has already been highlighted when modelling 
the monthly SIDS series, with the necessary inclusion of the Yt-l term as a predictor in the regression models 
presented in both Chapter 6 and Chapter 7. Extending the basic Poisson regression model, to account for 
serial dependence, may be necessary to obtain legitimate inferences regarding the dependence of SIDS counts 
on climatic covariates. Section 8.1.1 presents details of Zeger's correlated multiplicative error model, with 
application to the climate--SIDS scenario examined in this thesis. Section 8.L3 delineates the asymptotic 
standard error estimation presented by Davis et al. (1999), and Section 8.1.6 details the test for the existence 
of a latent process. 
The second section of this chapter presents an analysis of the relationship between SIDS and climate using 
generalised additive models. Generalised additive models are a non-parametric alternative to generalised 
linear models, and permit non-linear functions of the climatic covariates to be incorporated into the regression 
model. 
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Notationally, a subscript 't' will be used throughout derivations and formulations in this chapter, to 
denote the time series nature of the methods examined. Therefore yt' will denote the number of SrDS in 
month t, and similarly ~m will represent the coefficient vector in month t. 
8.1 Time Series Regression using Parameter-driven Models 
The assumption, that the serial correlation observed in the data is a result of some unobserved process, is 
reasonable in the SrDS situation. Campbell (1994) states that "in general a death of one baby does not 
directly cause that of another" , and surmises that the reason for the observed autocorrelation is underlying 
time ordering inherent in both the dependent and independent data. The two methods presented below, 
time series regression with multiplicative errors (Section 8.1.1), and asymptotic standard errors (Section 
8.1.3), are extensions to the standard Poisson regression model presented in Chapter 6. 
8.1.1 Time Series Regression with Correlated Multiplicative Errors 
(1988) introduced a regression model for a time series of counts in which serial correlation was assumed 
to arise from a latent process. The latent process introduces both overdispersion and autocorrelation into 
the observed series. Conditional on this process, the observed series is independent. This is a parameter-
driven model, which applies quasi-likelihood results to extend the usual generalised linear model framework 
(McCullagh & NeIder, 1989). This modelhas beeri applied by Zeger (1988) to a time series of polio cases, 
and by Campbell (1994) to relate a daily time series of SIDS counts to short-term temperature trends. 
The model formulation below utilises the notation of Zeger (1988), and follows the derivations given by 
(1988), and Campbell (1994), along with Cameron & Trivedi (1998). 
Parameter Driven Model 
Let yrn denote the number of SrDS in month t, t = 1, ... , n (n 59 for Period 1 and n 204 for 
Period 2); Yt' is then the vector of monthly responses. Let Xt' denote the matrix of monthly covariates, 
with xt' [I, xu' " . ,x~l', where there are a total of k covariates. This is the same situation as described 
in Chapter 7 with the Poisson mixture models, and in Chapter 6 with Poisson regression. Furthermore, let 
Et represent an unobserved stationary process with 
=1 
Var[Etl = 0'2 
COV[Et, EH,J = 0'2 PE(T), (8.1) 
where PE(T) corr[Et, EH,] (T = 1,2, ... ), is the autocorrelation function (ACF) of tt. 
Given both tt and Xt', the (conditional) probability density function of Yt' is independent over t, and 
of the form 
p(Yf'I~m,tt) = Poisson(Attt), 
where At exp(Xt'i3t). The mean and variance (conditional on Et) are then 
E[YtIAt, Ed = AtEt 
Var[ytlAt , ttl = Attt. 
(8.2) 
(8.3) 
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The marginal distribution of Yt' (marginal with respect to the latent process €t only) has conditional 
mean and variance of the form 
flt = E[Yt IAt] At 
a; = V ar[Yt lAd At + 0'2 A; . (8.4) 
The variance in equation 8.4 above is the same form as the conditional variance of the negative binomial 
distribution (equation 7.6, page 139), with the degree of overdispersion relative to the Poisson distribution 
dependent on both At and the corresponding variance of the latent process, ft. 
The autocorrelation function for Yt' is 
(8.5) 
8.1.2 Fitting the Parameter Driven Model 
A time series analogue of the quasi-likelihood approach (McCullagh & Neider, 1989) is used to estimate 
the model parameters, f3t. This incorporates information about the mean, variance and covariance of 
the observed SIDS series, Yt'. Parameter fitting follows the iterative weighted and filtered least squares 
algorithm presented by Zeger (1988). 
The following variables are defined as: 
V 
Z 
A 
D 
C 
Var(Yt') 
d)..t I ~ m 
d{3t f3t + Y t - At 
diag()..I, ... , )..n) 
diag(At + 0'2 A;) = diag(O';) 
LD-~AX 
(8.6) 
(8.7) 
(8.8) 
(8.9) 
(8.10) 
where L is an autoregressive filter of the form such that LYt' = yt' alY;':1 - .... For example if Yt' has 
an AR(l) structure, then L is defined such that 
LYt' = yt' - alY;':I' (8.11) 
Let R(a) represent an autocorrelation matrix for a stationary autoregressive process, with parameters a. 
Then R-l L'L (Winkelmann, 2000). Also, the following approximations and information matrices are 
defined as: 
V ~VR D~R(a)D~ (8.12) 
ViI ~ D-~L'LD-! (8.13) 
10 (AX)'Vi1(AX)/n (8.14) 
11 = (AX)IVil VVi l (AX)/n. (8,15) 
The non-linear weighted least squares estimator for f3t solves the score function (Dobson, 2002) given by 
(8,16) 
CHAPTER 8. LATENT STRUCTURE AND NON-LINEARITY IN SIDS 180 
In the situation where the observations Yf are independent, V is a diagonal matrix. In the time series 
situation, V includes off-diagonal terms which depend on the covariance structure of the latent process. 
The standard iterative weighted least squares procedure for (3t requires the inversion of V. Zeger (1988) 
showed that this inversion could be avoided by using generalised estimating equations, where V is replaced 
by an invertible approximation (see equations 8.12 and 8.13). Values of (3t remain consistently estimated. 
(See Zeger (1988) for full details.) 
In the iterative procedure used to calculate i3t, the parameter estimates of (3t, the (j + l)th update is 
given by 
(8.17) 
, (j) 
where the current parameter estimates (3t are used to calculate the update. 
Standard errors for (3t are calculated using the fact that fo(i3t - (3t) is asymptotically normal, with 
mean 0 and covariance 
(8.18) 
The matrices 10 and h are the information matrices presented previously in equations 8.14 and 8.15. 
The parameters, 0-2 and PE(T), of the latent process Et, can be estimated by a method of moments, as 
shown by Zeger (1988). The. resulting equations ar~ 
(8.19) 
and 
PE(T) = ~~=T+1 [(Yf
n
- '\)~Y;;-T - '\t-T)]. 
&2 ~t=T+1 AtAt-T 
(8.20) 
The form of the variance &2 above, is not constrained to be positive. Following the method of Campbell 
(1994), if the variance becomes negative during the iteration process, it is replaced by ~(Yf - {tt)2 /(n -1). 
8.1.3 Asymptotic Standard Errors 
Parameter-driven models, such as that presented by Zeger (1988) (Section 8.1.1), are dependent on the 
correct specification of the correlation structure in the latent process. Yet, identification of this structure 
in the latent process is not easily achieved using the observed count process. Davis et al. (2000) show that 
the autocorrelation structure of the latent process dominates the autocorrelation function of the observed 
count process, highlighting the difficulty in correctly specifying the correlation structure of the latent process. 
Significant correlation may exist within the latent process, even when little or no autocorrelation exists in 
the observed count process. Both Zeger (1988) and Davis et al. (2000) note that using the autocorrelations 
of the observed process leads to underestimation of the true magnitude of the autocorrelation in the latent 
process. 
Davis et al. (1999,2000) derived the asymptotic distribution of standard generalised linear model (GLM) 
estimators for the scenario assumed in this chapter: the existence of an auto correlated latent process under-
lying the observed series of SIDS counts. 
To test the assumption that an autoregressive latent process exists, consistent estimation procedures 
are needed for the regression parameters. Both Cameron & Trivedi (1998) and Davis et al. (2000) suggest 
using GLM procedures to generate the regression coefficients, as these remain consistent in the presence of 
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autocorrelation. The difficulty then lies in attaining consistent standard errors of the regression coefficients, 
which are needed for correct inferences to be made. 
For the situation where a stationary autocorrelated process exists in the mean of the observed count 
process, Davis et al. (2000, 1999) prove the consistency and asymptotic normality of the GLM standard 
error estimates. Their results are analogous to established results for the case of linear regression with 
auto correlated errors (Kedem & Fokianos, 2002). 
Let x;" = [1, x'n" ... ,xktl' represent a vector of covariates, corresponding to month t, and iJCLM the GLM 
regression estimates. The results of Davis et al. (1999, 2000) show that the asymptotic covariance matrix of 
the GLM estimators is : 
(8.21) 
where 
n 
nI,n = 2.:: x;"Xt,m, exp(Xt,m, (3CLM) 
t=1 
n n 
nII,n = 2.:: 2.:: Xt,m x :,'" exp [(x;,,' + X:,"')(3CLM] 1.(S - t), 
t=1 8=1 
and 1.(7) = &;P.(7) is the auto covariance function of the latent process. Equations 8.19 and 8.20 in the 
previous section give &; and P •. (See Davis et al. (2000) or Davis et al. (1999) for a full derivation, including 
a theorem and corresponding proof, of this result.) 
The asymptotic covariance matrix in equation 8.21 above, is composed of two components: nI,~ is the 
asymptotic covariance matrix resulting from a standard GLM procedure; while the second term in the 
equation, nI,~nII,nnI,~' corresponds to the added contribution resulting from the presence of the latent 
process. 
8.1.4 Statistical Modelling Methods for Parameter-driven Models 
Both the time series regression with multiplicative errors described in Section 8.1.1, and the asymptotic 
standard errors detailed in Section 8.1.3, are extensions to the standard Poisson regression models presented 
in Chapter 6. As such, only the best Poisson regression model from Period 2 (see Table 6.4, page 128) are 
reanalysed with the parameter-driven time series methods, where the existence of a latent process is assumed. 
These models do not contain the additional autoregressive term included in the final stage of analysis in 
Chapter 6. This is because the parameter-driven methods inherently account for this autocorrelation within 
their respective model formulations, with the assumption of the latent process. 
Period 1 is not reanalysed, as neither overdispersion nor autocorrelation has been identified as an issue 
in the regression models presented for these years. 
A specific Matlab macro (Matlab, Version 6.1.0.19S9a, Release 12.1; The Math Works, Inc.) was written 
for use in the calculation of parameter estimates assuming a multiplicative error structure. The parameter 
estimates from the Poisson regression formulation are taken as initial values in the estimation procedure. A 
second Matlab macro was written to calculate the asymptotic covariance matrix of the Poisson regression 
coefficients, and corresponding standard errors, as described in Section 8.1.3. The results from these analyses 
are presented in the next section, and are compared to Poisson regression estimates for the corresponding 
models. 
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8.1.5 Results from Parameter-driven Methods 
NOTE: Models analogous to those presented in this chapter, but containing both N AR and an intercept are 
presented in Appendix G. 
Table 8.1 presents the regression estimates for Zeger's method of incorporating a multiplicative error 
structure into the Poisson model. GLM estimates from standard Poisson regression, and the asymptotic 
standard errors calculated using the method presented by Davis et aL (1999,2000) are also given. The three 
sets of parameters are denoted with subscripts 'Z', 'GLM', and 'A' respectively, with results presented for 
the best models from Poisson regression analyses (Chapter 6). The parameter estimates and standard errors 
resulting from time series regression with correlated multiplicative errors (Zeger's method, and SEz) 
were calculated assuming an AR(1) structure for the dependence in the latent process. 
The asymptotic standard errors have increased marginally, from the GLM standard errors, over all four 
models. This increase has not affected the significance of the Poisson regression parameter estimates (~CLM). 
The resulting estimates from time series regression with correlated multiplicative errors differed from 
those of the Poisson analysis, across all models, though no consistent trend was evident. With 
the exception of Model 3, the standard errors SEz, have all increased, and are generally three to four times 
greater than the corresponding GLM standard errors (SECLM). These changes in the parameters have 
impacted on the significance of the covariates in Models 1, 2 and 4: only the seasonal sinusoid is considered 
significant in the models calculated using Zeger's method. The estimates for Model 3 using 
method are only margina.llydifferent from the corresponding GLM estimates, but the WindDN'tv covariate 
is no longer considered significant. 
8.1.6 Testing for the Existence of a Latent Process 
The parameter-driven time series methods presented by Zeger (1988) and Davis et al. (2000, 1999) returned 
differing results. Little change was found in the asymptotic standard errors compared to SECLM) while, in 
contrast, quite different parameter estimates, and corresponding inferences resulted from Zeger's method. 
These differences may imply a misspecified autocorrelation structure of the latent process, or even that no 
such latent process exists in the observed count process. The later premise can be formally tested. 
Davis et al. (1999) discusses various statistics for testing for the existence of a latent process. Davis et al. 
(2000) employ the use of a statistic described by Dean & Lawless (1989). The statistic is 
1 (8.22) 
where htt is the tth diagonal element of H, defined in equation 6.14 (page 116). This statistic ODE was 
first seen in equation 6.17, page 118, as a test for overdispersion (with respect to the Poisson distribution) 
in the Poisson regression model. The statistic is defined by the observed count process, and the predicted 
mean from the regression, Therefore, the asymptotically adjusted standard errors will not effect the value of 
the statistic, and ODE will be the same value as reported in Chapter 6. That ODE = -0.396, implying 
that there is insufficient evidence to the null hypothesis of no latent process. It should be noted that 
a pure Poisson point process does in fact generate a time series of independent counts (Cox & Miller, 1977), 
which implies that there exists no underlying structure. 
The relationship between overdispersion and latent processes is not clear when applying the test of Davis 
et al. (2000) for the existence of a latent process. If a time series is overdispersed, a latent process is 
inherently assumed. Yet, the converse does not necessarily hold. By using a test statistic developed for the 
use of testing overdispersion, Davis et al. (2000) imply that a latent process exists only in the presence of 
an overdispersed series. 
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Zeger's method Poisson regression Asym. 
Model Parameter SEz SEGLM SEA 
Modell Intercept 0.889 1.413 1.274 0.527 0.675 
sin(21~) -0.469 0.162 -0.342 0.068 0.069 
cos(21~) -0.435 0.161 -0.441 0.067 0.070 
NAR -0.0001 0.0003 -0.0002 0.0001 0.0001 
W indS;;:ean( std) 0.200 0.211 0.164 0.072 0.074 
Southr:':difi 0.184 0.243 0.165 0.078 0.078 
Model 2 sinCZ1':n -0.511 0.178 -0.337 0.067 0.067 
cos(W) -0.351 0.177 -0.445 0.067 0.068 
NAR 0.0001 0.0001 0.0001 0.0001 0.00002 
W tm es mean(mean) 0.085 0.191 0.114 0.061 0.061 
WindDlVfv 0.673 2.395 1.578 0.737 0.731 
Model 3 sinCZ1';n -0.407 0.069 -0.336 0.067 0.066 
cos(W) -0.446 0.068 -0.446 0.067 0.069 
NAR 0.0001 0.00004 0.0001 0.0001 0.00002 
Dewm rnax(max ) 0.045 0.018 0.036 0.018 0.018 
WindDlVfv 1.229 0.778 1.683 0.774 0.746 
Model 4 sin(2~t) -0.487' 0.196 -0.335 0.067 0.066 
cos(W) -0.435 0.197 -,0.444 0.067 0.068 
NAR 0.0001 0.0001 0.0001 0.0001 0.00004 
0.049 0.082 0.048 0.024 0.026 
0.800 2.487 1.636 0.746 0.753 
Table 8.1: Regression estimates, with corresponding standard errors for the parameter-driven models. 
As previously noted in Chapter 7, the incidence of SIDS in Period 2 exhibit slight, but not significant, 
overdispersion (x 2.39 SIDS per month, 82 = 3.14 SIDS per month). Therefore, according to Davis 
et al. (2000) the Period 2 data does no contain a latent process. Yet, this data exhibits highly significant 
autocorrelation (AR(l». 
In the parameter driven model presented by Zeger (1988), the latent process introduces both overdis-
persion and autocorrelation. It is suggested that a latent process does exist in the Period 2 monthly SIDS 
profile, primarily as a result of the serial correlation evident in the series, not from overdispersion. 
This residual autocorrelation is most likely a result of the temporally ordered covariates inability to 
fully explain the peaks and troughs in the SIDS series, providing evidence of other (unmeasured) factors 
influencing the incidence of SIDS. 
8.2 Generalised Additive Models 
Generalised additive models (GAMs) are a flexible class of models, which incorporate non-parametric re-
gression techniques into the GLM framework. GAMs apply smoothing techniques to describe potential 
non-linear relationships between the independent and dependent variables. GAMs are an alternative to 
using polynomial regressors, or searching for the correct functional conversion of both the dependent and 
independent variables (Rawlings, 1988). 
In recent years, GAMs have been utilised in a wide spectrum of applications, including real estate 
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(Pace, 1998), identifying risk factors associated with horse falls in steeplechase racing (Pinchbeck 
et aL, 2002), and examining the geographical distributions of sardine eggs and larvae (Stratoudakis et aL, 
2003). GAMs have become an increasingly popular tool in the epidemiology field. For example: eXamining 
the prevalence of the use of hallucinogens (Chilcoat & Schuetz, 1996); investigating the association between 
infant birth weight and standing at work during pregnancy (Ha et aL, 2002); and examining whether mite 
and cat allergen and bacterial endotoxin levels on mothers' mattresses were associated with cord blood 
immunoglobulin levels in newborn infants (Heinrich et aL, 2002). Another common area to utilise GAMs 
is in examining the effect of weather on various medical outcomes (Braga et aL, 2002; Hajat & Haines, 
2002). In a similar vein, GAMS have been the most extensively applied method in time series studies of the 
relationship between air pollution and morbidity, or mortality data (Erbas & Hyndman, 2001; Donoghue & 
Thomas, 1999; Stieb et aL, 2003; Dominici et aL, 2002), and have been applied widely in other time series 
based analyses (Fryer & Nicholson, 2002; Ramesh & Davison, 2002). 
This thesis involves relating climatic time series to a series of mortality outcomes, specifically SIDS 
deaths. GAMs have not, to date, been utilised in the study of SIDS epidemiology, yet the framework of 
this study follows similar studies involving the successful employment of GAMs (Kassomenos et aL, 2001; 
Goldberg et al., 2003). 
This section presents a brief overview of GAMs methodology and estimation techniques, before applying 
this modelling method to the analysis of the SIDS-climate relationship. The advantage of GAMs, in 
this setting, is that it incorporates non-parametric .adjustments of potential non-linear effects of seasonality 
measures, trends in the number of infants in the risk population, and climatic profiles. GAMs present a 
more flexible approach than the fully parametric models of Poisson and Poisson based mixture 
models presented in Chapter 6 and Chapter 7. 
8.2.1 The Generalised Additive Model 
This section a brief overview of the GAMs formulation, with respect to its implementation for the 
SIDS--climate time series data. The formative text on GAMs is Hastie & Tibshirani (1990), which covers 
all aspects of the theory and application of GAMs. 
Let Yt' denote the number of SIDS in month t, t = 1, ... ,n (n = 59 for Period 1 and n = 204 for Period 
2); Yt' is then the vector of monthly responses. Let ~1n denote the matrix of monthly covariates, with 
~1n = [1, xu, ... , xk1l', where there are a total of k covariates. This is the same situation as described in the 
previous section. 
Additive Models 
Additive models are an extension of linear regression models, where the predictors are replaced 
by non-linear functions of the predictors. Specifically, the linear regression model can be written as 
(8.23) 
where Y is the dependent variable, Xi represents the k independent variables, and f3i corresponds to the 
regression coefficients. The additive model then generalises this linear model by substituting a smooth 
function f;(.), for the linear predictor f3iXi, giving 
(8.24) 
The smooth functions do not assume any distributional relationship between Y and Xi, and can therefore 
be considered non-parametric in nature. 
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Generalised Additive Models 
A similar structure to that of GLM (Chapter 6, page 113) defines the GAM: GAMs consist of three compo-
nents. The first component is a random component which corresponds to the probability distribution of the 
response variable. As with GLMs, this probability distribution is required to be a member of the exponential 
family, and specific to the monthly SIDS series, is the Poisson distribution. The second component is an 
additive component, which defines the smooth functional forms of the covariates. This component enters 
the GAM as an additive combination of the smooth functions. The final component of a GAM is the link 
function, which like GLMs, allows the expected value of the response to depend on the predictor defined by 
the additive component. 
The Poisson regression model presented in Chapter 6, can be written as 
(8.25) 
The GAM analogue is then simply 
(8.26) 
which has a log-link function. 
GAMs are more complex than GLMs, with the additional functionality inherent in the model specification. 
Yet GAMs preserve the interpretability so valuable in multiple regression analysis, by modelling the regression 
surfaces as an additive combination of smooth functions. 
Semi-parametric Model 
A semi-parametric model contains a combination of linear terms and smooth functions. In the Poisson case, 
this can be written as 
(8.27) 
The first j covariates enter the model as linear predictors of A(xm), as in parametric GLM modelling, 
and the final k - j covariates are smooth functions. 
Smoothing Functions 
The cubic smoothing spline is the smoothing function utilised in the GAM analysis presented in this chapter. 
Many other choices for the form of smoothing function exist, including kernel smoothers, running means or 
medians, or local regression smoothers (see Hastie & Tibshirani (1990) for details). 
Smoothing functions are an integral part of GAMs, by nature of the GAM formulation. A smoothing 
function is a means of summarising the nature of an outcome variable (ym) by a function of independent 
predictors xI", ... , xl:'. It returns an estimate of the trend in ym that is less variable than the response 
itself. An important aspect of the smoothing function is that no underlying distributional assumptions are 
made concerning the relationship between xi and ym; the smoothing function has a non-parametric nature. 
Cubic Smoothing Spline 
A smoothing spline is essentially a compromise between the accuracy of the fit of the function and the 
degree of smoothness. Given there are n pairs of data (Xi, Yi), the spline fj (-) minimises: 
t(Yi - fj(Xi))2 +.\ lb (fj'(t)?dt 
i=l a 
(8.28) 
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where A is a fixed constant, and a :( Xl :( ... :( xn :( b. The first term in equation 8.28 is a sum-of-
squares based term, and describes how closely the spline function fits the data. The second term in the 
above equation penalises for added curvature in the spline function. It can be verified that equation 8.28 
has a single, explicit minimiser, which is a natural cubic spline with knots occurring at the unique Xi values 
(Reinsch, 1967). 
The parameter A is defined as the smoothing parameter, as it controls the smoothness of the curve: large 
A values return a smoother curve, with smaller values of A giving rise to irregular curves. Cross validation 
is used to choose the smoothing parameter A, see Hastie & Tibshirani (1990) for details of this method. 
8.2.2 Fitting Generalised Additive Models 
An interative approach is used to fit CAMs, involving two algorithms: the backfitting algorithm, which 
estimates the smooth functions; and the local scoring algorithm, which is similar to the iteratively reweighted 
least squares procedure used in CLMs. 
Backfitting for GAMs 
Define the partial residual as 
(8.29) 
ij.j 
Then E[RjIXj ] = fj(Xj ), the jth smoothing function. This expectation is utilised to estimate each smooth-
ing function, fj(')' in turn, given estimates of the remaining functions, fi(')' i =1= j. The ensuing iterative 
procedure is known as the backfitting algorithm (Hastie & Tibshirani, 1990). 
The Backfitting Algorithm 
STEP 1: Set initial values 
fo = log(E[Y]) 
fiO) = fJO) = ... = f~O) = 0 
i = 0, 
STEP 2: i = i + 1 
For each j, j = 1, ... , k 
R j = ym - exp(jo - 2:ij.j h(Xi)) 
(i) fj =E[RjIXj ]' 
STEP 3: Repeat STEP 2 until convergence is achieved. 
Convergence may be specified in terms of the individual smoothed functions, for example: stop the iterations 
if If;iH)O - f;i)(')1 < tol for all j = 1, ... , k, and a prespecified tolerance value (tol). Another convergence 
method is to define an overall statistic, and iterate until this does not change. For example, define the 
residual sums of squares of the Poisson based CAM as 
k 
RSS = mean[ym - exp(jo - Lfj(Xj))J2, (8.30) 
j=l 
then convergence would be defined as IRSS(i+l) - RSS(i) I < tol. It is this second convergence criteria which 
is utilised in the backfitting algorithm implemented in the CAMs analysis of the SIDS-climate data. 
The weighted backfitting algorithm is the same as the unweighted case, but the smoothers are weighted. 
The weights in this application come from the implementation of the local scoring algorithm. 
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Local Scoring for GAMs 
The difference between GAMs and GLMs is that an additive predictor is substituted for a linear predictor 
in the GLM. The procedure for estimating the additive terms is similar to that of estimating GLMs using 
dependent variable regression, which is a type of iteratively reweighted least squares (HardIe, 1990). The 
GAMs estimation is achieved by substituting the weighted linear regression in the adjusted dependent 
variable regression by a weighted version of the backfitting algorithm described previously, This gives the 
local scoring algorithm described below: 
The General Local Scoring Algorithm 
STEP 1: Set initial values 
fa 10g(E[Y]) 
fiO) fJO) = . " = fkO) = 0 
i 0, 
STEP 2: i i+ 1 
(i) Calculate the adjusted dependent variable (Z), predictor 
(II), and mean (/-L) using values from the previous iteration 
Z lI(i-l) + (ym _ /-L(i-l»)(811/8/-L(i-l» 
1I(i-l) fo + I:~=l f?-,l) (Xj) 
/-L(i-l) exp(zi(i-l» 
Form the weights 
Wj (8/-L(i-l) /811(i-l»2Vj-l 
where Vj is the variance matrix for Yj, 
(ii) Use the backfitting algorithm with weights Wj to fit 
an additive model to Z, This returns estimated smoothing 
functions lYle). 
STEP 3: Repeat STEP 2 until convergence is achieved, 
In this GAM application, convergence of the local scoring algorithm is defined in terms of the deviance 
statistic: 
(8,31) 
where L(/-L(i» is the Poisson log-likelihood, calculated using parameters from the ith iteration of the lo-
cal scoring algorithm, The log-likelihood for the Poisson case has been defined previously in equation 6,8 
(page 114), and the deviance statistics in this form was first seen in equation 3.11 (page 65). Conver-
gence is then defined as the mean of G(i) failing to decrease on the (i + l)th iteration, in other words 
Imean(G(i» mean(G(Hl»1 < tal for a prespecified tolerance (tal), 
The procedure for estimating GAMs, therefore consists of two algorithms with the backfitting algorithm 
called within each iteration of the local scoring algorithm (STEP 2 (ii», 
8.2.3 Model and Variable Selection in GAMs 
The deviance statistic utilised in both model and variable selection in the GAM is defined as 
(8.32) 
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where p, is the fitted model, and JLmax corresponds to the parameter value that maximises the log-likelihood 
L(JL) over all JL. The deviance given in equation 8.32 above, is a generalised form of that presented in 
equation 8.31 which was applied in the convergence of the local scoring algorithm. 
Deviance in the Model Selection Process 
The deviance statistic G is used to choose between competing GAMs, where the model returning the lower 
value of G is preferred. This is an analogous process to model selection described in previous chapters 
utilising various goodness-of-fit statistics. 
Deviance and Variable Selection 
An approximate F-test is calculated for each candidate spline function in the model. This is achieved by 
comparing the deviance between the full model and the model without the candidate smooth function (Hastie 
& Tibshirani, 1990). 
8.2.4 Assessing the Fit of the GAM 
Partial residual plots are examined for any obvious influential points in the data, as well as any evidence of 
non-randomness which may imply an incorrect fit in the smoothing function (Hastie & Tibshirani, 1990). 
The partial residual was defined in equation 8.29 as part of the backfitting algorithm. 
The autocorrelation function (ACF) of the model residuals is examined for any evidence of serial cor-
relation. Any deviations from the purely random series are highlighted by extreme values. The model 
residuals for the GAM are defined as Ti Yi - E[Yil. If autocorrelation is found in the residual series, 
an autoregressive lag is added to the model. 
8.2.5 Statistical Modelling Methods 
A sequential approach is taken in building GAMs, where the best baseline model is found, and then the effect 
of climatic covariates assessed, over and above this baseline model. The smoothing functions add an extra 
dimension to this process, in that the significance of the smoothing function also needs to be considered. If 
the smoothing functions of the baseline covariates (season and number of infants at risk of SIDS (N AR)) 
are not significant, these covariates are permitted to enter the model linearly. This gives rise to a potentially 
semi-parametric model. 
Models are constructed using the following model forms. 
Baseline model 
(1) SIDS ex intercept + spline(season) 
(2) SIDS ex intercept + spline(season) + spline(NAR) 
Climate model 
(3) SIDS ex intercept + spline(season) + spline(NAR) + spline(climate variables). 
As described in Chapter 5, the monthly variable used to describe seasonality in Period 1 is TemP:eanMA3(}, 
the mean of TempmeanMA30 over each calendar month. In Period 2, seasonality is described using a sinusoid 
function, composed of sine and cosine curves (with a period of twelve to represent the annual cycles in the 
seasonal component of the distribution of SIDS). The number of infants at risk of SIDS in anyone month 
(N AR) is also considered in the baseline models. 
A baseline model is formed, selecting the best model form from (1) or (2) above. The splines of season 
and NAR are only included in the baseline model if they are significantly associated with the incidence of 
SIDS. The additional contribution of the monthly climate variables (Model (3) above) is initially examined 
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Variables Parameter Smoothing Deviance 
Estimate (se) Parameter (p-value) G 
Modell Intercept 11.342 (8.629) 49.961 
spline(Temp;:::eanM A30) 0.999 (0.673) 
spline(N AR) 0.999 (0.469) 
Model 2 Intercept 10.331 (8.172) 55.931 
Temp;:::eanM A30 -0.058 (0.030) 
NAR -0.0016 (0.0014) 
Model 3 Intercept 0.955 (0.342) 57.232 
-0.059 
Table 8.2: Baseline model results for Period I, GAMs. 
individually, over and above the baseline model. After identifying potentially significant climatic covariates, 
multivariate GAMs are formed by combining multiple climate variables into Model (3). Finally, the model 
identified as best describing the relationship between climate and monthly SIDS numbers is assessed for its 
appropriateness and adequacy. This modelling pro~ess is completed separately for Period 1 (1968-1972) and 
for Period 2 (1973-1989). Where necessary, climate variables are deseasoned using the procedure outlined 
in Section 3.3.2, page 68 (denoted with a superscript 'd' throughout). 
The GAM modelling process was performed using SAS (SAS (R) Proprietary Software Release (8.02)) 
through the GAM procedure. 
8.2.6 Results from GAM modelling 
Period 1 (1968-1972) 
Table 8.2 presents three candidate baseline models for Period 1. The first model (denoted Modell) contains 
spline functions for both Temp;:::eanM A30 and N AR. The approximate F -tests show that the smoothing 
effects corresponding to both covariates are not significant. Therefore the second model in Table 8.2 (Model 
2) incorporates both Temp;:::eanMA30 and N AR as linear effects. The covariate N AR is not considered 
significant in the presence of an intercept term and hence, is dropped from the baseline model. This leads 
to the final model in Table 8.2 (Model 3), which consists of an intercept term and Temp;:::eanMA30' The 
Temp;:::eanMA30 covariate is significantly related to the incidence of SIDS (p = 0.05), and is describing the 
seasonal fluctuations in the SIDS profile. Model 3 is taken as the baseline model in the next of the GAM 
analysis. This model is the same as the baseline model P1(1) in the Poisson regression analysis (Chapter 6, 
Table 6.1, page 120). 
The next stage of the GAM involved incorporating each of the climatic variables into the baseline 
model, Model 3. The climate variables were integrated into the model through spline smooth functions to 
give models of the form 
SIDS ex intercept + Temp;:::eanMA30 + spline(climate). 
No significant relationships were identified for the climate terms, over and above the baseline model of 
seasonality. This finding is consistent with the results from Poisson regression analysis on Period 1 data 
(Section 6.5.1, page 119). It implies that SIDS incidence is not related to climate, at either a linear nor at 
a non-linear level, after accounting for the seasonal profile in the SIDS deaths. (See Section 6.5.1 for a full 
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Variables Parameter Smoothing Deviance 
Estimate Parameter G 
Modell Intercept 1.612 (0.451) 216.313 
spline( sine 2;;})) 0.228 (0.721) 
spline(cos(W)) 0.235 (0.681) 
spline(N AR) 1.000 (0.790) 
Model 2 Intercept 1.682 (0.445) 296.928 
NAR -0.0002 (0.0001) 
spline2(sin(W), cosern)i 0« 0.0001) 
Model 3 Intercept 1.619 (0.455) 229.631 
sin(21'":} ) -0.317 (0.066) 
cosel~t) -0.448 (0.067) 
NAR -0.00018 
Table 8.3: Baseline model results for Period 2, GAMs. 
i Thin-plate smoothing spline, see Wahba & Wendelberger (1980) for details. 
assessment of the fit of Model 3, and corresponding interpretation.) 
Period 2 (1973-1989) 
Three candidate baseline models are presented in Table 8.3. The first model (Modell) incorporates sinel~t), 
cosel~t), and N AR through three spline smoothing functions. With p-values ranging from 0.68 to 0.79 for the 
approximate F-test, these smoothing effects are not considered significant. This is illustrated in Figure 8.1, 
which shows the spline function corresponding to N AR. This function appears almost linear over the range 
of the data. 
Model 2 (Table 8.3) contains N AR as a linear term and uses a thin-plate smoothing spline to generate 
a surface defined by both sin(21;t) and cos(21;t) (see Wahba & Wendelberger (1980) for details on this-plate 
smoothers). This spline is a multi-predictor smoother and introduces a single seasonality function into the 
GAM. Table 8.3 shows that the smoothing parameter corresponding to the 'spline2' term in Model 2 is zero, 
indicating possible instability in the model. Therefore Model 2 is not considered as a baseline model for 
Period 2, due to this instability. Also, Model 2 has a deviance statistic which is much higher than the other 
two candidate baseline models. 
The final model in Table 8.3 is composed of purely linear predictors, and corresponds to Model P2(2) 
from Poisson regression analysis presented in Chapter 6 (Table 11, page ??). Although N AR returns a 
p-value of 0.07, deeming it only possibly significant, Model 3 is the taken as the baseline model for further 
GAM analysis of the Period 2 data. The contribution of the additional information made to the model by 
N AR in terms of describing the underlying trends in the population at risk was considered important when 
modelling the incidence of SIDS. 
Climate Models 
The best GAM model for Period 2 is presented in Table 8.4 (Model 4). This model includes sinel~t), 
cosel~t), and N AR as linear predictors and Pres:ax(rnax) as a smoothed function. Figure 8.2 highlights the 
non-linear relationship between the maximum monthly pressure (Pres:ax(rnax)) and the incidence of SIDS, 
found by the GAM analysis. This figure shows that there seems to be a high risk of SIDS around 1015 HPa, 
CHAPTER 8. LATENT STRUCTURE AND NON-LINEARITY IN SIDS 
C2 
«: 
:e: 
., 
<l 
:.::l 
0. 
'" 
0.8 
0.6 
0.4 
0.2 
0 
-0.2 
-0.4 
\ 
\ 
\ 
, 
I 
, 
'.... .. .... ------ ....... 
----
.. --
.. 
---- .. 
.. 
, 
... _-_ ... 
, 
, 
, 
, 
, 
, 
I 
, 
, 
I 
... ~ .. -----------, .. 
, 
, 
, 
3800 4000 4200 4400 4600 4800 5000 5200 5400 5600 5800 
NAR 
191 
Figure 8.1: Spline function for N AR, Period 2 ( represents pointwise 95% confidence intervals) . 
with a lower risk for lower and higher pressure values. 
Residual Diagnostics 
Figure 8.3 presents the spline function corresponding to Pres:ax(max) in Model 4. In this case the partial 
residuals are also shown ( ). The partial residllals are defined as the fitted values for the spline function 
plus the model residuals. No obvious trends or patterns are evident in the pa.rtial residuals. The point-wise 
st.andard error 95% confidence intervals ( - - ) are wider at both ends of the range of Prc8;::(lx(mar)' 
possibly indicating lack of model fit. 
Figure 8.4 presents the autocorrelation function (ACF) of the residuals from Model 4. This ACF shows 
a large value at lag(t -1), implying a possible short-term correlation remaining in the residuals. An autore-
gressive covariate, comprised of lagged SIDS counts, was therefore incorporated into Model 4. 
Details of the GAM containing the autoregressive covariat.e , given by the number of SIDS per month , 
lagged by one month (denoted 'Y'?:-l) , is presented in Table 8.4. This model (denoted Model 5) incorporates 
yr:l into Model 4 as a linear predictor. The addition of the autoregressive term significantly reduces the 
deviance statistic from G = 217.9 in Model 4 t.o G = 208.1 in Model 5 (p = 0.002) . Figure 8.5 present.s the 
ACF for the residuals from Model 5. This does not show any evidence of a non-random pattern in t.he time 
series of residuals. There is a peak at lag(t - 9), but this is not considered extreme. 
Interpreting the GAM Model 
Figure 8.2 highlighted the spline function corresponding to Pr'csmax(max) in Model 4. This gave an 
indication of the pattern of SIDS risk associated with maximum monthly pressure, over and above seasonality, 
and the number of infant.s at risk of SIDS. The lowest SIDS risk occurred at the lowest values of the maximum 
monthly pressure, and the nOll-linear relationship defined by the smooth function showed that the greatest 
risk of SIDS occurs around 1015 HPa. 
The predicted SIDS series from the GAM Model 5 (incorporating the autoregressive lagged term) is 
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Variables Parameter Smoothing Deviance 
Estimate (se) Parameter (p-valuc) G 
Model 4 Iutercept 9.156 (14.001) 217.873 
.) t 
sine -l~ ) -0.318 (0.066) 
cos( 2~t) 
-0.450 (0.067) 
NAR -0.00019 (0.0001) 
spline(Pres:ax(max»)i 0.999 (0.032) 
Model 5 Intercept 12.219 (14.018) 208.147 
sine1;t) -0.420 (0.073) 
cos( 2{';t) -0.509 (0.070) 
NAR -0.0002 (0.0001) 
spline(Pr'es:;-':ax(max ) ) 0.999 (0.042) 
y!n 
t.-[ -0.092 (0.029) 
Table 8.4: Climate models for Period 2, CAMs. 
i Prcs;;:ax(ma x) = mont.hly maximum of the daily maxirnwn pressure. 
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Figure 8.6: Observed -- and predicted - number of SIDS per month for the generalised additive 
model, Period 2. 
presented in Figure 8.6, overlaying the observed series. The GAM appears to follow the seasonal nature of 
the SIDS series, but the addition of the non-linear function of PTe s:a x (max ) has not aided model prediction. 
Visually, the GAM model does not closely follow the fluctuations in the observed series, above the seasonality 
component . The mixture models presented in Chapter 7 (Figure 7.19, page 174) appear to perform better 
over time than the GAM model. 
8.3 Summary and Conclusions 
This chapter has presented two distinct formulations , which naturally incorporate the time series profile 
of SIDS counts. The first section assumed that allY seria l correla.tion evident in the SIDS series a rose 
from a latent process. Zeger's (1988) method for estimating the regression parameters in the presence of 
a latent process was presented, and applied to the SIDS series . This method introduced serial correlation 
and overdispersion in the observed data via a multiplicative latent process with an underlying autoregressive 
structure. Davis's (1999, 2000) method for obta ining consistent standard error estimates from standard 
GLM analysis , when a latent process is present, was also applied to the SIDS·-climate model. 
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GLM GAM Par. Driven 
Non-normality 
* * * Overdispersion 
* * * Non-linearity 
* Autocorrelation 
* 
Table 8.5: Summary of modelling aspects accounted for by the three model types. 
Results following the development of Davis et al. (1999, 2000) showed little difference between the asymp-
totic standard errors and the GLM estimates. Zeger's (1988) regression for counts with correlated multi-
plicative errors resulted in much larger standard errors than the GLM estimates, implying insignificance in 
some of the model covariates. The assumption of a latent process, which was made in both the correlated 
multiplicative errors method of and Davis's asymptotic standard error calculations, was formally 
tested. Results showed that no such latent process exists in the observed SIDS series. 
The second section in this chapter examined generalised additive models. GAMs have not been previously 
utilised in the study of SIDS epidemiology. GAMs are a non-parametric alternative to GLMs and permit 
non-linear functions of the climatic covariates to be incorporated into the regression modeL 
GAM analysis for Period 1 showed no evidence of non-linear relationships between SIDS and seasonality 
or the number of infants at risk. No significant climatic functions were related to the incidence of SIDS, 
over and above the baseline modeL GAM analysis for Period 2 also showed the baseline model was best 
formed by linear predictors of seasonality and N AR. The final Period 2 GAM incorporated the maximum 
monthly pressure as a spline function. This showed a high risk of SIDS for pressure levels of round 1015 
HPa. Campbell et al. (2001) also identified a significant relationship between SIDS and pressure, with a 
weak positive effect highlighted, where pressure entered the model as a linear predictor. The Period 2 GAM 
model required the inclusion of an autoregressive covariate, to account for serial correlation in the SIDS 
series. 
Table 8.5 presents a summary of the modelling issues that have arisen from analysing the monthly SIDS 
time series. The table includes GLMs, GAMs, and parameter-driven models (such as the model presented by 
Zeger (1988)). A '*' indicates the aspects in the data which the methods incorporate in their formulation. 
Of the three methods seen in Table 8.5, GAMs are the only formulation capable of incorporating non-linear 
predictors into the re)~reSSlon modeL The parameter-driven model is the only method to directly incorporate 
autocorrelation, while all three methods can model non-normal data (specifically the Poisson counts in this 
study), and incorporate overdispersion. 
The additional flexibility of the GAM methodology, did not markedly improve the prediction of SIDS 
counts from analyses presented in previous chapters. The parameter-driven methods were not needed to 
model the relationship a..') there was no evidence of a latent process. The regression models presented 
throughout this thesis, with the inclusion of an autoregressive lag of SIDS counts, are considered adequate 
to describe the time series inherent in the data set. Although this may seen unusual, a pure Poisson point 
process does in fact generate a time series of independent counts (Cox & Miller, 1977). 
Chapter 9 
Discussion and Conclusions 
This thesis has investigated the relationship between the incidence of srDS and climatic patterns using 
comprehensive statistical analyses. This chapter summarises the information presented throughout the thesis, 
providing an overview of the major results, a comparison of the statistical methods presented, a synopsis 
of the climate models defining SrDS risk, a discussion regarding the study strengths and restrictions and 
finally, an outline of future potential directions in SrDS research. 
Relating the methods presented in this thesis to the wider statistical framework 
Mixture models have experienced a huge resurgence of interest and appeal over the last two decades. The 
recent books of Lindsay (1995) Bohning et al. (2000) and McLachlan & Peel (2000), which update earlier 
books by Everitt & Hand (1981), Titterington et al. (1985) and McLachlan & Basford (1988) attest to this. 
The enormous advances and frequent application of mixture distributions, (e.g. in meta analysis (Bohning 
et al., 2000; DerSimonian & Laird, 1986), disease mapping (Schlattmann, 2003; Biggeri et al., 2003; Bohning 
et al., 2000), genomic research (McLachlan & Peel, 2000; McLachlan et al., 2001, 2003), texture modelling 
(Grim & Haindl, 2003) and hospital resource utilization (Yau et al., 2003), is due to the fact that mixture 
models offer natural models for unobserved population heterogeneity (Bohning & Seidel, 2003). 
In the time series context, mixture models offer the possibility of approximating nonlinearities in time 
with the advantage that mixtures of simple, perhaps linear components, are often more tractable than 
more parsimonious nonlinear systems. Mixture models are also important in detecting changes in structure 
across time and in improving forecasting. The development of mixture based models, for time series data, 
is mostly concentrated on modelling continuous data as mixtures of normals or as mixtures of ARMA 
and GARCH models (Bollerslev et al., 1992). The former models are popular in rainfall, solar radiation 
or seismology studies and the second in the financial literature (Kim & Kon, 1994). Recently Berchtold 
(2003) proposed a new model for heteroscedastic continuous time series, termed the heteroscedastic mixture 
transition distribution (HMTD) model. The HMTD model is a mixture of Gaussian distributions and 
was shown to outperform mixtures of ARMA and GARCH models (Berchtold, 2003). The HMTD, which 
allows the mean and the standard deviation of each mixture component to be a functional of the past, is 
a generalisation of the Gaussian mixture transition distribution (GMTD) models of Le et al. (1996) and of 
the mixture autoregressive (MAR) model of Wong & Li (2000), wherein the mean of each component, only, 
is written as a function of the past. Like the HMTD, both the MAR and GMTD models are generalisations 
to the continuous case, of the family of mixture transition distribution (MTD) models first introduced by 
Raftery (1985) for the modelling of high order Markov chains. 
Also, in the mixture of normals context, Glasbey (2001), in a study of solar radiation, proposed a 
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new form of nonlinear autoregressive (NLAR) time series (Tong, 1990) model, where the joint marginal 
distributions, at low lag, are assumed to be multivariate Gaussian mixtures. The specific case of univariate 
Gaussian mixtures, with component membership at time t written as some function of the past, have also 
been considered in the neural network literature by Jordan & Jacobs (1994) under the general Hierarchical 
Mixtures-of-Experts (HME) approach. Recently Huerta et aL (2003) looked at the HME application in the 
context of time series modelling and considered model estimation using a full Bayesian approach. When 
the mixture component membership is assumed constant over time, the univariate mixture case reduces 
to the MAR model. The model of Glasbey (2001) is one of a new class of NLAR processes which are 
time--reversible, with known marginal distributions, and which, in the case where the joint distributions are 
mixtures of Gaussians, are a subclass of multiprocess dynamic linear models (MDLM) (West & Harrison, 
1997), also known as state-space models with switching. Hidden Markov models (MacDonald & Zucchini, 
1997) are a special case of MDLM. The NLAR models of Glasbey (2001), unlike most MDLM, have a closed 
form expression for the likelihood. More recently, work continues in the financial literature on new dynamic 
mixture models for conditional means and variances, where GARCH and EGARCH (experts) components, 
can lead to non-normal MDLMs and where the mixture probabilities depend on observed past variables 
(Dettling & Buhlmann, 2003). 
Little work has been done, to date, however which adapts mixture methodology to a discrete time series 
context. Discrete time series data occur in many applications including health environmetries, epidemiology, 
meteorology, econometrics and health policy researph. In this thesis five related regression models, based on 
mixtures of distributions and Poisson processes, have been presented with adaptions to account for discrete 
count time series data. A preliminary paper gave some suggestions for three of the five models, in the context 
of a discrete series of SIDS counts and a small subset of climatic predictors (Dalrymple et al., 2003). To date, 
to the best of the authors' knowledge, there has been only one paper in the published literature that utilises 
the advantages of mixture models in a discrete count time series context, namely that of Mooney et aL 
(2003). This recent work fitted mixtures of von Mises distributions (Mardia, 1972) to a particular case study 
of SIDS rates in the UK between 1983-1998 (data sourced from Douglas et aL (1998)). The monthly SIDS 
counts, with a range of 70-200 SIDS/month in years prior to 1990 and with a range of 30-65 SIDS/month 
between 1992 and 1998, were however, assumed continuous. The circular von Mises distribution was deemed 
appropriate, as the SIDS rates for each year could be considered as being wrapped around a circle. Monthly 
SIDS rates were analysed separately for each year and covariates were not explicitly incorporated (Mooney 
et al., 2003). Mooney et al. (2003) report that a topic for future work is that of fitting a mixture of skewed 
distributions, such as the skew regression models of Batschelet (1981) to this SIDS series. 
Only recently, have mixture-based models been extended to accommodate serial correlation in longitudi-
nal studies. For example Booth et al. (2003) extended the negative binomial model to the case of dependent 
(repeated measures) counts. The dependence was handled by including linear combinations of random ef-
fects in the linear predictor; Dobbie & Welsh (2001) have extended the hurdle model to incorporate serial 
correlation arising from repeated measures count data. They construct general estimating equations for each 
model component, which incorporate correlation matrices into the component specific maximum likelihood 
equations; Toscas & Faddy (2003) used transition models to model correlated longitudinal data using the 
extended Poisson process models of Faddy (1997). There have also been extensions to longitudinal studies 
exhibiting extra zeros. Hall (2000)'adapted zero-inflated Poisson (ZIP) regression models (Lambert, 1992) 
to an upper bounded count situation by utilising a zero-inflated binomial model and incorporated random 
effects to accommodate repeated measures data. Dunson & Haseman (1999) extended ZIP regression to a 
transition model for longitudinal data in an application to carcinogenicity in animal studies. 
It is common that data arise also from a mixture of zeros with a continuous distribution, particularly 
in modelling health claims (Tooze et al., 1994); medical expenditure data (Manning et al., 1987); rainfall 
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(Katz (1977), Feuerverger (1979), Waymire & Gupta (1981), Stern & Coe (1984), Grunwald et al. (2000), 
Hyndman & Grunwald (2000) and Grunwald & Jones (2000)); and in modelling audits (Guthrie et al., 
1989). In this context, Tooze et al. (2002) proposed a mixed effects, mixed distribution model for repeated 
measures data with clumping at zero in a study of medical expenditures data. The model assumed the 
nonzero data arise from a continuous lognormal distribution and included features of the Markov models for 
time series with mixed distribution of Grunwald & Jones (2000); and of the cross-sectional statistical models 
of Lachenburch (1976) and Lachenburch (1992). By including correlated random errors, the occurrence and 
intensity parts of the model were linked and it was assumed unknown whether the zeros arise from the 
distribution for the occurrence component of the model, or from the intensity component (Tooze et al., 
2002). This contrasts the zero-inflated Poisson (ZIP) regression models of Lambert (1992) which contain 
both these type of zeros. Yau et al. (2002) introduced a zero-augmented gamma random effects mixed model 
for longitudinal data with many zeros in a study of occupational health claims study. Their decomposition 
of the likelihood function is, in principle, analogous to the conditional hurdle model approach in modelling 
discrete counts with extra zeros (see Welsh et al. (1996) and Welsh et al. (2000)). Yau et al. (2002) and 
Grunwald & Jones (2000) both note that one possible extension of their model is an adaptation containing 
autoregressive error structure in the random component (Yau & McGilchrist, 1998) or to a transitional 
model (Grunwald & 2000). Also for the longitudinal context, Bockenholt (2003) recently introduced 
a mixture of an integer-valued first-order autoregressive INAR(1) process (Brannas (1994) and McKenzie 
(1988)) with negative binomial (NB) marginal distributions (Bockenholt (1999) and Joe (1997)) to model 
repeated measures data on emotional experiences. This INAR-NB factor model with person-specific random 
effects subsumes various multivariate count models as special cases (Blundell et al. (1995), Cameron & 
Trivedi (1998) , van Duijin & Bockenholt (1995) and Winkelmann (2000)). In Bockenholt (2003) the order 
of the INAR process was tested by representing the INAR as a mixed transition distribution (MTD) (Raftery 
& Tavare (1994) and Le et al. (1996)). 
9.1 Summary of Main Chapter Specific Findings 
A unique chronological profile of sms deaths in Canterbury, over the years 1968-1999, was linked to a 
comprehensive climatic data set derived from nearly 2.5 million weather observations. The major statistical 
analyses in this thesis were presented in Chapters 2, 7, and 8. Chapter 1.8 presented an overview of 
the literature relating SIDS to various climatic patterns. This chapter also described and detailed the 
comprehensive climatic dataset which was examined in relation to the incidence of SIDS. 
Chapter 2: IdentifYing Change Points in the SIDS series 
The chronological profile of Canterbury SIDS deaths was examined in Chapter 2. Three distinct methods 
were utilised to identify underlying structural shifts in the observed series, namely Survival, Block Bootstrap 
and Mixture. Previous analyses of sms time series have not statistically identified change points in the 
series, yet to successfully accomplish the aim of this study, the features of the temporal SrDS series needed 
to be accounted for in the climate modelling process. 
The Survival analytic method was a time to event analysis, and therefore accounted for the conditional 
time aspect of the series. Change points were specified as points of significant in terms of hazards or 
SIDS cycles. The Block Bootstrap method used differing definitions of the discriminating statistic to identify 
change points. This method resulted in both mean SIDS per month, and estimated sample autocorrelation, 
before and after change points. The Mixture method of identifying change points assumed an underlying 
heterogeneity in the SIDS series. The distinct groupings were translated into a partitioned temporal map via 
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a posterior Bayes classification. Of the three change point methods utilised, the Block Bootstrap method was 
the only method to accommodate the complete monthly SIDS time series, in that block sampling replicated 
the annual fluctuations in the series. Both the Survival and Mixture methods became insensitive to locating 
significant change points in the presence of within year seasonal fluctuations. 
These three distinct methods of examining the change point problem returned similar results with change 
points located at 1972 and 1989. This effectively partitioned the SIDS series into three periods: 
1968--1972 
1973-1989 
1990-1999 
Period 1 
Period 2 
Period 3. 
All statistical analyses in this thesis therefore incorporated this period effect, which was achieved by viewing 
the resulting periods as distinct temporal series, and modelling them separately. 
Period 3 corresponds to a time when the SIDS numbers had dropped dramatically in Canterbury (from 
approximately 29 SIDS per year in Period 2 to 9 SIDS per year in Period 3), as a result of 'back-to-sleep' 
publicity campaigns (detailed in Chapter 1). The temporal series of SrDS counts in this period was shown 
to be random. Therefore, no further analysis was performed over the years 1990-1999, with respect to 
relating climate to the incidence of SIDS. Statistically significant seasonal trends, or other climatic patterns 
could not be successfully identified when SIDS deaths occurred at random time intervals. 
Chapter 3: Logistic Regression Analysis of Daily SIDS counts 
The SIDS profile, at a daily level was related to the climatic variables using a logistic regression analysis 
in Chapter 3. The daily observed series was viewed as a dichotomous variable, with the binary outcomes 
defined as days where at least one SIDS death occurred, and days with no SIDS deaths. 
The initial in the analysis procedure involved identifying the best measure of the seasonal fluctuations 
in the SIDS series. Seasonality is the only consistently found relationship, when examining SIDS outcomes 
with respect to various meteorological measures. Yet, there is no standard methodology, or variable, to 
describe the annual cyclic fluctuations. Various candidate seasonality variables were examined, including 
indicator functions, sinusoids, and climate based moving averages. 
The best measure of seasonality in Period 1 was found to be a thirty day retrospective average of the 
daily mean temperature (TemPmeanMA30)' In Period 2, the variable that best described the annual cyclic 
fluctuations in the SIDS series was a first order sinusoid, calculated using an additive combination of both 
sine and cosine functions, with a 365 day period. The two periods found different measures to best describe 
the seasonality inherent in the observed SIDS counts, which highlighted the difference in profiles between 
the periods, identified by the change point findings from Chapter 2. 
The second of this section of analysis examined each climatic variable individually, for any significant 
effects on the incidence of SIDS (over and above seasonality). As a data reduction step, this successfully 
decreased the number of climate variables from approximately 2500 to 125 distinct variables potentially 
associated with SIDS in Period 1, and a reduction to 171 distinct variables in Period 2. 
Significant relationships identified by this univariate-type analysis were regarded with caution, as the 
weather on any day is defined by complex interrelationships and interdependencies between the individ-
ual climate measures. Principal component regression (PCR) is a technique where the correlated variables 
are replaced by uncorrelated principal components (PCs) in the regression analysis. The principal compo-
nents are, by definition, not correlated so multicollinearities do not exist between them, and the issue of 
dependencies within the climatic profile is overcome. 
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Chapter 4: Principal Component Regression Analysis of Daily SIDS Counts 
Climatic components have not previously been related to the incidence of SIDS, and are uncommon in the 
general epidemiology framework. A general description of the climatic components is given in Table 4.2 (page 
86) for Period 1 and Table 4.9 (page 96) for Period 2, with structural differences between the components 
for each period evident. For example, the first principal component in Period 1, comprising approximately 
60% of the variance explained by the PCs, consisted of wind speed and dewpoint. Whereas in Period 2, the 
first principal component was an amalgamation of temperature, southern wind velocity, rain, sunshine and 
radiation, and only accounted for 31% of the explained variance. 
Principal component regression analysis of the SIDS----climate relationship returned models for Period 1 
and Period 2. These models were presented diagrammatically in Figures 4.8 (page 94) and 4.15 (page 103), 
for Period 1 and Period 2 respectively. These diagrams highlight the hierarchical structure underlying the 
component built model, and hence the difficulty making practical and meaningful interpretations when such 
detailed climatic variables are present. The profile of SIDS risk was adequately captured through the PC 
based covariates incorporated in the PCR models. Yet, the additional dimension involved in the underlying 
climatic structure of the principal components made interpreting these models a complex issue - creating 
a climatic summary of what defines a 'high-risk' SIDS day, or on the other hand a 'low-risk' SIDS day, was 
not possible. 
Chapter 6: Poisson Regression Analysis of Monthly SIDS Counts 
The next stage of the analysis of the SIDS----climate relationship involved modelling the incidence of SIDS 
at a monthly leveL Information loss was necessarily involved, but was balanced against creating more 
interpretable monthly climatic covariates. 
Poisson regression analysis was used to systematically examine the relationship between climate and the 
incidence of SIDS at a monthly level in Chapter 6. Poisson regression is suitable for modelling data where 
the dependent variable consists of count data. This was the case with the number of SIDS per month. The 
model building process involved incorporating a variable describing the number of infants at risk of SIDS 
in any month, alongside the seasonality function, to form a baseline modeL The effect of monthly climatic 
covariates on the incidence of SIDS was then examined. 
Results from the Poisson regression analysis performed on the Period 1 dataset did not identify any 
climatic regressors that were significantly related to the incidence of SIDS, over and above the baseline 
modeL The baseline model did not perform well, with regard to predictive ability and residual diagnostics. 
Underdispersion in the Period 1 SIDS distribution may have been a reason for this. 
Two baseline model forms were utilised in Period 2. Both forms contained seasonality and N AR (the 
number of infants in the risk population for SIDS) with only one baseline model including an intercept term. 
The omission of the intercept allowed further climatic patterns to be identified. Over these two baseline 
model forms, sixteen out of the 101 climate variables examined, were significantly related to SIDS incidence 
(over and above the corresponding baseline model). Most of the sixteen climate variables corresponded to a 
positive effect on the estimated mean number of SIDS per month. 
Chapter 7: Poisson Mixture Modelling of Monthly SIDS Counts 
Chapter 7 examined the relationship between SIDS and climate at a monthly level using five different Poisson 
based mixture model formulations. The Poisson mixture models were to highlight differential climatic effects 
between months where SIDS occurred and months where there were no SIDS deaths, while retaining the 
underlying Poisson formulation. Utilising models of this type better captured the climatic dependency of 
the monthly incidence of SIDS, enabling an enhanced understanding of the relationship between climate 
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and SIDS deaths. Mixture modelling in this form is uncommon in the general time series framework. The 
five model formulations were negative binomial, finite mixture, zero-inflated Poisson, hurdle, and extended 
Poisson processes. They are all extensions of the Poisson distribution formulation, yet characterise the 
underlying distribution of sms counts in different ways. 
A description of the underlying distributions in the five mixture formulations in presented in Table 7.1 
(page 138). In addition, this table also presents an overview of particular situations where the given models 
reduce to the Poisson regression model, or one of the other mixture models. 
Results from the mixture modelling highlighted relationships between the incidence of SIDS and dewpoint, 
humidity, wind velocity, and wind speed variables. The analysis presented in this chapter is a major extension 
of that given by Dalrymple et al. (2003), which was the first study to apply mixture based models to a 
temporal sequence of SIDS counts. Dalrymple et al. (2003) examined only three mixture models in relation 
to Canterbury monthly SIDS counts, for the restricted time frame of Period 2 (1973-1989), and with 
a limited climatic focus (humidity and temperature based climate variables). Extended Poisson Process 
models have not previously been applied to analyse SIDS risk factors. The analysis presented in this chapter 
extends the work of Dalrymple et al. (2003) in three ways: 
1. Two further Poisson based mixture models are presented (negative binomial and 
extended Poisson process models); 
2. The analysis examines the underlying climatic relationships evident in SIDS counts 
in both Period 1 and Period 2; 
3. A complete climatic profile, involving the 101 climatic covariates defined in Chapter 5, 
is examined for significant influences on the incidence of SIDS. 
The extended Poisson process (EPP) model was the only one of the five mixture methods presented in 
Chapter 7, to successfully model the slight underdispersion (with respect to the Poisson distribution) evident 
in the observed distribution of SIDS in Period 1. This EPP model significantly improved on the baseline 
Period 1 Poisson regression model presented in Chapter 6. The EPP model included two climatic covariates 
(Humid'!:...diff and WestidiJj) , enabling it to better capture the risk profile of sms, compared with the 
Poisson regression baseline model. 
The Period 2 mixture models were similar. The climatic covariate WindS:ean(std) featured strongly in 
the Poisson components of all five models, with an increase in the variability in wind speed corresponding to 
an increased risk of SIDS. The finite mixture model was considered best, in terms of goodness-of-fit statistics, 
and identified differences in the two underlying Poisson distributions defining the observed SIDS counts. The 
zero-inflated Poisson model also successfully related climate to SIDS. 
Chapter 8: Latent Structure and Non-linearity in the SInS series 
Two distinct formulations which naturally incorporate the time series profile of SIDS counts were presented 
in Chapter 8. The first method assumed a latent process gave rise to potential serial correlation evident in 
the SIDS series. This latent process introduced both overdispersion and autocorrelation into the observed 
count process, and conditional on the latent process, the observed series was independent. Two methods 
were used to estimate regression parameters in the presence of the latent process: assuming a multiplicative 
latent process with an underlying autoregressive structure, and asymptotic standard error estimates. 
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The asymptotic standard errors were only marginally different to the CLM estimates. The autoregressive 
latent process method returned much larger standard errors than the CLM estimates, implying insignificance 
in some of the model covariates. The assumption of a latent process, which was made in both the correlated 
multiplicative errors method, and in calculating asymptotic standard error estimates, was formally tested. 
Results showed that no such process exists in the observed SrDS series. 
The second section in Chapter 8 analysed the relatioll..'lhip between monthly SrDS incidence and climate 
using generalised additive models (CAMs). CAMs are a popular tool for regression type studies of climatic 
time series and health outcomes, yet to date, have not been utilised in the study of SIDS epidemiology. 
CAMs are a nonparametric alternative to generalised linear models that allow nonlinear functions of the 
climatic covariates enter into the regression model. 
CAM analysis for Period 1 showed no evidence of non-linear relationships between SIDS and seasonality 
or the number of infants at risk. No significant climatic functions were related to the incidence of sms, 
over and above the baseline modeL CAM analysis for Period 2 also showed the baseline model was best 
formed by linear predictors of seasonality and N AR. The final CAM incorporated a spline functional of the 
maximum monthly pressure. This variable indicated a high risk of SIDS for pressure levels round 1015 HPa. 
This CAM model required the inclusion of an autoregressive covariate, to account for serial correlation in 
the SIDS series. 
9.2 Comparison Between Statistical Methods Applied to the 
SIDS-Climate dataset 
Eight separate statistical models were applied to the SIDS-dimate dataset at a monthly level. These models 
are summarised in Figure 9.1, which shows the formulation of each model, as well as the relationships between 
the models. 
Poisson regression was used as the initial method, which involved a regression model that consisted 
of Poisson distributed counts. More complicated models were developed that were based on extending 
the Poisson model: mixture model extensions, assumptions of autoregressive latent processes, and non-
linear functionals of the regression covariates. The Poisson distribution assumption is inherent in the other 
seven models. The relationships between these methods are shown in Figure 9.1. Under certain conditions 
some of the methods collapse to the Poisson regression method. All of these seven models can incorporate 
overdispersion with respect to the Poisson distribution. 
Tables 9.1 and 9.2 present a comparative description of the eight models used in Chapters 7, 8 and 9. 
Details presented in the tables cover the type of data each method is suited to, the availability of computer 
software to implement the method, the interpretability of the resulting model and any additional information. 
Naturally, all methods are suited to Poisson data, and can incorporate time series data, while the five 
mixture methods, parameter driven methods and CAMs are also suitable for overdispersed data. A variety 
of the methodology presented in this thesis has been developed for distributions other than the Poisson, 
including a multivariate normal FM model (Jones & McLachlan, 1991), and a geometric hurdle model 
(Mullahy, 1986). 
The software packages SAS and/or Stata contain standard functions that can estimate Poisson, NB, 
ZIP and CAM models. Fortran code is available for the FM model, and S-Plus code for the EPP models. 
Implementation of the parameter driven methods and the hurdle model requires programmes to be written 
for model estimation. 
Extended Poisson Processes 
* underdispersion 
= prob distn of SIDS counts 
Negative binomial 
Yi rv Neg Bin 
Finite mixture 
Yi rv Poisson('\j), with prob Pj, j = 1, ... , k 
disp = 1 
Generalised additive models 
* non-linearity 
Yex /0 + h(xI) + ... + h(Xk), 
Ii (.) = smoothing functions 
linear 
p=1 
Zero-inflated Poisson 
Yi = 0, with prob 1 - P 
Yi rv Poisson('\), with prob P 
--
--
Paramo Driven 
* autocorrelation 
Yi rv Poisson('\€), € = latent process 
Hurdle 
Yi 0, with prob 1 - P 
Yi rv truncated Poisson, with prob P 
Figure 9.1: Formulation and relationships between statistical methods applied to the monthly SIDS series. 
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Of the eight models, Poisson, NB and the parameter driven methods generate models that are easily 
interpreted with respect to quantifying the affect of various covariates on the risk of sms. The FM model 
involves a hierarchical approach to interpreting coefficients: initially the probability of component member-
ship, and secondly, conditional on this membership, coefficients can be interpreted in terms of the Poisson 
distribution describing that component. Neither the EPP nor GAM models result in a 'nice' interpretation 
of the regression coefficients. 
Some of the models have additional features including the FM model, which has the added feature 
of the subcomponents giving an indication of the latent variable causing the heterogeneity in the data. The 
hurdle model can indicate both reasons for occurrence of the event of interest (zero/non-zero outcome), as 
well as examining the risk factors associated with the event. 
All of these models are valid in a variety of situations, depending on factors such as the type of data being 
studied, availability of statistical software, computer programming knowledge, the purpose of the study and 
what the ideal outcomes (in terms of information gleaned from the models) are. Table 9.3 details a variety 
of scenarios alongside the method recommended and justification for this choice. 
For the Period 2 SIDS data presented in this thesis, the best model (as judged by goodness-of-fit statistics) 
was the FM model, followed by both the ZIP and Poisson models. With respect to ease of implementation 
and interpretation of the regression coefficients, the Poisson model is preferred. Although the 
FM model is intuitively understandable with the concept of underlying subpopulations, in this case the 
additional complexities of model interpretation and. computation do not warrant the gains made: component 
membership in the FM model was defined purely on a seasonal basis, adding little further information to 
the climate risk profile by the Poisson model. 
With respect to modelling the relationship between SIDS and climate in Period I, the best method was 
the EPP model. This method was the only one able to incorporate the slight underdispersion present in the 
Period 1 data, and the additional climate relationships identified as compared to the Period 1 Poisson model, 
give an indication of areas for further research. The disadvantages of the EPP model are that quantifying 
risk in terms of covariates is difficult, and the model cannot be implemented in standard software packages. 
Additional Model Choices 
A class of Markov zero-inflated Poisson regression models for a time series of counts has been proposed 
by Wang (2001). These models fall into the category of observation-driven models with the changes in the 
frequency distribution described by an underlying two-state Markov chain. A second model based on Markov 
processes is presented by Park & Basawa (2002), who discuss finite mixtures of Markov processes. 
Barry & Welsh (2002) have extended the GAMs methodology to the hurdle scenario described in Chapter 
7, Section 7.1.4. They present models that provide a greater flexibility than the hurdle model. Specifically, 
a two-step approach is utilised (as with the hurdle) but each component is modelled as a GAM, where 
previously a generalised linear model framework was used. 
Various other techniques can be used for analysing time series of counts including artificial neural networks 
(Berryet al., 2002), Bayesian methods (Oh & Lim, 2001; Ibrahim et al., 2000), and transitional regression 
models (Brumback et al., 2000). 
These emerging techniques are outside the scope of the study, but will be considered for future research 
and extensions. 
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Method 
Poisson 
NB 
FM 
ZIP 
Hurdle 
EPP 
Par am. Driven 
GAMs 
Data type 
'" Poisson count data 
'" Overdispersed w.r.t. Poisson. 
.. Method has also been applied 
to data with distributions that 
are not Poisson, including Bino-
mial (Aitkin, 1999) and Normal 
(Jones & McLachlan, 1991). 
II overdispersed w.r.t. Poisson 
.. Overdispersed -+ zero-inflated 
Poisson count data. 
'" Zero-inflated NB (Succi et al., 
2003). 
'" Method can be applied to com-
bine Bernoulli distn with any 
truncated count distn, including 
NB and geometric models (Mul-
lahy, 1986; Welsh et al., 2000). 
'" Can model both over and under-
dispersed count data. 
'" Specific to Poisson time series. 
'" Prob distn required to be a mem-
ber of the exponential family. 
Implementation 
II Available in major statistical 
software packages including SAS 
and Stata. Also available as part 
of the 'glmfit' function in Mat-
lab. 
'" Available in major statistical 
software packages including SAS 
and Stata. 
'" Fortran code available for down-
load from web. Need access 
to Fortran compilier and basic 
knowledge of Fortran to imple-
ment. 
'" Available as a function in Stata. 
II S-Plus code for ZIP models 
available to download from 
www.maths.uq.edu.au/hmp 
II Modelled in two parts: 
PART I: logistic model therefore 
can use any standard statistical 
software that contains a logisistic 
regression procedure (SAS, Stat, 
S-Plus etc). 
PART II: truncated (Poisson) 
model, ML algorithm needs to 
be written and implemented. As 
far as author is aware there is 
no standard software for fitting 
truncated models. 
II S-Plus code available 
for EPP models from 
www.maths.uq.edu.au/hmp 
'" Algorithm needs to be pro-
grammed for implementation; no 
standard software available as far 
as the author is aware. 
.. Major statistical packages start-
ing to implement GAMs soft-
ware, including SAS (version 9 
onwards) and S-Plus. 
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Table 9.1: Comparison of the data catered for, and the software available for implementation, of the eight 
statistical methods presented. 
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Method 
Poisson 
NB 
FM 
ZIP 
Hurdle 
EPP 
Paramo Driven 
GAMs 
• Models are easily interpreted in 
terms of mean risk profile, with 
respect to the parameters in the 
model. 
• Interpretation same as in Poisson 
regression. 
• Regression coefficients are in-
terpreted w.r.t. mixing prob-
abilities (determing component 
membership) and the rate func-
tions. Conditional on compo-
nent membership, interpretation 
within each component simply 
reduces to the. Poisson 'regression 
case, 
• Parameters related jointly to the 
probability of a zero occurrence, 
or the mean number of SIDS. 
• Parameters can be interpreted 
separately with prob zero/non-
zero and given a non-zero, the 
mean risk profile. 
.. Covariates do not affect the dis-
persion parameter, only the gra-
dient coefficient. 
• Interpretation w.r.t. trends 
(increasing parameter increases 
risk) OK but quantifying risk dif-
ficult c.f. Poisson. 
• Interpretation same as in Poisson 
regression. 
• The nature of the non-linear 
functions utilised in GAMS of-
ten makes a direct interpreta-
tion of coefficient risk difficult, 
trends can be noted, but not eas-
ily quantified. 
Added value 
• Underlying interpretation of sub-
components. 
II Distinction between zeros and 
non-zero outcomes; can focus on 
two things when modelling. 
• Can incorporate both under and 
over dispersed data. 
.. Naturally incorporates time se-
ries. 
• Non-linear regressors. 
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Table 9.2: Comparison of the interpretability, and added value, of the eight statistical methods presented. 
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Data aim 
II Overdispersed Poisson data, may 
be a latent variable causing 
overdispersion. 
II Underdispersed Poisson data. 
.. Poisson data (time series) 
- simple regression model re-
quired. 
.. Poisson data ( time series) 
- residual serial correlation ex-
ists. 
II Poisson data 
- additional insights into under-
lying dependencies desired. 
.. Zero-inflated Poisson data. 
Method recommended 
FM 
EPP 
Poisson 
Paramo Driven 
FM, Hurdle 
ZIP, NB 
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Why? 
The partitioning into subcompo-
nents may highlight relationships 
which bring to light the reason 
for the component groupings. 
Only method capable of mod-
elling underdispersed data. 
Easily interpreted and imple-
mented (provided no residual se-
rial correlation). 
Easily interpreted. 
These methods have the ability 
to generate further understand-
ing of complex relationships. 
Available in standard software; 
methods specifically designed for 
zero inflated data 
Table 9.3: Suggested methods to use for various scenarios. 
Autumn Winter 
TemP::::eanMA30 16.43 14.31 5.89 10.57 
H 'ddm umz -diff 0 -3 -6 0 -3 -6 0 -3 -6 0 -3 -6 
E[SIDS /month] 1.09 1.37 1.70 0.81 1.03 1.29 1.84 2.27 2.78 1.30 1.62 2.01 
West!'diff 0 2 4 0 2 4 0 2 4 0 2 4 
0.83 0.47 0.26 1.09 0.63 0.35 1.51 0.88 0.50 1.43 0.84 0.47 
Table 9.4: SIDS risk for varying levels of climatic predictors, by season, Period 1. 
9.3 Climatic Profile of SIDS Risk 
The overall aim of this thesis has been to describe SIDS risk with respect to weather patterns. An overall, 
period specific, profile of what constitutes a high SIDS risk and low SIDS risk month is presented in Figures 
9.2 and 9.3 across the methods applied in Chapters 6, 7, and 8. Underpinning SIDS risk is the consistent 
seasonal pattern of deaths, meaning a high risk of SIDS in colder months, with a corresponding low risk of 
SIDS in warmer months. This is evident in the models presented. 
Period 1 (1968-1972) 
Figure 9.2 presents the model specific climatic influences on SillS risk in Period 1. Of the five mixture 
models presented Chapter 7, only the extended Poisson process model successfully captured the slight Ull-
derdispersion (with respect to the Poisson distribution) evident in the Period 1 series. Hence, this is the 
only mixture model included in Figure 9.2. The parameter-driven methods presented in Chapter 8 were not 
applied to the Period 1 data, as neither overdispersion nor autocorrelation had been identified as an issue 
for this time period. 
Both the Poisson regression model and the GAM did not identify any significant relationships between 
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II seasonality 
Extended Poisson Processes II Humid'!..diff (1) 
411> Westidiff W 
Poisson Regression 
II seasonality 
II no climate effects 
Generalised Additive Models 
II seasonality (linear) 
.. no climate effects 
Figure 9.2: Method specific climatic influences (direction of risk) on SIDS risk, Period 1. 
SIDS and climate, over and above the seasonal component. The application of the Poisson mixture modelling 
methods to the Period 1 dataset highlighted some significant climate relationships. The extended Poisson 
process model presented in Figure 9.2 contains both Humid'!..diff and Westidiff' 
The variable H umid'!..dif f describes the relative humidity on dayO as compared to what it was over the 
previous seven days, averaged for the month over days where II umidmeandayO was less than the respective 
weekly average. Similarly, the variable W estidif f describes the strength of the western component of wind 
velocity on dayO as compared to what it was over the previous seven days, averaged for the month over days 
where WestmeandayO was more than the retrospective weekly average. In general terms, a month with values 
of H umid'!..dif f or W estidif f close to zero implies that humidity or western wind velocity has remained 
reasonably constant, while a month with large values of H1J,mid'!..diff or Westidiff (in an absolute sense) 
indicates there have been more extreme shifts away from the average. Increasing values of both H umid'!..dif f 
or Westidiff correspond to a decreased risk of SIDS, as highlighted in Figure 7.8. 
The SIDS risk for Period 1 is quantified in Table 904, for both climatic risk factors, by season. The 
expected number of SIDS per month for the varying levels of II umid'!..dif f was calculated using the seasonal 
average values of W estidif f' and conversely, calculating the SIDS risk for varying levels of W estidif f was 
achieved using seasonal averages of H umid'!..dif f' 
Table 904 shows that SIDS risk increased by 57% for a decrease from 0% to -6% in Humid'!..diff in 
summer and by 51% for the same decrease in winter. An increase in Westidiff from 0 to 4 knots in both 
summer and winter results in a three-fold increase in the risk of SIDS. 
Overall, the climatic models for Period 1 show that the lowest risk of SIDS in Canterbury occurred in 
summer, in months when both humidity and western wind velocity were reasonably stable. In contrast, the 
highest risk of SIDS in Canterbury in Period 1 occurred in winter, when the monthly values of both humidity 
CHAPTER 9. DISCUSSION AND CONCLUSIONS 209 
and western wind velocity recorded extreme shifts away from the average. 
Period 2 (1973-1989) 
Figure 9.3 presents the method specific climate influences on SIDS risk in Period 2. For each method, the 
model considered best is detailed. Alongside seasonality, the number of infants at risk of SIDS in anyone 
month (N AR) characterised the baseline models. With the longer time frame of Period 2 compared to 
Period 1 (204 months compared to 59 months), the changes in the profile of the numbers of infants at risk 
over this time have a significant influence over the outcome of interest. 
The climate effects, over and above the baseline model, are presented in Figure 9.3. This shows 
WindS~ean(std) (monthly average of the daily standard deviation of wind speed) as a significant climatic 
covariate in most of the models. With the extended Poisson process, negative binomial and finite mixture 
models, W indS~ean(std) is the sole climatic variable, while in the Poisson regression, hurdle, and zero-inflated 
Poisson models WindS~ean(.td) is combined with other climatic effects to make up a multivariate risk pro-
file. In the Poisson regression model, WindS~ean(std) is combined with South"!!.diff (monthly average when 
the southern component of wind velocity was lower on dayO than it had been over the past week), while 
in both the hurdle and zero-inflated Poisson formulations, Humirr::.in(min) (monthly minimum humidity) is 
related to the probability of a zero or non-zero outcome. The parameter-driven model returned a different 
form, with Dew~ax(max) (monthly maximum dewpoint) and WindDW'w (percentage of days in the month 
where the north-west wind direction predominated) making up the set of significant regressors. The GAM 
includes Pres~ax(max) (monthly maximum pressure) as a non-linear predictor of SIDS. In every case, the 
linear climate effects are positively related to the incidence of SIDS. The non-linear function of Pres~"x(max) 
in the generalised additive model indicated that the highest SIDS risk occurred with mid-range values of 
Pres~ax(max)' Overall, the GAM model did not appear to perform as well as the mixture models, with 
respect to accurately predicting the number of SIDS per month. 
The climate variable WindS:ean(std) is defined as the monthly mean of the daily standard deviation of 
wind speed. Low values of WindS~ean(std) correspond to months where the daily wind speed was reasonably 
consistent, whereas, high values of WindS~ean(std) relate to months where the daily wind speed varied 
widely. In general, using this common covariate of WindS:ean(std) to relate back to the risk of SIDS, 
a month where SIDS risk was low in Period 2, occurred in summer, when the daily wind speed had been 
reasonably consistent. In contrast, a month in winter where the daily wind speed varied widely corresponded 
to a high risk of SIDS. 
Impact of these findings on current SIDS research 
The advantage of the detailed modelling presented in this thesis has been the ability to highlight potential 
influences of climate variables other than the standard temperature profile. This provides justification for 
further detailed research into climate of the post back-to-sleep SIDS profile. 
The differing seasonal profile between Period 1 and Period 2 may be related to changes in the Southern 
Oscillation index (ENSO) (Wolter & Timlin, 1998): Period 2 has been identified as generally warmer and 
dryer than Period 1. It is hypothesis that the earlier peak in SIDS risk in Period 2 (late autumn/early 
winter as compared to a peak in late winter/early spring in Period 1) could be indicative of accumulated 
heat effects, possibly leading to overheating of infants (Wells, 1997) 
Extended 
Poisson Processes 
.. seasonality 
• NAR 
Negative 40 seasonality 
Binomial .. WindS:ean{std) 
j=l 
40 seasonality 
40 NAR 
Finite • WindS:ean(std) m 
Mixtures j 2 
• seasonality 
probability, p 
.. seasonality 
Generalised 
Additive Models 
III seasonality (linear) 
III N AR (linear) 
III spline(Pres:ax{max») 
III seasonality 
.. NAR 
Zero-inflated .. WindS;;;:ean(std) 
Poisson probability; p 
.. seasonality 
.. Humid:::in(min) 
Parameter 
Driven 
Poisson 
Regression 
'" ::;eClI;::;UIICLllCY 
.. NAR 
«I Dew:ax(max) (i) 
• WindD'1.rw (i) 
• seasonality 
.. NAR 
.. WindS;;;:ean{std) (i) 
III South:::diff 
III seasonality 
.. NAR 
W · dsm III ~n :mean{std) 
Hurdle probability, p 
.. seasonality 
.. Humid:::'''C",in) (T) 
" WindS:::ean(std) 
Figure 9.3: Method specific climatic influences (direction of risk) on SIDS risk, Period 2. 
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The statistical methods in this thesis allude to possible causal pathways relating climate as mediating 
effects on parental behaviour, which in turn, have an impact of the risk of SIDS. For example, wind has long 
been associated with ill health. The warm, dry alpine winds, or fohn winds, such as Canterbury's Norwester, 
have been related to cardiovascular problems, migraines, allergies, and general increased irritability (Verhoef 
et aL, 1995; Miric & Rumboldt, 1993; Piorecky et al., 1997; Carinanos et aL, 2000). It is of interest to note 
the predominance of significant wind variants (whether wind speed or wind velocity) in the modelling results 
for both Period 1 and Period 2. It is not surprising that variations in wind may have an effect of SIDS; 
wind variations, which unlike pressure changes, are easily perceived by humans, and may effect parental 
behavioural patterns or care practices that in turn alter the risk of SIDS. Similar hypotheses in regard to 
effects of increased temperature (or dewpoint) with sustained overwrapping have also been presented in the 
literature (Dalrymple et aL, 2003; Wells, 1997). 
The relationships presented resulted from a detailed exploration of SIDS and a multitude of climate based 
variables. As such, some significant relationships, though biologically plausible, may in fact be a result of 
type I errors. Yet, there is extensive debate in the biostatistical and epidemiological literature about when 
(if ever) adjustment for multiple testing is justified, and also the best way to adjust the p-values, for example 
Aickin & Gensler (1996); Perneger (1998). For confidence in the effect of the climate relationships identified 
in this study on the incidence of SIDS, further confirmatory analyses needs to be performed on similar 
datasets (Bender & Lange, 2001). 
The detailed modelling presented in this thesis has necessarily concentrated on the relationship between 
SIDS and climate prior to the dramatic reduction in SIDS following the back-to-sleep campaigns. The 
resulting relationships cannot be assumed to hold in the post back-to-sleep environment, where there is 
already debate on whether the seasonal profile of SIDS incidence still exists (Wigfield et aL, 1994; Gilman 
et al., 1995; Julious, 1997). 
9.4 Study Strengths and Restrictions 
The strengths of this study can be categorised into two distinct aspects: those specific to the dataset, and 
those specific to the statistical techniques utilised. 
The three main strengths relating to the data are as follows: 
1. The SIDS deaths information used in this thesis is the result of a retrospective complete ascertainment 
study conducted by the Community Pediatric Unit. Autopsy and pathology reports were reviewed for 
all postneonatal deaths occurring in the Canterbury region, over the period of the study. The SIDS 
profile is unique in two aspects: firstly, it is unusual to have a series that spans such a long time 
period (32 years); and secondly, through the nature of the data collection method, the observed SIDS 
series does not suffer from inaccuracies as a result of changing diagnostic policies and disease category 
cla..<Jsifications. 
2. The meteorological dataset utilised throughout this study consists of hourly weather measurements for 
the 32 year period of the study. The size and accuracy of this data set enabled an accurate determina-
tion and creation of approximately 2500 daily climatic variables based on temperature, wind direction, 
speed and velocity, wind chill, humidity, pressure, rainfall, sunshine, solar radiation, and dewpoint. 
Comprehensive day, within day, and between day measures and lags were defined, and related to the 
incidence of SIDS. Many climatic variables included in this data set had never been examined in rela-
tion to the incidence of SIDS, including dewpoint, wind chill and wind velocity. 
CHAPTER 9. DISCUSSION AND CONCLUSIONS 212 
3. The SIDS deaths were localised around the site of meteorological data collection ensuring that the 
weather that was recorded closely matched that actually experienced by the infants. Nearly all sms 
deaths occurred within a 20km radius of the meteorological station. In comparison some tempera-
ture studies have extrapolated measures from one site homogenously over an entire region or country 
(Julious, 1997; Jones et al., 1994; Ponsonby et al., 1992; McGlashan &. Grice, 1983). Such assumptions 
can lead to a substantial degree of measurement error, particularly if adopted for variables such as 
wind. 
The strengths of the study relating to the statistical analyses include: 
1. This is the first study to statistically identify points of change in the temporal sequence of SIDS 
counts. These points of change correspond to structural shifts in the distribution underlying the ob-
served process. 'lb successfully model the relationship between the incidence of SIDS and climate these 
characteristics of the chronological SIDS profile were incorporated into the statistical analyses. 
2. Seasonality has been the only consistent finding in studies relating SIDS to climate, yet selection of 
variables to describe the seasonal SrDS profile appear somewhat arbitrary. This study examined a va-
riety of seasonality measures seen in the literature, along with newly derived variables based on varying 
climatic measures, to identify the best variable to describe the underlying seasonal fluctuations evident 
in the sms counts in Canterbury. 
3. A systematic approach was taken to achieve careful, comprehensive, statistical analyses relating the 
incidence of SIDS in Canterbury to a climatic profile. Analyses were performed at both a daily and 
monthly level, with significant climatic effects reported over and above the seasonality inherent in the 
sms profile. Methods of analyses ranged from standard statistical generalised linear models (logistic 
regression and Poisson regression), to the creation of climatic components to include as regressors 
in the model, and extensions to the Poisson regression model to include varying mixture models, 
autoregressive latent processes, and non-linear climatic functionals. 
The data set utilised in this thesis has been one of the main strengths of the study, yet was restricted 
to meteorological variables measured at one (central) station. The environment directly related to a SIDS 
infant is the indoor temperature, humidity, and local pollutants. A strong association between indoor and 
outdoor temperature was shown by Schluter et al. (2000), which is a direct result of the typically poorly 
insulated houses in Christchurch, in which it is unusual to have central heating. This, in part, justifies the 
use of outdoor temperature as a proxy for the temperature in the immediate environment of the infant. 
It has been hypothesised that some of the climatic relationships found with the incidence of SrDS are not 
directly causative as such, but that varying climatic patterns relate to changes in the infants daily routine, 
through their caregivers (Macey et al., 2000; Auliciems &. Barnes, 1987). For example, Auliciems &. Barnes 
(1987) showed that average visibility increased prior to SIDS in both summer and winter cases in Brisbane. 
Auliciems &. Barnes (1987) suggest that this finding may be a result of increased outdoor exposure of infants, 
or the clear weather changing the parental behaviour. 
At present, there is a lot of research that is generally focused on examining the effect of pollution measures 
on various morbidity and mortality outcomes (for example Goldberg et al. (2003); Campbell &. Tobias (2000); 
Schwartz et al. (1996». A concomitant regional measure of pollution in Canterbury was not available for 
the period of the study. Visibility was considered as a proxy, following the work of Knobel et al. (1995), but 
poorly predicted pollution over a period of two winter seasons. 
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A smoke free environment has been shown to greatly reduce the risk of SIDS (Pollack, 2001; Wisborg 
et al., 2000) indicating an effect of pollution localised in an infant's immediate environment. Recent studies 
have found associations between environmental pollution (particulate matter and nitrate levels in water) 
and the incidence of sms (Lipfert et al., 2000; George et al., 2001). Therefore examining the relationship 
between general measures of air pollution and the incidence of SIDS should be considered in future SIDS 
research in Canterbury, especially as Christchurch has high pollution levels in winter (Fisher & Taylor, 1999). 
Information on known risk factors of SIDS, such as smoking, breastfeeding, or economic status was 
unavailable for the complete set of SIDS in the study population. Although, ideally a statistical analysis 
would adjust for these variables, this should not detract from the results relating to climate presented in 
this study. Ninety percent of SIDS deaths occurred within a twenty kilometre radius of the meteorological 
recordings, and the general Christchurch area has a homogeneous climatic pattern. Therefore, assuming a 
uniform effect of climate across most SIDS cases was justified whether a parent breastfed their infant, 
slept their infant in the supine position, or belonged to a lower socio-economic class, would not have an effect 
on the weather the infant experienced. 
9.5 FUture Directions in SIDS Research 
Even though SIDS has a long history, research into the epidemiology of SIDS still appears widely in the 
literature. A general MEDLINE search for "sudden infant death syndrome" revealed 216 articles published in 
2002, which were either directly, or indirectly, contributed to the understanding of SIDS. Avenues of research 
are broad, ranging from: magnesium depletion (Durlach et al., 2002), methyl parathion contamination 
(Wasleyet al., 2002), circulatory failure (Matthews, 2002)' and toxic elements in the liver tissue (Lyon et al., 
2002); to examining the genetic component (Gordon et al., 2002b), assessing infant physiology and neuronal 
development (Morgan et al., 2002; Ansari et al., 2002) and quantifying trace elements in the brain (Nishida 
& Takashima, 2002). Research continues on the role of nicotine exposure (Gordon et al., 2002a; Walsh et al., 
2002), and prone sleeping (Moon & Omron, 2002), and the variation of risk factors between ethnicities (Iyasu 
et al., 2002; Hauck et al., 2002). 
SIDS rates are known to vary at an international level (see Section 1.4), and perhaps focusing on these 
differences may enhance the understanding of the underlying influences on SIDS. The International Child 
Care Practices study (Nelson & Taylor, 1999) set out to document child care practices in as many different 
countries and cultures as possible, with the aim of providing baseline child care data and stimulating new 
hypotheses to explain persisting differences in SIDS rates between countries. Reports have been published 
from this study detailing international differences in infant sleep position and parental smoking habits (Nelson 
& Taylor, 2001), and infant sleeping environments (Nelson et al., 2001). The results highlight interesting 
patterns in child care practices across diverse popUlations. Nelson et al. (2001) caution that any differences 
identified should not imply that specific child care practices change the risk of SIDS but suggest that their 
findings "should help inject caution into the process of developing SIDS prevention campaigns for non-western 
cultures" . 
Unlike most causes of death, SIDS is not a specific disease or illness, it is a diagnosis category conveniently 
used when infants die suddenly and unexpectedly, for no obvious reason. Statisticians have played a vital 
role in SIDS research. Modifiable risk factors were identified and publicised in the early 1990s, resulting in a 
dramatic reduction in the number of infant deaths classified as SIDS. It may be that no single cause of SIDS 
exists, but that different infants die for different reasons. By combining studies, such as the International 
Child Care Practices Study, with novel statistical approaches, such as those presented in this thesis, differing 
risk populations and causative factors may be highlighted. SIDS research is a good example of the important 
role statistics plays in identifying risk factors, and underlying causes, which can lead to a significant reduction 
in mortality rates. 
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Australia 
Austria 
Belgium 
Cananda 
Costa Rica 
Croatia 
Cuba 
Czech Republic 
Denmark 
Estonia 
Finland 
France 
Germany 
Greece 
Hong Kong 
Hungary 
Iceland 
Ireland (Republic) 
Israel 
Italy 
Japan 
Latvia 
Republic of Moldova 
Netherlands 
New Zealand 
Norway 
Portugal 
Slovakia 
Slovenia 
Spain 
Sweden 
Switzerland 
Russia 
United Kingdom (England and Wales) 
United Kingdom (Northern Ireland) 
United Kingdom (Scotland) 
Ukraine 
United States 
0.63 (1995) 
0.52 (1998) 
0.40 (1997) 
0.12 (1995) 
0.19 (1997) 
0.73 (1996) 
0.08 (1998) 
0.36 (1996) 
0.33 (1998) 
0.21 (1996) 
0.56 (1996) 
0.78 (1997) 
0.10 (1997) 
0.30 (1998) 
0.23 (1996) 
0.57 (1996) 
0.23 (1996) 
0.09 (1995) 
0.37 (1997) 
0.65 (1998) 
0.13 (1996) 
1.48 (1996) 
0.46 (1995) 
0.06 (1998) 
0.22 (1997) 
0.18 (1995) 
0.30 (1996) 
0.51 (1997) 
0.25 (1997 
0.70 (1997) 
0.72 
0.56 
0.54 (1998) 
0.60 (1998) 
0.60 (2000) 
0.45 ( 1998) 
0.90 
0.30 (1997) 
0.25 (1996) 
0.49 (1997) 
0.78 (1998) 
0.43 (1991) 
0.10 (1998) 
0.10 (1998) 
0.90 (1998) 
0.20(1998) 
1.0 
0.30 (1998) 
0.14 (1998) 
1.04 (1998) 
0.60 (1998) 
0.55 (1994-6) 
0.14 (1997) 
0.47 (1997) 
0.45 (1998) 
0.44 (1996) 
0.43 (1992) 
0.45 (1998) 
0.70 (1993) 
0.77 
Table A.l: International rates of SIDS per 1000 live births (WHO = World Health Organisation). 
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Wind Direction Category 
(a) Summer (b) Autumn 
Wind Direction Category 
(e) Winter (d) Spring 
Figure B.1: Percentages of Daily Wind Direction Categories (No SIDS, Period I, dayO). 
Wind Direction Category 
(a) Summer (b) Autumn 
(el Winter (d) Spring 
Figure B.2: Percentages of Daily Wind Direction Categories (SIDS, Period I, dayO). 
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(a) Summer (b) Autumn 
Wind Direction Ca.tegory Wind Direction Category 
(e) Winter (d) Spring 
Figure B.3: Percentages of Daily Wind Direction Categories (No SIDS, Period 2, dayO). 
Wind Direction Ca.tegory 
(a.) Summer (b) Autumn 
cJ-"~~~f"'l!!'-;s"""~ M 
Wind Direction Category 
(e) Winter (d) Spring 
Figure B.4: Percentages of Daily Wind Direction Categories (SIDS, Period 2, dayO). 
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Figure B.5: Hourly wind speed measures for 19881989. 
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Figure B.6: Cumulative centile distribution for mean daily wind speed ( SIDS days, - non-SIDS days). 
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Figure B.7: Cumulative centile distribution for mean daily wind velocity, Period 1 ( 
SIDS days). 
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Figure B.8: Cumulative centile distribution for mean daily wind velocity, Period 2 
SIDS days). 
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Figure E.g: Cumulat.ive centile distr ibution for mean daily wind chill ( SIDS days,·- non-SIDS days). 
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(b) Period 2 
Figure R10: Cumulative centile distribution for mean daily humidity ( sms days, -- non-SmS days). 
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Figure B.1l: Hourly pressure measures for 1988--1989. 
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Figure B.12: Cumulative centile distribution for mean daily pressure ( SIDS days, -- non-SIDS days). 
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Figure B.l::!: Cumulative centile distribution for total daily rainfall ( SIDS days, -- non-SIDS days). 
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Figure B.14: Daily sunshine measures for 1988 -- 9. 
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Figure B.15: Cumulative centile dist.ribution for total da ily sunshine ( SIDS days, -- non-SmS days). 
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Figure B.16: Daily solar radiation measures for 1988- 9. 
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Figure B.17: Cumulative centile distribution for total daily solar radiation (- SIDS days, - non-SIDS 
days). 
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Figure B.lS: Hourly dewpoint measures for 19S5-19S9. 
Appendix C 
Analysis of Daily Variables 
This appendix gives a full list of the climate variables identified in Chapter 3 as being significantly related 
to the incidence of SIDS at a daily level, over and above any seasonality component. These results are 
presented in Tables C.1 to C.29, which give parameter estimates, associated odds ratios and goodness-of-fit 
statistics for each model. Alongside these is a detailed commentary discussing selection between competing 
variables, parameter interpretations and underlying SIDS risk. 
C.1 Period 1 (1968-1972) 
C.l.! Temperature 
Results from the logistic regression analysis of daily temperature variables are presented in Table C.1. Only 
those variables found to be significantly related to SIDS (over and above the baseline seasonality model) 
appear. The table details parameter estimates, alongside odds ratios and goodness-of-fit statistics. Variables 
that have been adjusted for seasonality are superscripted with a 'd' (deseasoned), while those that will be 
retained for further analysis are superscripted with a '*'. 
Daily summary measures: The variables TemPmindayO and TemPmeandayO , corresponding to adjusted 
minimum and mean temperature on the day of interest (dayO) were the only daily summary measures to be 
related to the rate of SID8, over and above the baseline seasonality model. The deviance statistics (Equation 
3.11) for TempmindayO and TemPmeandayO were G = 6.552 (p = 0.010) and G = 5.247 (p 0.022) respectfully, 
implying that adding either variable to the baseline model significantly improved the log-likelihood. As both 
these variables are strongly related, and are measuring very similar climatic profiles, only one will be retained 
Table C.1: Results from logistic regression of Temperature, Period 1 ('d' = deseasoned, ,*, retained for further analysis). 
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[Odds ratio (95% Cl)1 (4.500 (1.325. 15.2B1)1 
.0.151 (0.671) ·0.837 (0.773) 0.069 (1.165) 
3 ·0.242 (0.430) -0.589 (0.416) 0.671 (0.685) 
4 .0.372 (0.405) ·0.B26 (0.399) 0.963 (0.638) 
.0.320 (0.781) .0.B44 (0.5B4) 0.716 (0.776) 
·1.235 (0.550) ·1.1B7 (0.476) 1.090 (0.650) 
[Odds ratio (95% ot)J [0.291 (0.099. 0.855)1 [0.305 (0.120. 0.776)] 
-0.110 (0.564) _0.657 (0.592) 0.709 (0.834) 
·1.208 (0.779) -0.308 (0.505) 1.119 (0.741) 
10 (reference I!Iltegory) 0 0 0 
Deviu.nce 618.742 623.960 6:20.755 
Pea.rson 1789.471 1786,916 1790.351 
Hoamer-Lemeahow 8.136 6.464 4.128 
Table C.2: Results from logistic regression of predominante Wind Direction, Period 1 ('d' 
,*, = retained for further analysis). 
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deseasoned, 
for further analysis. Because of its lower D and P statistics, TemPmindayO, as compared to TemPmeandayO, 
will be retained. These results suggested that the risk of SIDS was greatest when TempmeanMA30 was low 
and TemPmindayO high, that is on warmer days in winter. This trend was also identified by Schluter et al. 
(1998). 
Within day effects: Only the standard deviation of the temperature seven days before dayO (Tempstdday-7) 
was found to be significantly related to SIDS incidence. The odds ratios for this model indicated a decreased 
SIDS risk of 0.941 times for each 1°C increase in TempmeanMA30, and for Tempstdday-7, the risk increased 
by 1.201. This model suggested that the greatest SIDS risk was in winter, a week after a day where the 
temperature varied widely. 
Between day effects: Three temperature variables corresponding to the difference from six to seven 
days prior to dayO were found to be associated with SIDS, namely Tempmeanday-6-1, Tempmaxday-6-7 
and TempBtdday-6-7' Both Tempmeanday-6-7 and TemPmaxday-6-7 are strongly related, and are es-
sentially capturing the same climatic profile. Therefore only Tempmeanday-6-1, with lower D and HL 
statistics as compared to Tempmaxday-6-7, will be retained for further analysis. The model containing 
TemPmeanday-6-7 implies that a 1°C increase in TemPmeanMA30 resulted in SIDS risk decreasing by 0.940, 
while for TemPmeanday-6-7, SIDS risk increased 1.133 times. Essentially, this implied an increased SIDS 
risk in winter where the temperature was higher six days before the day of interest than it was seven days 
before the day of interest. 
Average day effects: No significant associations were found between any of the temperature average 
day effects and SIDS incidence. 
Between average day effects: The only significant relationship with SIDS involved TempdiffdayO-14, 
the difference in temperature between the day of interest and the average temperature over the past fortnight. 
This relationship can be interpreted as an increased SIDS risk in winter on days where the temperature was 
cooler than it had been over the past two weeks. 
0.1.2 Wind Direction 
Results from the analysis of wind direction in relation to SIDS incidence appear in Table C.2 and Table C.3. 
Three lagged variables relating to the predominant wind direction were found to be significantly associated 
with SIDS, over and above seasonality, as shown in Table C.2. Taking the 'mixed' category (no one direction 
predominated) as the reference group, SIDS risk decreased 0.291 times when the predominant wind direction 
on day - 1 was south-west. A similar south-westerly effect a week ago was also related to decreased SIDS 
risk, where as, if there was a predominately calm day eight days before dayO, SIDS risk increased. 
The significant relationships between the variables measuring absolute hourly change in wind direc-
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Table C.3: Results from logistic regression of variation in daily Wind Direction, Period 1 (,*, retained for 
further analysis). 
tion and SIDS are presented in Table C.3. Four models are shown, corresponding to WindDmaxAHCday-4, 
WindDstdAHCday-4, WindDmaxAHCday-1-2 and WindDmeanAHCday-2-3. WindDmaxAHCday-4, with lower 
values across all three goodness-of-fit statistics compared to W indDstdAHCday-4, will be retained a measure 
of the variability in wind direction four days prior to the day of interest in further analysis. An increase in 
W indDmaxAHCday-4 corresponded to a decrease in SIDS risk, whereas an increase in WindDmaxAHCday-1-2 
or WindDmeanAHCday-2-3 corresponded to an increase in the risk of SIDS. 
C.1.3 Wind Speed 
Wind speed was not significantly associated with seasonality. However, the addition of most wind speed 
variables to the baseline model of intercept and seasonality as measured by TempmeanMA30, resulted in 
T empmeanM A30 no longer being significant. The models corresponding to significant wind speed variables 
are presented in Table C.4. 
Daily summary measures: Lagged daily measures of both mean and maximum wind speed were 
identified as being significantly related to SIDS incidence: mean and maximum wind speed one and two days 
before dayO (WindSmeanday-l, WindSmeanday-2, WindSmaxday-l> and WindSmaxday-2,) and mean wind 
speed a week before dayO (WindSmaxday-7,). Of the 1;\'10 variables measuring wind speed one and two days 
before dayO, the mean wind speed will be retained as it has lower values for two of the three goodness-of-fit 
statistics as compared to maximum wind speed. All three mean wind speed measures inferred a decreased 
sms risk with increased wind speed. 
Within day effects: Seven within day effects were found to be significantly related to SIDS, for two, 
eight and fourteen day lags, as detailed in Table C.4. Comparison of the D, P, and HL statistics showed that 
WindSrangeday_2, WindSmaxAHCday-8, and WindSstdday-14 scored best on two out of the three statistics 
when compared to other within day effects over the same lagged time frame. Therefore these variables will 
be retained for further analysis. As with the day effects, the three retained within day effects corresponded 
to a decreased SIDS risk on days with increased variability in wind speed. 
Between day effects: A variety of between day effects were found to be related significantly to SIDS in-
cidence, ranging from WindSmeanday-1-2 to WindSstdday-7-8. Those that will be retained for further anal-
are WindSmeanday-1-2, WindSmaxAHCday-7-8 and WindSmeanAHCday-4-5, all of which significantly 
improve the log-likelihood over the baseline model of seasonality only (G ranging from 4.225 (p = 0.040) to 
9.993 (p = 0.001)). Both WindSmeanday-1-2 and WindSmaxAHCday-7-S related to a decreased SIDS risk. 
This implied that SIDS risk decreased when the mean wind speed was greater on day 1, than it was on 
day 2, and similarly, SIDS risk decreases when the maximum absolute hourly change in wind speed seven 
days prior to the day of interest was greater than it was eight days prior to the day of interest. In contrast 
SIDS risk increased when the mean absolute hourly change was less four days ago than five days ago. 
Average day effects: Of the eight average day effects examined in relation to SIDS, six were signifi-
cant. As one of the main aims of this section of analysis is data reduction only two are retained, namely 
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Variable Estimate (SE) Odds ratio (95% 01) Deviance Pearson Hosmer-Lerneahow 
TemPmeo.nA1A30 0.043 (0.031) l.044 (G.9S3, LI09) 
WindS~eandau_l -0,076 (0.035) 0,927 (0.865, 0,993) 628.914 1185.299 8.79B 
Te.rnPmeanMA3D 0.04.3 (0.031) 1.044. (0.983, 1.109) 
WindS~eandau_2 -0.077 (0,035) 0,92'6 (0.864, 0.992) 628.735 1799.846 4.035 
TemPmeanMA30 0.043 (0.031) 1.044 (0.983, 1.109) 
WindS:'teandajl 1 ..,0.092 (0.036) 0,912 (0.851, D.9rB) 626.750 1809.393 10.355 
TemPTneunMAao 0,042 (0.031) 1.043 (0.981, 1.108) 
WindSTna;llday 1 -0.044 (0.022) 0,957 (0.918, 0.999) 629.455 1773.705 10.181 
TemPmeanMA30 O~042 (0.031) 1.04.2 (0.981, 1.108) 
WindS max day 2' ~O.062 (0.022) 0.940 (0.900, 0.982) 625.465 1800.732 1.819 
TemPmeunMA30 0.04.2 (0.031) 1.043 (0.9B2, 1.108) 
WindSstdday_~ -0.160 (0,078) 0.852 (0.731 , 0.993) 629.332 1823.612 4.4512 
TemPmennM A30 0.043 (0,031) 1.043 (0.982, 1.109) 
WindS;tddllY 14 -0.194 (0.080) 0.B24 (0.704, 0.964) 627.507 1813.284 7.537 
TemPm.eanMA30 0.042 (0,031) 1.042 (0,981, 1.107) 
WindS:anqedny_2 -0.069 (0.024) 0.933 (0.890, 0.9(8) 624,649 1820,924 5,413 
Tem.PmeanMAao 0.040 (0.031) 1.041 (0.980, 1.106) 
W in dB:;"'axAHC4..~1LY_=8 ___ ..,-0".'",B:::44,-,'(0:-.:c0:::39",) __ 0::-.-=9-;-20:-;(0:;-.-;:8-=52".._0".."'9"'93"'):--__ 6_2_8_.4_2_4 __ '_7_8_8_,2_0_3 ____ 2_,_6_02 ___ _ 
TemPmeanMA30 0.039 (0.031) 1.040 (0.979, 1.105) 
,WindS1TleGnAHCday 2 -0.308 (0.148) 0.735 (0.549, 0.983) 629.073 1811.657 12.295 
Tem.P1TleanMA30 0.039 (0.031) 1.040 (0.919, 1.105) 
WindSm.eunAHCday_8 -0.324 (0,150) 0.723 (0.539,0,971) 627,8.650 1806.0Bl 10.102 
Te1TlP 1TlennM A30 0.401 (0.031) 1.041 (0.980, 1.106) 
WindSstdAHCday __ 8· -0.335 (0.166) 0.71,6 (0.516,0.991) 629.249 1790.062 5,559 
'rem.P1TleanMA30 0,040 (0.031) 1.040 (0,979, 1.105) 
WindS~enndny 1 2 _0.105 (0.054) 0.900 (0.810, 1.001) 629,631 1794.853 11.04.0 
TemPTnean M A30 0.043 (0.031) 1.044 (0.982, 1.109) 
WindS stdday 4. ,5 0.165 (0.080) 1,075 (1.009, 1.3(8) 629.887 1781.31B 16,955 
1'emPmeanMA30 0,04.3 (0.031) 1.044 (0.982, 1.109) 
WindS~a.!l:AHC(t~1LY=1=B,--_",-,"0',;,;17.40,-i:(,-0'"O".5:-;0)=-_O:-,-;;8-;70;:;-i(".O • ."1"'B.,,.8:.... "'0.-:9-:6"'0);.-__ 6_2_3_,8_6_3 __ 1_7_4_9_.9_0_0 ____ 1_6_.1_3_8 __ _ 
Tel7lPm.eanA1A30 0,046 (0,031) 1,047 (0.985, 1.113) 
WindS~ennAHCdaY_4 5 0.310 (0.141) 1.364 (1.034, 1.79B) 629.452 1799.473 
Tem.PTnennMA30 0.043 (0~031) 1.044 (0.982, 1.110) 
WindSstdAHCdny 7-8 -0.512 (0.109) 0.599 (0.393, 0.915) 626.952 1768.827 16.809 
Te1TlP 1TleanMA30 0.043 (0.031) 1.044 (0.9S3, 1.109) 
WindSl7leandajt_lto_2 ~O.110 (0.042) 0.896 (0.823 1 O.972) 626.604 1793.276 5.3B7 
'I'emP1TlennMA30 0.043 (0~031) 1.044- (0.982, 1.109) 
WitH.lS~eandall_lto 3 ~0.115 (0.046) 0.892 (0.814, 0.971) 621,561 1780.607 2,084 
Tem.P1TleanMA30 0.043 (0.031) 1.043 (0.982, 1.108) 
Wind81Tleanday_lto_4 -0,106 (0,050) 0,899 (0.815, 0.993) 629.316 1780.051 11.099 
Tem.PmeanM A30 0.042 (0.031) 1.043 (0.982 1 1.10B) 
WindS1Tleanday !to 7 ~0,130 (0,059) O,B16 (0.783,0.966) 628.949 1785.091 5.581 
TemP 1TleanMA30 0.042 (0,031) 1.043 (0.982, 1.106) 
WindSm.eundull_lto B -0.147 (0.061) 0.863 (0.766! 0.9(3) 627.953 1183.595 3.014 
TemPmeanM A30 0.042 (0.031) 1.043 (0.982, 1.107) 
WindS~eanday Ito 14 -0.14-7 {0,069) 0.864 (0.754, 0.989) 629.354- 1791.668 5.130 
1'em.P1TleanMA30 0.044 (0.031) 1.045 (0.983! 1.111) 
WindSdi f fdaUO 2 0.085 (0.028) 1.089 (1.031, 1.151) 624.941 1774.512 6.221 
Tem.P1TleanMA30 0.044 (0.031) 1.04.5 (0.983, 1.110) 
WindSdif fdnyO 3 0,078 (0.028) 1,080 (1.022. 1.141) 626.113 1780.515 6.866 
Tem.pm.eanMA30 0,043 (0.031) 1.044 (0.983, 1.110) 
WindSdiffdauO 4 0.069 (0.029) 1.072 (1.013, 1.133) 628.298 1184,217 5,675 
TemPm.ennMA30 0.043 (0.031) 1.044 (0.983, 1.109) 
WindSdi f fdnyO 5 0.061 (0.029) 1.063 (1.005, 1.125) 629.586 1189.083 4.421 
TempmeanM A30 0.043 (0.031) 1.044- (0.983, 1.109) 
WindSdi f fdaV O 6 0,061 (0,029) 1.063 (1.0041 1.126) 629.701 1792.369 6.024 
Tem. PmeanMA30 0.043 (0.031) 1.044 (0,983, 1.110) 
WindSdiffdayO 7 0.068 (0.029) 1.070 (1.011) 1.132) 628.742 1789,851 12.324 
Tem. Pmea.nMA30 0.OQ43(0,031) 1.044 (0.983, 1.110) 
WindSdiffdayO 8 0.070 (0,029) 1,072 (1.013, 1.134) 628.413 1787.973 5.719 
Tem.P 1TleunMA30 0.043 (0.031) 1.044 (0.982, 1,109) 
WindSdi f fdayO 14 0.083 (0,029) 1,065 (1.006, 1.121) 629,569 1797,998 11.611 
Table C.4: Results from logistic regression of Wind Speed, Period 1 ('*' retained for further analysis). 
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WindSmeanday-lto-3 and WindSmeanday-lto-14. The first variable was chosen as it scored best on the 
goodness-of-fit statistics in comparison to the other average day effects. The second variable was retained 
as it essentially captures all the information about mean wind speed over the two weeks before the day of 
interest, incorporating information found in the other variables. Both variables showed a decreased SIDS 
risk with increased average wind speed over the few days prior to dayO. 
Between average day effects: All variables examined in this category were found to be significantly 
related to SIDS incidence. Using the same method as for the average day effects to reduce the number of 
variables to be considered in further analysis, only two were retained; namely W indSdiffdayOto-2 with the 
best overall D, P and HL statistics, and WindSdiffdayO-14 which captures the most information. Both 
variables related to an increased risk of SIDS when the wind speed on the day of interest was greater than 
it had been in the past. 
C.1.4 Wind Velocity - North 
As with wind speed, the northern component of wind velocity was not associated with TempmeanM A30, that 
is, there was no apparent underlying seasonal pattern in the variable. The results for the significant models 
found via logistic regression are presented in Table C.S. 
Daily summary measures: The three daily summary measures corresponding to the northerly com-
ponent of wind velocity that were found to be significantly associated with SIDS were N orthmeandayO, 
N orthmaxdayO and N orthmaxday-8. The goodness-of-fit statistics for N orthmaxdayO were consistently lower 
than those of N orthmeandayO, and thus of these two similar variables N orthmaxdayO is retained for further 
analysis. Interpretation of the odds ratios showed that for a 1°C increase in TempmeanMA30, SIDS risk 
decreased 0.935 times, with a 1 knot increase in NorthmaxdayO relating to a 1.051 times increase in SIDS 
risk. Adding N orthmaxday-8 to the baseline seasonality model results in TempmeanM A30 no longer being 
significantly associated with SIDS (p 0.164), although Northmaxday-8 is retained and the underlying 
relationship between it and SIDS is examined in further analyses. 
Within day effects: All the variables measuring fluctuations in northerly wind velocity within the day 
of interest (dayO) and eight days prior (day 8), were found to be significantly associated with SIDS. Of 
the five variables, N orthstddayO will be retained due to it having lower values of at least two of the three 
goodness-of-fit statistics as compared to the other variables. Similarly, of the five variables measuring the 
eight day lag in within day effects, N orthstdday-8 is retained. The odds ratio for the first model indicated 
a decreased SIDS risk of 0.935 times for each 1°C increase in TempmeanMA30, and for NorthstddayO the risk 
increased by 1.160 times with every knot increase in northerly wind velocity. This model suggested that the 
highest SIDS risk was in winter, on days where the wind velocity from the northerly direction varied widely. 
With the second model, the addition of Northstdday-8 to the baseline model resulted in TempmeanMA30 no 
longer being significant, although N orthstdday-8 was. 
Between day effects: Nine between day effects were 'found to be related to SIDS incidence. Those that 
will be retained for further analysis are N orthmindayO-7, N orthmaxday-3-4, N orthmaxdayO-6, N orthmaxAHGday-3-4, 
NorthmaxAHGday-7-8, NorthrangedayO-5 and NorthrangedayO-6. The variables that were associated with 
increased SIDS risk are NorthmindayO-7, NorthmaxdayO-6, NorthrangedayO-5 and NorthrangedayO-6, while 
N orthmaxday-3-4, N orthmaxAHGday-3-4 and N orthmaxAHGday-7-8 were associated with decreased SIDS 
risk. Odds ratios for these models are given in Table C.5. 
Average day effects: As with temperature, no significant associations between the northerly component 
of wind velocity average day effects and the incidence of SIDS were found. 
Between average day effects: All the variables measuring the difference between north wind velocity 
on the day of interest and past averages were significantly related to SIDS rates. Two are retained for 
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Va.riable Estima.te (SE) Odds ratio (95% el) Devia.uce Feareon HOBmer-Lemeshow 
TemPTTteanAiA30 ·0,06,' (0.031) 0,937 (0.BB3, 0,996) 
Northtneandall0 0,100 (0,037) 0,927 (1.029, L18B) 629.616 IBO{)'048 9.775 
TemPTneanMA30 ·0,067 (0.031) 0,935 (0,880, 0,993) 
North~azdallO 0.050 (0.017) 1.051 (1.016, LOB7) 625.685 1807.303 13.803 
TemPmeanM A30 ·0.044 (0.031) 0,957 (0,901 1 1.016) 
Northmaa::duu_8 ·0.047 (0.024) 0.954 (0.910, L001) 828.022 1792.013 10.137 
TemPmennMA30 ·0.067 (0,031) 0,935 (0.B80, 0.994) 
N arth :tddauO 0,148 (0,058) 1.180 (1.034. 1 1.300) 626.284. 1805.937 3,522 
TemPmeanM A30 ·0.042 (0,031) 0.959 (0.903, 1.018) 
North;tddaU_8 ·0.174 (0.OB1) 0,841 (0.717, 0,985) 627.034 1790.014 7.759 
TeYnPTncanMA30 ·0.067 (0.031) 0.935 (0.880, O.993) 
Northranfilcda1l0 0.051 (0,018) 1.052 (1.016, 1.089) 624.681 1807.062 6.019 
TernPmeanMA30 .0,044 (0,031) 0.957 (0,901, L017) 
Northranqeday_8 .0.049 (0.025) 0.952 (0.907, 0.999) 627.754 1790.899 9,614 
TemPmeanMA30 -0,065 (0.031) 0.937 (0,882, 0.995) 
Northm.axAHCdflUO 0.063 (0.026) 1.065 (1.0121 1.121) 626.910 1799,452 4.54.2 
TernPmeanM A30 ·0.044 (0,031) 0,957 (0.901, 1.016) 
Northmo,zAHCdall.-8 ·0,078 (0.036) 0,925 (0.862, 0.993) 627.040 1790.183 7.982 
TemPmeanM A30 ·0,063 (0.031) 0,939 (0+884, 0.997) 
Northm.eanAHCdauO 0.197 (0.099) 1.217 (1.002, 1.478) 628.562 1801,254 16,792 
TemPtneanM A30 ·0,044 (0.031) 0,957 (0.901, 1.016) 
Northrne:anAHCdau 8 ·0,263 (0,137) 0.753 (0,576, 0.986) 627,376 1798,546 9.311 
TernPrneanM A30 -0.064 (0.031) 0.938 (0.883, 0.996) 
N orthatdAHCdauO 0.196 (0,083) 1.217 (0.9941 1.490) 628.803 1801.933 5.280 
TnnpmeanM A30 ·0.045 (0,031) 0.956 (0.900. 1.015) 
NorthstdAHCdau_B ·0.250 (0,131) 0.779 (0.602, 1.007) 628,257 1789.468 12.041 
TemPmeanMA30 ·0.060 (0,030) 0.942 (0.888, 1.000; 
North:nindaUO_7 0,193 (0.095) 1.213 (1.007, 1.460) 629.000 1805.756 12.703 
TemprneanM A30 ·0.058 (0.030) 0.944 (0.890, 1.001) 
N orth:'no.rrdo,u_3_4 ·0.073 (0.034) 0.929 (0.869, 0.993) 626.661 1826.150 8.914 
Tetnp7nean M A30 ·0.056 (0,031) 0.946"'(0.891, 1.004) 
Nurth:no.xdauO_5 0.037 (0.019) 1.133 (1.000, 1.077) 628.759 1798.988 13,098 
TemPmeanM A30 ·0,056 (0,031) 0.946 (0,891 t 1.004) 
North:narruauO 6 0.039 (0,020) 1.040 (1.000, 1.0B2) 628.656 1809,079 4.158 
TemP7neanMA30 ·0.058 (0.030) 0,944 (0.890, 1.001) 
NDrthrangedllll 3 4 ·0.071 (0.034) 0,932 (0.S72, 0.996) 627.093 1823.412 12.017 
TemPTneanMA30 ·0.056 (0.031) 0,946 (0.891, 1.004) 
North;OYl!leduUO 5 0.038 (0.019) 1.039 (1.000, 1.079) 628,669 1801.128 18.417 
TemPTneanM A30 ·0.055 (0,031) 0,946 (0.S9t, 1.004) 
NDrth;un!l.edaUO_6 0,043 (0,020) 1.043 (1.003, 1.086) 628.157 1808.054 6.965 
TemPrneanM Aao ·0,059 (0.030) 0.943 (0.B89, 1.000) 
NDrth;',.azAHOduU_3 4 ·0,090 (0.041) 0.914 (0.833, 1.003) 628.072 1775.995 5.867 
TemPTneanMA30 ·0.059 (0.030) 0.943 (0.889, 1.000) 
N orth:n.a::nAHCduU 7 8 -0,102 (0.049) 0.903 (0.821 1 0.994) 627.096 1794.837 3.191 
Te m PmeunMA30 ·0,056 (0,030) 0.945 (0,891, 1.003) 
Northma::r;AHCdauO 
" 
0.056 (0.029) 1.058 (0,999 1 1.120) 628.851 1806.447 7.660 
TemprneunMA30 .0,056 (0,030) 0.946 (0.891, 1.004) 
Northdir..t:daltO 2 0.115 (0.039) 1.122 (1.040, 1.211) 623.798 1815.261 5.325 
TemPmeanM A30 ·0.055 (0.030) 0.946 (0,892, 1.004) 
N orthdi t lclauO-a 0.112 (0.038) 1.119 (1.039, 1.205) 624.062 1813.990 16.011 
TemPmeanM A30 0.055 (0.030) 0.947 (0.892, 1.005) 
Narthdi f l da uO- 4 0.114 (0.037) 1.121 (1.042) 1.205) 623.662 1811.625 4.350 
TempmeanM A30 ·0.055 (0.030) 0.947 (0.892 1 1.005) 
Northdi(t,dauO_5 0.110 (0.037) 1.117 (1.0038 1.201) 624.231 180B.037 6.449 
TemPmeunM A30 ·0,055 (0,030) 0.947 (0.892 1 1,005) 
N orthdi i.ldll u,0-6 0,111 (0.038) 1.118 (1.038, 1.203) 624.379 1808.565 7.606 
TeTnp7neanM A30 .0.055 (0.030) 0.947 (0.892, 1.005) 
North di (. !dfl.tJO-7 0,111 (0.038) 1.117 (1.037, 1.203) 624.601 1806.626 6.325 
Tempmeanl~,f A30 ·0.054 (0,030) 0.947 (0.892, 1.005) 
Northdi t i da u,O-8 0,115 (0.037) 1.122 (1.043, 1.207) 623.796 1802.218 9.561 
TemPmeanMA30 .0.054 (0.030) 0.948 (0.S93 J 1.006) 
Northdi f !da;uO-l4. 0.112 (0.037) 1.119 (1.041, 1.203) 624..01.5 179B.420 14.219 
Table C.5: Results from logistic regression of Wind Velocity (North), Period 1 ('*' retained for further analysis), 
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Table C.6: Results from logistic regression of Wind Velocity (South), Period 1 ('*' = retained for further analysis). 
further analysis, namely Northdiff dayOio-4 and Northdiff dayO-14, the first variable as it rates best over 
all the between average day effects in terms of the goodness-of-fit statistics, while the second was chosen 
as it captures the information about the northerly wind velocity over the two weeks prior to the day of 
interest, essentially incorporating the information measured by the other variables. Both N orthdif fdayOto-4 
and N orthdiffdayO-14 were associated with increased SIDS risk, implying that the greatest risk of SIDS 
occurred in winter on days where the northerly component of wind velocity was stronger than it had been 
in the past few days. 
C.1.5 Wind Velocity - South 
Like wind speed and northerly wind velocity, the southern component of wind velocity was not significantly 
associated with TempmeanMA30, the seasonal measure. Table C.6 presents the models that found a southerly 
wind velocity measure significant, over and above the seasonal component. 
Daily summary measures: The mean and maximum southern wind velocity seven days before dayO 
were both found to be significantly related to SIDS incidence. With a lower value on all three goodness-of-fit 
statistics, Southmeanday-7 is retained over Southmaxday_7 for further examination of its relationship with 
SIDS. The results of this model indicate that a 1°C increase in TempmeanMA30 reduced SIDS risk 0.945 
times, while a 1 knot increase in Southmeanday-7 decreased SIDS risk by 0.927 times. This model implied 
that the greatest risk of SIDS occurred in winter, seven days after a day with little southerly winds. 
Within day effects: The single within day effect found to be related to the risk of SIDS was Southrangeday_7. 
With a deviance statistic of G = 5.583, the addition of Southrangeday-7 significantly improved the baseline 
model (p = 0.018). An increase in the range of southern wind velocity a week ago resulted in a decreased 
risk of SIDS. 
Between day effects: Significant associations with SIDS were found with three between day ef-
fects, namely SouthmaxdayO-5, SouthstddayO_5 and SouthrangedayO-5. A preference for SouthstddayO-5 over 
SouthrangedayO-5 to be used in further analysis, is based on a comparison of goodness-of-fit statistics, with 
SouthstddayO-5 yielding lower values on two of the three measures. An increase in both SouthmaxdayO-5 and 
South.t ddayO_5 related to an increase in SIDS risk. 
Average day effects: No significant associations were found between any of the southern component 
of wind velocity and SIDS rates. 
Between average day effects: As with the average day effects, no significant relationships were 
identified between SIDS and southerly wind velocity. 
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Variable Estima.te (SE) Odds ratio (95% Or) Deviance Pearson Hosmer-Lameahow 
TernPmeanMA30 -0.056 (0.030) 0.945 (0.891, 1.003) 
Ea.'lt ma::cAHCdoli 3 4 ·0.097 (0.051) 0.907 (0.821, 1.002) 628.031 1800,318 6.707 
TemPTneanM A30 -0.055 (0.030) 0.947 (0.892, 1.005) 
East:neanAHCdayO 6 0.439 (0.176) 1.551 (1.099, 2.188) 626,322 1797.362 B.331 
Temp'1ne:anM A3Q -0.059 (0.030) 0.943 (0.889, 1.000) 
East:tdAHOduU 3 4 -0.434 (0.201) 0.648 (0.437, 0.962) 626.850 1806.530 5.982 
Table G.7: Results from logistic regression of Wind Velocity (East), Period 1 ('*' retained for further analysis). 
Variable Estimate (SE) Odds ra.tio (95% el) Deviance PearBon HOflrner~LeUlesh{)w 
TeTnPmean M A30 _0.066 (0.031) 0.936 (0.882, 0.994) 
West~eandau 7 -0.101 (0.051) 0.904 (0.B19, 0.999) 627.648 1787.204 15.02:0 
TemPmeanMA30 -0.061 (0.030) 0.941 (0.887, 0.99B) 
West;"'axday 2 -0.037 (0.019) 0.964 (0.928, 1.001) 628.371 1B30,082 11.775 
TemPmeanMA30 -0.061 (0.030) 0,941 (0.B87, 0.998) 
West;nngeday_2 -0.038 (0.020) 0.963 (0.926, 1.001) 628.270 1830.186 9,094 
~--~ 
Tempmean M Aso _0.054 (0.030) 0.94B (0.893 1 1.005) 
We8t~aa:dayO 1 _0.051 (0.OO7) 0.951 (0.902, L002) 628.290 1792.899 8.154 
TeTnPmeanMASO .0.053 (0.030) 0,949 (0,894, L007) 
West:tddayO 1 -0.173 (0.086) 0.841 (0.711, 0.994) 627.620 1609.897 6,059 
T'e7nPmeunAf A30 _0.060 (0.030) 0.942 (0,887, 1.000) 
Wel:lt!tddayO 3 0.125 (0.063) 1.133 (1.001, 1.283) 628.468 1805.454 9.462 
TemPmeQnMA30 -0.051 (O.OSO) 0.950 (0.696, 1.008) 
West maxA HCdnyO-6 ·0.064 (0.033) 0.938 (0.B80, 1.000) 627.802 1795.238 5.510 
TemPmeanMA30 -0.058 (0,030) 0.944 (0.890, 1.002) 
lVe.stmeanAHCdayO 1 ~0.318 (0.165) 0.728 (0.527, 1.005) 628.046 1801.201 8.394 
Te7nPmeanMA30 .0.057 (0.031) 0.945 (0.890, 1.003) 
\.ve$t~eanAlfCday 4 5 0.301 (0.124) 1.351 (1.059, 1.724) 626.776 1802.402- 12.496 
Te7nP-rn.eanMA30 -0.050 (0.030) 0.951, (0,B97! 1.009) 
West;tdAHCdayO 8 -0.285 (0.129) 0.752 (0.584, 0.969) 626.693 1793.566 4,773 
TeTnPmeanMA30 -0.067 (0.030) 0.935 (0.881, 0.992) 
West~eandall lto 2 0.127 (O.OBl) 0,881 (0.7Bl l 0.993) 627.314 1809.717 4.321 
TemP TneanlvfA30 -0.069 (0.031) 0.934 (0.879, 0.991) 
West~eQndajl 1to 3 -0.141 (0.069) 0.869 (0.759 1 0.994) 627.512 1795.738 5.054 
Table C.8: Results from logistic regression of Wind Velocity (West), Period 1 (,*, retained for further analysis). 
C.1.6 Wind Velocity - East 
Of all the daily variables measuring the easterly component of wind velocity, only three were significantly as-
sociated with SIDS incidence. These were all between day effects: Eastrnax AHGday-3-4, EastmeanAHGdayO-6 
and EaststdAHGday-3-4. The resulting models are presented in Table C.7. Of the two effects mea...'luring the 
difference in within day effects from three to four days ago, EaststdAHGday-3-4, with lower D and HL statis-
tics than EastmaxAHGday-3-4, is retained for further analysis. The results from these models implied an 
increased SIDS risk with increased EastmeanAHGdayO-6, while conversely, an increase in EaststdAHGday-3-4 
corresponded to a decreased risk of SIDS. 
C.1.7 Wind Velocity - West 
Models containing the western component of wind velocity that are significantly related to SIDS rates are 
presented in Table C,8. Of these variables, none had a significant seasonal distribution, that is, they were 
not related to TempmeanMA30. 
Daily summary measures: Two daily summary measures of westerly wind velocity were found to 
be associated with SIDS, over and above the baseline model: Westmeanday-7 and Westmaxday-2' With 
deviance statistics of G = 6,21 (p = 0.013) and G = 5.485 (p = 0,019) respectively, the addition of either 
variable to the seasonality model significantly improved the log-likelihood, Both variables corresponded to 
a decreased SIDS risk with increasing lagged westerly wind velocity. 
Within day effects: The range of westerly wind velocity two days before dayO (Westrangeday-2) was 
the only within day effect to be significantly associated with SIDS incidence. Interpretation of this model 
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Va.riable Estimate (SEI) Odds ratio (95% CI) Deviance Pearson Hoamer-LetneshoW' 
TempmjunMA30 ~O.176 (0,106) 0.839 (O.68~, 1.032) 
WindCmindayO 0.309 (0.101) 1.361 (1.116) 1.660) 189,261 557.104 5.698 
TemPmeanM A30 -0.180 (0. lOB) 0,836 (0.679 1 1.027) 
WindC::enndayo 0.502 (0.154) 1.651 (1.222, 2.232) 187.635 528.175 4.254 
Tem.P meunMA30 -0.199 (0.104) 0.B19 (a.6BB l 1.005) 
WindGma.x:dauo 0.4.34 (0,209) 1.544 (1.024. 2.327) 194.316 538.750 11.282 
Temp mean AfA30 -0,180 (O.I04.) 0.836 (0.681, 1.025) 
WindC;:ngcclnyO -0.201 (O.lOS} 0.S18 (0.666, 1.004) 195.429 571.264 11.906 
Table C.9: Results from logistic regression of Wind Chill, Period 1 ('d' deseasonedj 
'*' = retained for further analysis). 
indicated the greatest risk of SIDS occurred in winter when there was little variation in westerly wind velocity 
two days before dayO. 
Between day effects: The models corresponding to the between day effects that were found to be signifi-
cantly related to SIDS are detailed in Table C.8. In retaining variables for further analysis, WeststddayO-l was 
preferred over W estmeanAHGdayO-l, and WeststdAHGdayO-S was preferred over WestmaxAHGdayO-S. In both 
cases, goodness-of-fit statistics were utilised in the decision making process. An increase in WestmaxdayO_l, 
WeststddayO-l and West stdAHGdayO-8 corresponded to a decrease in SIDS risk, while an increased risk of 
SIDS was associated with an increase in WeststddayO-3 and WestmeanAHGday-4-5. 
Average day effects: The average westerly wind velocity over the two and three days prior to the day of 
interest (Westmeanday-lto-2 and Westmeanday-lto-3) were found to be significantly related to the incidence 
of SIDS. Interpretation of the model containing Westmeanday-lto-2 indicated that SIDS risk decreased 0.935 
times with every 1°C increase in TempmeanMA30, while a 1 knot increase in Westmeanday-lto-2 decreased 
SIDS risk 0.881 times. A similar result was found with the model containing Westmeanday-lto-3. 
Between average day effects: No significant associations were found between any of the between 
average day effects and SIDS incidence. 
C.1.8 Wind Chill 
Wind chill is described in detail in Section 1.8.6. It is a contrived variable with a functional dependence on 
temperature and wind speed, only defined for temperatures less than 5°C and wind speeds greater than 5 
km per hour. Therefore, with many hours of undefined data, only daily summary and within day measures 
were calculated. Significant wind chill models are presented in Table C.9, where variables which have been 
seasonally adjusted are denoted with a superscript 'd'. Due to the large amount of undefined data, Deviance 
and Pearson goodness-of-fit measures are not comparable to those generated from models containing different 
climate measures. 
Daily summary measures: The three daily summary measures calculated for wind chill on the day 
of interest (dayO) were all significantly related to the rate of SIDS, over and above the baseline model. 
WindCmeandayD, with lower values across all the goodness-of-fit statistics as compared to WindCmindayD 
and WindCmaxdayD, is retained for further examination of the daily wind chill relationship with SIDS. The 
model indicated that (on days where wind chill is defined) the greatest risk of SIDS occurred in winter, on 
days with a high wind chill index. 
Within day measures: W indCrangedayO was the only within day measure of wind chill that was 
significantly associated with SIDS incidence. The odds ratios for this model implied that (on days where 
wind chill is defined) a laC increase in TempmeanMA30 decreases SIDS risk 0.836 times, while a 1°C increase 
in WindCrangedayO decreased SIDS risk 0.818 times. 
APPENDIX C. ANALYSIS OF DAILY VARIABLES 236 
Variable Estimate (SE) Odds ratio (95% 01) Deviahce Pearson Hosmer-Lemeahow 
Te;npm.eanM A3D -0.062 (0.030) 0.940 (0.885, 0.998) 
Hum.idm.axAHOdayO 5 0.027 (0.013) 1.027 (1.0021 1.054) 628.190 1601.007 9.050 
TempmeanM AaO -0.065 (0.031) 0.931 (0.883, 0.995) 
Htitnid;tdAHCdny 4 5 0.125 (0.066) 1.133 (0.996, 1.288) 628.872 1812.498 6,642 
TemPmeanM A30 -0.063 (0.030) 0.939 (0.885,0.998) 
HtiTnid;tdAHGduyO_S 0.138 (0.058) 1.146 (1.023, 1.283) 627.190 1798.688 12.460 
Table C.10: Results from logistic regression of Relative Humidity, Period 1 ('*' = retained for further analysis). 
Vadable Estimate (BE) Odds ratlo (95% 01) Deviance Pearson Hosmer-LcIIleahow 
TempmeanM A30 -0.0'9 (0.030) 0.943 (0.889, 1.000) 
Pres;tdday_3 -0.170 (0.090) 0.844 (0.708, 1.006) 628.225 1793.532 3.669 
TcmpmeanA.f A30 -0.057 (0.030) 0.944 (0.890, 1.001) 
Pre9:"nuxAHCday_8 ·0.756 (0.270) 0.469 (0,277, 0,796) 622.454 1773.919 5.326 
TemPmeanM A30 .0.057 (0.030) 0.944 (0.890, 1.001) 
Pres~eonAHCday 7 -1.362 (0.722) 0,256 (0.062, 1.054) 628.175 1799.690 9.333 
TernpmeanM A30 -0.059 (0.030) 0.943 (0.889, 1.000) 
PreSstdAHCday • 
-2.950 (1.121) 0.052 (0.006, 0.471) 623.806 1783.582 3.345 
TemPmeanM A30 -0.065 (0.030) 0.937 (0.683,0.994) 
Pre.'l;"'azday 7-8 _0.078 (0.035) 0.925 (0.864, 0.989) 626.349 1771.191 5.628 
Tempmean..\1 A30 -0.052 (0.030) 0.950 (0.895 j 1.007) 
Prc9:nazAHCd.ay 7 8 ·0.696 (0.294) 0.499 (0.281) 0.867) 625.318 1843.704 2.53Q 
TemPmeanM A30 -0.055 (0;030) 0.947 (0.893, 1.004) 
Pres~eanAHGdau 1 2 .1.790 (0.911) 0.167 (0.028, 0.996) 627.703 1794.051 9,49S 
TemPmcanA1A30 -0.053 (0.030) 0.949 (0.895! 1.007) 
Pres stdAHC 7 8 -2.576 (1.260) 0.076 (0.006 1 0.899) 627.209 1844.380 5.506 
Table C.11: Results from logistic regression of Pressure, Period 1 ('*' retained for further analysis). 
C.1.9 Relative Humidity 
Of all the relative humidity variables examined on a daily time scale, only three variables significantly 
improved the log-likelihood of the seasonality only modeL These were HumidmaxAHCdayO-5 (G = 5.666, 
p 0.017), HumidstdAHCdayO-5 (G = 6.666, p = 0.010) and HumidstdAHCday_4_5 (G = 4.984, p = 0.026), 
all between day measures of daily variation in humidity. The resulting models are summarised in Table 
C.lO. Of the two variables measuring the difference in the variability in daily humidity between the day of 
interest and five days prior, HumidstdAHCdayO-5, with lower D and P statistics than HumidmaxAEICdayO-5, 
is retained for further examination of the relationship between SIDS and humidity. Interpretation of these 
models showed that the risk of SIDS increased as HumidstdAEICday-4-5 or HumidstdAEICdayO-5 increased. 
C.1.10 Pressure 
The results for the models corresponding to a significant association between pressure variables and SIDS 
incidence are presented in Table C.11. There was no apparent seasonal trend in the pressure variables. 
Daily summary measures: No significant relationships were identified between any of the daily sum-
mary measures of pressure and the rate of SIDS. 
Within day effects: Four variables measuring the variation in daily pressure were found to be as-
sociated with the incidence of SIDS, namely PreSstdday-3, PreSmaxAllCday-8, PreSmeanAEICday-7 and 
PreSstdAEICday-8. The addition of each of these variables significantly improved the log-likelihood of the 
baseline seasonality model (G ranging from 5.631 (p 0.018) to 11.402 (p 0.001)). Of the two variables 
measuring the daily pressure variations eight days before dayO, PreSmaxAEICday-8 is the preferred variable 
due to its resulting goodness-of-fit statistics, and is therefore retained for further analysis. All of the signifi-
cant within day pressure effects showed that an increase in the variability of pressure over the past few days 
resulted in a decreased SIDS risk. 
Between day effects: Four between day measures of pressure were found to be significantly re-
lated to SIDS incidence, over and above seasonality. The resulting models are presented in Table C.11. 
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.0.0.'" (0.030) 
.1.315 (0.690) 
0.946 (0.892, 1.004) 
0.268 (0.069, L03B) 621.192 1779.617 6.863 
Table C.12: Results from logistic regression of Rainfall, Period 1 ('*' retained for further analysis). 
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PreSmaxAlICday-7-8 is retained over PreSstdAlICday-7-8 as it has lower values across all goodness-of-fit 
measures. Again, an increase in all variables was associated with a decreased risk of SIDS; the odds ratio 
for the PreSmaxAlICday-7-8 model implied that the risk of SIDS halved with a 1 HPa increase in pressure. 
Average day effects: No significant associations between the average pressure over the few days prior 
to the day of interest and SIDS incidence were found. 
Between average day effects: Like the average day effects, no significant relationships were found 
between the rate of SIDS and the difference in pressure on the day of interest and the past average, over 
and above the seasonal component of the SIDS distribution. 
C.1.11 Rainfall 
Rainfall was not significantly associated with TempmeanMA30, confirming the lack of seasonality visually 
observed in Figure 1.17 in Chapter 1.8. 
Daily summary measures: A single daily summary measure of rainfall was found to be related to the 
incidence of SIDS, namely Rainmaxday-b the maximum rainfall in one hour on the day prior to the day 
of interest. With a deviance statistic of G = 7.006 (p = 0.008), there is sufficient evidence to show that 
the addition of Rainmaxday-l to the baseline seasonality model significantly improves the log-likelihood. 
Interpretation of the corresponding odds ratios for the model implied that SIDS risk decreased 0.943 times 
with each 1°C increase in TempmeanM A30, while a 1mm increase in Rainmaxday-l resulted in the risk of 
SIDS decreasing 0.692 times. 
Within day effects: Three within day rainfall effects were significantly associated with SIDS rate. 
Rainstdday-l was preferred over Rainl'angeday-l and Rainrr.eanAlICday-l a..'l a measure of the variation in 
rainfall, as it had lower values for both the P and H L goodness-of-fit statistics. The model shows that the 
greatest risk of SIDS occurred in winter where there was little variation in the rainfall on the day before 
dayO. 
Between day effects: Again, three measures of the difference in rainfall between days were found 
to be significantly associated with SIDS, namely RainstddayO-I, RainmaxAlICdayO-l and RainstdAlICdayO-l. 
RainstddayO-l, with lower values on two of the three goodness-of-fit statistics, as compared to RainmaxAlICdayO-l 
and RainstdAlICdayO-l, is retained for further analysis. An increase in RainstddayO-l implied a decrease in 
SIDS risk. 
Average day effects: No significant relationships between average rainfall over the past days and the 
incidence of SIDS were found. 
Between average day effects: Similarly, there was no evidence of any between average rainfall day 
effects having any impact on the rate of SIDS occurrence. 
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Table 0.13: Results from logistic regression of Sunshine, Period 1 ('*' = retained for further analysis). 
C.1.12 Sunshine 
As noted in Section 1.8.10, the sunshine data was only available as the total hours of sunshine per day. This 
restricted the number of daily measures of sunshine that were able to be created. Sun variables examined 
cover the total number of sunshine hours per day for the day of interest and lags, the difference in the total 
number of sunshine hours per day on consecutive days, and from dayO and previous lags, the average total 
sunshine per day over the past few days, and the difference between this and the total number of sunshine 
hours on the day of interest (dayO). 
Of those variables created, only two were found to be significantly associated with the incidence of SIDS, 
over and above seasonality: SUntofalday-2-3 and SUntotaldayO-7. Both variables were between day effects 
and implied that SIDS risk increased with increasing SUntotalday-2-3 or SUntotaldayO-7. The SUntotaldayO-7 
model inferred that the greatest risk of SIDS occurs in winter when the number of hours of sunshine on dayO 
was greater than it was a week prior. 
C.1.13 Solar Radiation 
As with sunshine, the variables created to measure solar radiation were restricted to those based on the total 
glo bal solar radiation per day. Of these variables, only the between average day effects, the difference between 
the total radiation on dayO and past averages, were found to not have a significant seasonal component in 
their underlying distribution. After adjustment for seasonality, no relationship between solar radiation and 
SIDS incidence was identified. 
C.1.14 Dewpoint 
Dewpoint showed no significant associations with TempmeanMA30, that is, there was no apparent underlying 
seasonal pattern in the dewpoint variables. However, as with wind speed, the addition of most daily dewpoint 
variables to the baseline seasonality model resulted in TemPmeanMA30 no longer being significant. Table 
0.14 presents the models corresponding to variables found to be significantly related to the incidence of 
SIDS. 
Daily summary measures: The single daily summary of dewpoint found to be related to SIDS rates was 
DeWm inday-4. With a corresponding deviance statistic G = 4.079 (p = 0.043), the addition of DeWm inday-4 
to the seasonality only model significantly improved the log-likelihood. This model inferred an decrease in 
SIDS risk with increased minimum dewpoint temperature four days prior. 
Within day effects: No significant associations between the incidence of SIDS and any variation in 
daily dewpoint measures were found. 
Between day effects: Most of the significant associations between measures of dewpoint and SIDS 
involved between day effects. The complete list of models containing significant dewpoint between day 
covariates is presented in Table 0.14. Those that are retained for further analysis are: DeWmeanday-1-2, 
DeWmeandayO-2, Dewm.eandayO-14, DeWmaxdayO-3, DeWstdday-2-3, DeWrangedayO-2 and DeWmaxAHGdayO-5. 
Goodness-of-fit statistics were used when deciding between competing models with covariates essentially 
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Dt!wmir~.da.y_4 629,777 1801.939 6.949 
Te1nPmeanM A30 0.043 (0.031) 0.958 (0.901, 1.018) 
Dewminday_1_2 -0.134 (0.067) 1.144 (1.004. 1.304) 629.305 1803,630 7.797 
TemPmeanM A30 0.041 (0.031) 0,960 (0.904, 1.019) 
DeWmindayO-,2 -0.129 (0.055) 1.137 (1.022, 1.266) 627.637 1796,518 {.015 
TemPmeanM A30 0.043 (0.031) 0.958 (0.901, 1.017) 
DeW:neanday 1 2 -0.205 (0.100) 1.221 (1.009, 1.492) 629,146 1787.489 20.03B 
TemPrneanM A30 0.043 (0.031) 0.958 (0.902. 1.018) 
Dew'" 
meandayO 2 -0.279 (0.083) }.322 (1.125, 1.554) 620.049 1766.019 5,456 
TC1TI. P meanMA30 0.042 (0.031) 0.959 (0,903 1 1.019) 
Deu.JrneandauO 3 -0.139 (0.066) 1.149 (1.010, 1.306) 628.936 1782.182 10.537 
Te. mPmeanMA30 0.043 (0.031) 0.958 (0.902, LOIS) 
Dew· ffieandauO 14 -0.139 (0.060) 1.149 (1.022, 1.292) 627.814 1601.422 8.532 
TemPTne.anM Aao 0.042 (0.031) 0.959 (0.903, 1.019) 
Dewml1xdayO 2 -0.206 (0.084) 1.228 (1.042, 1.448) 627.061 1763.864 8.629 
TemPmeanMA30 0.042 (0.031) 0,959 (0,903, 1.019) 
Dewi'na::cdayO~3 .0.219 (0.079) 1.244 (1.066~ 1.452) 625,088 1761.643 7.195 
TemPmeanM A30 0.044 (0.031) 0.951 (0.901, 1.011) 
Dewma.::cdayO 14 -0.146 (0.068) 1.157 (1.013, 1.322) 628.719 1803,897 7,197 
Te.mpmeanMA30 0.043 (0.031) 0.958 (0.902, 1.018) 
Dew;tdday_2 3 -0.583 (0.233) 1.191 (1.134, 2.829) 626.541 1783.101 3,619 
TempmeanM A30 0.044 (0.031) 0.951 (0.901, 1.017) 
Dewrangeday 2-3 -0.141 (0.069) 1.151 (1.005, 1.319) 629.229 1797.765 7.519 
TemPmeanM A30 0.043 (0.031) 0.959 (0.901, 1.017) 
Dew;angedayO_2 -0.131 (0,063) 1.140 (1.007, 1.291) 629.065 1810.125 7.719 
TemPmeanM Aao 0,044 (0,031) 0.957 (0.901, 1.017) 
Dew'" maxAHGdayO-5 0.147 (0.061) 0.864 (0.167, 0.973) 828.746 1793.573 12.695 
TemPmeanM A30 0.043 (0.031) 0.958 (0.901, 1.018) 
DewstdAHCda1l0-5 0.620 (0.292) 0.538 (0.304, 0.952) 829.820 1794,904 8.085 
TempmennMA30 0.040 (0.031) 0.960 (0.904, 1.020) 
Dewdi ffdayO-14 0.087 (0.045) 0.917 (0.840, 1.000) 629,931 1774.763 11.123 
Table C.14: Results from logistic regression of Dewpoint, Period 1 ('*' = retained for further analYSiS). 
capturing the same climatic profiles. With the exception of DeWmaxAHGdayO-5, an increase in each of the 
between day effects corresponded to a decrease in the risk of SIDS. 
Average day effects: No average day effects of dewpoint were identified as being significantly associated 
with the incidence of SIDS. 
Between average day effects: The difference between the mean dewpoint on dayO and the average 
dewpoint over the fourteen days before dayO (DeWdijjdayO-14) was the only between average day effect to 
be significantly related to SIDS. This model implied that the greatest risk of SIDS occurred in winter on 
days were the dewpoint temperature was more than it had been over the past fourteen days. 
C.1.15 Multiple Logistic Regression Models 
Table C.15 shows the results from a multiple logistic modeL All 125 candidate climate variables were 
initially included in the model, and a backwards elimination procedure used to give the resulting modeL 
Significance was taken as Q; ::;;; 0.05. This model shows a multi-factorial relationship between SIDS and 
climate; the model incorporates variants from the complete suite of available climate variables. Principal 
component regression (PCR, see Chapter 4 for details) will be used to further examine the SIDS-climate 
daily relationship in Period L PCR will enable the complete climatic structure to be examined in relation 
to SIDS, and potentially highlight a more detailed, informative climate SIDS model. The advantage of PCR 
is that it inherently allows for the interrelationships within the predictor variables. 
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Variable Esthnate (5.13) Odds ratio (95% 01) 
lntercept 2.93 (-0.72) 
temPmeanM A30 0.07 (0.03) 1.07 (1.00, 1.15) 
Eo.&tstdAHGdall_3_4 0.54 (0.22) 1.72 (1.11, 2.65) 
Northmaxdo.yO .0.08 (0.02) 0.92 (0.88 1 0.97) 
North m inday_7 .0.35 (0.15) 0.71 (0.53, 0.96) 
SouthmaxAHCdayO_4 0.07 (0.03) 1.07 (1.01, 1.15) 
Southma:rdayO_5 -0.04 (0.02) 0.96 (0.92, 1.00) 
W"est mcanAHCday-4_S _0.38 (0.14) 0,69 (0,52, 0.90) 
We:st ntdAHCdayO-8 0.35 (0.14) 1.41 (1.07, 1.88) 
Weststddo.yO_l 0.25 (0.10) 1.28 (1,06 1 1.55) 
W"estst ddayO_3 _0.16 (O.OB) 0.86 (n,;4, 0,99) 
DewmaxduyO_3 _0.24 (0.07) 0,78 (0.68, 0,90) 
DeW meando.yU_2 0.16 (O.OB) 1.17 (1.01, 1.36) 
HumidstdAHC_4_5 -0.16 (0.07) 0.85 (0.74, {},98) 
Presmaa:AHCdaY __ f -8 0.94 (0.32) 2.56 {1.36, 4,85) 
Pres mean AHCday_1_2 2.75 (1.04) 15.57 (2.04, 119.06) 
Prcsm e:anday_5_B 0.07 (0.04) LOB (1.00, 1.16) 
PreSrangedayO -0.06 (0.03) 0.94 (0.80, 0.99) 
Pre:Srangcday_14 0.07 (0.03) 1.07 (1.01 1.14) 
RainmeanAHGdayO-5 2.49 (1.24) 12.04 (1.07, 135.66) 
Rains ttidny_14 -0.81 (0.33) 0.44 (0.23, 0.86) 
Sv.. n totnlday_2_3 _0.09 (0.04) 0.92 (0.84 1 0.99) 
Tem'Pme: n ndayO_2 0.15 (0.07) 1.16 (1.01, 1.34) 
TemPstddall_7 -0.26 (0.09) D.77 (0.65, 0.92) 
TempstddallO-5 -D.25 (0.11) 0.78 (0.63,0.96) 
Wi n tiDmaxAHCday_4 0.01 (0.00) 1.01 (1.00, 1.02) 
\lVintiSmeanday 1 2 -0.D9 (0.04) 0.02 (0.84, 1.00) 
Table 0.15: Results from multiple logistic regression of daily climate variables, Period 1. 
Estimate -(~E) Odds ra.tio (95% aI) Deviance Pearson Hoamer~LemeBhow 
-0.22B (0.070) 0.796 (0.695, 0.913) 
·0.504 (0.071) a.504 (0.525, 0.694) 
-" 
0.058 (0.028) 1.060 (1.002, 1.120) 3246,267 6185.727 5.542 
-0.229 (0.070) 0.796 (0.694, 0.912) 
-0.505 (0.071) 0,604 (0.525, 0.694) 
Hetia -8 0.312 (0.132) 1.366 (1.054, 1.771) 3245.a06 6185.0B3 5.536 
-0.231 (0.070) 0.794 (0.693, a.910) 
-0.523 (0.071) 0.593 (0.516, 0.682) 
0.044 (0.019) 1.045 (1.006, 1.085) 3245.299 6191.100 2.406 
Table 0.16: Results from logistic regression of temperature, Period 2 ('*' = retained for further analysis). 
C.2 Period 2 (1973-1989) 
C.2.1 Temperature 
Logistic regression models containing daily temperature measures that were significantly related to the 
incidence of SIDS in Period 2, over and above seasonality, are presented in Table 0.16. Variables that are 
retained for further analysis are superscripted with a '*'. No significant relationships were found between 
SIDS and any of the temperature daily summary measures, average day effects or between average day 
effects. 
Within day effects: Two measures of the variability in the temperature eight days prior to the day 
of interest were found to be related to SIDS, namely TemPmaxAHCday-8 and TempstdAHCday-8. Of these 
two variables, TempstdAHCday-8, with lower D, P, and HL statistic values, is retained for further analysis. 
This model implied that SIDS risk increased 1.366 times with every 1°C increase in TempstdAHdayC-8; that 
is, the greatest risk of SrDS occurred in winter, eight days after a day where the temperature was highly 
variable. 
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Estimate (BE) Estimate (SE) Estimate (SE) 
Average Day effects WindDday_3 WindDdoy _ 4 WindDday _ T 
sin( 21rt) 
-0.231 (0.010) -0.227 (0.070) -0.225 (0.070) 
CQS(m) -0.48t (0.079) ·0.545 (0.079) .0.460 (0.079) 
1 0.105 (0.191) 0.201 (0.218) 0.497· (0.209) 
2 0.058 (0.292) 0.416 (0.30B) -0. t46 (0.357) 
3 0.005 (0.199) 0.451'" (0.217) 0.197 (0.221) 
4 0.021 (0.189) 0.299 (0.213) 0.152 (0.213) 
- •. 734 (335.9) -8.351 (335.9) -8.450 (335.9) 
8 .0.572' (0.282) 0.459 (0.254) 0.231 (0.261) 
7 -0.215 (0.202) 0.161 (0.221) 0.295 (0.214) 
~O.150 (O.243) 0.185 (0.260) 0.146 (O.2BO) 
9 .0,437 (0.282) 0.463 (0.261) 0.515'" (O.254) 
Pean;ofi 6170,338 6197.627 6189,622 
Hosmer-Lemeshow 8.816 6,863 11.712 
Table C.17: Results from logistic regression of Wind Direction, Period 2. 
Estl:m~te (BE) Odds ratio (95% C1) Deviance Pea.rson Hosmer-Leme1Jhow 
-0.219 (0.070) 0.804 (0.101) 0.921) 
-0.495 (0.072) 0.610 (0.530, 0.701) 
.0.003 (0.001) 0.997 (0.994, LOOO) 3244.924 6176.463 11.274 
.0.222 (0.070) 0.80t (0.699, 0.918) 
·0,509 (0.071) 0.601 (0.523, 0.691) 
Table C.1S: Results from logistic regression of Wind Direction, Period 2 ('*' retained for further analysis). 
Between day effects: Three measures of between day temperature effects were found to be associated 
with SIDS: TemPmeandayO-14, TemprangedayO-5 and Tempm.axAHCdayO-8. With deviance statistics ranging 
from G 5.059 (p 0.025) to G = 3.793 (p 0.051) for these three models, inclusion of any of the variables 
significantly improved the log-likelihood of the baseline seasonality only modeL An increase in any of these 
temperature measures implied an increased risk of SIDS. 
C.2.2 Wind Direction 
Results from the analysis of wind direction in relation to the incidence of SIDS appear in Table C.17 and 
Table C.lS. Three lagged variables relating to the predominant wind direction were found to be significantly 
associated with SIDS, over and above seasonality, as shown in Table C.17. Taking the 'mixed' category 
(no one wind direction predominating) as the reference category, SIDS risk decreased 0.564 times when the 
predominant wind direction three days prior was north-east. In contrast, an easterly wind four days before 
dayO, or a calm day or north-westerly wind one week before dayO, were all related to an increased risk of 
SIDS. 
The significant relationships between the variables measuring absolute hourly change in wind direction 
and SIDS are presented in Table C.1S. Only two variables were significantly related to SIDS incidence, 
over and above seasonality, namely WindDm.axAHCday-4-5 and WindD stdAHCdayO-3. An increase in either 
variable corresponded to a decrease in the risk of SIDS. 
C.2.3 Wind Speed 
Table C.19 presents results from the analysis of SIDS incidence in relation to daily wind speed measures 
with only models containing significant covariates presented. There were no significant associations between 
wind speed and seasonality as measured by the first order sinusoid functional. 
Daily summary measures: One measure of daily wind speed was found to be related to SIDS over and 
above the seasonal fluctuations, namely WindSmaxdayO, the maximum wind speed on the day of interest. 
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sin( -D.221 (0.010) 0,802 (0.700, 0.919) 
-0.511 (0.011) 0.600 (0.522, 0.690) 
-0.025 (0,Q09) 0.975 (0.958, 0.992) 3241.737 6196.996 8.363 
-0.216 (0.070) 0.8.06 (O.703, 0.923) 
-0.510 (0.071) 0.601 (0.522, 0.691) 
-0.037 (0.010) 0,964 (0,946, 0.982) 3238.455 6203.447 2.793 
-0.216 (0.070) 0.806 (0.703, 0.923) 
-0.510 (0.071) 0.601 (0.522, 0.691) 
WindSrangedayO _0.037 (0.010) 0.964 (0.946, 0.982) 3235.204 6217.244 5.334 Sin(Uf -0.220 (0.070) 0.802 (0.700, 0.920) 
cDa(. ,,~) -0.513 (0.011) 0.599 (0.521, 0.688) 
lVindSstdAHCdnyO -0.126 (0.064) 0.882 (0.778, 0.001) 3246.273 6215.932 6.268 
Sin(jff) -0.222 (0.070) 0,801 (0.699 1 0,918) 
cos(W) -0.512 (0.011) 0.509 (0.521, 0.689) 
WindS71l-inda 
-7-8 0.038 (0.017) 1.039 (L005, 1.(73) 3245.425 6187.125 11.106 
sin( -0.217 (0.070) 0.805 (0.702, 0.923) 
_0.512 (0.071) 0.600 (O.521 t 0.689) 
o-a 0.039 (0.015) 1.039 (1.009, 1.071) 3244.284 6196.863 9.814 
sine -0.221 «t.o70) 0.802 (0.699, 0.919) 
cos( 'ds) -0.515 (0.071) 0.598 (0.520, 0.687) 
WindS~eanday 7 • 0.043 (0.018) 1.044 (1.009, 1.081) 3244.569 6191.217 6.814 
sin( 21fi) 
-0.221 (0.010) 0.802 (0.699, 0.919) 
cos(m) -0.512 (0.071) 0.599 (0~521, 0.689) 
WindS;tddayO_5 -0.108 (0.039) 0.897 (0.831, 0.969) 3242.284 6215.968 17.101 
sin{2(it) -0.223 (0.010) 0.800 (0.698, 0.917) 
cos(m) -0.512 (0.071) 0.599 (0,521, 0,(89) 
WindS -0.013 (0.038) 0.929 (0.863, 1.001) 3246,407 6194.082 9.059 
-0.211 (0.070) 0.805 (0.702, 0.922) 
-0.513 (0.071) 0.599 (0.521, 0.(88) 
-5-6 -0.036 (0.017) 0.964 (0.933! 3245.252 6214.401 6.176 
sin( -0.218 (0.070) 0.804 (0.701, 
cos( 365 ) -0.511 (0.071) 0.600 (0.522, 0,(90) 
WindS~a.:z:AHCda 0-3 -0.030 (0.016) 0.971 (0.942, 1.001) 3246.460 6219.303 12.045 
sine ) _0.216 (0,070) 0.B06 (0.703, 0.924) 
) _0.510 (0.071) 0,600 (0.522, 0.690) 
~AHCda 0-5 _0.037 (0.016) 0.964 (0.935, 0.994) 3244.340 6246.747 1.375 
-0.219 (0.070) 0.803 (0.701, 0.921) 
-0.512 (0.071) 0.599 (0.521, 0.(89) 
0.846 (0.743, 0.9(3) 3243.600 6227.630 6.909 
.0.217 (0.070) 0.805 (0.702, 0.923) 
CDS( -0.515 (0.071) 0,598 (0.520, 0,(87) 
WindSstdAHCday 5 6 -0.226 (0.081) 0.798 (0.682, 0.934) 3241.810 6216.512 8.130 
ain(m) -0.215 (0.070) 0.807 (0.704, 0,925) COS(~) -0.510 (0.011) 0.600 (0.522, 0.690) 365 
WindSstdAHCdayO 5 -0.205 (0.013) 0,814 (0.706 1 0,939) 3241.737 6261.773 4.344 
Table C.19: Results from logistic regression of Wind Speed, Period 2 (,*, = retained for further analysis). 
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.0.021 (0.010) 3245.683 6198.841 2.300 
·0.221 (0.070) 0.801 (0.699, 0.918) 
·0.480 (0.073) 0.619 (0.537, 0.714) 
_0.020 (0.010) 0.980 (O.90l f 0.999) 3246.078 6199.438 3.026 
.0.221 (0.070) 0.801 (0.699, 0.919) 
·0.483 (0.013) 0.617 (0.535 1 0.711) 
.0.028 (0.014) 0.972 (0.946, 1.000) 3246.239 6203.191 2.045 
.0.221 (0.070) 0.802 (0.700) 0,919) 
.0.481 (0.013) 0,618 (0.536, 0.113) 
HGcla ~7 -0.115 (0.053) 0.892 (0.803, 0.990) 324.5,577 8204.4.38 4,355 
-0.221 (0.070) 0.802 (0.700, 0.919) 
cO.'J( ·0.524 (O.OTO) 0.592 (0.515,0.681) 
N orth~JndayO 14 0.124 (0.060) 1.132 (1.008, 1.272) 3246.445 6189.950 11.:210 
sin( 21V't) 
·0.223 (0.070) 0.800 (0.698, 0.917) 
cas(m) .0.531 (0.072) 0,588 (0.511, 0.677) 
N orth~e4nd(l 0-14 1.054 (1.013. 1.096) 3243.835 6186.063 6.705 
ain( O.BOO (0.698,0.917) 
Table 0.20: Results from logistic regression of Wind Velocity (North), Period 2 
(,*~ retained for further analysis). 
With a corresponding deviance statistic of G 8.621 (p 0.003), the addition of WindSmaxdu1l0 significantly 
improved the log-likelihood over the baseline only modeL This model implied that a 1 knot increase in the 
maximum wind speed corresponded to a drop in the risk of SIDS by 0.975 times. 
Within day effects: Three models containing variables measuring the variation in wind speed on the 
day of interest were identified as significantly associated with the rate of SIDS. WindSstddu1l0 is retained, 
over WindSrangeda1l0 or WindSstdAHGda1l0, as it had lower values across all three goodness-of-fit statistics. 
This model implied that the greatest risk of SIDS occurred in winter, on days where the wind was reasonably 
constant. 
Between day effects: Thirteen within day effects were found to be significantly related to the in-
cidence of SDIS, for both differences in consecutive days and differences between dayO and various lags. 
Full details are given in Table C.19. Goodness-of-fit statistics were utilised to decide which variables are 
retained for further analysis of the relationship between SIDS and wind speed. Successful candidates were 
WindSmeanday-7-8, WindSminda1l0-8, WindSmeanAHGda1l0-8, WindSstddayO-5, WindSmeanAHGdall-5-6, 
WindSmaxAHGda1l0-3, WindSmaxAHGdayO-5, and WindSmaxAHGda1l0-6. With the exception of WindSmeandall-7-8 
and WindSmindu1l0-8, an increase in any of the retained variables corresponded to a decrease in the risk of 
SIDS. 
Average day effects: No significant associations were found between any of the average day effects of 
wind speed and SIDS rates. 
Between average day effects: As with the average day effects, no significant relationships were 
identified between SIDS and between average day effects of wind speed. 
C.2.4 Wind Velocity - North 
The northern component of wind velocity was not significantly associated with seasonality, implying that 
there is no underlying seasonal pattern in the variable. The results are presented in Table C.20 for those 
models corresponding to north wind velocity variables found to be significantly related to the rate of SIDS, 
over and above seasonality. No average or between average day effects were significant. 
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Daily summary measures: Two daily measures of the northerly wind velocity were significantly asso-
ciated with SIDS incidence: the minimum north wind velocity two weeks before dayO (N orthminday-14) and 
the maximum north wind velocity one week before dayO (N orthmaxday-7). An increase in N orthminday-14 
implied an increase in the risk of SIDS, while conversely, an increase in N orthmaxday-7 corresponded to a 
decreased SIDS risk. 
Within day effects: Three measures of the variability in northerly wind velocity a week prior to 
the day of interest were found to be significantly related to SIDS, over and above seasonality, namely 
Northrangeday-7, NorthmaxAHCday-7 and NorthstdAHCday-7. As all three variables are essentially captur-
ing the same climatic profile, only N orthrangeday-7, with lower scores on two of the three goodness-of-fit 
measures, is retained for further analysis. This model showed that a 1 knot increase in N orthrangeday-7 
decreased the risk of SIDS 0.980 times. This implied that the greatest risk of SIDS occurred in winter, when 
there was little variation in the northerly component of wind velocity one week prior. 
Between day effects: The three between day effects corresponding to the northerly component of wind 
velocity that were found to be significantly associated with SIDS were NorthmindayO-14, NorthmeandayO-14 
and N orth.t ddayO-8. Of the two variables measuring the difference in north wind velocity between the day of 
. interest and 14 days before the day of interest, N orthmeandayO-14, with lower values across all three goodness-
of-fit statistics, is retained for further analysis. An increase in either N orthmeandayO-14 or N orthstddayO-8 
corresponded to an increase in the risk of SIDS. 
C.2.5 Wind Velocity - South 
As with wind speed and northerly wind velocity in Period 2, the southern component of wind velocity was 
not significantly associated with seasonality, as measured by a first order sinusoid. Table C.21 presents the 
models where a southerly wind velocity measure was significantly related to the incidence of SIDS over and 
above the seasonal component. 
Daily summary measures: The mean southern wind velocity three and four days before dayO, and 
the maximum southern wind velocity three days before dayO were all found to be significantly related to 
SIDS incidence. With lower values on two of the three goodness-of-fit statistics, Southmaxday-3 is retained 
over Southmeanday-3 for further examination of the relationship between southerly wind velocity three days 
before dayO and SIDS. Interpretation of the odds ratio for the model containing Southmaxday-3 implied that 
a 1 knot increase in Southmaxday-3 resulted in the risk of SIDS decreasing 0.980 times. Similarly for the 
model containing Southmeanday-4, a 1 knot increase in Southmeanday-4 resulted in a 0.965 decrease in SIDS 
risk. 
Within day effects: All the variables measuring variation in southerly wind velocity three days be-
fore dayO were found to be significantly associated with the incidence of SIDS. Of the five variables, 
SouthmeanAHCday-3 is retained due to it having lower values of at least two of the three goodness-of-fit 
statistics, as compared to the other variables. This model suggested that the greatest risk of SIDS occurred 
in winter, on days where the wind velocity from the southerly direction varied widely three days prior to the 
day of interest. 
Between day effects: Three between day effects were found to be related to the risk of SIDS, namely 
Southmeanday-3-4, Southmeanday-4-5 and Southmaxday-7-8. With deviance statistics ranging from G = 
6.519 (p = 0.011) to G = 3.643 (p = 0.056) for these models, the addition of any of the three variables 
significantly improved the baseline model. An increase in either Southmeanday-3-4 or Southmeanday_4_5 
corresponded to a decrease in the risk of SIDS, whereas an increase in Southmaxday-7-8 implied an increase 
in SIDS risk. 
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-0,512 (0.071) 0,599 (0.521, 0.689) 
-3 ~{},054 (0.018) 0.948 (0.915, 3240.427 6193.827 7.225 
-0,227 (0,070) Q,197 (0.695) 
CDS( -0,512 (0,071) 0,599 (0.521, 0.689) 
Sout'h:nea.nday 4 -0.035 (0,017) 0.965 (0.934, 0.99S) 3245.836 6189.B05 7.708 
8in(!H) -0.223 (0.070) O.BOO (O.69B, 0.917) 
CDS( 3~5) -0,50S (0.071) 0,602 (0.524, 0.692) 
South~llxday_3 -0.020 (0.001) 0,980 (O.96u t 0.993) 3241.620 6189.897 6.804 
sin(:hrf) 
-0.222 (0.070) 0.801 (0,699, 0.918) 
COS(m) -0.503 (0.071) 0,605 (0.526. 0.695) 
Sauth;tddo. 
-3 _0.066 (0.023) 0.936 (0,895,- 0.979) 3244.475 6193.979 8.971 
0.800 (0.698, 0.918) 
-3 3246.211 6182.102 5.729 
-0,224 (0,070) 
-0.518 (0.071) 0.595 (0.518, 0.685) 
5.601 
-0.501 (0.071) 0.602 (0.524, 0,692) 
-3 -0.088 (0.041) 0,916 (0.845, 0.992) 3'245.546 6182.434 8.324 
-0.225 (0,070) 0,799 (0.697, 0.915) 
-0,491 (0.071) 0.608 (0.529, 0,100) 
-3-4 _0.049 (0,020) 0,952 (0,915, 0.990) 3243.839 6188.471 4.188 
-0.224 (0,010) 0.799 (0,697, 0.916) 
-0,499 (0,071) 0,607 (0.528, 0.698) 
-4-5 -0,041 (0.020) 0,960 (0.923, 0.997) 3245.764 6179.7281 13.60B 
-0.228 (0.070) 0.796 (0.695 1 0.912) 
-0,528 (0,072) 0.590 (0.512. 0.6(9) 
0.019 (0,010) 1.019 (1.000, 1.038) 3246.715 6180.932 8.208 
-0.229 (0,070) 0.195 (0,694, 0,912) 
-0.511 (0.071) 0.600 (0.522 1 0.690) 
-0,054 (0,025) 0.941 (0.903, 0.994) 3245.139 6191.201 1.482 
-0.231 (0.070) 0,794 (0.692, 0.910) 
-0.510 (0.071) 0,600 (0.522 1 0,690) 
-0,077 (0,028) 0.926 (0.877, 0.979) 3242.427 6192.267 9.359 
-0.232 (0.010) 0.793 (0.691, 0.909) 
-0.510 (0,011) 0.601 (0.523, 0.691) 
_0.091 (0.031) 0.913 (0.859, 0.9(1) 3241.296 6192.669 10,200 
-0.232 (0.010) 0,193 (0,691, 0.909) 
-0.510 (0,071) 0,601 (0,523, 0.690) 
lto-6 -0,089 (0,034) 0.915 (0.857, 0,911) 3243.030 6192.730 7.058 
-0,232 (0.070) 0.793 (0.692 1 0.909) 
-0.510 (0,071) 0,601 (0 •• 22, 0.690) 
nda -·lto-7 _0.081 (0,036) 0.922 (0.860 1 0.989) 3244.995 6192.426 8.279 
-0.232 (0.070) 0.793 (0.692 1 0.910) 
eDa( -0,510 (0.071) 0.601 (0.522) 0.690) 
S outh:'neandau_lto_8 -0,078 (0.038) 0.925 (0.859, 0.996) 3245.991 6191.381 8.409 
sin(m) -0.236 (0.070) 0,190 (0,689, 0.906) 
(;os(*) -0.508 (0,071) 0,602 (0.524, 0.692) 
So'Uth:neonda?J, ltv 14 -0.122 (0.050) 0.885 (0.802, 0.917) 3244.272 6191.702 10.982 
Table C.21: Results from logistic regression of Wind Velocity (South), Period 2 
(,*, = retained for further analysis). 
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0.024 (0,009) 3242.501 0183,724 9.B06 
·0.221 (0,009) 0.802 (0.700 1 0.919) 
C08(~) .0,519 (0,072) 0,595 (O.Sl7 t 0.685) 
Eafltstdduy 0,076 (0,025) 1.079 (L027, L134) 3241.168 6187,624. 6.871 
Sin(ffi) ·0,221 (0.069) 0,B02 (0.700, 0,919) 
COS(~) ~o,518 (0.07:2) 0,596 (0.51B, 0.686) 
East".:n eda 
-3 0,026 (0.009) 1.026 (1.008, 1.045) 324:2.306 6186,175 11.493 
·0.223 (0.069) 0.800 (0.099, 0.917) 
·0.516 (0.071) 0.597 (0.519, 0.687) 
Ode -3 0.034 (0.015) 1.034 (1.004., L065) 324.5.367 6191.599 7.937 
.0.221 (0,069) 0,B02 (0,700, O,nO) 
·0.516 (0,071) 0,597 (0.519, 0,687) 
0.218 (0,066) L244 (L092, 1.416) 3239.689 6180.530 8.431 
·0,223 (0,069) 0.600 (0,S99, 0.917) 
·0.515 (0.071) 0,597 (0.519, 0.687) 
0.141 (0.059) 1.151 (1.026, 1.292) 3244,589 6187,009 11.700 
·0.228 (0.070) 0.196 (0.695, 0,913) 
·0.4S9 (0.072) 0,613 (0.533, 0.706) 
·0.053 (0.012) 0.948 (0,911, 0.986) 3242.910 6193,406 7.446 
Table C.22: Results from logistic regression of Wind Velocity (East), Period 2 
('d' = d~easonedi ,*, = retained for further analysis), 
Average day effects: Of the eight average day effects examined in relation to SIDS, seven were signif-
icant. As previously mentioned, one of the main aims of this section of analysis is data reduction, therefore 
only two variables are retained for further analysis, namely Southmeanday-lto-6 and Southmeanday-lto-14. 
The first variable was chosen as it scored best on the goodness-or-fit statistics in comparison to the other 
average day effects. The second variable was retained as it essentially contains all the information about the 
mean southerly wind velocity over the two weeks prior to the day of interest, capturing information found 
in the other average day effect variables. Both variables relate to a decreased risk of SIDS with increased 
average southern wind velocity over the few days prior to the day of interest. 
Between day effects: No significant associations were identified between SIDS incidence and the 
southern component of wind velocity, 
0.2.6 Wind Velocity - East 
Significant models from the logistic regression analysis of daily eastern wind velocity are presented in Table 
C.22. There were some associations between the eastern component of wind velocity and seasonality, with 
those variables that were deseasoned denoted by a superscripted 'd' in Table C,22. The relationship between 
ea..<;tern wind velocity and SIDS identified similar significant effects as found with southern wind velocity. 
Daily summary measures: The two daily summary measures corresponding to the eastern component 
of wind velocity that were significantly related to the incidence of SIDS, after adjustment for seasonality, 
were Eastmeanday-3 and Eastmaxday-3. Eastmeanday-3, with lower values on two of the three goodness-of-fit 
measures as compared to Eastmaxday-3, is retained for further analysis. This model showed that a 1 knot 
increase in Eastmeanday-3 corresponded to SIDS risk increasing 1.038 times. This implied that the highest 
risk of SIDS was in winter, on days where there was a strong easterly component of wind velocity three days 
prior. 
Within day effects: As with southerly wind velocity, all the variables measuring the variation in eastern 
wind velocity three days before dayO were significantly associated with the rate of SIDS, over and above 
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seasonality. Again, comparison of goodness-of-fit statistics resulted in EastmeanAIIGday-3 being retained for 
further analysis. An increase in the variability of eastern wind velocity resulted in an increased risk of SIDS 
three days later. 
Between day effects: Two between day effects were identified as being related to the incidence of 
SIDS, namely EastmaxAHGday-1-2 and EaststdAIIGday-1-2. The two measures are essentially capturing 
the same climatic profiles so only EastmaxAIIGday-1-2, with better overall scores on the goodness-of-fit 
measures, is retained for further analysis. With a deviance statistic of G 7.418 (p = 0.006), the addition of 
EastmaxAIIGday-1-2 to the baseline seasonality only model significantly improved the log-likelihood. This 
model identified a decreased risk of SIDS with increasing EastmaxAHGday-1-2. 
Average day effects: No significant associations between the easterly component of wind velocity 
average day effects and the incidence of SIDS were found. 
Between average day effects: As with average day effects, no significant relationships were identified 
between SIDS and easterly wind velocity. 
C.2.7 Wind Velocity - West 
The western component of wind velocity did not appear to have an underlying seasonal component, that 
is, it was not significantly related to seasonality, as measured by a first order sinusoidal function. Models 
containing those westerly wind velocity variables that were associated with the rate of SIDS, over and above 
seasonality, are presented in Table C.23. 
Daily summary measures: Three variables measuring the daily west wind velocity were significantly 
related to the incidence of SIDS, namely liVestminday-4, Westmeanday-3 and Westmaxday-4. Utilizing 
the goodness-of-fit statistics in the decision making process, of the two variables measuring the western 
component of wind velocity three days prior, Westmaa;day-3 is retained for further analysis. An increase in 
either Westm inday-4, or Westmaxday-3, corresponded to a decreased risk of SIDS. 
Within day effects: As with wind velocity from both the south and east, all variables measuring the 
variation in westerly wind velocity three days before dayO were significantly associated with SIDS. In contrast 
to the other two wind velocity direction variables, West atdday-3 is retained for further analysis. This model 
suggested that the greatest risk of SIDS occurred in winter, on days where there was little variation in the 
westerly wind velocity three days prior. 
Between day effects: Ten between day measures of western wind velocity were significantly related to 
SIDS incidence, over and above seasonality, as listed in Table C.23. A comparison of goodness-of-fit statistics 
was made between those competing variables that were essentially capturing the same climatic profile. 
Variables that are retained for further analysis are Westrneanday-2-3, Westmeanday-3-4, Westrneanday-7-B, 
WestmindayO-4, WestmaxdayO-l and WestrangedayO-l. Of these variables, an increase in Westmeanday-2-3, 
Westmeanday-3-4, or Westm indayO-4 corresponded to a decrease in the risk of SIDS, whereas an increase in 
Westmeanday-7-B, WestmaxdayO-l or WestrangedayO-l related to an increased SIDS risk. 
Average day effects: Of the variables measuring the average wind velocity from the west, over the pre-
vious lags, four were related to SIDS. Westmeanday-lto-3, with lower D and P statistics than the remaining 
three candidates is retained for further analysis. The deviance statistic G 8.765 (p 0.003) showed that 
. the inclusion of this variable to the baseline model significantly improved the log-likelihood. An increase in 
the mean west wind velocity over the three days prior to dayO corresponded to a decreased risk of SIDS. 
Between average day effects: No significant associations were found between any of the between 
average day effects and SIDS incidence. 
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.0.536 (0,072) 0.585 (0.509, 0,613) 
·0,534 (0.071) 0,587 (0,510, 0.675) 
nda -3 .0,064 (0.018) 0.938 (0.905, 0.972) 3236.379 6183.503 6.778 
·0.233 (0.070) 0.792 (0,691, 0,908) 
-0.515 (0.071) 0.597 (0,520, 0.687) 
-3 ·0,027 (0,008) 0.973 3238.801 6183.456 3.195 
.0.232 (0,070) 
·0,507 (0,071) 0.603 (0.524 1 0.693) 
·0.084 (0,026) 0,920 (0,874, 0,969) 3239.879 8176.460 7.240 
.0.232 (0,070) 0,793 (0,692, 0,909) 
·0.510 (0.071) 0,600 (0.522, 0,690) 
·0.026 (0,008) 0.974 (0.958, 0.990) 3240.099 6180.430 6,606 
.0,228 (0,070) 0,796 (0.695, 0.912) 
.0,509 (0,071) 0.601 (0,623, 0,691) 
-3 -0,031 (0.012) 0,970 (0,947, 0.993) 3243.623 6184.657 8.544 
·0.231 (0,070) 0.794 (0.693, 0.910) 
.0.519 (0.071) 0.595 (0.517,0.684) 
-0.137 (0.049) 0.872 (0.791 1 0,960) 3242.1!H 6177.384 12.029 
·0,228 (0.070) 0,796 (0.695, 0.913) 
·0.510 (0.071) 0,600 (0,522, 0,690) 
HOda. 
-. 
·0.106 (0.045) O,gOO (0.824, 0,982) 3244.548 6178.997 10,874 
·0.228 (0,070) 0,796 (0.695, 0.913) 
.0.535 (0.072) 0.5B5 (0.509, 0.674) 
Westminda 2-3 ·0.094 (0,046) 0,910 (0,B33, 0.995) 3245.204 6202.112 8.042 
sin( 6 ) .0.228 (0.070) 0.796 (0.695, 0.913) 
cas(-3~) .0.535 (0.072) 0.585 (0.509, 0.674) 
Westminduu_3 ·0.094 (0,046) 0.910 (0.832, 0.995) 3244.168 6210,731 4.874 
:::ili -0.217 (0.070) 0.805 (0.702, 0.923) -0.492 (0.072) 0.611 (0.531, 0.704) 
"Vest 
-7-8 0.063 (0.029) 1.065 (1.007, 1.127) 3246.022 6188.237 7.720 
·0.228 (0.070) 0.796 (0.695, 0.912) 
.0.536 (0.072) 0.585 (0.508, 0.674) 
0-' ·0.07" (0.03B) 0.930 (0.864, 1.001) 3245.996 6201.395 6.925 
.0,231 (0.070) 0,794 (0.693, 0.910) 
.0.518 (0.071) 0.596 (0.518, 0.685) 
-0.617 (0.071) 0.596 (0.519, 0.686) 
-3-4 -0.053 (0.022) 0.948 (0.908, 0.990) 3244.108 6173.692 9.955 
.0.218 (0.070) 0.804 (0.702, 0.922) 
·0.510 (0.071) 0.601 (0.52." 0.691) 
-7-8 0.039 (0.019) 1.040 (1.001, 1.079) 3246.416 6185.593 5.607 
_0.221 (0.070) 0.802 (0.699, 0.919) 
·0.532 (0,072) 0.587 (0.510, 0.676) 
0.023 (0.010) 1.023 (t.004~ 1.043) 3245.092 6202.257 4.057 
·0,220 (0.010) 0.1303 (0.700, 0,920) 
-0.532 (0.072) 0.587 (0.510, 0.676) 
0.060 (0.030) 1.061 (1.000, 1.126) 3246.561 6198.942 8.654 
·0.221 (0.070) 0.802 (0.700 1 0,919) 
-0.533 (0.072) 0.587 (0.510, 0.675) 
eda 0-1 0.022 (0.010) 1.023 (1.003, 1.043) 3245.503 61g8.907 5.937 
·0.237 (0.070) 0.789 (0.688, 0.904) 
.0.536 (0.072) 0.585 (0.508, 0.614) 
Westmeun.4HOduu-lta 3 ·0.071 (0.024) 0.932 (0.889, 0.976) 3240.935 6189.527 4.454 
sine 26t ) _0.239 (0.070) 0.7BB (O.BS7, 0.903) 
cos{iit) -0.538 (0.072) 0.584 (0.507, 0.672) 
WestmeanAHOda 
-1to-4 ·0.076 (0.026) 0.927 (0.880, 0.976) 3241.563 6195.647 3.257 
sine ) -0.239 (0.010) 0.787 (0.687, 0.902) 
) -0.539 (0,072) 0.583 (0.507, 0,672) 
anAHCaa -lta-5 ·0.01. (0,029) 0.926 (0.875, 0.979) 3242.634 6200.488 8.S99 
) -0.240 (0.070) 0.787 (0.687, 0.902) 
) .0.539 (0.072) 0,583 (0.506, 0.672) 
Table C.23: Results from logistic regression of Wind Velocity (West), Period 2 
('*} retained for further analysis). 
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Variable Estima.te (8E) Odds ratio (95% eI) Deviance Pearson Hosmet-Lemeshow 
cos( 
Htimid:;'oxAHCdllyO~5 
-0.228 (0.070) 0.796 (0.69S, 0.913) 
.0.547 (0.073) 0.579 (0.502, 0.667) 
.0.492 (0.072) 
·0.012 (0.006) 
.0.218 (0.070) 
·0.502 (0.01\) 
·0.010 (0.005) 
-0.224 (0.010) 
-0.493 (0.01\) 
.0.018 (0.007) 
.0.22' (0.070) 
-0,495 (0.071) 
·0.077 (0.031) 
0.601 (0.531, 0.704) 
0.988 (0.976, 1.000) 
0.804 (0.702, 0.922) 
0.605 (0.526, 0.(96) 
0.090 (0.980, 0.990) 
0.802 (0.700, 0.919) 
0.604 (0.525, 0.694) 
0.991 (0.983, 1.000) 
0.199 (0.697, 0.916) 
0.611 (0.531, 0.703) 
0,982 (0,969, 0.995) 
0.799 (0.691, 0.916) 
0.610 (0.530, 0.701) 
0,926 (0.872, 0.983) 
3~46.066 
3245,720 
3245,072 
3245.629 
3245,656 
3242.775 
3243.202 
6116.405 7.505 
6187.074 14.293 
6204.015 9,038 
6205.701 5.956 
6169.950 11.512 
6186.947 4.296 
6184.249 5.542 
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Table C.24: Results from logistic regression of Humidity, Period 2 ('d' deseasoned; '*' retained for further analysis). 
C.2.8 Wind Chill 
With the exception of variables measuring the maximum daily wind chill and corresponding lags, all the daily 
wind chill measures were significantly associated with seasonality. After seasonally adjusting the required 
variables, wind chill was found to have no relationship with the incidence of sms in Period 2. 
C.2.9 Relative Humidity 
Relative humidity models, with covariates significantly related to SIDS, over and above seasonality, are 
presented in Table 0.24. Of the variables shown, only the maximum humidity a fortnight ago was required 
to be seasonally adjusted (denoted with 'd'). No relationships were identified between any of the average or 
between average day effects of humidity and SIDS incidence. 
Daily summary measures: Humidmaxday-14, the maximum humidity fourteen days prior to the day 
of interest, was the single daily summary measure to be significantly related to the incidence of SIDS. 
Interpretation of the odds ratio for this model shows that a 1% increase in the maximum relative humidity 
corresponded to SIDS risk decreasing 0.986 times a fortnight later. 
Within day effects: Again, only a single relative humidity variable from this category was related to 
SIDS. The addition of HumidmaxAHCday-5 to the baseline seasonality only model significantly improved the 
log-likelihood (G 4.262, p 0.039). An increase in HumidmaxAHCday-5 corresponded to a decreased risk 
of SIDS, implying that the greatest risk of SIDS occurred in winter, on days where there was little variation 
in relative humidity five days prior. 
Between day effects: Six humidity variables measuring between day effects were significantly related 
to the incidence of SIDS, over and above seasonality, as shown in Table C.24. In choosing between variables 
with similar climatic profiles, to be retained for further analysis, H umidmeanday-5-6 was preferred over 
Humidminday_5_6 while HumidmeanAHCdayO-5 was preferred over HumidstdAHCdayO-5, as both retained 
variables scored better on two of the three goodness-of-fit statistics than their competitors. The four variables 
which will be utilized in further analysis of the relationship between humidity between day effects and SIDS 
are therefore Humidmeanday-5-6, HumidmindayO-2, HumidrangedayO-3 and HumidmeanAHCdayO-5. An 
increase in any of these variables corresponded to a decreased risk of SIDS. 
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3243.987 6198.849 9.521 
·0.241 (0.070) 
·0.499 (0.072) 0.807 (0.528, 0.699) 
0.009 (0.005) 1.009 (LOaD, 1.019) 3246.565 6196.250 8.194 
-0,245 (0.010) 0.783 (0.682, 0.a9S) 
·0.405 (0.072) 0.610 (0.530, 0.702) 
·0.012 (0.005) 1.012 (1.002, 1.022) 3244.257 6200.262 10,182 
·0.22. (0.070) 0.796 (0.695, 0.913) 
·0.547 (0.073) 0.579 (0.502 1 0.667) 
·0.014 (0.006) 0.986 (O.974~ O,99S) 3244.403 6196,512 14,136 
·0.219 (0.070) 0.803 (0.701! 0.920) 
·0.506 (0.071) 0,603 (0.524 1 0.693) 
0.021 (0.011) 1.022 (1.000 1 1,044) 3246.743 8187,951 5,202 
·0.226 (0.070) 0.798 (0.696, o.oi4) 
-0.510 (0.071) 0.600 (0.522, 0.690) 
0.597 (0.242) 1.816 (1.130, 2.920) 3244.558 6169.894 6,631 
·0.227 (0.070) 0.797 (0.695, 0.913) 
.0.516 (0.071) 0,597 (0.519, 0.687) 
0.526 (0.250) 1.691 (1.036, 2.762) 3246.509 6184.551 17,533 
.0.247 (0.070) 0.781 (0.680) 0.a97) 
·0.494 (0.072) 0.610 (0.530, 0.703) 
0.013 (0.006) 1.013 (1.000, 1.026) 3246.415 6203,530 7.422 
·0.248 (0.071) 0.1BO (0.680, 0.B96) 
·0.493 (0.072) 0.611 (0.530, 0,703) 
0.013 (0.007) 1.013 (1.000, 1.027) 3246,445 6204.582 7.010 
·0.223 (0.070) O.BOO (0.698, 0.917) 
.0.511 (0'.071) 0.600 (0.522, 0.690) 
·0.010 (0.005) 0.990 (0.981, 1.000) 3246.619 6187.B98 6.356 
.0.223 (0.070) 0.801 (0.69B, 0.917) 
"0.511 (0.071) 0.600 (0.522, 0.690) 
.0.010 (0.005) 0,991 (0.9IH, 1.000) 3246.565 6187,228 8.175 
Table C.25: Results from logistic regression of Pressure, Period 2 ('*' retained for further analysis). 
C.2.10 Pressure 
Pressure was not significantly associated with seasonality, Models containing pressure variables that were 
significantly associated with the incidence of SIDS, over and above the seasonal component, are presented 
in Table C.25, 
Daily summary measures: Five daily summary measures of pressure were significantly related to SIDS: 
the minimum and mean pressure four days before dayO and the minimum, mean and maximum pressure five 
days before dayO. A comparison of goodness-of-fit statistics showed that PreSm inday-4 is a better measure 
of the pressure four days before dayO than PreSmeanday-4, and similarly, PreSm inday-5 was selected as the 
best measure of the pressure five days before dayO. Both PreSm inday-4 and PreSm inday-5 are therefore 
retained for further analysis. Interpretation of the models containing either PreSm induy-4 or PreSm inday-5 
showed that an increase in minimum pressure four, or five, days before dayO corresponded to an increase in 
SIDS risk. 
Within day effects: Of the variables measuring the variation in daily pressure, none were significantly 
related to SIDS incidence, after accounting for seasonality. 
Between day effects: A significant association with SIDS was found with three between day effects, 
namely PreSmaxday-2-3, PreSmeanAHCdayO-8 and PreSstdAHCdayO-7. An increase in all of these variables 
relates to an increased risk of SIDS; specifically, a 1 HPa increase in PreSmeandayO-8 resulted in SIDS risk 
increasing 1.816 times. 
Average day effects: Two measures of average retrospective pressure were significantly related to 
SIDS, over and above seasonality: the average pressure over past six days prior to dayO(PreSmeanday-lto-6) 
and over the seven days prior to dayO (PreSmeanday-lto-7). Both these variables are capturing very similar 
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climatic profiles, therefore PreSmeanday-lto-S, with marginally smaller values on two of the three goodness-
of-fit statistics compared to PreSmeanday-lto-7, is retained for further analysis. This model implied that 
the greatest SIDS risk occurred in winter, when the pressure was high over the six days prior to the day of 
interest. 
Between average day effects: Two between average pressure day effects were associated with the 
incidence of SIDS. Inclusion of either PresdiffdayO-5 or PreSdiffdayO-6 into the seasonality only model 
significantly improved the log-likelihood (G = 3.709 (p = 0.054) and G = 3.763 (p 0.052) respectively). 
PreSdiffdayO-6 was retained over PreSdiffdayO-S. This model showed a decreased SIDS risk with increasing 
Presdif f dayO-6· 
C.2.11 Rainfall 
Table C.26 presents models containing rainfall variables found to be significantly related to SIDS, over and 
above the seasonal component, as measured by a first order sinusoid. Rainfall was not related to seasonality. 
Daily summary measures: A daily summary measure of rainfall was found to be related to the 
. incidence of SIDS, namely RainmaxdayO, the maximum rainfall in one hour on the day of interest. With 
a deviance statistic of G 6.093 (p = 0.014), there was sufficient evidence to show that the addition of 
RainmaxdayO to the baseline model significantly improved the log-likelihood. Interpretation of the corre-
sponding odds ratio for this model implied that SIDS risk increased 1.080 times with each 1mm increase in 
RainmaxdayO. 
Within day effects: All the variables measuring the variation in rainfall on the day of interest were 
significantly related to SIDS incidence, after accounting for seasonality. Of the five variables, RainstddayO, 
with lower values for D and HL than the other four candidates, is retained for further examination of the 
relationship between SIDS and the variation in rainfall. This model implied that SIDS risk increased with 
increasing Rainstdd"yO. 
Between day effects: Of all the between day measures examined in relation to SIDS, 27 were found to 
be significantly associated with the dependent variable, as listed in Table C.26. Those that are retained for 
further analysis are RainmaxdayO-h RainmaxdayO-2, RainmaxdayO-4 and RainmaxdayO-7, RainstdAHGdayO-7, 
RainstddayO-4, RainrangedayO-7, RainrangedayO-l, RainrangedayO-2, RainmaxAHGdayO-3, RainstdAHGdayO-S, 
RainmaxAHGdayO-6 and RainmaxAHGdayO-14. An increase in any of these variables corresponded to an 
increased risk of SIDS. 
Average day effects: The mean rainfall per hour (per day) averaged over the fortnight before dayO 
was the only average daily rainfall effect significantly related to the incidence of SIDS. This model indicates 
that the highest risk of SIDS occurred in winter, where there had been little rain over the two weeks prior 
to the day of interest. 
Between day effects: Three measures of the difference between rainfall on dayO and pa..'Jt averages were 
related to SIDS: RaindiffdayO-2, RaindiffdayO-3 and RaindiffdayO-14. The first two variables capture very 
similar climatic profiles and thus only RaindiffdayO-3, with lower P and IlL statistics than RaindiffdayO-2, 
will be retained. An increase in either RaindiffdayO-3 or RaindiffdayO-14 corresponded to an increase in the 
risk of SIDS. 
1.298 (LO:U, 1.634) 3246.048 6179.358 11,788 
0.797 (0.695. 0.913) 
0.595 (0.518, 0.684) 
RuinranqedayO 1.080 (1.022, 1.143) 3244.187 
Ta.ble C.26~ Results from log-laUe regression of Ra.infaH. Period 2 ('.1 
6185.429 9.336 
retained for further analysis), 
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.0.522 (0.071) 0.593 (0.516, 0.(82) 
0.100 (0.034) 1. 105 (1.033, 1.182) 3243.365 6189.368 9,257 
·0.226 (0:070) 0.79B (0.696. 0.915) 
·0.514 (0.071) 0.598 (0.5201 0.688) 
0.618 (0.259) 1.854 (1.116 1 3.081) 3245.368 6178.731 11.857 
.0.228 (0.070) 0,796 (0.694, 0.913) 
.0.523 (0.071) 0.593 (0.515, 0.682) 
0.393 (0.129) 1.481 (1.150, 1.907) 3242.745 6190.752 8.979 
·0.228 (0.070) 0.196 (0.695. 0.913) 
·0.523 (0.071) 0,592 (0.515. 0.681) 
0.062 (0.027) 1.064 (1.010. 1.122) 3245.648 6181.050 7.673 
·0.227 (0.070) 0.797 (0,695 1 0.913) 
·0.521 (0.071) 0.594 (0.516, 0.683) 
0-2 0.506 (0.025) 1.052 (1.0011 1.106) 3246.826 6187.517 4.814 
·0.228 (0.070) 0.797 (0.695, 0.913) 
·0.523 (0.071) 0.593 (0.516, 0.682) 
0-4 3244.193 6192.D90 7.029 
·0.520 (0.071) 0,594 (0.517,0.683) 
0.062 (0.024) 1.063 (1.014, 1.115) 3244.786 6182,603 B.fi50 
0.798 (0.696,0.914) 
Rain std duyO_7 3245,169 6180.029 11.233 
sin «hrf ) 
·0.228 (0.070) 0.795 (0.695, 0.913) 
cos(iI) -0.524 (0.071) 0.592 (0.515, 0.681) 
Rain.;nn eda 0-1 0.063 (0.027) 1.065 (1.010 1 1.122) 3245,603 6181.104 8.152 
~in(m.) -0.227 (0.070) 0.797. (0.695, 0.913) 
c.o.'j( "71" ) 
-0.521 (0:071) 0.594 (0.516, 0.683) 
Rain;an gedayO 2 G.G51 (0.026) 1.052 (1.001, 1.106) 3246,181 6187.634 4.846 
sin( 2-rrt ) 
.0.229 (0.070) 0.795 (0.694, 0.(12) 
CO.'j(m) .0.520 (0.071) 0.594 (0.517, 0.683) 
Ra.in.; 0-7 0.062 (0.024) 1.064 (1.014, 1.116) 3244.755 6182,656 8.617 
·0.229 (0.070) 0.795 (0.694, 0.912) 
-0.525 (0.072) 0.591 (0.140, 0.680) 
Cda 0-1 0.073 (0.032) 1.076 (1.010, 1.145) 3245.924 6184.797 13.019 
·0.230 (0.070) 0.795 (0.693 1 0.911) 
-0.526 (0.072) 0.591 (0.514, 0.680) 
Rainma:z;AHCdayO 2 0.074 (0.030) 1.077 (1.015, 1.142) 3245.146 6189,773 6.038 
sin( 21fi ) 
·0.230 (0.070) 0.795 (0.693 1 0.911) 
cos(m) ·0.525 (0.071) 0.592 (0.514, 0.661) 
Rain* AROda. 0-3 0.072 (0.030) 1.075 (1.013, 1.140) 3245.427 6186.073 7.147 
) _0.230 (0.070) 0.795 (0.693, 0.911) 
) -0.527 (0.07'J) 0.590 (0.513, 0.679) 
0-4 0.080 (0.029) 1.083 (1.023, 1.147) 3244..027 6195.478 5.877 
·0.228 (0.070) 0.796 (0.694! 0.913) 
-0.523 (0.071) 0.593 (0.515, 0.682) 
RainmaruAHCdayO 5 0.064 (0.031) 1.066 (1.004, 1.132) 3246.510 6190.458 4.296 
sin(f,ff) -0.230 (0.070) 0.794 (0.693, 0,911) 
cos(~) .0.525 (0.071) 0.592 (0.514, 0.680) 
Rain:n.a. 0-6 0.075 (0.030) 1.078 (1.016, 1.144) 3245.111 6177.456 12,040 
sin( ·0.230 (0.070) 0.795 (0.693, 0.911) 
-0.522 (0.071) 0.593 (0.516, 0.682) 
0.070 (0.031) 1.072 (1.010 1 1.138) 3245.870 6186.030 10.457 
·0.230 (0.070) 0.794 (0.693, 0.911) 
·0.522 (0.071) 0.594 (0.516, 0.6B3) 
da 0-14 0.064 (0.031) 1.066 (1.004, 1.133) 3246.565 6188.123 6.311 
-0.227 (0.070) 0.797 (0.695, 0,914) 
.G.517 (0.071) 0.595 (0.519, 0.085) 
0-1 0.482 (0.250) 1.619 (0.992, 2.043) 3246.964 6177.7375 10,318 
-0.229 (0.070) 0,796 (0.694, 0.912) 
.0.527 (0.072) 0,591 (0.513, 0.619) 
0-1 0.291 (0.120) 1.338 (1.058, 1.693) 3245,398 6186.153 10.913 
·0.229 (0.070) 0.795 (0.694,0.912) 
·0.527 (0.072) 0.591 (0.513, 0.679) 
0.286 (0.113) 1.3311(1.067, 1.662) 3244.931 6190.301 7.484 
.0.229 (0.070) 0.796 (0.694,0.912) 
·0.525 (0.071) 0.592 (0.515, 0.681) 
0-3 0.268 (0.115) 1.308 (1.044, 1.838) 3245.668 6186.823 6.349 
·0.229 (0.070) 0.795 (0.694, 0.912) 
-0.528 (0.072) 0,590 (0,513, 0,679) 
Cda 0-4 0.304 (0.111) 1.355 (1.091, 1.684) 3244.039 6195.329 6,044 
·0.228 (0.070) 0,796 (0.694 1 0.913) 
·G.525 (0.072) 0.591 (0.514, 0.680) 
Rain;tdAROdaUO_5 0.267 (0.114) 1.306 (1.045 f 1.632) 3245.666 6191.945 3.800 
Table 0.26: Reaulta frotn logistic regres,9ion of Ra.infall, Period 2 ('*' retained for further ana.lysls), 
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3243.418 fiHI4,296 
·0,226 (0,070) 0.798 (0.696, 0.915) 
-0.515 (0.071) 0.598 (0.520, 0.087) 
·0,029 (0,012) 0.972 (0.950, 0,994) 3244.404 6186.447 
·0,226 (0,070) 0,797 (0,696, 0,914) 
·0,5,5 (0,071) 0,597 (0.5.20, 0.687) 
·0,032 (0,012) 0.969 (0.946, 0.992) 3243.161 6184.500 
·0,227 (0,070) 0,797 (0,096, 0,914) 
·0,515 (0,071) 0.598 (0.520) 0,687) 
.0,030 (0,012) 0,970 (0,948, 0,994) 3244.069 6180.830 
·0,227 (0,070) 0,797 (0,695, 0,914) 
.0,515 (0,071) 0.598 (0.5:20, 0.687) 
Suntotaldi ·0,029 (0,012) Q.972 (0.949, 0.995) 3244.'738 6181.012 
sine ) ·0,227 (0,070) 0,797 (0.695, 0.913) 
cosCm) .0,514 (0,071) 0,598 (0.520! 0.687) 
SUTttotaldi ffdayO-B ·0,028 (0,012) 0.973 (0.950, 0.996) 3245,22' 6181.666 
sin.( 27ft) 
·0,230 (0,070) 0,79' ,(0,693, 0,911) 
COSCiif) ·0,514 (o,on) 0,598 (0.520, 0.688) 
12,714 
Sun'" totaldi f fdayO-14 ·0,030 (0,012) 0,971 (0.947 1 0.995) 3244.580 6181.031 15.086 
Table C,27: Results from logistic regression of Sunshine, Period 2 ('d' = deseasoned; '*' retained for further analysis), 
·0.230 (0,070) 0,7'95 (0,693, 0,911) 
·0,527 (0,Q72) 0,591 (0,513, 0,679) 
0,301 (0,113) 1.352 (1.082, 1.688) 3244,367 6178,096 14.069 
·0,230 (0,070) 0.795 (0.693,0.911) 
·0,523 (0,071) 0.593 (0.515, 0.682) 
0-7 0,282 (0,115) 1.326 (1.059. 1.660) 324.5.182 6186.376 7,775 
·0,229 (0,070) 0,796 (0,694,0,912) 
.0,521 (0,071) 0.594 (0.516, 0,683) 
0·-8 0,236 (0,119) 1.267 (1.003, 1.599) 3246,B93 6185,911 4.862 
-0,230 (0,070) 0,794 (0,693, 0,911) 
·0,523 (0.071) 0,593 (0,515, 0,682) 
0-14 0,259 (0,117) 1.295 (1,031, 1.628) 3246.083 6190.593 6,966 
.0,226 (0,071) 0,797 (0,696, 0,914) 
·0,526 (0,072) 0,591 (0,513 1 0.680) 
Rain~te(lnday Ito 14 ·l.374 (0,694) O/~53 (0.065, 0.986) 3246,161 6215.503 6.726 
sin('2r.-i' ) 
·0,224 (0,070) 0,799 (0,697, 0,916) 
cos(m) .0,513 (0,071) 0.S99 (0.521 1 0.688) 
Rain di f fdayO-2 0,377 (0,167) 1.458 (1.051, 2.021) 3245.572 6174.546 13,667 
sin(ill ) ·0,224 (0,070) 0,799 (0.697. 0,916) 
COS(iP) ·0,513 (0,071) 0.699 (0,521, 0,688) 
Rni 0-3 0,362 (0,167) 1.436 (1.036, 1.992) 3246.007 6173,857 7.526 
·0,225 (0,070) 
C.2.12 Sunshine 
Resulting models containing significant sunshine covariates are presented in Table C.27. Some sunshine 
variables were significantly related to seasonality and thus deseasoned where necessary, 
Daily summary measures: Two measures of daily sunshine were significantly associated with the 
incidence of SIDS, after adjusting for seasonality: the total hours of sunshine on the day of interest, and three 
days before dayO, A one hour increase in the total sunshine hours on dayO related to SIDS risk decreasing 
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-0.223 (0.070) 0.B03 (0.700, 0.920) 
-0,521 (0,072) 0.595 (0,517, 0.6B5) 
ida 0 -0.023 (0.010) 0.977 (0.958, 0.997) 3233.326 6168.318 18.625 
) -0.223 (0.070) 0.798 (0.694, 0.913) 
) _0.519 (0.072) 0.599 (0.520, 0.689) 
ida 0-2 0.028 (0.012) 1.030 (1.008, 1.054) 3220.612 6154.195 6.66B 
) -0.228 (0.070) 0.791 (0.889,0.907) 
) _0.519 (0.072) 0.598 (0.520, 0.889) 
d010-2 -0.020 (0.009) 0.980 (0.983, 0.997) 3219.764- 6154.356 15.359 
sine _0.231 (0.070) 0.786 (0.8B8, 0.902) 
CO;!(.) -0.523 (0.072) 0.598 (0.518,0.886) 
R.adt()t(Jt~if {dayO 3 -0.026 (0.009) 0.974 (0.957, 0.992) 3214.413 6142,569 7,012 
~) -0.233 (0.070) 0.784 (0.684, 0.900) 
ens( ai5) -0.522 (0.072) 0.597 (0.519, 0.687) 
Radtotaldi an 0-4 -0.024 (0.009) 0.976 (0.958, 0.994) 3213.697 6130.787 8.502 
-0.238 (0.070) 0.789 (0.887,0.905) 
-0.523 (0.072) 0.593 (0.514 1 Q,683) 
do 0-5 -0.026 (0.010) 0.974 (0.956, 0.992) 3195.758 6123.228 7.094. 
-0.232 (0.070) 0.787 (0.685, 0,903) 
cos( -0.522 (0.072) 0.594 (0.515, 0.684) 
Radtotllidi [ldau O 6 -0.025 (0.010) 0.975 (0.957, 0.993) 3194.733 6106.196 B.5608 
sin(27ft) 
-0.238 (0.070) 0.785 (0,684) 0.901) 
CDB(m) -0.520 (0.072) 0.594 (0,516, 0.684) 
Radtotaldi f fda!,!O 7 -0.023 (0.010) 0.976 (0.958, 0.995) 3193.8:26 6092.986 12,116 
'in(i) -0.240 (0.070) D,786 (0.685 j 0.903) 
CDS( 5) _0.519 (0.072) 0.593 (0.515, 0.6B3) 
RadtotaldilldauO B -0.022 (0.010) 0.977 (0.958,0.996) 3187.279 6082.928 11,137 
Table C.28: Results from logistic regression of Solar Radiation, Period 2 
('d' = deseasonedj '*' = retained for further 
0.973 times, whereas a one hour increase in the total sunshine hours three days prior corresponded to a 1.027 
times increase in the risk of SIDS. 
Between day effects: The difference in the total hours of sunshine on the day of interest and two 
days prior was the only sunshine variable measuring between day effects that was significantly related to the 
incidence of SIDS, over and above the seasonal component. This model implied SIDS risk increased ''lith 
increasing SUntotaldayO-2. 
Average day effects: There was no evidence of any average sunshine day effects having any relationship 
with the rate of SIDS. 
Between average day effects: All the variables measuring the difference between the total hours of 
sunshine on the day of interest and averages were significantly related to the incidence of SIDS. Of these 
eight variables, two are retained for further analysis, namely SUntotaldif fdayO-6 and SUTLtotaldif fdayO-14: the 
first variable is retained as it scored best out of the between average day effects in terms of the goodness-of-fit 
statistics, while the second was chosen as it captures information about the sunshine over the two weeks prior 
to dayO, essentially incorporating the information measured by the other variables. Both SUntataldiffdayO-6 
and SUntotaldiffdayO-14 were associated with decreased SIDS risk, implying that the greatest risk of SIDS 
occurred in winter on days where there had been less sunshine than there was on average over the week or 
two before dayO. 
C.2.13 Solar Radiation 
Table C.28 presents results from modelling the incidence of SIDS with respect to solar radiation, with only 
models containing variables significantly related to SIDS given. As with sunshine, some of the solar radiation 
variables contained a significant seasonal component so were therefore adjusted accordingly. 
Daily summary measures: The total global solar radiation on the day of interest was the only variable 
that was identified as significantly related to SIDS, after adjusting for seasonality. The odds ratio for this 
model implied a 0.977 decrease in the risk of SIDS with every 1 Mjfm2 increase in RadtotaldayO. 
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Between day effects: Again, only a single solar radiation between day effect measure was significantly 
associated with the incidence of SIDS, namely RadtotaldaYO--2, the difference in solar radiation on the day 
of interest and two days prior. This model indicated that an increase in RadtotaldaYO-2 corresponded to an 
increased SIDS risk. 
A verage day effects: No relationship between average day effects of solar radiation and SIDS incidence 
was identified, after adjustment for seasonality. 
Between average day effects: With the exception of Radtota.ldif fdayO-14, all the solar radiation 
between average day effects were significantly related to SIDS, over and above the seasonal component. 
RadtotaldiffdayO-8, with lower scores on both the D and P goodness-of-fit measures, is retained for further 
examination of the relationship between SIDS and the difference in solar radiation from past averages. This 
model showed that an increase in RadtotaldiffdayO-8 resulted in a decrease in the risk of SIDS. 
C.2.14 Dewpoint 
Dewpoint showed no significant associations with the seasonality measure. Table C.29 presents dewpoint 
models corresponding to variables found to be significantly related to the incidence of SIDS. 
Daily summary measures: Four daily summary measures of dewpoint were found to be significantly 
related to SIDS, namely DeWmeanday-l, DeWmeanday-2, DeWmaxday-l and DeWmaxday-2. Of the competing 
variables, on the basis of goodness-of-fit statistics,.Dewmaxday_1 was preferred over DeWmeanday-l, whereas 
DeWmeanday-2 was preferred over DeWrnaxday-2. Both DeWmaxday-l and DeWmeanday-2 are retained for 
further analysis. These models showed that an increase in either the maximum dewpoint on the day prior to 
the day of interest, or the mean dewpoint two days before the day of interest, corresponded to a subsequent 
decrease in SIDS risk. 
Within day effects: Two variables measuring the variation in dewpoint on dayO were related to SIDS, 
over and above the seasonal component. The addition of either DeWmeanAHGdayO or DeWstdAHGdayO to the 
baseline model significantly increased the log-likelihood (G = 5.759 (p 0.016) and G 4.849 (p = 0.028) 
respectively). DeWstdAHGdayO, with lower P and HL statistics, is retained. The odds ratio for this model 
implied a decreased SIDS risk by 0.734 times for every 1°C increase in DeWstdAHGdayO. 
Between day effects: Of the nine significant between day dewpoint e,ffects presented in Table C.29, 
seven are retained for further analysis; two pairs of candidate covariates are capturing similar climatic 
profiles thus DeWstdAHGday-2-3 is retained over DeWmeanAHGday-2-3 and DeWmeanAHGdayO-8 is retained 
over DewstdAHGdayO-8. An increase in any of the between day dewpoint measures related to a decreased 
risk of SIDS, with the exception of DeWmaxdayO-14. 
Average day effects: Both the average dewpoint over the two days prior to dayOand the average 
dewpoint over the three days prior to dayO were identified as being significantly associated with the incidence 
of SIDS, over and above seasonality. With lower D and P goodness-of-fit statistics, DeWmeanday-lto-2 is 
selected over Dewmeanday-lto-3 for further analysis. This model highlights an increase in DeWmeanday-lto-2 
leading to a decreased risk of SIDS, implying that the greate..'lt risk of SIDS occurred in winter, on days where 
the dewpoint was less than it had been over the two days prior to the day of interest. 
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·0.216 (0.070) 0.805 (0.703, 0.923) 
.0.512 (0.071) 0.599 (0.521, 0.689) 
-0.025 (0.013) 0.976 (0.952, 1.000) 3246.422 6188.884 9.410 
-0.216 (0.070) 0.806 (0.599, 0.974) 
-0.512 (0.071) 0.599 (0.521, 0.689) 
-2 ·0.026 (0.013) 0.974 (0.951, 0,999) 3245.986 6191.951 9.961 
-0.217 (0.070) 0.805 (0.702, 0.923) 
.0.512 (0.071) 0.600 (0.521, 0.689) 
-1 ·0.028 (0.013) 0.973 (0.948, 0,998) 3245.932 6187.121 6.975 
-0.217 (0,070) 0.805 (0.702, 0.923) 
-0.512 (0.071) 0,599 (0.521, 0.S89) 
·0.027 (0.013) 0.974 (0.949, 0.999) 3246.188 6192.570 8.480 
·0.223 (0.070) 0.800 (0.69B, 0.917) 
-0.512 (0.071) 0.599 (0.521, 0.689) 
-0.365 (0.154) 0.694 (0.5131 0.939) 3244.569 6192.134 4,324 
·0.224 (0.070) 0.799 (0.697, 0.916) 
·0.511 (0.071) O,60n (0.522, 0.690) 
·0.309 (0.145) 0.734 (0,552 1 0,976) 3245.479 6191.834 4,056 
·0.224 (0,070) 0.800 (0,698 1 0.916) 
-0.509 (0.071) 0.601 (0.523, 0.691) 
Dew:nuxdaua • 
-0.033 (0.024) 0.967 (0.923, 1.014) 3243.726 6191.730 4.535 
.'lin( 27ri) 
.0.225 (0.070) 0.798 (0.697, 0.915) 
eos(lI) ·0.512 (0.071) 0.599 (0.521, 0.689) 
Dew:;'axduyo_7 ·0.035 (0.023) 0,966 (0.923 1 1.011) 3244.300 6183.171 6.485 
sine 2rit) ·0.222 (0.070) 0.801 (0.699, 0.918) 
l!os(iH) ·0.514 (0.071) 0,598 (0.520, 0.687) 
Dew· 14 0.127 (0.062) 1.135 (1.006, 1.281) 3246.243 61B3,675 7.084 
.0.222 (0.070) 0.801 (0.699, 0.918) 
·0.515 (0.071) 
-2-3 ·0.437 (0.215) 3245.985 6214.095 3.839 
·0.223 (0.070) 
_0.511 (0.071) 0.600 (0.522, 0.690) 
-0,487 (0.189) 0.614 (0.425, 0.889) 3243,260 6189.196 4.245 
·0.223 (0.070) 0.800 (0.698, 0.917) 
-0.512 (0.071) 0.599 (0.521, 0.689) 
-2-3 _0.404 (0.165) 0.888 (0.484, 0.922) 3243.656 6202,478 4.173 
-0.224 (0.070) 0,799 (0.697, 0.916) 
·0.512 (0.071) 0.600 (0.522, 0.689) 
-0.360 (0.157) O,69B (0.513, 0.B49) 3244.555 6172.129 11.131 
-0.224 (0.070) 0.799 (0.697, 0.910) 
cos( .0.511 (0.071) 0.600 (0.522, 0.690) 
Dew stdAHCdcmO_3 -0.3'5 (0.157) 0.680 (0.500, 0.925) 3243.71B 6202.432 11.296 
'in(l) -0.223 (0.070) 0.800 (0.89B 1 0,917) 
cos( ~5) ·0.512 (0.071) 0.599 (0.521, 0.689) 
Dew stdAHGdauO~8 ·0.317 (0.150) 0.729 (0.544, 0.977) 324.5.4.73 6175.481 10.645 
sin(ffl ) -0.216 (0.070) 0.806 (0,703, 0.924) 
cos( 1t' ) ·0.512 (0.071) 0,599 (0.521, 0.689) 1l1'f!r 
Dew· du ~ltD-2 ·0.028 (0.013) 0.973 (0.948, 0.998) 3245.863 6190.547 10.B30 
.0.216 (0.070) 0.806 (0.703, 0.924) 
-0.512 (0.071) 0.599 (0.521, 0.689) 
Table 0.29: Results from logistic regression of Dewpoint, Period 2 ('*' = retained for further analysis). 
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VMi(l.b\e El'ltimate (SE) Odds Ratio (95% C1) 
Intercept 0.71 (0.36) 
sin(2~t ) 0,23 (0.07) 1.26 (1.09, 1.4.5) 
COS(m) 0.49 (0.08) I.B4 (1.40, 1.92) 
Eo.st m a-xAHCday_1_2 0.06 (B.02) 1.01 (1.02, 1.11) 
N orthmeanAHCduyO_4 ·0.18 (0.05) 0.84 (0,16, 0.93) 
Northma :rauy_7 0.03 (0.01) 1.03 (1.01, 1.05) 
Southmean day-lto_14 0,16 (0.06) 1.18 (1.06, 1.31) 
South mawduyO_5 0.02 (0.01) 1.02 (1.00, 1.04) 
Southminday_14 _0.15 (0.05) 0,86 (0.79, 0.94) 
Welitmaa:AHGday_l 0.03 (0.01) 1.03 (1.00, 1.05) 
W cstma2:dayO_l ·0.03 (0.01) 0.97 (0.95, 0.99) 
DewmeanAHOdllyO-8 0.50 (0.19) 1.66 (1.13, 2.'2) 
Dew stdAIlC day-2-3 0.40 (0.11) 1.49 (1.07, 2.08) 
Dews tdAHCda!l"-5-6 ·0.29 (0.13) 0.75 (0.58, 0.98) 
East~e(l.nAHGday_3 -11.21 (0.07) 0.81 (0,10,0.93) 
Humid~naxdall_14 0.01 (O,!lI) 1.01 (1.00, L03) 
Hum.id~n.indaY __ B 0.01 (0,00) 1.01 (1.00, 1.01) 
DewmaxdayO_7 0.06 (0.03) 1.07 (1.01\ 1.12) 
Dews tddayO._14 .0,15 (0,06) 0,87 (0.76. 0.98) 
Humidma :x:AHCday_5 0.02 (0,01) 1.02 (1.00, 1.03) 
Humid maxAHCday_2_3 -0.02 (0,01) 0.98 (0.97, 1.(0) 
HU1T!idminda1l0_2 0.02 (0,01) 1.02 (1.01, 1.03) 
HtI;midrangeaayO_3 0.01 (0.00) 1.01 (LOO, 1.02) 
Pres stdAHCdayO-B _0,57 (0,27) 0.56 (0.33, 0.95) 
Pres stdAHCda y, .• 4-5 ·0.76 (0_29) 0.47 (0.27, 0.82) 
Rain maxdayO_4 .0,31 (0.15) 0,69 (0,52, 0.92) 
RainstddayO_4 1.25 (0.60) 3.49 (1.07, 11.41) 
SUfltotaldayO_2 -0.05 (0.02) 0.95 (0,92, 0.98) 
TemPmeo.nAHCdayO 0.42 (0.14) 1.53 (1.16, 2.00) 
TemPmeanAHCdayO-2 -0,44 (0,19) 0.64 (0.44, 0.93) 
TemPmeandayO-14 -0.05 (0,02) 0,96 (0,92, 1.00) 
TemP1TltndayO_7 0,06 (0.02) 1.06 (1.02, 1.10) 
Tem. PrangcdnyO_5 -0.04 (0.01) 0,96 (0,93, 0.99) 
WindD1na ::r:AHCduy_3 0.00 (0.00) 1.00 (1.00, 1.01) 
WindD ma :rAHCdny··_4_5 0.00 (0,00) 1.00 (1.00, 1.0I) 
WindS mean AHCday_5_6 0.19 (0,08) 1.21 (1.04, 1.42) 
WindS mean day_7_8 ·0.05 (0,02) 0.95 (0.92, 0.99) 
WindS stadayO 0.10 (0.03) 1.11 (1.04, 1.18) 
Table C.30: Results from multiple logistic regression of daily climate variables, Period 2. 
C.2.15 Multiple Logistic Regression Models 
Table C_30 shows the results from a multiple logistic modeL All 171 candidate climate variables were 
initially included in the model, and as described in the Period 1 results section, a backwards elimination 
procedure used to give the resulting modeL This model again highlights the multi-factorial relationship 
between srDS and climate; with the exception of radiation and wind chill, the model incorporates variants 
from the complete suite of available climate variables, With 35 climate-based regressors remaining in the 
multiple logistic regression in Period 2, interpreting this model in terms of a risk profile of SrDS incidence is 
not practicaL As in Period 2, principal component regression (PCR, see Chapter 4 for details) is therefore 
used to further examine the SIDS-climate daily relationship in Period 2. 
Appendix D 
Principal Component Regression 
This appendix details a full list of climate variables found to be significantly related to the incidence of 
SIDS in daily univariate analysis in Chapter 3, at an a ( 0.10 level of significance. Also presented are those 
climate variables that significantly contribute to the makeup of various principal components calculated in 
Chapter 4. 
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Temp3tdday_'T 
'rernpmeanduy_ 6-7 
TemprrteanrlayO_2 
Temp1TlilXday_7_B 
TemPrangeaay_6_7 
Temp stdd(l.yO~5 
TempmeanAHGdav_1_2 
TernPdiJ JdayO~7 
Te.mPdiJ jda1}0-14 
WindSrnea7lday_l 
WindSmeanday_2 
WindSmo.:z:day~7 
WindS ma:r:du ll_8 
WindSrangeday_l 
WindSrangeday_2 
WindSma:r:AHCday_B 
WindSstdday_14 
WindSmearuiay_1_2 
WindSma :z:dayO_5 
WindSrneanAHCday_4_5 
WindSmaxAHGday_7_B 
WindS'T1J,canday_lto_3 
WindS'ffieanday_lto_14 
WindSdiJ JdayO-2 
WindSdij fdaJ,lOtv-14 
Northrninday_1 
N orthmazduyO 
Northmu!l)dav_8 
N ortn. stddayO 
North atdday_8 
North71lindayO_l 
N orthminday_6_7 
NorthminrlayO_7 
NorthmU:l1dayO_6 
North'l'1l.a:rday·_3_4 
NorthmaxdayO_5 
North m o.:.t;AHGday_3_4 
N orthrangedayO_5 
North range:dayO_6 
N orthmaxAHCday_7_8 
Northdij jdo.yO-4 
Northdij jdayO-14 
South'lTleo.nday_7 
South9tddav_2 
Southme(.LnAHCday_7 
South maxAHCdo.y_14 
SouthmaxdayO~_S 
SQuthstddayO __ ·S 
South9tddafJ __ 2_3 
South7naxAHCdo.fJO_4 
Southmeando.y_ltow·2 
Eo.stmco.nAHCdayO 
East meanAHGday_8 
Enst7ninnday_3_4 
EaststdARCday_3_4 
East'lTleanAHCdnyO-6 
West7ne o. n do.y_l 
We,<tt mean day_7 
West m c:u:tday_2 
We9t r c.ngedo.y_2 
WeststdARCday_B 
Westme(.LndayO_l 
WestmaxdauO_3 
Weststddo.yO_l 
WeststddayO 3 
We.'lt'lTleanAHCday_4_5 
West mean day_lto_2 
Humid stdday_6_7 
HU'ITlid iJt dAHGdayO_5 
HUfflid.vtdAHGday -4-5 
PreSrangedayO 
Pre9 .'ltdday .. -3 
PreSrangeday_14 
Pre3 meanAHGday_7 
PresTnGzAHGdc.y_8 
Pres ffle c.nday_5_6 
Presfflaxay-7-B 
PreSrangedafJ-B-7 
Pres stddo.yO-5 
Pre.vmaxAH Cday -7-8 
Pres mean AHCdo.y-1-2 
Pres mean AHCdc.y-2-3 
Ra.inmc.xday_l 
Raintotalday_7 
Rainstdday_l 
Rain9 tdday_7 
R(.Lin s tdday_14 
RaintotatdaUO_5 
RaintotclldayO_7 
Rainma::r;dayO_l 
Ro.instddayO_l 
Rainme(.LnAHGdo.yO_5 
Rain s tdAHGdo.y ___ B_7 
SuntotaLdny-2_3 
SuntotnldayO_7 
Dew'lTlinday_6 
Dew max day_5 
Dew mean day_7 
Dew'lTlaxday_8 
Dew stdda y-l 
Dew'l'neandaY_l··~2 
Dew'l'neando.yO_2 
Dew mtHt day_6_7 
Dew'lTl(J.xdayO_3 
Dew maxday_2_3 
De1t.1ma.:cdayO_14 
Dew s tddo.y_2_3 
Dew stddayO-4 
Dewrange.doyO_2 
Dew-mo.::r:AHCda.yO_5 
Dew'l'1leunAHCdo.y_1_2 
Dewmeo.ndafJ-lto-8 
Dew'l'1le.o.nday-l_14 
DeWdij jduyO-8 
Dewdi/ JdayOto-14 
WindD'I'1la:cAHGday_4 
WindDstdAHGdaY~1_2 
WindD'I'1leanAHCd.o.y_2_3 
WindCmeandayO 
WindC me o. n day_2 
WindCrangedayO 
\.VindCmeanAHCday_7 
Table D.1: Climate variables significantly related to SIDS incidence, Period1 (0: ::;;; 0.10). 
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Te:mp,'Jtdda.y_3 
TemP!ltdAHCda.1I_8 
TempmeanAHCdayO 
Tempmindo.yO_7 
TemPmeandayO_3 
TempmeandayO_14 
TemPrange.:dayO_5 
Te:rn. P maxAHCday-2_3 
Tempm.axAHCdayO-B 
Te1TlPmeanAHCdayO_2 
WindSmindall_B 
WindSmeanaay_14 
WindSmo:tdayO 
WindSstddayO 
WindS17l.axAHCdny_3 
WittdSstdAHGday_5 
WindSminday_5_6 
lVindSmeanday_7_S 
lVindSmittdayO_8 
lVindSmazdayO_5 
lVindSrangedayO_5 
lVindSTneanAHCdayO_8 
lVindSmeanAHCday_5_6 
WindSmaxAHCdayO_3 
WindSTnll.xAHCdayO_6 
Northminday_14 
NorthmeandayO 
Northmoxday_1 
NDrthrangeday._7 
NarthmeandayO_14 
Northmeanday_5_6 
N orthm.eandayO_3 
North7neandoyO_B 
Northm.axt;!ay_2_3 
N orthatdAHCday_2_3 
N orthstddayO_8 
N orthTneanAHOdayO_4 
N orthm.eanAHCdayO_14 
NorthdiffdayO_2 
Southminday_2 
Southmeanday_4 
Southm.inday_14 
Sotithmnxday_3 
South st dday_3 
Sou thmeanday_3_4 
Sotithm.indayO_14 
South meanday_4_5 
So-uthmo.xdayO_5 
Bo-uth,ll.TJ.gedayO_5 
Southma:cAHCdny_7 -8 
South meanduy_lto_6 
SouthTtleanday-lto_14 
SouthdiffdayO_4 
Eaat'minday_4 
Eastmeanday_3 
EaatTtleandny~7 
EastmeanAHCday_3 
Eastminday~3_4 
EastmaxAHCday .. ~ 1·-2 
Ea5ltmeanday_1to_3 
West maxdo.y_3 
West m inday_4 
Weat mindo.y_6 
West maxdo.y_2 
West stdday_3 
West maxAHCdny_1 
West m indny_1_2 
We,'ltmean do.y_2_3 
Westmenn dny_3_4 
West m inday_4_5 
Weat meandny_7_8 
lVeat m indayO_4 
Weatmn:l!dayO_l 
WestrangedayO_l 
West stdda yO·-3 
Westmeanday_lto_3 
WestdiffdayO-3 
H1imid m inday_l 
Humidminday_B 
Humidmaxaoy_14 
HumidmaxAHCday~5 
HumidmeanAHCdoy_8 
Humidmenndoy_5_6 
Humidm indayO_2 
Humidmeando.y_6_7 
HumidrangedauO_3 
HuTtlidmax AHCdll.y_2_3 
HumidmaxAHCdayO_5 
Humid me ll. n AHCday_4_5 
Humidm.ell.nAHCdll.y-6-7 
HumidmennAHCdnyO_6 
PreS m inday_4 
Pres m inday_5 
Pres m.axday-6 
Pres ma.:z:day_2_3 
Pre:S mnx day-4-5 
PresmaX'dayO-B 
Pres m.eanAHCdayO-8 
Pres s tdAHCday-4-5 
Pres stdAHCdayO-6 
PresstdAHGdll.yO-7 
Pres Tnean day-lto-5 
Pres meanday-lto_14 
PresdiffdayO-6 
RainmaxdayO 
RuinstdAHCdayO 
Rainma:iJdayO_l 
Rain11l.axdayO_2 
Rain maxdayO_3 
RainrnaxdayO_4 
Rain7T1a:rdayO_5 
Rc.in maxdayO_6 
RainmaxdayO_7 
RainrangedayO_l 
Rain atddayO-4 
RainrangedayO_7 
RainrangedayO_2 
Rainm.a~AHCdayO_3 
RainTnax AHCdayO_4 
Rainm.axAHCdayO_5 
Rainmax AHCdayO_6 
Ra-in max AHCdayO-8 
RainTnax AHCdayO_14 
Rninm.eanday_lto_14 
Raindif fdayO---3 
Raindif fdayO-14 
SuntotaldayO 
Suntotalday_3 
Suntotalday-5 
SuntotatdayO_4 
Sundif fdayO-a 
Sundi/ fdayO-14 
Radtota{dayO 
Radtotatday -3 
Radtota ldaYO_2 
Raddif fdayO-8 
Raddi! fdayO-14 
Dewma.:z:day_l 
Dewmeanday_.'l 
Dewma.:z:dayO 
Dew mnxday_4 
DewstdAHGdayO 
Dewme:andilyO_l 
Dewm a :t:day._3_4 
Dewmaxday_l 
DewTneandayO_8 
De:wmaxdayO_4 
DewmaxdayO_6 
DewrnaxdayO_7 
DewmaxdayO_14 
Dews tddayO-14 
Dew m o. x AHCday-1-2 
Dew st dAHCduyO_3 
Dews tdAHCday-2-3 
DewrneanAHCday-1-8 
DewmeanAHCdayO-8 
Dews tdAHCday_5_0 
Dews tdAHCdll.yO-2 
Dewmenndat/-lto-2 
WindDatdAHGdnyO 
WindDrna :t:AHCday_3 
WindD st dAHCdayO_6 
WindC maa:AHCday_2 
WindCstdAHCday_4 
WindCstdAHCday._6 
Table D.2: Climate variables significnatly related to SIDS incidence, Period 2 (0: ~ 0.10). 
260 
APPENDIX D. PRlNCIPAL COMPONENT REGRESSION 
TernPd-i/ld0.1I0 - 7 
Tempd,ij fdpyO"~14 
WindSmea.nduy_2 
WindSTnaxaay_7 
WindS m <lxday_8 
WindSrangeday_l 
WindSrangedlly_2 
Win.dSmaxAHCday_B 
Wi7\dSmeanday_1_2 
WindSmaxdayO_5 
l-Vin.dSma:z:AHCday_7_B 
WindSmeanday~., It() .. ~3 
WindSmeanduy_lto_l4. 
WindSdiJ fdayO-2 
Northma::cday_S 
Northstdda.yO 
NQrth st dday_8 
N orthmeanaayO_3 
Narthmaxclllll._50 
N orthmaxdayO_6 
NorthrangedayO_5 
Northdif IdayO-4 
Scruthstdday_2 
SOl~thmeanAHCday_7 
S01.1.thmaxdayO_5 
Sotlth std dayO_5 
So'UthmumAHCO_4 
West mnxday_2 
Weatrangedny_2 
WcststdAHCdall-B 
W e8tmn~dayO_3 
lV cs t ldddayO_3 
WeatstdAHCdallO-8 
Prel1 maxAHCdllyB 
PrcS mean AHCday7 
PreS max datt_7_8 
Ro. in totalaay_7 
Rnin fJt dday_7 
RnintotalaayO~5 
Raintotlll dayO-7 
Rllinmn~dayO_l 
Rllin,gtddnyO_l 
RainmennAHCdallO_5 
Dew1ninday -4 
Dewm inday_6 
Dewmaxday_5 
DeWmateday_S 
DeWmcllnaay_lto_8 
Dewmeanaau-1tn-14 
WindDmaxAHCdall_4 
0.316 
0.824 
0,875 
0.892 
0.846 
0.971 
0.944 
0.650 
0.680 
0.85.2 
0.441 
0.332 
0,330 
0.688 
0.422 
0.439 
0.532 
0.980 
0.975 
0.133 
0.698 
0.793 
0,343 
0,791 
0.444 
-0.511 
0.916 
0,893 
0.445 
0.4.09 
0.310 
0,396 
0.417 
0.379 
0.304 
0.710 
0,643 
0.608 
0,923 
0.326 
0.355 
0.507 
0,811 
0.768 
0.810 
0.761 
0,877 
0.829 
0.364 
0.448 
0.398 
0.325 
0,738 
0.839 
0.465 
0.692 
0.573 
0.524 
0.453 
0.634 
Table D.3: Component loadings for 13 rotated components, Period 1. 
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TeTnPma.:z:day_7_B 
TeTnPdiJ fdayO-7 
TeTnPdif fdayO-14 
WlndSTneandall_2 
WindS17l.axdall_8 
WindSrangeday_l 
WindSrangeday_2 
WindSTnGzAHCday_B 
WindSTnaxAHCdall_7_B 
WindSTnean day-lto-3 
WindS1l'1.eanday_lto_14 
WindSdilfdayO_2 
WindSdi (fdayO-I4 
NorthmaxdayO 
N orthma.da y_8 
NorthstddayO 
North stdday_8 
North mean dayO_3 
Nor thmaxclay_3 .-4 
NorthmaxdayO_6 
NarthrangedayO_6 
Northma:z:AHGdo.y_3_4 
N orthmaxA HOdall .. -7-8 
NorthdiJ !dayO-4 
South,gtdday_2 
SouthmeanAHCday_7 
Sau.th mo:rduyO_5 
Southst ddayO_5 
Westme a.»day_7 
West m a.:rday_2 
WeBtrangeday_.2 
WeststdAHCday_B 
West max dayO_3 
West st ddayO_3 
WeststdAHCdayO_B 
Pres m e: a )"l.AHCday_7 
Rain3tddull_7 
RaintotafdayO_5 
RcdntotaldayO_7 
Rai n mu ::cdayO_1 
Rain stddayO_1 
Rain m e:anAHCd(.lyO_5 
WindSm.axdayO_5 
WindSm.o..u:AHOday_7_8 
WindS Tlleanda y-!t 0-14 
WindSdiJ JdaYO-2 
Pre8 r o.. ngeday_14 
Presmeanday_5_6 
Pre s ma:tlaa.y_7_8 
WindDm.eunAHOday_2_3 
WindDstdAHCday 1 2 
0,329 
0,707 
0.737 
0.915 
0.881 
0.412 
0.742 
0.540 
0.528 
0.531 
0,985 
0.981 
O,B11 
0.678 
0,887 
0,482 
0.698 
0,312 
0.911 
0.945 
0.440 
0.427 
0.328 
0.388 
0.612 
0.474 
0,804 
0.854 
0.628 
0.350 
-0,671 
-0,375 
0,951 
0.635 
0.413 
0,444 
0.819 
0.380 
0.318 
0.942 
0.479 
0,323 
0.9'27 
0.930 
0.981 
0.953 
0,831 
0.988 
Table D.4: Component loadings for 23 rotated components, Period 1. 
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0.936 
0.970 
0.879 
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Va.ria.ble 
TernPstdduy_7 
TemPTnaxd£ly_7_B 
TemPdi/ /dayO-7 
TemPdi/ fdayO-14 
WindSmeurtday~:l 
WindSrungeday_I 
WindSrungeday_2 
WindS meandayl_2 
WindS7neunday_lto_3 
WindSmeanday_lto_14 
N orthmo.xday_S 
NorthstddayO 
North stdday-B 
NorthmenndayO .. _3 
N orth m a.::cduyO_5 
N orthTna::r::da1l0_8 
NorthrangeaayO_5 
N orthrangedayO_6 
NOJ·thmazAHCday_7_B 
N orthdif fdayO-4 
SouthJltdday_2 
Southmeu 'I1AHGdoy_7 
West ma:r;day_2 
Westrangeday_2 
West s tdAHCday_8 
We,d st dAHCduyD_8 
PresmeanAHCday_7 
Rain s tdday_7 
RaintDtaldayO_5 
RaintotaldayO-7 
Rainm a.xdayO_1 
RainstddayO_l 
Rainnt.ea.nAHCduyO_5 
PCI 
0,317 
Dewnt.inday_4 0.825 
Dew 7ninday_6 0.877 
Dew rnux day_5 0.894 
Dew ma:rday_8 0.848 
Dew meunduy-lto_8 0.972 
WindS maxduy_7 
WindSnt.u.xday_8 
WindSrangeduy_l 
WindS7na .:tlAHCday_8 
WindS maxdayO_5 
WindS muxAHCduy_7_8 
W indS meanday_lto_14 
WindSdif fduyO-2 
Sotithnt.a:rdayO_5 
Soufh,3tddayO_5 
0.722 
0.847 
0.701 
0.529 
0.448 
PC2 
0.654 
0.-683 
0.884 
0.417 
0,514 
0,511 
0.728 
0.957 
0.915 
pca 
0.538 
0.985 
0.981 
0,573 
0.568 
0.566 
PC4 
0.765 
0.633 
0,817 
0.336 
0.792 
0.439 
-0,581 
PC5 pc" PC7 PCB 
-0,317 
0,349 
0.938 
0.918 
0,897 
0.394 0.533 
0,897 
0.401 0.525 
0.448 
0.468 
0.445 
0.413 
0.326 
0,418 
0.6S9 
0.775 
0.668 0,653 
0,377 
0,405 
0,667 
0.987 
0.993 
Table D.5: Component loadings for 16 rotated components, Period 1. 
263 
APPENDIX D. PRINCIPAL COMPONENT REGRESSION 
WindSmeundall __ 2 
WindSm o.::edo.y_7 
lVindSma.;:x:clay_B 
WindSrllngeday_l 
WindSrangeaay_2 
WindSma:rAHCday_B 
WindSmeandayl_2 
WindSmo::rAHCda.y_7_S 
WindS rneanday-l to-3 
Northmo:r:dayO 
NorthstcldnyO 
Nvr-th m.ell.ndo.yO_3 
North maJ:dayO_5 
North ma ::crlayO_6 
Nvr'thrangedayD __ 5 
NorthrnngeaayO_6 
Northdif JdayO-4 
Southmeanclay 1 to '2 
Wcstmeanclny_l 
Wl'.st maxday_2 
Westrangeday __ 2: 
West ma:'1::dayO_3 
West at ddayO_3 
Westmea.nday Ito2 
WindDmal:AHCday_4 
WindD mean AHCduy_2 __ 3 
WindDstclAHGdoll_1_2 
Non-wind Variable 
TemPmennday_6_7 
Tt:!1TI.Pmnzduy_·~7 -8 
TelTl.Prangeday_6_7 
TelTl.Pdi//dayO_7 
TemPdiJ fdayO-14 
Pre8rangeduy_14 
PresmeanA HCday-7 
Pres meanday_5_6 
Pre8 rnazduy_7_8 
PreSrangeday_6_7 
Rninstddull_7 
Raintot,ddayO_5 
RaintQtaldayO·_7 
Rainma:edayO_1 
RainstddayO_l 
Rain m e:anAHCdallO_5 
Rain stdAHCday_6_7 
Dewmindall_4 
DeWminduy~6 
Dewmoxduy_5 
Dew maxday_8 
Dew meanday_1to_8 
Dew meanday_lto ~14 
Dewdi f (dayO-a 
0,699 
0,664 
0.441 
0.813 
0:ra8 
0.809 
0,783 
0.498 
0,306 
0.305 
PC1 
0.750 
0.B85 
0.883 
0.876 
0.966 
0.946 
0,414 
0,986 
0.981 
0.153 
PC2 
0.914 
0.943 
0.730 
0,743 
0.844 
0.683 
0.772 
0.697 
0.328 
0.527 
0.791 
0.997 
0.991 
pca PC4 PC" pca 
0.351 
0.671 
O,B37 
0.985 
0.795 0.52:3 
0.S77 
0.410 
0.851 
0.389 
0.914 
0.991 
PC7 
0.341 
0.441 
0.923 
0.479 
PCS PC9 POlO PCIl PC12 
0.986 
0.979 
0.951 
Table D.6: Component loadings for wind and non-wind based rotated components, Period 1. 
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Southmuxday_3 
Southmo.xday_5 
South,stdday_3 
Southmea n.duy_3_4 
Southmean d.uy_4_5 
SouthTnoxdnyO_5 
Southranged.nyO_5 
South'fneanday_lto_6 
Southdi f fda1JO 4 
Eostmeanday_lto_3 
East meunAHGday_3 
We s t ma :&d<ly_3 
West 3tdday_3 
West 7na:.r:AHCday_l 
West7neandall_2_3 
West meanda.y_3_4 
West ma::rdayO_l 
Westro.ngedayO-l 
tVestmeanday_lto_3 
WestdlffdayO 3 
HumidmeanAffGdall_B 
Humidmeanday_5 --6 
Humid7neanday_6_7 
Humidmu :cAHCdt1y_2_3 
Humidm.ind.ny_l 
Pres m inday_5 
P,'es m a.::t!do.y-6 
Presmo.:rdayO_B 
Presrneondav-lto-S 
Pres rneon dny_lto_14 
RainstdAIlCdayO 
Ro.inmaxda!JO.~l 
Ro.inrangedavO_1 
RaindiJ JdayO-3 
SUrt.dif fdoyO-14 
SuntotaldayO 
Ro.d • .lii idayO-14 
Radtoto.ldayO 
Dewmo:rda1l0 
Dewmaxclo.v-l 
HumidmindayO_2 
HumidrangedayO_3 
WindDatdAHCdo.t/O 
WindDmaxAHCdall_4_S 
WindD std AHCdayO_3 
WindDstdAHCdo.yO 6: 
-0.460 
0,755 
0.667 
0,7t8 
0.364 
0.375 
0.805 
0.796 
0.374 0.416 
-0.383 
~O.4a1 
-0.440 
0,753 
0.693 
0,419 
0.383 
0.640 
-0.413 
-0,380 
-0.396 
-0.322 0,833 
0.844 
-0.434 0,562 
0.612 
~0.420 
.0.309 
-0.309 
-0.302 
0.817 
0.850 
0.835 
O.8S7 
0.940 
0.919 
-0.616 
0.324 
-0.435 
0.350 
0.363 
-0.678 
-0.330 
~O.447 0.B26 
~0.309 
0.356 
0.314 
0,330 
0.910 
0.418 
0.986 
0.908 
Table D.7: Component loadings for 15 rotated components, Period 2. 
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TernpmeanAHCdayO 0,393 0.31.2 
TempstdARGday-B -0,624 
WindSmaxdayO 0.334 0.703 
WindSstddayD 0.5139 
WindSmaxdnyO __ 5 0.773 
WinaSrangedayO_5 0.773 
WindSmaxAIIGdayO_3 0.386 
~VindSmaxAHCdayO_6 0.407 
NorthmeandayO 0.418 
North ma:xday_7 0.B70 
North range.day_7 0.869 
Northmaxday_2_3 0.308 
NorthstdAHCday 2 3 0.301 
Southmeanday_4 0.341 
Scuth m a.:z:dat/_3 0.903 
Southmaxduy_5 0.851 
South,'itdday_3 0,872 
Southmeanday_3_4 0.475 
Southmeanday_4_5 0,471 
Sauth maxdayO_5 0.920 
SouthrangedayO_5 0.922 
Southmeanday_l to-6 0.410 0.503 
S outhTneanda y-l to-14 0.328 
Southdi f fdayO-4 _0,400 -0.339 
Eastlneanday_lto_3 -0.344 ~O.424 
EastlneanAHOday_3 ~O.576 
West Tnax day_3 0.681 0.407 
lVest stdda 11-3 0.619 0,381 
Westmeandwy -2-3 0,447 
lVestmeanday_3_4 0,369 
\Vest lTI1nday_1_2 0,302 
Westf1linday_4._5 0.347 
\Vestmo!l!doyO_1 0.735 0,328 
WestrangedayO_l 0.738 0.334 
West lTI €anday_1to_3 0.386 0.702 
Humidf1leanAHCday"_S .0.696 
HumidlTIU!l!AHCdayO_5 0,840 
PreslTIindall_5 0.815 -0.335 
Pre s lTIa ::cday_6 0.629 -0.519 ~0.360 
PreS maxday_2_3 0.433 
Pres lTIa ::c da ll_4_5 -0.361 
PresTTl,eandUlI_1to_5 MO.386 0.773 
PresTTl,enndnll-lto-14 0,654 
Pre.g di f fdayO-6 0.408 ~0.391 -0,571 0.310 
Rain Tfta.a; tiulIO -0.465 
RninstdAHCdaliO ·0.458 
Rain lTIn !l': dullO_1 ~O.343 
Rain lTIax dayO_2 ·0.333 
RainTTl,n:I:dtlllO_3 .0.319 
RninTTl,aa;dayO_4 -0,301 
Ro.in ma!l!dayO_5 ~0.309 
RninrangedayO_l ,..0.343 
RtlinrangedavO_l _0.333 
Rains tddo.yO_4 -0,308 
Ro.in m o. mAHOdayO_3 .0.302 
.RainmeanAHOdnvO_5 ·0.332 
Ro.inmcanAllOdallO_6 -0.309 
Sundi/ fdo.1I0 - 14 0,769 -0,341 
SuntotnldayO 0.833 
Suntotaldall_3 0.615 
Raddi//dayO_14 0,783 -0.380 
.RadtotaldaliO 0,838 
DewlTIamdallO 0.840 
Dewma!l':day".~ 1 0.907 
Dew lTIo:r:day_4. 0.718 
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TemPmeanAHCday-2-3 
Humidm indayO_2 
Humid ra n.gedayO_3 
HtimidmaxAHCday_2~3 
WindDmaxAHCday-4-5 
WindDstdAHCdayO_3 
0.913 
0.310 
0,961 
0,966 
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0.870 
0.943 
0.944 
0,98,9 
0.963 
APPENDIX D. PRINCIPAL COMPONENT REGRESSION 
Tem.Pml.".anAHGduyO 
TefT1.p~tdAHCdall B 
WindSma:x:dayO 
1.VindSstd.dayO 
WindS mn.::tdayO_5 
Wi?1.dSrangedayO_5 
WindS ma:eAHCdayO_3 
\VindSmaxAHCdallO 6 
N orthTneandayO 
North ma:r:day_1 
Northrangeduy_1 
N orthTnaxday_2_3 
Southmamday_3 
South m a.:z:day_5 
Southstdday_3 
Southmeanday_3_4 
Soufhmeanday_4_5 
Southma:J;:dayO~5 
SouthrangeduvO_5 
Southmeanday_lto ····6 
S o'Uthmeando.1} .. ~1to-14 
East meanAHCday-3 
West tnu:nday_3 
We:st",tdday_3 
W estmeunday_2_3 
We3t meanday_3_4 
West m inda ll"·_1_2 
We.s"tminduy_4_5 
We.stmllxduyO_l 
We.strnngedllyO_l 
We.s"t m e.undlly_lto_3 
Humidme.onAHCdall_8 
Humidmeondoy_5_6 
Humidmeanday·_6_7 
Humid ma:z:AHCdayO_5 
Pres m in da ll_5 
PreS mamduy_6 
Pre,'J maxduy_2_3 
Pres mumday_4_5 
Presmellnday_lto_5 
Pre.s meandny-lto-14 
RainstdAHCdayO 
Rainmo:tdoyO_l 
Rainmao::dayO_2 
Roin mu:r:auyO_3 
Rain maxdnyO_4 
Ruin m o.o::duyO_5 
Ro.inrangedayO_1 
Rain rnnge.du!lO_2 
Rain s tddayO_4 
RainmuxAHCdallO_3 
Rainmeo.nAHCdayO_5 
RainmeanAHCdayO_6 
Ruindiffda1i0_14 
SUfldiJ J da.yO~6 
Sundt! fduyO-14 
SuntataldayO 
Suntotalduy_3 
Rnddif fdayO-14 
Rudtotu-IduyO 
0,391 
-0.458 
-0.346 
-0.337 
-0.325 
-0.302 
_0.309 
-0.346 
-0.337 
-0,309 
-0.308 
-0.331 
-0.308 
-0.398 
0.684 
O.7SS 
0.822 
0.768 
0.908 
0.876 
0.416 
0,412 
-0.578 
0,679 
0.616 
0.367 
0.386 
0,334 
0.308 
0.851 
0.461 
0.489 
0.311 
0.406 
0.380 
0.446 
0.301 
0,330 
0,701 
0,805 -0.348 
0.604 -0.538 
0.433 
~O.373 
-0,389 0.161 
0,636 
0.308 
0,704 
0.569 
0,774 
0.772 
0.385 
0.407 
0.412 
0.742 
0.746 
-0.491 
-0,381 
0,637 
-0.426 
0.636 
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-0,623 
0.755 
0.755 
0.911 
0,912 
~0.695 
0,718 
0.842 
-0.319 
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Variable 
Dewmean day_2 
Dewmo.xdayO 
De"(lJma:z:day_l 
TemPmeanAHGday_2_3 
Humidmin dayO" ___ 2 
HurnidrangedayO_3 
Humidm.azAHGday_2_3 
Humidminday_l 
WindD max AHGday_4_5 
WindDstdA HCdayO_3 
WindDstdAIfGdayO 6 
pCl 
0,913 
PC2 pca pc4- PC5 PCB PC'> PCS pCg 
0,831 
0.904 
0.774 
0.309 
-0.310 
0.961 
0,966 
0,976 
Ta.ble D.9: Component loadings for 25 rotated components, Period 2. 
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PCIO PCll PC12 PCI!} 
0,943 
0,989 
0.963 
APPENDIX D. PRINCIPAL COMPONENT REGRESSION 
Ncrthranqeday 7 
SouthrnC1xday_3 
Southmaxaay_5 
Southstdday_3 
South meanday_3_4. 
Sauthmeanaay_4_5 
South ma:cdnyO··_5 
Southrangedo1l0_5 
S outh-rne.anda Y-11o- 6 
Southdi f (daVO 4 
Ea.9tmeanday_lto_3 
Eustm e.anAHCday_3 
West rna:cday_3 
West stddall_3 
We:st1nEanday_2_3 
We!ltmeanduy~3_4 
We.st1TIeanday_lto_3 
WestdiffdayO a 
WindDmazAHGday_3 
WindD std.4.HGdayO 
~VindDmaxAHCday_4~5 
W inaD stdAHCdayO-3 
'T'eTnPmeanAHCdayO 
TeTnpstdAHCday_B 
TemPTneanAHCday-2··-3 
HumidmeanAHCday_B 
Humidm indayO_2 
Htnnldma :cAHCday_.2_3 
H-umid ma:cAHCdayO_5 
lIuTnidminda'll_1 
Pre: B m.induy_5 
Pre:A maxday_6 
Prel1 ma::cday_4_5 
PreSmennda'll-1to_5 
Preameanda'll_lto_14 
R.ninatdAHCdayO 
Rainmaxda1l0_1 
Rninmaxdn1l0_2 
RainTnux dayO_3 
RainrungedayO_l 
Rninrnngedo1l0_2 
Rain muzAHGdayO_3 
Raindi f fdo1l0-14 
Sun to to.ldo.yO_2 
Sundi/ fdayO-6 
Sundi/ JdayO-14 
SuntotatduyO 
Suntotalday_3 
Suntotalday 5 
Raddij JdayO-8 
Raddif JdayO-14 
RudtotnlduyO 
Radtotntda'll_3 
RadtotaldayO 2 
Dew Tn c.anday_2 
Dewmaa:dayO 
Dew Tna a:day_1 
Dewm.axday_4 
Dewmeandall-lto_2 
Non-wind Variable 
lIumidmean do.y_S_6 
lIumidm e:anday_6_7 
PreB maxdayO_8 
Pre. s diffdayO_6 
0.810 
0,763 
0,390 
0,477 
-0,4,19 
~O.504 
~O.530 
0.800 
0.725 
0,461 
0.41.2 
0.689 
-0.496 
0.303 
0.456 
0,422 
-0.419 
~0.371 
-0.371 
-0.331 
-0.371 
~O.371 
~0.318 
~0,318 
0.452 
0.497 
0,576 
0.488 
0.502 
0.573 
PC14 
0.984 
0.306 
0.632 
0.321 
0.899 
0.891 
0.341 
0.938 
0.937 
0.984 
-0.618 
-0,696 
0.809 
0,387 
-0.584 
-0.341 0.653 
-0.348 0.356 
0.777 
0,786 
0.'731 
0.922 
0.812 
0,818 
0.759 
0.966 
0.926 
0.859 
0.924 
0.791 
0.964 
PC15 POle PC17 PC18 PC19 
0.977 
0,990 
0.813 
0.925 
0.870 
0.910 
0.507 
0.831 
0.432 
~0,333 
0,970 
0.941 
0.934. 
0.338 
Table D.lO: Component loadings for wind and non-wind based rotated components, Period 2. 
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0.324 
0.990 
Appendix E 
Converting Daily Data to Monthly 
Data 
This appendix contains the full component loading details of the monthly components created from the 
monthly climate variables. Period 1 components are contained in 
Humid~ean(mean) 
Humid~ean(m.in) 
Humid~ean(mal.C) 
Humid:ean(std) 
Narth.:ean(mean) 
North.:ean(mln) 
N orth:'e(l.n(ma~) 
NO'1"th.:' ean (std) 
Pres::ean(mean) 
Pres:ean(min) 
Pre8~ean(ma.!C) 
P7.etJ~ean(std) 
Rad,-n 
mean(totul) 
Rain:ean(mean) 
Rain:ean(min) 
R<lin:!ean(ma::c:) 
Rain:ean(std) 
South.~ean(mean) 
S;:;tUt.h.~ean(min) 
South.:ean(ma!e) 
South:ean(&td) 
Sun m 
mean(total) 
TemP:ean(rnean) 
TemP:'ean(min) 
TemP:ean(mu:r) 
TemP:!ean(std) 
West:ean(mean) 
West:c.an(min} 
We8t: ean (ma:!.l) 
West:eCtn (8td) 
WindS:ean(mean) 
WindS:ean(min) 
WindS:-ean(max) 
WindS!::ean(std) 
-0.087 
0.106 
0.784 
0.238 
0.902 
0.924 
0.015 
-0,177' 
-0,085 
_0.109 
·0.146 
-0.100 
0.091 
0.036 
~0.422 
_0.639 
-0.lB4 
_0.077 
-0.7'8'7 0.282 _0.332 
.. 0.762 0.356 .0.454 
-0,617 0.190 -0.201 
0.737 _0.349 0.477 
0.680 ·0.404 0.086 
0.098 -0.308 -0.131 
0.663 -0.4::16 0.257 
0.6915 -0.398 0,302 
~0.016 -0.209 ~0,21l 
-0.028 -0.191 -0,288 
0,010 -0,221 _0.141 
0,133 -0.050 0.567 
_0.098 0.034 -0,054 
-0.228 0.836 -0.007 
-0.233 0.83'7 ~0.008 
0.030 0.692 -0.019 
-0.034 0.742 0,001 
-0.032 0.762 0.291 
-0.300 0.561 -0.023 
0.223 0,548 0,684 
0,329 0.441 0,689 
0.842 -0,206 0.248 
0.960 0.055 -0.137 
0.923 0.162 .0.246 
0.958 -0,031 -0.040 
0,324 .0.515 0.566 
_0.265 0.441 0.592 
-0.438 0.651 0.183 
0,071 0,169 o.'nn 
0.202 0.018 0.768 
0.037 0.033 0.023 
-0.025 0.122 ~O,070 
0.103 -0.094 0.036 
0.110 -0,145 0.043 
-0.030 
0,001 
.0.04,9 
·0.131 
-0.038 
~0.011 
~0.126 
~0,018 
-0.262 
.0.090 
0.059 
0.057 
0.044 
0.015 
.0.137 
~0.133 
-0.128 
0.055 
-0.098 
0,155 
0.158 
0.280 
0.251 
-0.074 
-0.022 
~0.110 
·0,126 
0.086 
0.129 
0.151 
0.120 
-0.028 
0,040 
~0,073 
0.037 
0.049 
0.074 
0.145 
0,093 
0.039 
0,936 
_0,614 
-0,036 
~0,035 
.0,106 
~0.101 
0.096 
0,064 
0.112 
-0.001 
·0,005 
-0.022 
0.077 
0.03B 
~0.113 
-0.137 
-0.081 
0.229 
0.439 
0,083 
0.079 
0.088 
0.097 
.0.020 
-0.008 
-0.112 
-0.087 
rO,088 
-0.071 
.0.051 
.0.113 
.0.209 
0.085 
0.035 
0.102 
0,095 
0.274 
0,250 
0,042 
~0.010 
and Period 2 details in E.2. 
-0.121 
0,022 
0,107 
·0,001 
0,046 
0.075 
0.231 
0.186 
0.234 
-0.101 
-0.255 
-0.139 
-0.267 
·0,253 
0.934 
0,908 
0,943 
_0,170 
_0.048 
~0.149 
.0.149 
-0,223 
.0.207 
0,029 
0.005 
0.006 
0.011 
.0.035 
0.095 
0.110 
0.098 
~O.029 
-0.346 
-0,100 
60.367 
-0.393 
_0.021 
0.096 
·0,043 
~0.060 
0.278 
0.291 
0.004 
.0,085 
0.020 
0.071 
0.130 
0,085 
0.205 
0,025 
.0.069 
-0.058 
-0.052 
·0,030 
-0.061 
·O,OB 1 
-0,058 
0,108 
0.846 
.0.016 
.0,012 
-0.087 
-0.083 
-0.081 
.0.151 
0.054 
0.061 
-0.016 
0.092 
0.100 
0.103 
0.029 
-0.192 
~O,095 
-0,111 
-0,096 
0.775 
0.150 
0.826 
0.805 
0.012 
0.134 
0,144 
0.147 
0.10B 
0.060 
0.053 
0,10B 
.0.010 
-0.193 
0.057 
0.024 
~O,025 
-0,039 
0,052 
0,053 
0.053 
_0.017 
-0.188 
0.072 
0.0'74 
-0.097 
_0.048 
0.031 
0.010 
-0.013 
-0.003 
_0.107 
_O,o'7a 
~O.032 
-0.108 
-0.226 
0.037 
0.118 
_0.051 
-0,094 
_0,036 
0,074 
0.057 
-0.013 
0,012 
0.074 
0.057 
0.039 
0.04B 
0.071 
0.292 
0.162 
0.584 
0.133 
-0.188 
_0.071 
~O.134 
-0.102 
0,005 
0,007 
0.006 
-0.014 
.0.168 
0.036 
0.034 
-0.046 
-0.014 
0,044 
~0.071 
0.028 
0.054 
-0.045 
0,07B 
0,083 
0,076 
0.010 
-0.039 
0,072 
-0,052 
-0,075 
O,Ol4 
0,050 
0.099 
0.099 
'l'ab\e E.1~ Principa.l component loadings for monthly components, Period 1. 
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APPENDIX E. CONVERTING DAILY DATA TO MONTHLY DATA 
East:in(min) 
HUTnid:in(min) 
Ncn.,th:in(min) 
Pres~in(min) 
Ra~:~n(tDtnl) 
Rat'tlmin(total) 
South:in(min) 
S-un:in(total) 
TemP:in(min) 
West:in(min) 
WindS~in(min) 
Dew Tn 
'ma:t(ma.x) 
East:a.x(ma.:z:) 
Htimid:Q:;&(ma.:z:) 
North:ax(ma:r) 
Pres:a.rc(max) 
Rad~au;(totat) 
Rain:ax(totai} 
Rain:'a:c(ma.x) 
South:a;r;(maz) 
S1i.n:a :z::(total) 
TemP:'a.X(TTH1Z) 
West:ll[J;(maz) 
WindS~a:t{ma'Z) 
Temp~dijf 
WindS~di/J 
North"!:dill 
Sauth~dif J 
Sast~dif J 
Wf!.8t~diJ f 
Humid~difJ 
Pres~diJ f 
Rain~difJ 
Sun"!:diJ! 
Rad:?:di/ f 
Dew::!diJ J 
Temp+diff 
WindS+dil ! 
North+diJ f 
South+dij J 
Eo.st+di1 J 
Weat+diff 
Humid+dill 
Pres+diJ J 
Rain+di/ ! 
Sun+diJ J 
Rad+dij f 
Dew+difJ 
WindDc 
WindDW 
WindD NE 
WindD~ 
WindDW 
WindD~\v 
WindDfv 
WindDNW 
WindDu 
0,238 
.0.762: 
0,098 
~0.028 
-0.098 
-0,228 
~O.300 
0.842 
0.92:3 
_0.438 
-0.025 
-0.081 
0,902 
-0.617 
0,663 
0,010 
~0.098 
-0.228 
0.030 
0.223 
0.842 
0,958 
0.071 
0.103 
0.248 
-0.126 
-0.097 
0.078 
0.019 
-0.119 
~0.062 
0.067 
0,062 
0.253 
0.145 
0.243 
-0.066 
0.125 
0,027 
~0.003 
-0.012 
0,038 
·0.059 
-0.013 
-0.061 
-0.154 
-0.058 
0.047 
0.003 
0.030 
0.013 
~0.038 
-0.120 
-0,050 
0,056 
0,129 
0.087 
·0,109 -0.639 ~0.131 
0.356 .0.454 -0.018 
-0.30S -0.131 0.057 
·0.191 -0.288 ~0.133 
0.034 -0,054 -0.098 
0.836 -0,007 0.155 
0.561 -0.023 -0.022 
-0.206 0.248 0.086 
0.162 ~0.246 0,151 
0.651 0.183 -0.073 
0,122 -0,010 0.145 
0,015 0.091 -0,030 
-0.146 .0.184 -0.03B 
0.190 ·0,201 -0.262 
-0.426 0.257 0,044 
-0.221 ~0.141 -0.128 
0,034 .0.054 -0.098 
0,836 .0.007 0.155 
0.B92 .0,019 0.280 
0,548 0.684 -0.110 
~0.206 0.248 0.086 
-0.031 -0.040 0.120 
0,169 o.nn 0.037 
-0.094 0.036 0.093 
0.054 0.025 -0.187 
0.131 0.025 ·0.18'2 
0.070 -0.054 0,185 
-0.423 -0.125 0,109 
0/165 -0,014 0.619 
_0,339 -0.365 .0.349 
-0,057 ·0,073 -0.188 
0.057 -0.173 ~0.837 
_0.lili2 .0.037 -0.318 
0.110 0.059 0.li43 
·0,036 0.103 0.782 
_0.086 0.018 -0.062 
~0.067 0.006 0.111 
0,091 -0.153 0.173 
-0,018 -0.01.2 0.062 
0.343 0.270 -0.341 
-0.19B -0.216 -0.220 
0.394 0.150 0.407 
-0.05.2 0.115 -0.070 
0.007 0.154 0.811 
0.437 0.088 0.179 
0.124 0.094 -0.30li 
-0.027 0,057 -0.710 
0.127 -0.246 0.018 
0.07B -0,037 0.838 
-0,10B 0.069 -0.OB7 
0.017 .. 0.354 -0,302 
-0.156 0.139 _0.li61 
-0.049 0.015 -0.507 
0.266 -0.043 O,li96 
0.189 0.034 0.499 
-0.13B 0.31 T ·0.109 
-0.162 0.032 -0.186 
~0.035 
0.064 
-0.022 
·0.131 
0.439 
0.083 
.0.008 
-0.OB8 
-0.051 
0,035 
0.250 
0.936 
-0.106 
0.112 
0.017 
-0,OB1 
0.439 
0.083 
0.088 
-0.112 
-0,088 
-0.113 
0.102 
0.042 
-0.156 
0.288 
-0,105 
-0.236 
_0.044 
-0.144 
0.OB8 
0.086 
-0.024 
-0.051 
-0.073 
0.075 
-0.103 
-0.251 
-0.077 
0.033 
0.108 
0.109 
0.153 
0.029 
-0.039 
-0,012 
_0.043 
-0.017 
-0.129 
~0.057 
0.167 
-0,118 
0.026 
0.140 
0.040 
0.017 
0.049 
_0.001 
0.186 
-0,139 
0.908 
-0.048 
-0.149 
0.005 
-0,035 
0.110 
-0.100 
0.096 
-0.121 
0.046 
0.234 
-0.267 
0.943 
-0.048 
-0.149 
~O,223 
0.006 
-0.035 
0.098 
-0.367 
-0.043 
-0,023 
-0.022 
0.021 
-0.059 
-0.056 
~0.017 
0.176 
-0,047 
0.063 
-0.057 
-0.206 
0.010 
-0.305 
~0,011 
-0.106 
0.256 
-0,008 
-0,025 
0.119 
0,006 
-0.075 
0.326 
0.201 
~O,085 
~0.049 
-0.006 
-0.333 
0.336 
0.101 
0.023 
-0.026 
-0.030 
~0.255 
~0,085 
0.OB5 
_0.058 
-0.OB1 
0.846 
-0.016 
-0.151 
-0.016 
0.100 
~0.095 
0.150 
0.278 
0.020 
0.205 
-0.052 
_0.058 
0.846 
~O.016 
.0,087 
0.054 
-0.016 
0.103 
-0,111 
0.826 
_0.006 
0,116 
0.040 
-0.131 
_0.046 
-0.306 
0,093 
-0.02B 
~0.105 
0.065 
-O.l1B 
-0.016 
0.065 
-0.114 
0.150 
0.015 
0,146 
0.154 
0.028 
0.112 
0,105 
0,059 
0,093 
-0,009 
_0.097 
0.072 
_0.345 
0.180 
~0.210 
0.285 
0.090 
0.068 
0.021 
Table E.l! Principal component loadings for lllOnthly components, Period 1, 
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0.147 0,039 
0.108 0.162 
0.024 -0.071 
0.053 0.007 
-0.188 -0.168 
0.072 0.036 
0,010 -0,011 
-0.101 -0.045 
-0.032 0.083 
0.118 0.072 
0.074 0,050 
0.012 0.012 
0.108 0.048 
-0.010 0.li84 
-0.025 -0,134 
0.053 0.006 
-0.18a ~0.168 
0.072 0.036 
-0,097 -0.04.6 
-0.013 0.028 
-0.107 -0.045 
-0,108 0.076 
-0.051 -0.052 
0.057 0.099 
0.071 ~0.036 
-0.018 -0.245 
0,652 0.024 
-0.178 -0,059 
0,020 _0.027 
0.155 0.156 
0,896 0.054 
0,016 -0.212 
-0.284 0.036 
.0.081 -0,Os3 
0.044 0.027 
_0.044 -0.014 
-0.141 -0.047 
·0,024 0.286 
.. 0.597 0.079 
0.032 0,112 
0.027 0,068 
-0.053 -0.121 
~O.6Bl -0.053 
-0.046 0.197 
0.153 -0.072 
-0.010 0.183 
-0.135 O,07B 
_0.228 -0.105 
0.279 -0.019 
... 0.482 0.161 
0.029 0.203 
-0.050 -0.062 
0.135 0.041 
0.141 0.020 
0.177 -0,143 
... 0.516 -0.158 
-0.389 -0.030 
APPENDIX E. CONVERTING DAILY DATA TO MONTHLY DATA 
Variable 
Dew;;!ean(TTu:o.n) 
Dew ffi • 
mean(rn'Ln) 
D ew17t 
mean{rno.::r:) 
Dew~ean(.o;td) 
Eust:eo.n(mean) 
Ea8t~eo.n(m.in) 
Eust:ean(nta.x) 
Eust:-ean (sid) 
HU7n:id:ean (mean) 
Hurnid:ean (rni71) 
Hurnid:ean(mo.:r:) 
Humid~ean(std) 
N(n.th:ean(mean) 
North"1l • 
mean(rrnn) 
North: ean (7nux) 
North-!::ean(std) 
Pres~ean(mean) 
Pres:ean(Tnin) 
Prcs:ean(rnax) 
Pres~ea.n(std) 
Ro.d~ean(totat) 
Rain"ll 
mean(mean) 
Rain::!ean(n1.in) 
Rain:eun(max) 
Ro.in:ean(std) 
South~eo.n(mean) 
Sou-th~e.an(min) 
South:ean(mo.:c) 
-S:outh:ean(std) 
S un1'n. 
m-ean(total) 
Ternp:!!e:an (mean) 
TernP:ean(min) 
TemP:ean(max) 
TemP:e:an(std) 
West~eo.n(mean) 
West:ean(min) 
Wcst:ean(fflax) 
West:-e o.n (.9td) 
WindS:-ean (1T1e.an) 
WindS~can(min) 
WindS:ean(max) 
WindS;;!ean(std) 
De.W~in(min) 
East:in(min) 
Rumid!:in(min) 
North:in(m.in) 
Pre,"I!:in(m.in) 
Rad1T1 
min (total) 
Rain:in(total) 
South~in(m.in) 
Sun:in(total) 
TcmP:in(m.in) 
Wcst:-in(min) 
WindS:-in(min) 
Dew m 
max (max) 
Eost:az(m.ax) 
Rumid;:ax(max) 
North:ax(max) 
PrclJ:-a X-{1T111X) 
RadIn 
m.az(total) 
Rain:u.z;(totat) 
Rain:ax(mux) 
South:az(ma.x) 
Sun m 
max{total) 
TemP:o.x{m.ax) 
West:ax-(rnax) 
WindSm 
mu:v{ma..z;) 
PCI PC2 poa PC4 pes PCB PC7 PCS PCB POlO POll 
-0.014 0,949 0.056 -0.026 0.018 0.022 -0.038 ~0.199 -0,046 0.071 0,060 
-0.045 0.932 0,071 -0.023 0.031 0,012 -0.043 -0.185 -0.041 0.084 0,062 
0.006 0.955 0.042 -0.023 0,003 0.037 ~0.024 -0.207 -0.056 0.042 0,077 
0.166 _0.330 -0.109 ~O.005 -0.098 0,053 0,OB6 -0.115 -0,011 -0.164 0,066 
0.859 -0.004 -0.070 0.228 0.010 0.082 0.003 0,003 -0.170 -O.OlB -0.078 
0.413 -0.106 0,263 0.246 0.025 0.011 -0.074 0.293 -0.131 0,026 -0,065 
0.866 0.029 -0.242 0.075 0.007 0.087 0.019 -0.143 -0.153 -0.042 -0.088 
0.842 0.022 _0.269 0,052 0.007 0.108 0.024 ~o.201 -0.145 -0.054 -0.102 
-0.528 -0.021 0.666 0.461 0.039 -0,079 -0.059 0.020 0.166 -0.035 -0,016 
_0.485 ~O.lDO 0,758 0.37S 0.018 ~0.016 -0.029 0.007 0.164 ~0.032 _0,036 
.. 0.347 0,079 0.485 0.484 0.121 -0.076 -0.073 -0.036 0,119 -0.139 0.090 
0.518 0.133 .0,123 -0.230 0,019 -0,001 0.002 0.023 ~0.156 O.OOS 0.078 
0.591 -0,092 ·0,47'.2 -0.351 -0,037 0,023 0.040 -0,044 .0.024. -0,016 _0,067 
0.518 -0.064 ~0.023 0.041 -0.025 -0.110 -0.011 0.206 0.089 0.135 -0.134 
0.532 0.009 -0.551 _0."119 ~0.027 0.037 0.038 -0.141 -0,031 -0.058 .0.032 
0.521 0,024 -0.557 _0.403 -0.020 0.064 0,035 -0.191 _0.040 -0.082 ~0.003 
_0.053 -0,023 _0.106 0.989 0.013 ~0,108 -0,043 -0.109 0.136 ~0.006 -0,002 
-0.031 -0.032 -0.066 0.970 0.015 -0,128 -0.046 -0.108 0.125 0,005 0.032 
-0.051 -0.025 -0.144 0,960 0.007 -0.077 -0.037 -0,1.14 0.147 -0.012 -0.022 
-0.050 0.051 -0.295 -0.496 -0.036 0.285 0.042 0.035 0.043 ~0.077 -0,240 
-0.012 0.895 0,026 0.008 -0.057 -0.095 0.011 0.344 -0,086 -0.105 0.099 
-0.175 0.066 0.667 -0.095 ~0.059 -0.041 0.056 -0.058 0,019 -0.038 -0.023 
_0.190 0.065 0,672 -0.071 ~0,056 _0.043 0.053 -0.054 0.011 -0,027 -0.023 
0.007 0.082 0.806 -0.128 -0.095 -0.069 0.077 _0,037 -0.039 -0,083 0.100 
-0.019 0.098 0.621 -0.133 -0.097 -0.067 0.079 -0.026 -0.033 -0,084 0.076 
0.091 0.008 0.380 -0.036 ·0,008 0.350 -0.005 .0.151 0.079 0.012 -0.027 
-0.159 -0.032 0.500 0.022 -0.039 0.004 0.007 -0.152 0.019 0.054 -0.172 
0.127 0.005 0.023 -0.271 0.030 0.306 0,013 _D,287 0.105 -0.093 ~0.003 
0.234 0.004 ~0,019 -0.228 0.D44 0.310 ~0.013 _0.230 0.092 _0.077 0.034 
0.861 -0.194 ~O.49a -0.107 0.040 0.075 -0.030 -0.069 ~0.073 -0.017 0.000 
0.932 -0.019 -0.264 0.034 -0.003 -0.189 -0.002 -0.040 0.016 0.059 0.033 
0.947 0.001 -0.135 0.081 -0,011 -0.209 -0.001 -0.018 0.011 0.070 0.061 
0.B90 -0.047 ~0.37l 0.000 0.001 -0.186 -0.008 nO.052 0,033 0,066 0.019 
0.061 -0.165 -0.772 ~0.204 0.037 0.036 -0,020 _0,123 0.078 0.034 -0.018 
-0.372 -0.025 0.106 -0.6.27 -0.080 0.209 0.104 -0,146 0.018 ~0,022 -0.055 
-0.480 0,011 0.566 0.028 -0.032 0.081 0.022 -0.066 0.051 -0.123 -0,044 
-0,110 0,026 -0.252 -0.766 -0,062 0.188 0.076 -0.241 0,020 -0,058 -0.030 
0.017 -0,001 -0.309 -0.752 -0,058 0.192 0.070 -0.237 0.010 -0.039 -0,031 
-0.023 0.T1-7 0.031 0,014. -0,074 0.053 0,026 0.364 0,003 -0.197 0.008 
-0,175 0.199 ~0.027 -0.109 0,012 0.114. 0.026 0,323 -0.066 0.047 0.029 
0,069 0.657 0,104 0.029 _0. t05 0.044 0.051 0.325 0.043 -0.299 -0,064 
0.098 0.658 0.122 0,021 -0.104 -0.036 0,037 0.269 0.044 -0.3i9 _0,113 
-0.116 0.881 0.013 -0.049 -0.032 -0.056 -0.012 0.142 ~0.079 0.012 0.046 
0.542 -0.167 0.096 ~0.107 0,022 0.343 0.005 0.033 0.010 0.098 0.138 
-0,333 -0.128 0.202 0.234 0.042 -0.11'1 -0.095 0.019 0,820 0.023 0,250 
0.340 0.024 0.063 -0.164 0.075 0.043 -0.176 0.038 ~0.066 0.260 -0.071 
-0,065 0.OB5 ~0.060 0,253 ~0.020 -0.122 ~0,041 -0,072 ~0.031 0.009 0.938 
-0,029 0.641 -0.030 0,088 ~0.029 -0.088 -0.030 0.724 -0.121 -0.030 0.026 
~0.016 -0.192 0.070 .0,080 0.014 -0.217 ~0,086 -0,046 0.506 0.042 -0.091 
-0.027 _0.169 0.007 0.115 -0,020 -0,015 -0,016 -0.153 0.309 0.072 -0.051 
0.4(2 ~0.151 _0.046 _0.2(5 0.007 0.310 0.039 -0.055 _0.645 _0.009 -0.075 
0.91.5 0.012 -0.105 ~0.0(8 0,013 0.209 -0.052 -0,002 .0,085 0.069 0.151 
-0.272 -0.077 _0.094 0.096 0,024 ~0.16" _0.008 .0.160 0.435 ~0.086 -0.227 
0.090 0.209 -0.047 ·0.128 0.004 0.111 ~0.055 0.338 -0.001 0.180 -0.031 
-0.021 0.846 O.Ol( .0.034 ~0.024 0.033 -0,010 0.295 ... 0.071 0.00" -0,050 
0.160 -0.091 -0.018 .0.187 0.010 0.816 0.005 -0,067 ~0.428 ·0,023 0,021 
0.027 -0.035 0.045 0.246 0.040 -0.660 -0.030 -0.071 0.105 0.335 0.178 
-0.115 0.062 0,018 ·0,196 -0,026 0.810 0.002 0.013 -0.236 -0.176 0.184 
0.292 _0.006 -0.138 _0.031 0,012 -0.161 ·0,093 -0.034 0.201 0.851 0.013 
-0.070 0.518 -0,070 0.099 -0.032 -0,042 -0.019 0.824 _0.087 0,045 0.075 
0.123 ·0,023 0.159 -0,009 0.002 -0.526 0.006 -0.035 -0.013 -0.115 0.058 
0.226 -0,005 0,102 -0.012 0.029 -0.366 -0.018 -0.027 -0.019 -0.172 0.076 
0.261 0.125 0.225 _0.lB4 0.065 -0.056 0.147 .0.117 -0.004 -0.328 -0.059 
0.150 -0.116 0.035 -0.342 0.007 0.689 0.043 0.045 -0.311 -0.050 -0.111 
0.492 0.005 ·0,092 .0.220 0.023 0.685 ~0.041 0.073 -0.417 -0.016 0.104 
~0.215 0.341 0,111 -0.181 -0.032 0.014 0.135 -0.153 0.141 -0.560 -0,100 
0,020 0,215 -0.122 0.042 -0.042 0,062 0.009 0.687 -0.086 ~0,212 -0,050 
Table E.2: Principal component loadings for monthly componcnts 1 Period 2. 
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Variable PCI PC2 P03 PC4 peu pca P01 PCS POg peiO pell 
Temp'!.!dif J -0.101 ~O.037 0.029 0.021 0.193 ~Q.Oll 0.307 -0,002 0,053 -0,053 0.024 
Win.dS~dif f -0,001 0,066 0,019 -0.081 -0,050 -0,0:21 0.101 -0,068 -0,016 -0,065 0,028 
North"!!'diff 0.017 -0.082 ~O.002 -0,013 0.264 0,068 0.563 -0,068 -0.034. _0.081 0.094 
South:.!:dif f 0.083 -0,018 -0,019 -0.104 0.045 0,009 -0.128 -0.133 0.125 0,016 0.038 
Bast'!..ldif J .0.001 -0.044 -0.037 -0,018 0,659 0.001 0,115 .0.051 _0,028 -0,025 0.012 
West~difI -0.014 0.033 O,O;!2 -0.090 ·0,317 -0.005 0.178 -0,052 0.114 _0.001 0.082 
H'tunid:!!:dij I 0.091 -0,031 0.051 0,020 0,054 0,021 0.943 -0,005 0.003 0.077 -0,031 
Fr~s?ndif f 0.071 0,024 0.021 ~O.I80 -0.608 0.131 0.170 0.050 0.051 -0.176 0.034 
RalTI._dif f ~0.025 ~0.132 0.015 ~O.OlB -0.033 0.016 -0.206 0.026 0.037 0.015 0.106 
sun;,di/ f 0.030 0.017 0.024 0,026 0.6155 -0,014 0.155 0.054 -0,024 0.013 -0,002 
Rud_di/ / 0.008 0,009 0,024 0.059 0.876 0.006 0.189 0.046 _0,025 -0.009 0,043 
Dew~dif f 0.065 -0.097 ~0.030 -O.OlB 0.078 -0.030 -0.072 0.064 0.061 0.021 0.010 
Terrtp+dif / -0.057 -0.061 0.129 0.129 -0.091 0,024 -0.429 0,091 -0.074 0,030 0,076 
WindS+di/ / 0.033 -0.033 -0,062 0.024 0.011 0,022 -0.147 0.081 0.040 0.153 ·0.111 
North+di / f 0.019 0.041 ~0,041 0.025 0.001 -0.018 -0.572 -0.009 0,056 0.053 -0.004 
Scn,th+dif f -0,024 -0.030 0.000 0.084 -0.234 -0.078 -0.003 0.075 ~0,085 0.039 ~0.084 
East+dif f 0.003 0.015 0.043 0.109 -0.433 -0,057 ~0.221 0,035 0,04.4 0.OB5 ~0.078 
West+dif J -0,045 -0.085 -0,119 0.104 0,197 -O.OOB -0,081 0.139 -0,066 -0.041 0,000 
Hu,mid+dif / ~0.010 0.102 -0,021 0.056 -0.315 ~0.OI4 -0.633 -0.133 0,080 0.020 -0.043 
Pre.s+di// 0.021 0.000 -0.126 0.090 0.568 -0.003 -0.171 ~0.050 0.085 0.065 -0.030 
Rain+di/ / 0.044 0,079 0.067 _0.087 -0.011 _0.033 0.223 -0.002 .0.033 0.011 -0.03d. 
SUTI.+dif J -0.031 -0,023 -0.013 0.012 .. 0.409 0.057 -0,005 ~0.029 -0.093 ~O.014. -0.036 
Rad+dif f .0.031 0.003 0.033 -0,011 ~O. 789 0.04.6 -0.2013 -0.055 -0.049 0.010 -0.069 
Dew+dif / 0.001 0.OB7 0.007 0.138 -0,029 0.oa9 ~0.14B .0.094 0.068 ~0.007 0.056 
Wi7tdD~ 0.019 0.087 0,020 -0.060 O.6T3 0.053 0.253 .0.011 ~0.020 ~0.042 0,014 
WinuDW 0.045 0.111 0.003 0,022 0.022 -0,023 -0.31.8 -0,058 0,006 0.037 -0.046 
WindD NE ·0,007 ~0.011 -0.015 0.020 0.028 ~O.046 O,OS8 0.214 0,029 0,096 -0,020 
WindDE] 0.010 -0,032 -0.002 0.019 .0.644 0.005 _0.14.9 -0,118 0.003 ·0.043 0,051 
WindDW 0.008 0.03B 0.069 -0,019 -0.578 -0,021 -0.040 0,021 0.000 -0.011 0.082 
WindDS\V -0.042 0.004. 0.027 _0.041 0.296 0.010 0.404 0.107 _0.050 -0.026 -0.115 
WindDW -0.032 ·0,162 -0,{}99 0.083 0.51.1 -0.001 ·O.OOS -0,132 -0.002 0.068 -O.04S 
WindDNW 0,036 ·0.073 -0,061 -0.041 ~0.141 .0,039 -0.1596 -0.023 -0.040 -0.023 -0.034. 
__ VV~i~n~d=D~K}~ ___________ -~O~.O~3~3~~O~.O~6~2~~~O~;O~4~5~~~O~.O~8~8==-~_-O=.~1~3~1~~O~.O~O~5~~~O~.O=1~6~~70~.OT6~1 __ ~O~.~1~lO~ __ ~Q~.O~4~4~ __ ~O~.O~6=9 __ 
- Ta.ble E.2: Principal compana'nt loadings for monthly components, Periud 2. 
Appendix F 
Poisson Regression 
This appendix contains detailed information for various Poisson regression models discussed in Chapter 6, 
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-0_318 (0.066) 229,217 £1.372 95.917 196.494 
-0.447 (0.067) 
NAR -0.0002 (0.000) 
an min 
_0.31B (0.066) 230.092 62.248 104.793 197.442 
-0.448 (0.087) 
NAR -0.0002 (0.000) 
0.002 (0.000) 
_0.334 (0.067) 238.771 70.926 113.471 218.629 
_0.446 (0.068) 
NAR 0.0001 (0.000) 
West:eo'n mean 0.119 (0.061) 
sin( " -0.317 (0.066) 229.960 6'2.115 104.660 197.068 
cos( -0.448 (0.067) 
NAR . -0.0002 (0.000) 
TIt in 0.002 (0.000) 
_0.33' (0.067) 23B.95·1 71.1-09 113.654 218.800 
-0.448 (0.068) 
NAR 0.0001 (0.000) 
0.035 (0.018) 
-0.317 (0.066) 229.761 61.916 104.461 196.782 
-0.448 (0.067) 
-0.0002 (0.000) 
Pres~a:c max 0.002 (0.000) 
sine ) -0.333 (0.067) 238.588 70.743 113.288 216.034 
cos( "t) .0.445 (0.067) 
NAR 0.0001 (0.000) 
0.049 (0.024) 
-0.326 (0.067) 234.768 66,923 109.468 208.686 
-0.436 (0.067) 
Win;;jdiff 
-0.323 (0.067) 238.203 217.073 70.358 112,903 Sin(~) 
cos( ll't) 
-0.459 (0.068) 
NAR 0.0001 (0.000) 
North1Ttdi 0.12' (0.059) 
sine ) _0.329 (0.067) 239.234 218.857 71.388 113.933 
cos(W) -0.454. (0.068) 
NAR 0.0001 (0.000) 
D 0.1731 (0.094) 
-0.341 (0.067) 237.831 221.897 69,986 104.531 
-OA44 (0.067) 
WAR 0.0002 (0.000) 
WindDNIk 1.647 (0.741) 
Table F.l: Detailed model descriptors for various univariate climate models with baseline form given by 
P2(4), Period 2. 
Appendix G 
Models with Intercept and N AR 
This appendix is included for completeness, and presents analogous models to those in the main body of 
the thesis, where those in the main body do not contain both an intercept and N AR (number of infants at 
risk). The models in this section all contain an intercept term and N AR. It must be noted that significance 
of the regressor in these models is not examined. 
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1.284 
-0.310 (0.067) 
-0.488 (0.072) 
-0.0002 (0.0001) 
0.051 (0.066) 
1.224 
Model 5 Intercept 1.275 (0.487) 710.813 722.813 742.722 195.955 
sine 21;t) -0.309 (0.067) 
cos (21;t ) -0.491 (0.072) 
NAR -0.0002 (0.0001) 
Dewm max (max) 0.022 (0.019) 
WindDN'tv 1.266 (0.763) 
Model 6 Intercept 1.275 (0.517) 711.737 723.737 743.646 196.794 
sin(21;t) -0.310 (0.067) 
coser2t) -0.489 (0.072) 
NAR -0.0002 (0.0001) 
West:ax(max) 0.018 (0.027) 
WindDN'tv 1.235 (0.763) 
Table G.1: Details for various multivariate climate models, containing intercept and N AR, Period 2 ('d' 
corresponds to deseasoned variables). These models are analogous to those in Table 6.4, page 128. 
NB ZIP 
loge '\(xm» Intercept 10.356 10.331 16.327 
(8.181) (8.172) (12.560) 
Temp~eanMA30 -0.058 -0.058 -0.050 
(0.030) (0.030) (0.045) 
NAR -0.002 -0.002 -0.001 
(0.001) (0.001) (0.002) 
logit(p(zm» Temp~eanM A30 d 0.0014 -5.269 b 2.725 
(136295.7) c = -0.491 
m 4 4 5 
D 161.643 164.881 164.469 
AlC 169.643 172.881 174.469 
SC 182.916 186.153 191.059 
P 46.554 42.010 43.809 
Table G.2: Baseline model parameter estimates (standard errors) for the mixture methods, includ-
ing intercept and N AR in the models, Period 1. These models are analogous to those in Table 7.3, 
page 150. 
Modelling log(a) xm(3. 
APPENDIX G. MODELS WITH INTERCEPT AND N AR 
NB ZIP Hurdle 
log(>.(xm)) Intercept 8.919 10.254 25.957 9.808 
(8.236) (0.902) (4.518) (27.978) 
TemP:eanM A30j -0.053 -0.047 -0.071 -0.068 
(0.031) (0.031) (0.002) (0.106) 
NARt 
-0.002 -0.002 -0.005 -0.002 
(0.001) (0.002) (0.004) (0.005) 
Dew~dill k 0.287 0.412 0.736 
(0.269) (0.260) (0.013) 
H 'ddm r um~ -dill -0.081 
(0.143) 
W tdm 8 es +dill -0.294 
(0.507) 
logit(p( zm)) Intercept -1.337 
(0.333) 
Dew:ean(min) 11 d 0.0022 -0.352 b 0.020 
(0.197) c -0.119 
South~diff w -1.208 
(0.706) 
m 7 5 6 7 
D 154.898 188.543 153.811 152.375 
AIC 168.898 198.543 165.811 166.375 
SC 192.124 215.134 185.719 190.602 
P 41.633 44.480 46.671 40.781 
Table G.3: Climate model parameter estimates (standard errors) for the mixture methods, includ-
ing intercept and NAR in the models, Period 1 ('d' = deseasoned, m corresponds to the number 
of parameters in the model). These models are analogous to those in Table 7.4, page 152. 
Modelling log (a) = XTnf3. 
j TemP:-:::eanM A30 = monthly seasonality measure for Period 1. 
t N AR = number of infants at risk in each month. 
k Dew+:dij/ = monthly average when dewpoint Was higher on dayO than it had been over the past week. 
r Humid_di!! = monthly average when humidity was lower on dayO than it had been oVer the past week 
(deseasoned). 
• W e8t~di!! = monthly average when the western component of wind velocity was higher on dayO than it had 
been oVer the past week (deseasoned). 
v Dew:ean(Tnin) = monthly average of the daily minimum dewpoint. 
w SO'Uth~di!! = monthly average when the southern component of wind velocity was lower on dayO than it 
had been over the past week (deseasoned). 
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NB EPpj 
Intercept 1.619 1.619 
(0.459) (0.478) 
sine 21;t) -0.318 -0.317 
(0.067) (0.069) 
cose1;t) -0.448 -0.448 
(0.067) (0.070) 
NAR -0.0002 -0.0002 
(0.0001) (0.0001) 
d 0.0065 b = 0.333 
c = -0.001 
Tn 5 6 
D 714.606 714.605 
AlC 724.606 726.605 
se 741.120 746.514 
P 193.602 220.006 
Table G.4: Baseline modeL parameter estimates {standard errors) for the mixture methods, in-
cluding intercept and N AR in the NB and EPP models, Period 2. These models are analogous to 
those in Table 7.9, page 161. 
j Modelling log(a} X m f3. 
NB 
log(,),(xm) ) Intercept 1.053 
(0.531) 
-0.317 
(0.067) 
-0.449 
(0.068) 
NARr 
-0.0002 
(0.0001) 
W indS;;:ean( std) s 0.158 
(0.073) 
d 0.010 
m 6 
D 709.818 
AlC 721.818 
se 741.727 
p 186.263 
Table G.5: Climate model parameter estimates (standard errors) for the NB mixture methods, 
with intercept and N AR, Period 2. These models are analogous to those in Table 7.10, page 163. 
r N AR number of infants at risk of SIDS. 
S WindS:ean(std) monthly average of the daily standard deviation of wind speed. 
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Zeger's method Asym. 
Model Parameter SEz SEA 
Model 2 Intercept 1.300 0.506 0.386 
sin(2;~n -0.390 0.068 0.067 
cos(21":} ) -0.445 0.067 0.068 
NAR -0.0001 0.0001 0.0001 
W tm es mean(mean) 0.075 0.066 0.066 
WindD'lJ'& 0.749 0.802 0.752 
Model 3 Intercept 1.164 1.564 0.416 
sinel~t) -0.500 0.201 0.067 
cos(21~t) -0.472 0.200 0.068 
NAR -0.0002 0.0003 0.0001 
Dew:ax(max) 0.049 0.065 0.186 
0.489 2.644 0.758 
Model 4 Intercept 1.343 1.492 0.431 
sinel~t) -0.458 0.176 0.067 
coS(21~t ) -0.450 0.176 0.068 
NAR -0.0001 0.0003 0.0001 
W est:ax( max) 0.007 0.042 0.027 
WindD'Nrv 0.279 2.437 0.757 
Table G.6: Regression estimates, with corresponding standard errors for the parameter-driven models, con-
taining intercept and N AR. These models are analogous to those in Table 8.1, page 183. 
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