We propose an efficient algorithm using layered stereogram based inverse Fresnel diffraction for 3-D computer-generated holograms. Experiments demonstrate the proposed method can reconstruct quality 3-D images with accurate depth cues.
Introduction
Holographic display is promising for 3-D display since it can reconstruct the whole optical wave field of the 3-D scene [1] . With the development of computer technology, both existing and synthetic scenes can be used to generate the holograms as long as the mathematical descriptions of the 3-D scenes are provided [2, 3] . The algorithm can be implemented to transform the 3-D data into computer-generated holograms (CGHs), which is directly related to the quality of the reconstructed 3-D scene and the computing efficiency of the CGH.
Fully computed holographic stereogram based algorithm was employed in our previous work, which integrated point-based algorithm and holographic stereogram to provide accurate depth cues [4] . Due to the large amount of primitives in the point-based calculation, the computational load would be extremely high for a complex 3-D scene.
In this paper, we propose an efficient algorithm using layered stereogram based inverse Fresnel diffraction to provide accurate depth information. The hologram is spatially partitioned into tiled hogels to perform multiple viewpoint rendering. Then the viewing frustum generated from each hogel is sliced into multiple layers based on the depth image to proceed the diffraction calculation. During diffraction calculation, inverse Fresnel diffraction technique is implemented to provide fast and precise simulation of the wave propagation with the help of FFT. This algorithm can perform quality reconstructions of 3-D scenes with reduced computational load.
Layered stereogram calculation
The layered stereogram is implemented by integrating holographic stereogram calculation and layer-based techniques. The diagram for calculating the layered stereogram is shown in Fig. 1 . Similarly with holographic stereogram calculation, the hologram is spatially partitioned into a grid of hogels. For each hogel, a viewing frustum is projected from its corresponding viewpoint. The viewing angle of the frustum is determined by the spatial resolution of the CGH. During rendering procedure, shading and depth images can be fetched from the viewpoint of each hogel to provide the shading and geometric information of the 3-D scene. Computer graphics techniques can be implemented in the rendering process to produce multiple optical effects, which are encoded in the amplitude information of the shading images. According to the depth image, the 3-D data in the viewing frustum can then be sliced into multiple layers to proceed the diffraction calculation. The sliced layers can provide accurate depth cues during reconstruction since its optical wave field is consistent with the original 3-D scene. During calculation, the amplitude information can be extracted from the shading image for each layer. The random phase distributions are then added to the amplitude information to simulate the diffusive effect of the object surface. After propagation calculation of the sliced layers, the optical wave field of the hogel can be calculated by adding up wavefront distributions of all the sliced layers. And the complex amplitude distribution of the whole hologram can be acquired after calculation of all the hogels.
Stereogram based inverse Fresnel diffraction
Different to the simple FFT processing of the holographic stereogram calculation, diffraction simulations according to the propagation distances of the sliced layers should be performed to provide the accurate depth information of the 3-D scene. The geometric model of diffraction simulation in the proposed algorithm is shown in Fig. 2 . The hogel in calculation lies in the center of the hologram plane (ξ, η), and one sliced layer lies in the destination plane (x, y). According to the Fresnel diffraction integral, the optical wave field at (x, y) becomes ( ) 
where z is propagation distance from the hologram plane to the specific sliced layer, k = 2π/λ is the wave number in free space, f ξ and f η are imposed by the following substitutions , . 
According to the sampling rule of the discrete Fourier transform, the following relation exists:
where N ξ and N η are the number of sampling points along the coordinates, ξ ∆ and η ∆ are the sampling distances in ξ and proportional to the propagation distance z. Given the optical wave field of the destination plane, the complex amplitude distribution of the hogel can be calculated using inverse Fresnel diffraction:
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Experimental results
To demonstrate the performance of our proposed method, numerical simulations and optical experiments are performed. In the experimental work, the PLUTO phase-only SLM is used for optical reconstructions. It is a reflective liquid crystal on silicon (LCOS) device with 1920×1080 pixels. The pixel pitch is 8 μm and the SLM is addressed with 8 bit gray-scale levels. The wavelength of the laser used in our experiment is 532 nm. The 3-D scene used for generating the CGH contains a dragon model located from z = 100 mm and a Buddha located at z = 170 mm. Fig. 3(a) and 3(b) show the numerical and optical reconstruction results when the camera is focused on the dragon and Buddha separately. The camera is then placed at three different viewing positions to capture the occlusion effect of the reconstructed 3-D scene. Fig. 3 (c), 3(d) , and 3(e) show the captured images from left, center, and right, respectively. The results illustrate that motion parallax with occlusion effect can be perceived successfully. 
Conclusion
CGH algorithm using layered stereogram based inverse Fresnel diffraction is proposed to provide all the depth cues of the 3-D scene with reduced computational load. The proposed method can perform fast calculation of the optical wave field with high precision by integrating holographic stereogram calculation and inverse Fresnel diffraction. The developed algorithm can efficiently provide accurate spatial information as well as view-dependent properties of the 3-D scenes.
