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Abstract
Energy-saving optimization is very important for various engineering problems
related to modern distributed systems. We consider here a control problem for
a wireless sensor network with a single time server node and a large number of
client nodes. The problem is to minimize a functional which accumulates clock
synchronization errors in the clients nodes and the energy consumption of the
server over some time interval [0, T ]. The control function u = u(t), 0 ≤ u(t) ≤ u1,
corresponds to the power of the server node transmitting synchronization signals
to the clients. For all possible parameter values we find the structure of optimal
trajectories. We show that for sufficiently large u1 the solutions contain singular
arcs.
Keywords: Pontryagin maximum principle, bilinear control system, singular ex-
tremals, wireless sensor network, energy-saving optimization.
1 Model
Power consumption, clock synchronization and optimization are very popular topics in
analysis of wireless sensor networks [1]–[8]. In the majority of modern papers their
authors discuss and compare communication protocols (see, for example, [5]), network
architectures (for example, [4]) and technical designs by using numerical simulations or
dynamical programming methods (e.g., [7]). In the present talk we consider a mathe-
matical model related with large scale networks which nodes are equipped with noisy
non-perfect clocks [2]. The task of optimal clock synchronization in such networks is
reduced to the classical control problem. Its functional is based on the trade-off be-
tween energy consumption and mean-square synchronization error. This control prob-
lem demonstrates surprisingly deep connections with the theory of singular optimal
solutions [9]–[14].
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L. Manita Controlling of clock synchronization in WSNs
The network consists of a single server node (denoted by 1) and N client nodes
(sensors) numbered as 2, . . . , N + 1.
Let xi be a state of the node i having the meaning of a local clock value at this node.
The network evolves in time t ∈ R+ as follows.
1) The node 1 is a time server with the perfect clock:
d x1(t)
dt
= v > 0
2) The client nodes are equipped with non-perfect clocks with a random Gaussian
noise
d xj(t)
dt
= v + σdWj(t) + synchronizing jumps,
where Wj(t), j = 2, . . . , N + 1, are independent standard Wiener processes, σ > 0
corresponds to the strength of the noise and “synchronizing jumps” are explained below.
3) At random time moments the server node 1 sends messages to randomly chosen
client nodes, u is the intensity of the Poissonian message flow issued from the server.
The client j, j = 2, . . . , N + 1, that receives at time τ a message from the node 1
immediately ajusts its clock to the current value of x1:
xj(τ + 0) = x1(τ),
xk(τ + 0) = xk(τ), k 6= j.
Hence the client clocks xj(t), t ≥ 0, are stochastic processes which interact with the
time server.
The function
R(t) = E
1
N
N+1∑
j=2
(xj(t)− x1(t))2
is a cumulative measure of desynchronization between the client and server nodes. Here
E stands for the expectation.
It was proved in [2, 3] that the function R(t) satisfies the differential equation
R˙ = −uR +Nσ2
2 Optimal control problem
Consider the following optimal control problem
ˆ T
0
(αR(t) + βu(t)) dt→ inf (1)
R˙ (t) = −u(t)R(t) +Nσ2 (2)
R (0) = R0 (3)
0 ≤ u(t) ≤ u1 (4)
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Here α, β are some positive constants. The control function u (t) corresponds to the
power of the server node transmitting synchronization signals to the clients. The func-
tional (1) accumulates clock synchronization errors in the clients nodes and the energy
consumption of the server over some time interval [0, T ].
The admissible solutions to (1)-(4) are absolutely continuous functions, the admis-
sible controls belong to L∞ [0, T ].
We prove that the problem (1)-(4) has a unique solution. We find a structure of
optimal control. We show that optimal solutions may contain singular arcs.
3 Existence of solution
Lemma 1 For any R0 and any parameter values T, α, β, N, σ2, u1 there exists a so-
lution (Rˆ(t), uˆ(t)) to the problem (1)-(4).
Proof. Let BR0 denote the set of continuous functions R : [0, T ]→ R such that R(0) =
R0. Consider the map K : L∞ [0, T ]→ BR0 defined as follows:
(Ku) (t) = R0 exp
(
−
ˆ t
0
u(ξ)dξ
)
+Nσ2
ˆ t
0
exp
(
−
ˆ t
s
u(ξ)dξ
)
ds
=: A(u, t) +B(u, t). (5)
This operator assigns to the control function u the corresponding solution R of
(1)-(4).
1. Let
{
u(n)(t)
}∞
n=1
be a minimizing sequence for the fuctional
ˆ T
0
(αR(t) + βu(t)) dt,
i.e.,
ˆ T
0
(
αKu(n)(t) + βu(n)(t)
)
dt→ inf
u∈V
{ˆ T
0
(αR(t) + βu(t)) dt
}
, (n→∞),
where V = {v ∈ L∞ [0, T ] : 0 ≤ v(t) ≤ u1}. Recall that the space L1 [0, T ] is the adjoint
space to L∞ [0, T ]. By 〈φ, u〉 we denote the value of the functional φ ∈ (L∞ [0, T ])∗ ∼=
L1 [0, T ] at u ∈ L∞ [0, T ]:
〈φ, u〉 =
ˆ T
0
φ(ξ)u(ξ) dξ .
Since u(n)(t) ∈ [0, u1], one can extract a weakly-∗ converging in L∞ [0, T ] subsequence
u(nk)(t) by virtue of Banach-Alaoglu theorem. Without loss of generality one can assume
that u(n) weakly-∗ converges to some uˆ ∈ L∞ [0, T ]. This means that for each ρ ∈
L1 [0, T ] one has
ˆ T
0
ρ(ξ)u(n)(ξ) dξ →
ˆ T
0
ρ(ξ)uˆ(ξ) dξ, n→∞. (6)
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2. Let us prove that the sequence R(n)(t) := Ku(n)(t) converges pointwise to
Rˆ(t) := Kuˆ(t) as n→∞.
Further let φts(ξ) := −1[s,t] (ξ) =
{ −1, ξ ∈ [s, t],
0, ξ 6∈ [s, t]. Taking ρ(ξ) = φ
t
0(ξ) in (6) we
obtain ˆ t
0
u(n)(ξ) dξ →
ˆ t
0
uˆ(ξ) dξ, n→∞,
hence
A(u(n), t)→ A(uˆ, t), n→∞
for each fixed t. Note thatB(u(n), t) = Nσ2
ˆ t
0
exp
〈
φts, u
(n)
〉
ds. The functions exp
〈
φts, u
(n)
〉
are uniformly bounded and pointwise convergent, hence Lebesgue’s dominated theorem
yields the convergence
B(u(n), t)→ B(uˆ, t), n→∞
for each fixed t. So we established the required convergence.
3. Let us show that Rˆ(t) is a solution to (1)–(4).
Obviously R(n)(t) are uniformly bounded (this follows straightforward from the ex-
plicit formula (5)). Since they form a pointwise convergent sequence, Lebesgue’s domi-
nated theorem yields
ˆ T
0
αR(n)(t) dt→
ˆ T
0
αRˆ(t) dt, n→∞.
Moreover, due to weak-∗ convergence, one has
ˆ T
0
βu(n)(t) dt = β
ˆ T
0
φT0 (t)u
(n)(t)dt→ β
ˆ T
0
φT0 (t)uˆ(t)dt = β
ˆ T
0
uˆ(t)dt.
This yields
ˆ T
0
(
αR(n)(t) + βu(n)(t)
)
dt→
ˆ T
0
(
αRˆ(t) + βuˆ(t)
)
dt.
Thus (Rˆ(t), uˆ(t)) is an optimal solution to (1)–(4). 
4 Pontryagin maximum principle
We will apply Pontryagin Maximum Principle [15] to the problem (1)-(4). Let
(
R̂ (t) , û (t)
)
be an optimal solution. Then there exist a constant λ0 and a continuous function ψ (t)
such that for all t ∈ (0, T ) we have
H
(
R̂ (t) , ψ (t) , û (t)
)
= max
0≤u≤u1
H
(
R̂ (t) , ψ (t) , u
)
(7)
4
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where the Hamiltonian function
H (R,ψ, u) = −λ0 (αR + βu) + ψ
(−uR +Nσ2)
Except at points of discontinuity of û (t)
ψ˙ (t) = −
∂H
(
R̂ (t) , ψ (t) , û (t)
)
∂R
= λ0α + û (t)ψ (8)
And ψ satisfies the following transversality condition
ψ (T ) = 0 (9)
The function ψ (t) is called an adjoint function. The condition (7) is called the maxi-
mum condition.
The dynamics equation (2) and the adjoint equation (8) form a Hamiltonian system
ψ˙ = λ0α + û (t)ψ
R˙ = −û (t)R +Nσ2 (10)
where û (t) satisfies the maximum condition (7). The solutions (R (t) , ψ (t)) of (10) are
called extremals. If λ0 6= 0, we say that (R (t) , ψ (t)) is normal. One can show [4] that
in the problem (1)-(4) every extremal is normal. So we can put λ0 = 1.
5 Switching function and singular extremals
Denote
H0 (R,ψ) = −αR + ψNσ2, H1 (R,ψ) = −β −Rψ (11)
then H = H0 + uH1. The Hamiltonian H is linear in u. Hence to maximize it over the
interval u ∈ [0, u1] we need to use boundary values depending on the sign of H1.
uˆ(t) =
{
0, H1 (R(t), ψ(t)) < 0
u1, H1 (R(t), ψ(t)) > 0
(12)
The function H1 is called a switching function.
Suppose that there exists an interval (t1, t2) such that
H1 (R(t), ψ(t)) = 0, ∀t ∈ (t1, t2) (13)
then the extremal (R (t) , ψ (t)) , t ∈ (t1, t2) , is called a singular one. In this case we
can’t find an optimal control from the maximum condition (7). We will differentiate the
identity H1 (R(t), ψ(t)) ≡ 0 by virtue of the Hamiltonian system (10) until a control u
appears with a non-zero coefficient.
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We say that a number q is the order of the singular trajectory iff
∂
∂u
dk
dtk
∣∣∣∣
(10)
H1(R,ψ) = 0, k = 0, . . . , 2q − 1,
∂
∂u
d2q
dt2q
∣∣∣∣
(10)
H1(R,ψ) 6= 0
in some open neighborhood of the singular trajectory (R(t), ψ(t)).
It is known that q is an integer.
Singular solutions arise frequently in control problems [9]-[13] and are therefore of
practical significance. We prove that for suffiently large u1 a singular control is realised
in the problem (1)-(4).
Lemma 2 Let √
αNσ2
β
≤ u1
then in the problem (1)-(4) there exists a singular extremal of order 1
Rˆs (t) ≡
√
Nσ2
β
α
, ψs (t) ≡ −
√
αβ
Nσ2
(14)
and the corresponding singular control is
us =
√
αNσ2
β
Proof. Assume that (13) holds. We will differentiate this identity along the extremal
with respect to t:
d
dt
∣∣∣∣
(10)
H1(R (t) , ψ (t)) = 0 ⇒ −Nσ2ψ (t)− αR (t) = 0 (15)
d2
dt2
∣∣∣∣
(10)
H1(R (t) , ψ (t)) = 0 ⇒ u
(
αR (t)−Nσ2ψ (t))− 2αNσ2 = 0 (16)
From (13) and (15) we have
R (t) =
√
Nσ2
β
α
, ψ (t) = −
√
αβ
Nσ2
(17)
Substituting (17) in (16) we obtain
2
√
Nσ2αβ · u− 2αNσ2 = 0
Thus
R (t) ≡
√
Nσ2
β
α
, ψ (t) ≡ −
√
αβ
Nσ2
6
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is a singular extremal of order 1 and us =
√
αNσ2
β
is the corresponding singular control.
Note that if
√
αNσ2
β
> u1 then us does not satisfy the condition 0 ≤ u(t) ≤ u1 hence
optimal solutions to the problem (1)-(4) are nonsingular. 
Recall the well-known generalized Legendre-Clebsch condition [9], the necessary con-
dition for optimality of the singular extremal of order 1:
∂
∂u
d2
dt2
H1(R̂ (t) , ψ (t)) ≥ 0
We see that this condition holds in our problem. One can show that any concatena-
tion of the singular control with a bang control u = 0 or u = u1 satisfies the necessary
conditions of optimality [9].
From the transversality condition (9) it is easily seen that on the final time interval
the optimal control û (t) in the problem (1)-(4) is nonsingular. Namely, for all initial
condition R0 and for all parameter values α, β, N, σ2, u1 we have the following result.
Lemma 3 There exists ε > 0 such that û (t) = 0 for all t ∈ (T − ε, T ) .
Proof. Using the transversality condition (9) we obtain H1(R̂ (T ) , ψ (T )) = −β < 0.
The continuity of the switching function H1 implies that
H1(R̂ (t) , ψ (t)) < 0 ∀t ∈ (T − ε, T )
for some ε > 0. The maximum condition (7) yields û (t) = 0, t ∈ (T − ε, T ). 
6 The orbits of the Pontryagin maximum principle
system
Consider the behaviour of the extremals on the plane (R,ψ). Let Γ be a switch-
ing curve, that is, a set of point such that H1 (R,ψ) = 0. By (11) we have Γ =
{(R,ψ)| β +Rψ = 0}. We are interested in the domain {(R,ψ) : R > 0}. Denote
Γ+ = Γ ∩ {(R,ψ) : R > 0}
Above Γ+ the optimal control uˆ equals 0, below Γ+ the optimal control uˆ equals u1
(see (12)). Let u = 0 then the Hamiltonian system (10) has the form
R˙ = Nσ2, ψ˙ = α (18)
The general solution of (18) is
R (t) = Nσ2t+ C1, ψ (t) = αt+ C2
On the plane (R,ψ) the orbits of the system (18) are straight lines
ψ =
α
Nσ2
R + C3
7
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Let u = u1 than the Hamiltonian system (10) has the form
R˙ = −u1R +Nσ2, ψ˙ = α + u1ψ (19)
The general solution of (19) is
R(t) = C˜e−u1t +
Nσ2
u1
, ψ (t) = w˜eu1t − α
u1
On the plane (R,ψ) if C˜ 6= 0, w˜ 6= 0, the orbits of the system (19) are hyperbolas
|α + ψu1| ·
∣∣Nσ2 − u1R∣∣ = ω
If C˜ = 0, w˜ 6= 0, the orbit is the straight line R = Nσ2
u1
, directed upward if w˜ > 0 or
downward if w˜ < 0. If w˜ = 0, the orbit is the straight line ψ = − α
u1
, directed to the
left if C˜ > 0 or to the right if C˜ < 0. If C˜ = 0, w˜ = 0 , the point
(
Nσ2
u1
,− α
u1
)
is the
stationary orbit.
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Fig 1. Orbits in the nonsingular case:
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β
> u1
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Fig 2. Orbits in the singular case:
√
αNσ2
β
≤ u1
Remark. On these figures we don’t show trajectories (R(t), ψ(t)) with ψ (0) > 0
because they cannot satisfy the transversality condition.
Note that in the case
√
αNσ2/β ≤ u1 two extremals go out of the singular point(√
Nσ2 β
α
,−
√
αβ
Nσ2
)
(with u = 0 and u = u1). But only one extremal (going of the
singular point) satisfies the transversality condition (9).
Thus for any R0 ≥ 0 there exists a unique extremal such that R (0) = R0, ψ (T ) = 0.
Since we prove that a solution to problem (1)-(4) exists hence the constructed extremals
are optimal.
To summarize the above analysis in the next two sections we consider separately the
nonsingular and singular cases. In each case we provide a plot with optimal solutions
and state a conclusion on the structure of the optimal control uˆ(t) (Theorems 1 and 2).
It is interesting also to see how the structure of uˆ(t) depends on the parameter R0 and T .
The answer is presented on Figures 4 and 6.
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7 Optimal solutions. Nonsingular case
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Fig 3. Optimal solutions for different values of the problem parameters.
Nonsingular case.
Theorem 1 Let
√
αNσ2
β
> u1, that is, optimal solutions are nonsingular
(Lemma 2). Then, depending of values R (0) and T , the optimal control uˆ(t) has one
of the following forms
1.1. uˆ(t) = 0, t ∈ (0, T )
1.2. uˆ(t) =
{
u1, t ∈ (0, t1)
0, t ∈ (t1, T )
1.3. uˆ(t) =

0, t ∈ (0, t1)
u1, t ∈ (t1, t2)
0, t ∈ (t2, T )
i.e., the optimal control switches between u = 0 and u = u1 and the number of switchings
does not exceed 2.
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The Fig. 4 shows how the structure of optimal controls uˆ = uˆ(t), t ∈ [0, T ], depends
on T and on the initial value R(0).: :
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Let (θ, ρ) be some point on the plane (T,R(0)). Assume that (θ, ρ) belongs to a domain
labeled, for example, by (a, b, c). This means that for the optimal control problem with
T = θ and R(0) = ρ the optimal control function uˆ(t) has the following form
uˆ(t) =

a, t ∈ (0, τ1),
b, t ∈ (τ1, τ2),
c, t ∈ (τ2, θ).
Here τ1 and τ2 are some numbers satisfying the condition 0 < τ1 < τ2 < θ. The numbers
τ1 and τ2 depend on (θ, ρ) and on all parameters (α, β,N, σ) of the model. For points
(θ, ρ) in the domain labeled by (0) we have uˆ(t) = 0 for all t ∈ [0, T ].
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8 Optimal Solutions. Singular case
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Fig 5. Optimal solutions for different values of the model parameters.
Singular case.
Theorem 2 Let
√
αNσ2
β
≤ u1. Then, depending of values R (0) and T , the optimal
control uˆ(t) has one of the following forms
2.1. uˆ(t) = 0, t ∈ (0, T )
2.2. uˆ(t) =
{
u1, t ∈ (0, t1)
0, t ∈ (t1, T ) 2.3. uˆ(t) =
{
us, t ∈ (0, t1)
0, t ∈ (t1, T )
2.4. uˆ(t) =

0, t ∈ (0, t1)
us, t ∈ (t1, t2)
0, t ∈ (t2, T )
, 2.5. uˆ(t) =

u1, t ∈ (0, t1)
us, t ∈ (t1, t2)
0, t ∈ (t2, T )
i.e., the number of control switchings does not exceed 2 and the optimal solutions may
contain the singular arcs (cases 2.3-2.5).
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Fig 6.
As it is seen from Fig. 6 in the singular case on the plane (T,R(0)) we have more
domains with different structures of the optimal control uˆ = uˆ(t). These additional
domains are labeled as (uS, 0) or (a, uS, 0). Note that on that intervals t ∈ ∆ where
uˆ(t) = uS the function Rˆ(t) takes the constant value RˆS:
Rˆ(t) = RˆS, t ∈ ∆.
9 Conclusions
We considered the control problem for wireless sensor networks with a single time server
node and a large number of client nodes. The cost functional of this control problem ac-
cumulates clock synchronization errors in the clients nodes and the energy consumption
of the server over some time interval [0, T ]. For all possible parameter values we found
the structure of optimal control function. It was proved that for any optimal solution
R̂ (t) there exist a time moment τ, 0 ≤ τ < T , such that uˆ(t) = 0, t ∈ [τ, T ], i.e., the
sending messages at times close to T is not optimal. We showed that for sufficiently
large u1 the optimal solutions contain singular arcs. We found conditions on the model
parameters under which different types of the optimal control are realized.
We hope that our study of the energy-saving optimization will also be usefull for
analysis of other engineering problems related to modern distributed systems. In future
we plan to extend these results to more general models.
13
L. Manita Controlling of clock synchronization in WSNs
References
[1] Sundararaman, B., Buy, U., Kshemkalyani, A.D., Clock synchronization for wire-
less sensor networks: a survey. Ad Hoc Networks, 3, 3, 281–323, 2005
[2] Manita A., Clock synchronization in symmetric stochastic networks, Queueing Sys-
tems, 76, 2, 149-180, 2014
[3] Manita A., Time Scales in Probabilistic Models of Wireless Sensor Networks,
arXiv:1303.0031 [math.PR]
[4] Feistel A., Wiczanowski M., Stanczak S., Optimization of Energy Consumption
in Wireless Sensor Networks, Proc. ITG/IEEE International Workshop on Smart
Antennas (WSA), 2007, Wien, Austria.
[5] Albu R., Labit Y., Gayraud T., Berthou P., An Energy-efficient Clock Synchro-
nization Protocol for Wireless Sensor Networks, Computing Research Repository -
CORR , vol. abs/1012.2, 2010
[6] Lan Wang, Yang Xiao, Energy Saving Mechanisms in Sensor Networks. Broadband
Networks, 2005. BroadNets 2005, 724 - 732, Vol. 1.
[7] Xu Ning, Christos G. Cassandras, Dynamic Sleep Time Control in Wireless Sensor
Networks, ACM Transactions on Sensor Networks, Vol. 6, No. 3, Article 21, 2010.
[8] Moshaddique Al Ameen, S. M. Riazul Islam, Kyungsup Kwak, Energy Saving
Mechanisms for MAC Protocols in Wireless Sensor Networks, International Journal
of Distributed Sensor Networks Volume 2010, Article ID 163413.
[9] Heinz Schattler, Urszula Ledzewicz, Geometric Optimal Control Theory: Methods
and Examples. Springer, 2012
[10] Volker Michel, Singular Optimal Control: The State of the Art, Berichte der Ar-
beitsgruppe Technomathematik, V.169, 1996
[11] Zelikin M.I., Borisov V.F. Theory of chattering control with applications to Astro-
nautics, Robotics, Economics and Engineering. Boston et al.: Birkhauser, 1994.
[12] M.I. Zelikin, L.A. Manita, Optimal control for a Timoshenko beam, C.R. Mécanique
334, Issue 5 (2006) 292-297
[13] Manita L. Optimal Chattering Regimes in Nonhomogeneous Bar Model, The-
oretical and Applied Issues in Statistics and Demography (C. H. Skiadas, Ed).
Barselona, 2013.
[14] Powers W. F., On the Order of Singular Optimal Control Problems, J. of Opti-
mization Theory and Applications:V. 32, No, 4, 1980
[15] Pontryagin L.S., Boltyanskii V.G., Gamkrelidze R.V., Mishchenko E.F., The Math-
ematical Theory of Optimal Processes. John Wiley, 1962
14
