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The Heisenberg model on a triangular lattice is a prime example for a geometrically frustrated spin system.
However most experimentally accessible compounds have spatially anisotropic exchange interactions. As a
function of this anisotropy, ground states with different magnetic properties can be realized. Motivated by
recent experimental findings on Cs2CuCl4−xBrx, we discuss the full phase diagram of the anisotropic model
with two exchange constants J1 and J2, including possible ferromagnetic exchange. Furthermore a comparison
with the related square lattice model is carried out. We discuss the zero-temperature phase diagram, ordering
vector, ground-state energy, and ordered moment on a classical level and investigate the effect of quantum
fluctuations within the framework of spin-wave theory. The field dependence of the ordered moment is shown
to be nonmonotonic with field and control parameter.
PACS numbers: 75.10.Jm, 75.30.Cr, 75.30.Ds
I. INTRODUCTION
The 2D isotropic triangular Heisenberg antiferromagnet
(HAF) is the most simple spin model that exhibits geometric
frustration when only next neighbor (n.n) coupling is consid-
ered. In fact the triangular lattice is the only Bravais lattice
in 2D which is geometrically frustrated. Classically (i.e., for
large S) the ground state of this model is the noncollinear 120◦
structure corresponding to a commensurate spiral order. For
a quantum spin S=1/2 the interplay of quantum fluctuations
and frustration leads to anomalous ground state properties and
low energy excitations. This has been studied for consider-
able time by analytical [1, 2] as well as numerical [3–5] meth-
ods. It was finally concluded that the magnetic order is sta-
ble even in the quantum case, albeit with strongly reduced or-
dered (staggered) moment mQ/(µBS) ≈ 0.41. This reduction
may quantitatively be understood as the effect of zero-point
fluctuations in linear spin wave (LSW) theory. It not only af-
fects the moment size but also the ground state energy, mag-
netization and homogeneous susceptibility. These corrections
are formally of the order (1/S). It was found that (1/S) cor-
rections also strongly modify the LSW (classical) dispersion
itself [6], leading to an overall band width reduction, and ad-
ditional (roton-type) minimum and peculiar life-time effects
[7]. This agrees with the results of high-temperature series
expansions [8].
While the theoretical picture is fairly well established, there
is, however, no good material candidate for the isotropic
S=1/2 quantum HAF on the triangular lattice. The systems
studied sofar have considerable interlayer-exchange and in-
plane anisotropies [9], in particular for the most well stud-
ied Cs2CuCl4 [10–12] and Cs2CuBr4 [12, 13] compounds and
their substitutional series Cs2CuCl4−xBrx [14]. Therefore it is
not sufficient to just focus on the isotropic case. A related ob-
servation is made for the square lattice (interaction-) frustrated
J1-J2 HAF (see e.g. Ref. 15 and references cited therein).
Most of the layered vanadium oxide compounds correspond-
ing to this model have strongly different exchange constants
with J2 being actually ferromagnetic while J1 is antiferromag-
netic. This is not only a superficial analogy because, as we dis-
cuss below the anisotropic triangular HAF is equivalent to the
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FIG. 1. (a) anisotropic triangular lattice with exchange constants J1
(solid bonds) and J2 (dashed bonds) which is topologically equiva-
lent to a square lattice with one additional set of diagonal bonds (b).
square lattice J1-J2 HAF model with one J2 bond cut. There-
fore, throughout our work we will emphasize similarities and
differences of both models.
Due to this predominance of anisotropic exchange materi-
als it is highly useful not only to consider the isotropic tri-
angular HAF but to investigate the full phase diagram of the
anisotropic model, in particular because the substitutional se-
ries Cs2CuCl4−xBrx may allow a tuning of the anisotropy ratio
within a certain range [14]. It is a further interesting aspect of
this model that by tuning a single control parameter one may
go from square lattice HAF () via isotropic triangular (4)
to quasi-1D spin chain (‖) system. There exist several an-
alytical [16–20] and numerical [21–24] investigations of the
triangular model and its generalization [25] but only for the
case when both anisotropic exchange constants J1 and J2 are
antiferromagnetic.
Here we present an analysis of the general triangular
exchange model without restriction to J1 and J2 (or the
anisotropy angle φ = tan−1(J2/J1)). Furthermore we inves-
tigate magnetization and field dependence of ordered moment
in the full range of the anisotropy parameter. We use the linear
spin wave (LSW) theory in an external field as starting point of
our analysis, although one must keep in mind that this method
is strictly not applicable in the quasi-1D and AF/spiral bound-
ary regions of the phase diagram. Our emphasis is to derive
the systematic trend of (1/S) quantum corrections in ground
state energy, ordering vector, staggered moment and magneti-
zation as function of the anisotropy angle φ in the whole range
−pi ≤ φ ≤ pi . This should be very useful information for the
interpretation of real anisotropic triangular magnets and their
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2location in the phase diagram as it has been for the square
lattice cases, in particular for layered V oxides [26, 27] and
also for the quasi-1D system CsCuCl3 with in-plane triangu-
lar structure [28]. Here we do not yet consider the (1/S) cor-
rections to the excitation spectrum itself as function of φ , as
was done for the isotropic φ = pi/4 in Ref.7, this is left for a
later investigation.
II. MODEL HAMILTONIAN
The model spin Hamiltonian for the anisotropic triangular
lattice is given by
H =∑
〈i j〉
SiJi jS j−gµBµ0H∑
i
Si (1)
where the sum in the first term extends over bonds 〈i j〉 con-
necting sites i and j. We assume an interaction in the form of
a uniaxial tensor in spin space defined by
Ji j = diag
(
J⊥i j ,J
⊥
i j ,J
z
i j
)
, (2)
and the applied magnetic field H points into the z direction de-
fined by the anisotropy above. Figure 1a illustrates the spatial
structure ofH , and we set
Ji j =
{
J1 if R j = Ri± 12
(
ex±
√
3ey
)
J2 if R j = Ri± ex , (3)
measuring distances in units of the lattice constants. For sim-
plicity we omit the directional indices ⊥ and z in the follow-
ing, unless otherwise noted.
The Fourier transform of the exchange integral for the lat-
tice with N sites then reads
J(q) =
1
N ∑〈i j〉
Ji je−iq(Ri−R j) =
1
2∑n
Jii+ne−iqRn
= 2J1 cos
qx
2
cos
√
3
2
qy+ J2 cosqx, (4)
where the last sum runs over all bonds n connecting an arbi-
trary but fixed site i with its six neighbors. Alternatively, we
can regard the lattice as an isotropic square lattice with one
additional diagonal bond as shown in Fig. 1b. The mapping
corresponds to a coordinate transformation in crystal momen-
tum space
qx→ kx+ ky, qy→ 1√
3
(kx− ky) , (5)
and the exchange Fourier transform acquires the form
J(k) = J1 (coskx+ cosky)+ J2 cos(kx+ ky) . (6)
We will use the symbols q,Q for the triangular lattice coordi-
nates, and use k,K for the square lattice coordinates.
In order to discuss the full phase diagram of the model, we
introduce a anisotropy angle φ and an overall energy scale Jc
FIG. 2. Moment patterns of the ordered states, from top to bot-
tom: Ferromagnet, columnar antiferromagnet, antiferromagnet, spi-
ral with J2/J1 = 1/2+ 0.01, special case: 120-degree-structure for
J2 = J1 > 0 (isotropic AF exchange).
defined through
J1 = Jc cosφ , J2 = Jc sinφ , (7)
Jc =
√
J21 + J
2
2 , φ = tan
−1
(
J2
J1
)
.
This parameterization allows for an interpolation between im-
portant geometrical limiting cases, namely the square-lattice
Ne´el antiferromagnet (J2 = 0 or φ = 0), the isotropic trian-
gular antiferromagnet (J2 = J1 or φ = pi/4), the antiferromag-
netic chain (J1 = 0 or φ = pi/2), and their ferromagnetic coun-
terparts. The following analysis of the model with the parame-
terization introduced here closely follows the general concept
presented in [15].
III. CLASSICAL GROUND STATES
On each site i, we introduce a local coordinate system
where the local z′ axis is oriented parallel to the local magnetic
moment, which we regard as a classical vector. The global z
axis is defined by the direction of the magnetic field H. Ignor-
ing anisotropies, the spins undergo a spin-flop transition for
arbitrary small fields. We can parameterize them with a cant-
ing angle Θ relative to the field direction and an ordering vec-
tor Q in the xy plane perpendicular to the field direction. The
value Θ = pi/2 corresponds to the state with vanishing mag-
netic field (arbitrary global z axis), and Θ = 0 corresponds to
the fully polarized state at the saturation field.
3TABLE I. Classical ground states: Ordering vectors, energies, conditions, range of anisotropy angle. For each phase the possible equivalent
wave vectors in the first BZ that produce the same spin structure are given.
phase classical ordering vectors Q Ecl/(NS2) conditions range
ferromagnet
0(
±2pi,± 2pi√
3
) 2J1 + J2 J1 ≤ 0 ∧ J2|J1| ≤ 12 −pi− tan−1 ( 12)≤ φ ≤− pi2
columnar AF
(
±pi,± pi√
3
)
−J2 – –
antiferromagnet
(±2pi,0)(
0,± 2pi√
3
) −2J1 + J2 J1 ≥ 0 ∧ J2J1 ≤ 12 − pi2 ≤ φ ≤ tan−1 ( 12)
spiral
(
±2tan−1
(√
4
(
J2
J1
)2−1) ,0)(
±2tan−1
(√
4
(
J2
J1
)2−1) ,± 2pi√
3
) −J2 [1+ 12 ( J1J2 )2
]
J2 ≥ 0 ∧ J2|J1| ≥
1
2 tan
−1 ( 1
2
)≤ φ ≤ pi− tan−1 ( 12)
isotropic triangular AF
(± 4pi3 ,0)(
± 2pi3 ,± 2pi√3
) − 32 J1 J1 = J2 > 0 φ = pi4
FM AF spiral FM
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FIG. 3. Top: Dependence of the classical energies listed in Table I
on the anisotropy angle φ . Solid line: ferromagnet, long-dashed line:
antiferromagnet, dashed line: columnar antiferromagnet, dotted line:
spiral. The vertical lines mark the phase boundaries, the special
anisotropy angles for the antiferromagnetic square lattice (J2 = 0,
), the isotropic triangular antiferromagnet (J2 = J1,4), and the an-
tiferromagnetic chains (J1 = 0, ‖) are indicated by the corresponding
symbols above the plot. Bottom: Saturation field for triangular (solid
line) and square lattice J1− J2 model (dashed line).
The classical energy then reads
Ecl = NS2
[
J⊥(Q)+A(0)cos2Θ− gµBµ0HS cosΘ
]
, (8)
where the coefficient A(0) = A(q = 0) is defined by
A(q) = Jz(q)+
1
2
[J⊥(q+Q)+ J⊥(q−Q)]−2J⊥(Q). (9)
Minimizing Eq. (8) with respect toΘ yields the classical cant-
ing angle and saturation field Hsat:
Θc = cos−1
(
H
Hsat
)
, Hsat =
2SA(0)
µ0gµB
, (10)
and we get
Ecl = NS2
[
J⊥(Q)−A(0)
(
H
Hsat
)2]
. (11)
The vector Q can be found by minimizing the above expres-
sion with respect to it. Setting ∂Ecl/∂Qα = 0, α = x,y we
find different types of solutions which are tabulated in Table I,
together with their classical energies. The last two columns
of the table list the conditions and ranges of anisotropy an-
gle where the corresponding solution Q describes the ground
state.
Fig. 2 illustrates the moment patterns of the different clas-
sical phases. In the isotropic case, the columnar antiferromag-
net and the antiferromagnet are identical, because the former
can be mapped onto the latter through a rotation of the lat-
tice by an angle 2pi/3. Therefore their energy curves cross
at φ = pi/4 (Fig 3 (top)). However the ordering vector cor-
responding to the columnar antiferromagnet never minimizes
the classical energy, and for J1 = J2 > 0 (φ = pi/4), the 120-
degree-structure characterizes the ground state (last row in Ta-
ble I). Figure 3 (top) displays the dependence of the classical
4J2  J1 = 1  2J2  J1 = -1  2
J2  J1 » 3.9J2  J1 » -3.9
J1
J2
AF
spiral spiral
FM
quasi
1D
Φ
FIG. 4. Classical phase diagram. The phase boundaries are deter-
mined from the classical ground-state energy. The boundaries of the
spiral phase are given by J2/J1 = ±1/2, the boundary between AF
and FM is given by J1 = 0, J2 ≥ 0. The shaded area bounded by
J2/J1 ≈ ±3.9 (0.42pi ≤ φ ≤ 0.58pi) denotes the region where quan-
tum fluctuations destroy the ordered moment within our semiclassi-
cal approximation. This area is centered around J1 = 0, which cor-
responds to one-dimensional chains. The dashed lines illustrate the
definition of the anisotropy angle φ with −pi ≤ φ ≤ pi .
energies on the anisotropy angle φ while Figure 3 (bottom)
shows the saturation fields in comparison of triangular and
square lattice J1− J2 model.
The phase diagram according to this analysis is composed
of three phases, a uniform ferromagnet (FM), a Ne´el antifer-
romagnet (AF), and a spiral phase with an in general incom-
mensurate ordering vector, see Fig. 4. The columnar antifer-
romagnet has an energy which is never the lowest, therefore it
is not realized as a ground state.
One set of ordering vectors has the form Q = (±Q,0)
for all three classical phases, shown in Fig. 5. In the spi-
ral phase, Q continuously interpolates between the antifer-
romagnet (Q = 2pi) and the ferromagnet (Q = 0). In this
phase, Q(φ) = 2pi −Q(pi − φ) is antisymmetric with respect
to the point (φ ,Q) = (pi/2,pi) (antiferromagnetic chain with
J1 = 0, J2 > 0) and has an infinite slope at the boundaries.
The isotropic triangular lattice with J1 = J2 is characterized
by Q(pi/2) = 4pi/3 leading to the 120◦ spin structure.
The phase diagram has a corresponding mirror symmetry
with respect to the line J1 = 0: We may split the lattice into a
sublattice A having only sites with a particular spin direction,
e.g. “up”, in the AF phase, and a sublattice B with sites all
having a “down” spin. If all B spins are flipped the Hamilto-
nian (1) with H= 0 remains invariant provided we simultane-
ously set J1→−J1. This operation exchanges the FM and AF
phases and leaves the spiral phase invariant. Exactly at J1 = 0,
the lattice is decoupled into independent chains, and one can
rotate all spins on any chain by an arbitrary angle without en-
ergy cost.
FM AF spiral FM
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FIG. 5. Dependence of the component Q of the ordering vector
Q = (±Q,0) on the anisotropy angle φ . The solid line denotes the
classical behavior, the dashed line denotes the φ -dependence includ-
ing first-order quantum corrections.
IV. QUANTUM FLUCTUATIONS
The classical picture of magnetic order in the anisotropic
trigonal model discussed sofar serves as a starting point to the
main topic of this work: A global understanding of the influ-
ence of quantum fluctuations on the type, energy, ordered mo-
ment and magnetization of the ground state as function of the
anisotropy angle φ . For that purpose we employ a standard
linear spin wave analysis of magnetic excitations and calcu-
late the effect of zero point fluctuations on these quantities.
Naturally, as in the square lattice model, regions of φ where
the moment becomes unstable and spin wave approximation
breaks down will appear. It is important to characterize the
size of those regions and get clues on the type of nonmagnetic
state that may appear.
To perform the calculation of quantum corrections we re-
turn to the Hamiltonian (1) expressed in the local coordi-
nate system introduced in the previous section, we apply a
Holstein-Primakoff transformation and carry out a large-S ex-
pansion, keeping terms up to fist order in 1/S. We regard the
magnetic field H formally as proportional to S. Applying a
Fourier transformation and a subsequent Bogoliubov transfor-
mation leads in the thermodynamic limit to the familiar gen-
eral form
H = Ecl+Ezp+NS
∫ d2q
VBZ
ωsw(q)α†qαq, (12)
where the q integration is to be taken over the first Brillouin
zone (BZ) with area VBZ = 2
√
3pi2, Ecl is given by Eq. (8),
and α†q denotes a magnon with wave vector q. The zero-point
energy Ezp and magnon dispersion ωsw are given by
Ezp = NS
(
J⊥(Q)+
1
2
∫ d2q
VBZ
ω(q)
)
, (13)
ωsw(q) = ω(q)+C(q)
H
Hsat
, (14)
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FIG. 6. Ground-state energy Egs for S = 1/2 including first-order
quantum corrections as a function of φ (solid line). Cross at φ = pi/2:
Exact 1D Bethe ansatz result Egs/(NJc)= 1/4− ln2. Top: Full range
of anisotropy angles. Dashed line: Classical ground-state energy.
Bottom: Zoom into the spiral phase. Dashed line: small corrections
to Egs in the spiral phase due to ordering vector corrections.
ω(q) =
{[
A(q)−B(q)(H/Hsat)2
]2
−
[
B(q)
(
1− (H/Hsat)2
)]2}1/2
. (15)
The coefficients B andC, the latter only being present at finite
magnetic fields H, are given by
B(q) = Jz(q)− 12 [J⊥(q+Q)+ J⊥(q−Q)] , (16)
C(q) = J⊥(q+Q)− J⊥(q−Q). (17)
We note thatC(q) is nonzero only in the spiral phase and does
not contribute to the ground-state energy Egs = Ecl+Ezp.
For the determination of the ordering vector Q, we now
have to minimize the full ground-state energy Egs = Ecl+Ezp
as given by Eqs. (8) and (13), again up to first order in 1/S.
For H = 0, this amounts to finding the roots of the equation
− ∂J⊥(Q)
∂Qα
=
1
2S
∫ d2q
VBZ
(
∂A(q)
∂Qα
· A(q)+B(q)
ω(q)
)∣∣∣∣
Q=Qcl
(18)
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FIG. 7. Size of the ordered moment mQ according to Eq. (19) as
a function of the anisotropy angle φ . Top: anisotropic triangu-
lar lattice. Bottom: J1-J2 model on the square lattice. The solid
lines denote S = 1/2, the circle marks the ordered moment for the
square-lattice antiferromagnet. The cross marks the DMRG result
mQ/(µBS) = 0.41 [5]. The dotted lines show the φ dependence of
mQ for S= 1, and the bar at φ = pi/4 denotes mQ for S= 3/2.
for the components of Q. In the AF and FM phases, the right-
hand side of this equation vanishes, and Eq. (18) leads again
to the classical values a given in Table I. Small but finite cor-
rections to these appear in the spiral phase only, see the dashed
line of Fig. 5. Unless explicitly noted, we ignore these as well
as spin-space anisotropies (J⊥i j = J
z
i j) in the following.
V. GROUND-STATE ENERGY
In the ferromagnetic phase, corrections to the ground-state
energy are absent. Quantum fluctuations strongly renormalize
the ground-state energy Egs in the antiferromagnetic and spiral
phases. The solid line in Fig. 6 shows a plot of Egs for S= 1/2
as introduced in the preceding section, calculated using the
classical ordering vector. For comparison, the dashed line
in the upper part of the figure displays the classical ground-
state energy Ecl. The reflection symmetry of the classical en-
ergy around the one-dimensional point (‖) is destroyed by the
quantum fluctuations.
6While vanishing at the boundaries to the ferromagnet, the
quantum corrections are largest in the spiral phase, in par-
ticular around the one-dimensional point φ = pi/2 (J1 = 0).
The lower part of Fig. 6 gives a zoom into this phase and
shows the additional small corrections due to the order-
ing vector corrections introduced in the preceding section.
The cross at φ = pi/2 denotes the exact Bethe ansatz result
Egs/(NJc) = 1/4− ln2 ≈ −0.443 for the one-dimensional
AF chain [29, 30]. From linear spin-wave theory we get
Egs/(NJc) =−3/4+1/pi ≈−0.432.
VI. ORDERED MOMENT
Quantum fluctuations reduce the ordered moment mQ from
its classical value mclQ = µBS. Including their effect it has the
general form
mQ = µBS
[
1− 1
2S
(∫ d2q
VBZ
A(q)
ω(q)
−1
)]
(19)
for field H = 0. Fig. 7 shows a plot of the ordered moment
mQ at field H = 0 as a function of the anisotropy angle φ . We
note that the absolute correction to the classical value mclQ does
not depend on S. In the FM phase, the classical value remains
unchanged. In the AF phase, quantum fluctuations reduce the
ordered moment smoothly form a value mQ = µBS in the FM
phase to mQ = 0 at J2/J1 = 1/2 (φ ≈ 0.148pi). At φ = 0,
we get the well-known value mQ/(µBS) ≈ 0.606 for S = 1/2
(small circle in Fig. 7).
In the spiral phase for φ ≥ tan−1(1/2), the ordered moment
is stabilized until the commensurate 120◦-spiral state with or-
dering vector component Q = 4pi/3 is reached at φ = pi/4
(isotropic case), and mQ/(µBS) ≈ 0.478 for S = 1/2 [2]. In-
creasing the ratio J2/J1 further, the ordered moment is sup-
pressed until it vanishes at φ/pi ≈ 0.42, corresponding to
J2/J1 ≈ 3.9. For φ/pi > 0.58 or J2/J1 > −3.9, the or-
dered moment is stabilized and monotonously increases un-
til it reaches the border to the FM phase at J2/J1 = −1/2
(φ/pi ≈ 0.852), where the classical value is restored. The re-
gion with J2/|J1|> 3.9 indicates a classically not present dis-
ordered regime around the point φ = pi/2, where J1 = 0. This
point denotes the one-dimensional antiferromagnetic chain
which has no long range magnetic order but only quasi-long
range algebraic spin correlations [31].
Turning on a magnetic field, the moments on each site cant
towards the field direction defining our global z axis. The or-
dered moment which is the projection of the former onto the
plane perpendicular to z can then be written as [32]
mQ(H) = µBS
√
1−
(
H
Hsat
)2{
1− 1
1− (H/Hsat)2
1
2S
∫ d2q
VBZ
[
A(q)
ω(q)
−1+
(
H
Hsat
)2 B(q)
ω(q)
(
A(q)−B(q)
A(0)
−1
)]}
(20)
up to O(1/S), including corrections to the classical canting
angle Θc. Figure 8 displays the field dependence of the or-
dered moment for S = 1/2 and different anisotropy angles φ .
For comparison also the classical S→ ∞ field dependence is
shown (topmost curve). In Fig. 7 for all four values of φ the
ordered moment at H = 0 is reduced from its classical value
by quantum fluctuations. We have chosen characteristic val-
ues for the anisotropy: φ = 0.4pi (lowest solid line) is near the
crossover to the quasi-onedimensional behavior. The dashed
curve has φ = pi/4, which is the isotropic triangular antiferro-
magnet starting at mQ(H = 0)/(µBS) = 0.478. The dotted
curve with φ/pi = 0.18 is at the AF/spiral boundary. The
zero-field moments for φ/pi = 0.4,0.18 are both lower than
for the isotropic trigonal case φ = 0.25pi . This means that in
the corresponding spiral phase region mQ(H = 0,φ)/(µBS) is
non-monotonic as function of control parameter φ . Finally
the dash-dotted curve for φ = 0 corresponds to the unfrus-
trated square-lattice antiferromagnet. The moment reduction
is strongest near the quasi-onedimensional region. Upon in-
creasing H, two effects determine mQ(H): (a) Due to the sup-
pression of quantum fluctuations by the magnetic field, the
total moment is stabilized, leading to an initial increase of
mQ(H). (b) The total moment is tilted towards the direction
of the magnetic field, leading to a decrease of mQ(H), which
at sufficiently large fields dominates the field dependence of
mQ(H). In the classical limit, mQ(H) is determined only by
the tilting angle Θc relative to the field direction. The initial
slope limH→0mQ/H therefore can be used as a means to de-
termine the anisotropy angle φ from neutron diffraction exper-
iments in a magnetic field as has already been demonstrated
for the square-lattice J1− J2 model [32].
VII. MAGNETIZATION AND SUSCEPTIBILITY
The magnetization M can be derived from the ground-state
expectation value of the z component of the total spin S =
∑i Si. It is given by
M =
N
V
(gµB)2µ0H
2A(0)
[
1+
1
2S
∫ d2q
VBZ
B(q)(A(q)−B(q))
A(0)ω(q)
]
(21)
where V denotes the sample volume. We note that ω(q) also
depends on H, see Eq. (15). For S = 1/2, Fig. 9 displays a
plot of M(H) for different values of the anisotropy angle φ ,
together with the classical result. Both field H and magne-
tization M are normalized to their saturation values Hsat and
Msat = (N/V )gµBS, respectively. For better distinguishability,
the individual curves are offset by 0.3. Deep within the anti-
ferromagnetic phase (example: φ =−pi/4), the corrections to
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FIG. 8. Top: Field dependence of the ordered moment mQ(H)
for S = 1/2 at different anisotropy angles φ . Lowest solid line:
φ = 0.4pi – near the crossover to quasi-onedimensionality, dashed
line: φ = pi/4 – isotropic triangular antiferromagnet, dotted line:
φ = 0.18pi – near the boundary between spiral and antiferromag-
netic phase, dot-dashed line: φ = 0 – square-lattice antiferromagnet.
The upper (solid) line describes the classical S→ ∞ behavior. Bot-
tom: φ −H contour plot of the ordered moment. Instability regions
around φ/pi = tan−1(1/2)/pi ≈ 0.15 and 0.5 become narrower for
increasing H. Labels denote 0≤ mQ/(µBS)≤ 1 in steps of 0.1.
the classical field dependence are small, and increase with in-
creasing φ . At φ = 0, the field dependence corresponds to the
square-lattice antiferromagnet. At φ = 0.4pi or J2/J1 ≈ 3.1,
the border of the stability range of the ordered moment is
reached, and corrections to M(H) lead to a strong curvature
in particular at small fields. For even larger values of φ , the
fluctuations overcompensate the classical value for M, leading
to an unphysical negative magnetization at small fields. As an
example, we show M(H) for φ = 3pi/4, where the dashed line
indicates this overcompensation. We also note that the mag-
netization plateau at M/Msat = 1/3 [33] cannot be obtained
within LSW since it is due to bound state formation of spin
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FIG. 9. Homogeneous magnetization M for S = 1/2 in units of the
saturation magnetization Msat = (N/V )gµBS. Shown are curves for
the classical limit and for different values of the anisotropy angle
with an offset of 0.3. The dashed line for φ = 0.75pi denotes the
range where fluctuations overcompensate the classical value. The
magnetic field is normalized to the (anisotropy-dependent) saturation
value Hsat = 2SA(0)/(µ0gµB) (Fig. 3b).
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FIG. 10. Magnetic susceptibility χ = limH→0M/H as a function
of the anisotropy angle φ . Solid line: S = 1/2, dotted line: S = 1,
dashed line: classical limit S→ ∞.
waves. To illustrate the small-field corrections to the classical
case more clearly, Fig. 10 shows a plot of the magnetic sus-
ceptibility χ = limH→0M/H as a function of the anisotropy
angle φ . The solid line denotes the anisotropy dependence
for S = 1/2, the dotted line shows S = 1, and the dashed line
shows the field dependence for S→ ∞. Already for S = 1,
the unphysical range of φ is restricted to values around the
one-dimensional case φ = pi/2.
VIII. EXCITATION SPECTRA
Here we discuss the systematic variation of the LSW exci-
tation spectrum when the control parameter φ is tuned through
8FIG. 11. Ferromagnetic spin wave dispersion ωsw(q) in units of Jc. From left to right: (a) J1 = J2 – isotropic triangular ferromagnet, (b) J2 = 0
– square-lattice ferromagnet, (c) J1 ≈−2J2, J2 > 0 – border with spiral phase.
the phase diagram of Fig. 4. We also emphasize the variation
of anisotropic spin wave velocities, their measurement may be
useful for determination of φ .
Ferromagnet. The fully polarized state remains the un-
changed ground state of the Hamiltonian for J1 ≤ 0 and
J2/|J1| ≤ 1/2, however its excitation spectrum strongly de-
pends on the anisotropy parameter φ . It is given by
ωsw(q) =−4
(
J1+
1
2
J2
)
(22)
+4
(
J1 cos
qx
2
cos
√
3
2
qy+
1
2
J2 cosqx
)
.
The dispersion for selected values of the anisotropy parameter
φ is shown in Fig. 11. Crossing the border from the Ne´el an-
tiferromagnet, J1 changes sign, and the dispersion is identical
to that of a one-dimensional ferromagnetic chain (quadratic
dispersion along qx at q = 0). Deep within the ferromagnetic
region, the long-wavelength dispersion around the ordering
vector Q = 0 can be written as
ωsw(q)≈ DxS q
2
x+
Dy
S
q2y , (23)
introducing two stiffness constants Dα given by
Dx =−S2 (J1+2J2) , Dy =−
3
2
SJ1, (24)
which are positive and identical in the isotropic case J1 = J2.
The full spectrum for this case is shown in Fig. 11a, having a
sixfold symmetry around the zeroes at the Bragg points Q∗ =
2pi(n,m/
√
3) with n,m ∈ Z. Figure 11b shows the case J2 =
0, which is a pure square-lattice ferromagnet with exchange
constant J1. Apart from a scaling factor 1/
√
3 for qy, this
is reflected in the fourfold-symmetric shape of the spectrum
around the Bragg points. At the border to the spiral phase
for J2 = |J1|/2 shown in plot (c), Dx vanishes, indicating the
instability towards incommensurate order.
Antiferromagnet. Fig. 12 displays a series of plots for the
spin wave dispersion in the two-sublattice antiferromagnetic
phase. It is given by
ωsw(q) =
√
A2(q)−B2(q), (25)
A(q) = 4
(
J1− 12J2
)
+2J2 cosqx, (26)
B(q) = 4J1 cos
qx
2
cos
√
3
2
qy. (27)
As expected, the intra-sublattice dispersion A(q) only de-
pends on qx. An expansion around the ordering vector Q
yields an expression
ω2sw(q)≈
(
h¯vx
S`x
)2
(qx−Qx)2+
(
h¯vy
S`y
)2
(qy−Qy)2 (28)
where `x,y denote the lattice spacings along x and y directions.
(`x = a, `y = (
√
3/2)a for the geometrically isotropic triangu-
lar lattice with lattice constant a.) The anisotropic spin-wave
velocities are given by
vx =
S`x
h¯
2J1
√
1−2J2
J1
, vy =
S`y
h¯
2
√
3J1. (29)
Fig. 13 shows the evolution of vx,y as a function of the
anisotropy angle φ . At the border to the FM phase, vx,y in-
crease from vx = vy = 0 and the change from quadratic q de-
pendence from Eq. (23) to the low-energy linear dispersion
given by Eq. (28) around the points Q∗ is observed. To-
wards the inside of the AF phase, these dispersion cones sta-
bilize and, for small excitation energies, eventually get nearly
isotropic for J2 = −J1 or φ = −pi/4 (Fig. 12a) with vx/`x =
vy/`y = 2
√
3SJ1/h¯. For high energies however, the flat qy
dependence of ωsw(q) remains. For J2 = 0, the model de-
scribes the familiar square-lattice Ne´el antiferromagnet with
exchange coupling J1, see Fig. 12b. Towards the spiral phase,
new maxima in ωsw(q) develop. The low-energy cones be-
come soft in qx direction until at J2 = J1/2, the spin-wave
9FIG. 12. Antiferromagnetic spin wave dispersion ωsw(q) in units of Jc. From left to right: (a) J1 = |J2| – deep inside antiferromagnetic
phase, (b) J2 = 0 – square-lattice antiferromagnet, (c) J1 ≈ 2J2 > 0 – border with spiral phase. The white arrow denotes the ordering vector
Q = (2pi,0).
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FIG. 13. Evolution of the spin-wave velocities vx, vy in the antifer-
romagnetic and spiral phases as a function of the anisotropy angle φ .
Dashed line: vx, solid line: vy.
velocity vx vanishes (Fig. 13). Note that this does not lead to
line zeros in the spectrum. Minima in the antiferromagnetic
phase occur both in the center of the chemical Brillouin zone
and at the border of it with qy = n ·2pi/
√
3, n ∈ Z.
Spiral phase. Between φ = tan−1(1/2) and φ = pi −
tan−1(1/2), the ordering vector in general is incommensurate
and has the form Q = (Qx,0) with 0 ≤ Qx ≤ 2pi . The spin-
wave spectra obtained are plotted in Fig. 14. The dispersion is
again given by Eq. (25), and the coefficients A(q) and B(q) re-
tain the general forms given by Eqs. (9) and (16). Expanding
ωsw(q) around the ordering vector leads to a linear q depen-
dence around the dispersion minima given by Eq. (28). The
spin-wave velocities in this case are
vx =
S`x
h¯
2J2
(
1+
J1
2J2
)3/2
×
√
1− 3
2
J1
J2
+
(
J1
J2
)2
− 1
4
(
J1
J2
)3
, (30)
vy =
S`y
h¯
√
3J1
(
1+
J1
2J2
)√
1− J1
J2
+
1
2
(
J1
J2
)2
. (31)
In the isotropic case (J1 = J2 = Jc/
√
2), we have h¯vx/`x =
h¯vy/`y = (3
√
3/4)SJc ≈ 1.3SJc (Fig. 13). Increasing φ from
the border to the antiferromagnetic phase, we have a crossover
from the fourfold symmetry of the Ne´el antiferromagnet to
the sixfold symmetry of the isotropic triangular magnet, see
Fig. 14a. Low-energy cones with linear q dependence develop
in the center and at the corners of the Brillouin zone. Upon
further increase of φ , the sixfold symmetry is transformed into
the twofold-symmetric one-dimensional pattern, see Fig. 14b.
For ferromagnetic J1 < 0 (but still antiferromagnetic J2 and
an in general incommensurate ordering vector), the excitation
spectrum becomes similar to what we have found in the ferro-
magnetic phase.
IX. DISCUSSION
We begin the further discussion of our results with the clas-
sical phase diagram. It results from the classical ground state
energies plotted in Fig. 3. The phase boundaries appear at the
same values of φ as in the case of the square lattice J1− J2
model. However in the range 0.15 ≤ φ/pi ≤ 0.85 the ground
state for the triangular model is a generally incommensurate
(IC) spiral whereas the square lattice model has a commensu-
rate (C) columnar AF ground state. The reason may be un-
derstood from Fig. 3: In the above range the lowest (dotted)
energy curve of the spiral phase is only slightly lower than the
one for the columnar AF (short-dashed) which shows a sim-
ple−Jc sinφ =−J2 dependence. They touch at φ/pi = 0.5 for
the decoupled chain model. In the case of the square lattice
model, however, there is one diagonal J2 exchange bond more,
10
FIG. 14. Spin wave dispersion ωsw(q) in units of Jc in the spiral phase. From left to right: (a) J2 = J1 – isotropic triangular antiferromagnet,
(b) J2/J1 ≈ 3 – border to disordered region, (c) J2 = −J1 > 0 – spiral with ferromagnetic J1. For better visibility, the white arrows showing
the ordering vector Q are shifted by ∆Q =−(2pi,2pi/√3). The case (b) corresponds approximately to Cs2CuCl4 (see Table II).
TABLE II. Exchange parameters of some compounds with frustrated triangular spin structure
compound S J2/J1 φ/pi Jc/kB Qcl/pi mswQ /(µBS) (exp)
[
(vx/`x)
/
(vy/`y)
]
sw reference
Cs2CuCl4 1/2 3.31 0.41 4.9K 1.10 0.043 3.93 [34]
Cs2CuBr4 1/2 2.44 0.38 16.1K 1.13 0.20 2.86 [34]
NiGa2S4 1 1a −0.75 6.45K − − − [9]
PdCrO2 3/2 1 0.25 42.7Kb 4/3 0.826 (0.666) 1 [35, 36]
a antiferromagnetic next-nearest neighbor interaction J3 > |J1|, |J2| dominates[9]
b from vx = vy = 3200m/s [35]
therefore the (short dashed) Ecl(φ) curve for the columnar AF
doubles its amplitude to −2Jc sinφ = −2J2 and now lies be-
low the spiral phase in the above range of φ , thus leading to a
columnar AF ground state for the square lattice model. This
explains the main difference of the square lattice and triangu-
lar classical phase diagrams. The latter is shown in Fig. 4.
It is naturally important to investigate how many features
of the classical phase diagram are modified or changed radi-
cally by the effect of quantum fluctuations. This relates only
to the AF and spiral phases since in the FM phase quantum
fluctuations are absent. We have included their effect in or-
der (1/S) within conventional LSW approximation. It must be
clearly stressed that the latter breaks down when there is no
long range magnetic order. This happens in possibly three re-
gions of the phase diagram: At the boundaries of the spiral
region to the AF and FM phase and in the center of it (J1 = 0)
where decoupled chains lead lead to a quasi-1D spin liquid
state to be discussed further below.
First we note that, as in the square lattice model the phase
boundaries are unchanged in LSW approach when zero point
fluctuations are included in the ground state energy. However,
in the triangular model we have the additional aspect that the
spiral magnetic structure itself, i.e., the spiral propagation vec-
tor Q is modified by the zero point contributions to the ground
state energy as derived in Sec. IV(Fig. 5).
More pronounced quantum effects occur in the the ground
state energy which is shown in Fig. 6a. The quantum corrected
Egs curve (full line) lies considerably below the classical on
one (dashed line) in the AF and spiral region (as already men-
tioned there are no corrections in the FM state). In particular
we note that even for the 1D case (φ/pi = 0.5 or J1 = 0) where
nominally spin wave theory is not valid we obtain an excellent
value as compared to the exact Bethe ansatz result [29] energy
which is only slightly lower. This may be justified by the fact
that although no strict long range order exists quasi-long range
order signified by an algebraic decay of the correlation func-
tion is present in quasi-1D AF spin chains. Therefore the long-
wavelength spin excitations which are most important for the
zero point corrections are qualitatively reasonably described
by spin waves.
Now we summarize the most important quantum effects
concerning the renormalization of the ordered moment mQ
that have been derived in Sec. VI (Fig. 7a). For comparison
we also present the previous results for the J1− J2 square lat-
tice model in Fig. 7b. In Fig. 7a in the AF regime the varia-
tion is smooth starting at the classical value mQ/(µBS) = 0.5
at the FM boundary and passing through the unfrustrated
(square lattice) value of mQ/(µBS) = 0.3 at φ = 0 (J2 = 0)
and vanishing logarithmically at the spiral phase boundary
point (φ/pi ≈ 0.15 or J2 = 0.5J1). For larger φ in the spiral
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region the moment recovers and reaches a maximum value of
mQ/(µBS) = 0.24 in the frustrated isotropic triangular model
(φ/pi = 0.25 or J1 = J2). This is in reasonable agreement with
more exact DMRG results [5] giving mQ/(µBS)' 0.20. Then
mQ decreases rapidly with increasing φ and is destroyed in a
finite region around the 1D chain model (φ/pi = 0.5 or J1=0)
signifying the onset of a quasi-1D spin liquid state. The width
of the sector where mQ vanishes in LSW approximation is
given by the shaded area in Fig.4. For still larger φ the or-
dered moment mQ is stabilized again and reaches the classical
value at the FM boundary.
The effect of quantum fluctuations on the ordered moment
can be tuned by applying a magnetic field. A non-monotonic
behavior as function of H was found in Fig. 8 due to reduction
of zero point fluctuations by the polarization, quite similar to
the J1− J2 model [32]. In contrast, however, the triangular
model also exhibits a non-monotonic behavior of the zero-
field moment mQ(H = 0,φ) as function of control parameter
φ around the isotropic point (4) with φ/pi = 0.25 as seen in
Fig. 8.
The homogeneous magnetization and the susceptibility for
the triangular model were found to be very anomalous in the
spiral phase (Figs. 9,10). LSW approximation breaks down
for these quantities in more than half of the spiral sector
0.4 ≤ φ/pi ≤ 0.85. It is remarkable that the homogeneous
magnetization M (and χ) is not recovered close to the FM
sector even though the the ordered moment is stabilized again
beyond the 1D point (‖) for φ/pi > 0.6 (Fig. 7a).
Thus in LSW treatment there are three instability regions of
magnetic order in the anisotropic triangular model of Fig. 7a.
1) At the AF-spiral phase boundary point. In LSW approach
we cannot identify a sizable finite sector size of the insta-
bility. This is in contrast to the square lattice J1− J2 model
(Fig. 7b) where the instability for J1 = J2 occurs in a finite
sector [15]. The true ground state in that sector is likely of the
nonmagnetic staggered dimer type [37] and this has also been
suggested for the triangular model from finite temperature se-
ries expansions [21]. However in this case a finite sector for
the nonmagnetic state shifted to slightly larger φ/pi ' 0.19
is predicted. This is supported by modified spin wave the-
ory and exact diagonalization results [24]. 2) The quasi -1D
spin fluctuations around φ/pi ' 0.5 lead to an extended re-
gion of a quasi-1D spin liquid state with algebraic spin corre-
lations. This is opposite to the situation in the square lattice
J1− J2 model which achieves the unfrustrated 2D HAF value
mQ/(µB) = 0.3 at this point due to decoupled unfrustrated (J2
only) sublattices. 3) at the spiral-FM phase boundary the stag-
gered moment mQ is stable, however homogeneous magne-
tization and susceptibility behave very anomalous indicating
again a tendency to instability. This behavior of M and χ is
similar to the square lattice J1− J2 model, although there the
instability range in φ is smaller. On the other hand for the
square lattice model the ordered moment itself becomes unsta-
ble at the equivalent columnar AF-FM boundary (Fig. 7b). In
this case it is known that a non-magnetic spin-nematic phase
[38] is established in this regime.
As the main purpose of this work is to give a survey of
ground states and excitations for all triangular anisotropies we
now further discuss the variation of the excitation spectrum in
LSW theory for the full range of φ . In each of the magneti-
cally ordered sectors we choose three typical values of φ for
the 2D spin wave dispersion and present it both as 3D topo-
graphic plot and in shaded contours in the qx−qy plane.
In Fig. 11 we present it for the ferromagnetic regime. In the
underlying contour plot the dark regions represent locations in
the BZ where the spin wave energy is low and the bright (yel-
low) regions correspond to high energies. Apparently when φ
approaches the spiral phase boundary the BZ regions with low
energy excitations become large. This continues into the adja-
cent spiral phase and may play a role in the extended instabil-
ity of the low-field magnetization or susceptibility discussed
above.
The AF spin wave dispersions are shown in In Fig. 12. They
exhibit a continuous change of anisotropy characteristics as
function of φ . Deep inside the AF phase (a) and for the square
lattice case (b) the low energy spin waves are centered around
zone center and zone boundary points in the BZ whereas at the
border to the spiral phase they are located in large overlapping
zone boundary regions (c).
The results for the spiral phase are presented in Fig. 14. The
low energy spin waves are now located around incommensu-
rate ordering wave vectors Q in the BZ indicated by white
arrows. Of particular interest is the case (b) with J2/J1 ≈ 3 or
φ/pi ≈ 0.4 which is close to the anisotropy ratios of Cs2CuCl4
and Cs2CuBr4 (Table II). In this case overlapping regions of
low energy spin waves along qy direction indicate a large
renormalization of the moment. Indeed from Fig. 7 one con-
cludes a moment reduction to mQ/(µBS) = 0.043 in LSW ap-
proximation. Thus Cs2CuCl4 is at the very limit of applicabil-
ity of spin wave theory [18, 19]. A slight increase of φ would
push it to the nonmagnetic quasi-1D spin liquid regime. Of
course this discussion is oversimplified as in the real com-
pound there are further interactions like a Dzyaloshinskii-
Moriya term and inter-plane exchange [10]. The latter has the
tendency to stabilize the magnetic order. Beyond the quasi 1D
spin liquid state the ordered moment is reestablished (Fig. 7).
The spin wave dispersion in this regime (c) has however still
large q space regions with small energies. This may be the
reason why the homogeneous magnetization and susceptibil-
ity is not stabilized again (Fig. 9).
Finally we discuss the relation of our survey using LSW
theory to other analytical and numerical results. This is con-
fined to the sector of AF/spiral phases studied before whose
existence is predicted by all methods. The precise values for
φ at which the phase boundaries occur and the position and
size of nonmagnetic sectors, however, depends on the method
used.
In LSW theory the results are simple because magnetic
phase boundaries are identical to the classical ones (Table I).
In particular the AF/spiral boundary is at φ = tan−1(1/2) ≈
0.15pi and the ordered moment is vanishing only at this point
(i.e. there is no finite size of a nonmagnetic sector in Fig. 7a
as opposed to the square lattice model in Fig. 7b at the same
value of φ ). The spiral sector extends up to φ/pi ≈ 0.42 where
the moment vanishes due to the appearance of the quasi-1D
spin liquid.
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In modified spin wave theory (MSW) [23, 24] the AF
phase is stabilized to larger values of φ/pi ≈ 0.20 where, in
contrast to LSW theory the nonmagnetic state becomes sta-
ble in a finite interval up to φ/pi ≈ 0.23. It is followed by
the spiral phase which achieves its maximum staggered mo-
ment mQ/(µBS) ≈ 0.685 for the isotropic case φ/pi = 0.25
with the 120◦ structure, as in LSW theory. The latter has
mQ/(µBS) ≈ 0.478, in better agreement with the DMRG
value mQ/(µBS) ≈ 0.41. The spiral magnetic phase then is
stable only in a comparatively small interval up to φ/pi ≈ 0.32
where already the quasi-1D spin liquid appears. Thus for the
exchange anisotropy commonly used for Cs2CuCl4 (Table II)
MSW theory predicts this compound would have a nonmag-
netic ground state in a purely 2D model [24].
In addition the AF/spiral boundary region has been stud-
ied before using a numerical dimer series expansion tech-
nique [21]. Here also the AF phase is stabilized to larger val-
ues φ/pi ≈ 0.19 followed by a finite dimer spin liquid phase
interval up to a value φ/pi ≈ 0.24 obtained from vanishing
staggered moment or spin gap, respectively. For larger φ val-
ues the spiral phase is again stabilized, however the maximum
moment mQ/(µBS)≈ 0.18 is achieved only for an incommen-
surate spiral phase with φ/pi ≈ 0.34, considerably larger than
in LSW or MSW theory where it occurs for the 120◦ struc-
ture of the isotropic case with φ/pi = 0.25. The quasi-1D spin
liquid boundary is difficult to determine with this method, but
the staggered moment vanishes at similar values φ/pi ≈ 0.44
comparable to the LSW result.
Thus from these investigations beyond LSW theory one
concludes the following general trends in the AF/spiral region:
The stability of the AF phase is pushed to larger φ and a fi-
nite spin liquid interval appears between φ/pi ≈ 0.19 . . .0.20
and φ/pi ≈ 0.23 . . .0.24. In addition MSW predicts an ear-
lier onset of the quasi-1D spin liquid regime. Thus the sta-
bility region of the spiral magnetic phase generally shrinks
as compared to the LSW case. In particular for the ex-
change ratio commonly used for Cs2CuCl4 (corresponding to
φ/pi = 0.41) LSW theory and dimer series expansion still lead
to a marginally ordered spiral magnetic state whereas MSW
theory predicts already a disordered state for the purely 2D
model without interlayer coupling.
X. SUMMARY AND CONCLUSION
In this work we have given a global survey of the ef-
fect of quantum fluctuations in triangular spin lattices with
anisotropic ferro-and antiferromagnetic exchange.
We have explored the phase diagram of the triangular J1-
J2 model in the full range of the control parameter φ =
tan−1(J2/J1) using the linear spin wave method. The con-
tribution of zero point fluctuations to ground state energy and
wave vector, ordered moment, magnetization and susceptibil-
ity has been investigated. In particular we point out that the or-
dered moment shows non-monotonic dependence both on the
field and on the control parameter φ close to the isotropic tri-
angular system. We also made a systematic comparison with
the related square lattice J1-J2 model concerning the possible
phases and their stability as well as their ordered moment re-
duction by quantum fluctuations.
Furthermore we discussed the characteristic anisotropies
of spin wave dispersion as the control parameter φ is tuned
through the phase diagram. The instability of the ordered mo-
ment for the AF/spiral boundary and the quasi-1D ‘spin liq-
uid’ region is found to be associated with low energy modes
in large areas of the BZ. The spin wave velocities as func-
tion of φ are very anisotropic, in particular in the spiral phase.
This may be used for a determination of the exchange ratio.
A further diagnostic tool fur this purpose is the (low-) field
dependence of the ordered moment which was found to de-
pend strongly on the control parameter φ . Naturally the LSW
method used here is not suitable to discuss the region of mo-
ment instability or spin-liquid regions. More sophisticated nu-
merical and analytical methods as mentioned in the introduc-
tion have to be use for this purpose.
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