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On the Theory of Banach Space Valued 
Multifunctions. I. Integration and 
Conditional Expectation 
NIKOLAOS S. PAPAGEORGIOU* 
Harvard University 
Communicated by M. M. Rao 
Banach space valued multifunctions defined on a complete u-finite measure space 
(a, .Z, p) are studied. Their set valued integral is defined and its properties are 
examined. Since the definition of the integral involves the set of integrable selectors 
of the multifunction, the structure of that set is also studied. Some Banach-like 
spaces of multifunctions are introduced and studied. Multifunctions depending on a 
parameter are also considered and it is examined whether certain continuity, 
semicontinuity and other topological properties are preserved by set valued 
integration. Finally, for integrable multifunctions, the properties of their set valued 
conditional expectation are studied. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
In recent years there has been increasing interest in multifunctions (set 
valued functions) because of their importance in several applied areas of 
research, such as mathematical economics [13], optimization and optimal 
control [6, 20, 211 and statistics [24]. 
In this paper and in another one that follows [19], we study several 
aspects of the general theory of Banach space valued multifunctions, and 
we also consider set valued measures, whose importance in mathematical 
economics (in particular in the study of coalition production economies 
[13]) is well known among people in the field. 
Very briefly the organization of the paper is as follows. In Section 2 we 
recall some basic facts about the measurability of multifunctions, the 
Aumann integral and the Hausdorff metric. In Section 3 we study in detail 
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the properties of the Aumann integral and of the set of integrable selectors 
of a measurable multifunction. In Section 4 we introduce some Banach-like 
spaces of multifunctions and examine their properties. In Section 5 we 
study the integral of multifunctions depending on a parameter and we get 
results concerning their continuity and semicontinuity properties. Finally, 
in Section 6 we deal with the conditional expectation of a multifunction. 
This work is continued in [19], where we explore further the properties of 
set valued conditional expectation, we examine the extreme points of a 
multifunction and, finally, we look at set valued measures. 
Throughout this paper (Q, C, cl) will be a complete a-finite measure 
space and X a separable Banach space. Additional hypotheses will be 
introduced as needed. 
2. PRELIMINARIES 
Let F:Q+2X\{q5} b e a multifunction from a space 52 into a space X. 
We introduce the set Gr F = ((CO, x) E 52 x X: x E F(w) > which we call the 
graph of F(e). Also if VcXwe define F-(V)= {wEa: F(o)n V#rj}. 
When X is a topological vector space by P,(X) (resp. Pk(X)) we will 
denote the nonempty, closed (resp. compact) subsets of X. A w  in front off 
(resp. k) means that the closedness (resp. compactness) is with respect to 
the weak topology w(X, X*). Finally, a c after f or k will mean that the set 
is in addition convex. 
The next theorem summarizes the major results existing on the 
measurability of closed valued multifunctions. For details see [14] and 
[21 I. 
THEOREM 2.1. Let (Sz, C) be a measurable space and X a separable 
metric space. Let F: Q + P,(X) be a multtfunction. Consider the following 
statement: 
( 1) F- (B) E .Z for every B E B(X) = Bore1 o-field of X. 
(2) F-(C) E Z for every C a closed subset of X. 
(3 ) F- ( iJ) E C for every U an open subset of X. 
(4) w  -+ d(x, F(o)) is a measurable function for every x E X. 
(5) There exists a sequence of measurable selectors f,( . ) of F( * ) s.t. 
CUf,W).>l = F(o) w  E Q (Castaing representation of F( . )). 
(6) Gr FECXB(X). 
Then we have the following results: 
(i) (l)*(2)*(3)-(4)*(6). 
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(ii) If X is Polish ( i.e., in addition is complete) then (3)0(5). 
(iii) If X is Polish and there is a complete o-finite measure on .Z then 
(1) to (6) are all equivalent. 
Now let (a, 2, p) be a complete, a-finite measure space and X a 
separable Banach space. For any multifunction P Q + 2x\{b} and for 
1 <p < CC we can define the set SF= { f( .) E L&(Q):f(w) E F(o) p-a.e.}. If 
it is nonempty and F(. ) is closed valued then we can easily check that S; is 
a closed subset of L$(Q) (1 <p < co). Using Sk we can now define an 
integral for F(. ). This integral was first introduced by Aumann [4] for 
X= Iw” and is the natural generalization of the classical single valued 
integral and of the Minkowski sum of sets. So we set 
The integrals jnf(o) dp( ) o are defined in the sense of Bochner (see 
Diestel and Uhl [lo]). Clearly if Sb= 4 then jQ F(o) dp(w) = 4. We will 
say that F: Q + PAX) is integrably bounded if it is measurable (in the sense 
of Theorem 2.1) and there exists cp( .) E L’(0) s.t. IF(w)1 = SUP,,~(~) l/xl/ 6 
q(o) CL-a.e. In that case, using the Kuratowski-Ryll Nardzewski selection 
theorem we can see that Si # 4 and so In F(F(w) dp(o) # 4. 
If A, B c X, their Hausdorff distance is defined by 
WC B) = max(;y d(a, B), =p~ d(b, A)}. 
We know that (PAX), h) is a complete metric space. (Note that, follow- 
ing Castaing and Valadier [6, Chap. II], we don’t require the sets to be 
bounded.) Also we write IAJ = h(A, (0)) = sup,,, d(a, 0) =supaEA Ilall. 
3. PROPERTIES OF THE AUMANN INTEGRAL 
In this section we study in detail the properties of the Aumann integral 
and of the set of all integrable selectors of a closed valued multifunction 
F( *). We start with a result concerning the weak compactness of Sb which 
generalizes Theorem 3.7 of Hiai and Umegaki [ 111. For that purpose as 
we already mentioned we assume that X is separable. 
PROPOSITION 3.1. If I? 52 + Pwkc is integrably bounded then Sk is non- 
empty, convex and w-compact in L:(O). 
Proof: We have already seen that SL# 4. Also from Corollary 1.6 of 
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Hiai and Umegaki [ 111 we know that it is convex. Since S: is closed in 
Lk(s2) we conclude that it is weakly closed and of course bounded. Next 
recall that for X any Banach space [Li(s2)]* = LF*W,(s2) (see Ionescu- 
Tulcea [29]). So let x*(.)EL,“.~.(Q). Then if (., . ) denotes the duality 
brackets between L:(0) and L2*W,(s2) we have that 
SUP <x*J-> =;4j s, (X*(W)Yf(~)) 44~). 
res: P 
Now we use Theorem 2.2 of Hiai and Umegaki [ 111 and get that 
SUP (x*,f>=j sup (x*(o), x) d/40). 
.fe s) Q XiE F(o) 
Define G(o) = (x E F(o): (x*(w), x) = a,w,(x*(w))}. t-~F,,,(x*) = 
sup{(x*, x): XE F(o)}.] Because for all w~sZ F(w) E P,&X) we can see 
that G(o) is nonempty. Next note that Gr (G)= {(w,x)~nxX 
(x*(w), X1-Q F(W)(x*(o)) = 0} n Gr F and that rp(o, x) = (x*(w), x) - 
o~(~,(x*(w)) is a Carathtodory function. So it is jointly measurable and this 
implies that { (0, x) E L2 x X: (x*(w), x) - crF(,,(x*(o)) = 0} EC x B(X). 
Also by Theorem 2.1 we know that Gr FE L x B(X). Hence we conclude 
that Gr GE Z x B(X). This means that we can apply Aumann’s selection 
theorem and find J a + X measurable s.t. flw) E G(o) p-a.e. Hence f~ Sk 
and supYEs; (x*,f )=jD (x*(o),3(o))dp(o)= (x*,3). Since x*(.)E 
LFaW,(fi) was arbitrary we conclude that every element of [Lb(sZ)]* = 
L,“,W,(0) attains its supremum on SL and so by James’ theorem (see [ 15, 
p. 1571) we have that Sk is w-compact in L.:(Q). Q.E.D. 
Recall that the Bochner integral is a continuous, linear operator from 
Lk(sZ) into X. So it is also weakly continuous. Hence the image of a w- 
compact set in L&(Q) is w-compact in X. Using that fact we can state the 
following corollary of Proposition 3.1. 
COROLLARY. If the hypotheses of the previous proposition hold then 
jn F(w) dp(w) is a w-compact, convex subset of X. 
This corollary can be viewed as a Banach space valued generalization of 
Theorem 4 of Aumann [4]. 
The next two results are interesting set valued generalizations of Fatou’s 
lemma. In both assume that the set limits involved are nonempty. 
PROPOSITION 3.2. Zf F,,: Q + Pf(X) are measurable multifunctions s.t. for 
all n 2 1 SY, E W where W is a w-compact subset of L?(Q). Then 
(1) w-limsup,,,~,F~(o)d~(o)~~~w-limsup,,,,F,(o)d~(~). 
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(2) If X has the Shur property then 
s-lim sup 1 
n-02 f2 
F,(o) +(o) G S, s-lim sup I;,(o) dp(o). 
n-im 
Proof. (1) Let XE w-lim sup,, m jn F,,(w) C@(O). Then from the 
definition of the weak limit superior of a sequence of sets we have that 
x = w-lim m-m X, m~A4cN and x,E~, F,(o) C+(O). So x,= 
jn f,(o) C+(O) +w x as m + cc where fm E Skm. Since for all m E M St, E W 
and W is weakly compact in LF(s1) we can find {m’} c {m> s.t. 
+w-Lx(R)f E W. Using Theorem 1 of Khurana [ 163 we get that 
h+wfw P- a.e. and so f (0) E w-lim sup,, m F,(o) p-a.e. Also from 
the Lebesgue dominated convergence theorem, for all x* EX* we have 
that Ja (X*,fm,(W)d~(O))=(X*,Safm,(o)~~(W))~(x*,Saf(o)d~(w))= 
jfh*~f(4)444 as m’ + co which means that jnfmp(o) &(o) +"' 
jaf (0) C+(O) as m’ + co. But we also have that jnfmt(w) C+(O) --+'" x as 
m’ + co. Since the weak topology on X is Hausdorff, limits are unique. 
Therefore we have that x = jn f (0) C&(O) E ja w-lim supn _ co F,(o) &(o). 
(2) This follows from the fact that since X has the Shur property 
weak and strong convergence of sequences coincide. Q.E.D. 
We can have a similar result for limit inferiors. 
PROPROSITION 3.3. 
L’(Q) where {c~~)~,~ 
Zf F,,: Sz + PJX) are integrable bounded by cp,( - ) E 
are uniformly integrable and .S- ,iminfFn # 121, then 
s s-lim inf F,(o) dp(o) G s-lim inf s Fn(o)&(w). R n-m * 
Proof: From Salinetti and Wets [22] we know that o + s-lim inf,, _ m 
F,(o) is measurable and by hypothesis has integrable selectors. So 
shn id F. # 121. Let fe si-hn i"fF,' Then we know from the definition of the 
strong limit inferior of sets that this means that lim,, o. [Iflo) - 
F,Jo)ll =0 p-a.e. Using Theorem 1.1 of Ricceri [27] we know that we can 
find f, E Sk” s.t. II f(w) -f,(o)ll + 0 p-a.e. as n + co. Note that 
IIf -f,(o)11 G IIf(oN + cp,(w) = $Jw) wa.e. and clearly {tin(*)>n. 1 
are uniformly integrable. So using Theorem 7.5.2 of Ash [3] we can easily 
conclude that so f,(o) dp(o) -+’ jn f (co) d,u(w). Hence jn f (w) dp(w) E 
s-lim inf, -t m so F,(o) dp(w) and so we finally have that Jn s-lim inf,,, 
F,(o) dp(o) E s-lim inf,, m JII F,(o) dp(o). Q.E.D. 
Remark. This proposition generalizes Theorem 5.3 of Ricceri [27], who 
required that the F,(. )‘s were uniformly integrably bounded. Incidently 
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that result of [27] is not stated explicitly with respect to strong limit 
inferior of sets but it can be easily translated into that language. 
The next result can be considered as a “folklore” result for people work- 
ing with multifunctions. The novelty of it is that it is stated in the most 
general form that has appeared until now (at least to our knowledge) and 
furthermore we have a remarkably short proof of it using Theorem 2.2 of 
Hiai and Umegaki [ 111. The result, roughly speaking, says that the sup- 
port function of the integral is the integral of the support functions. Similar 
results appeared in Artstein [2] and Valadier [26] for X= R” and also in 
Pallu de la Barr&e [ 181 for X infinite dimensional but with F( ’ ) compact 
and convex valued. Here we go beyond all those results. 
PROPOSITION 3.4. Zf F: Q + Pr( X) is measurable and Si # 0 then 
qJx*) = s ~w(x*) Mu) for all x* E X*. R 
Proof: First note that by the Castaing representation theorem we have 
that (T~(~~(x*) = sup,>, (x*,f,,(o)) where f,(.) are integrable selectors of 
F(.) [ll]. so o+bFcw,(x*) is measurable for all x* E X*. Furthermore 
note that Ja ~F~w~(x*) 44 1 o is well defined (maybe + co) for all x* E X*. 
To see that let f(.) E Sb. Then (T~~-(,,(x*) > (x*,f(o)) > - Ilx*ll /f(w)11 ,u- 
a.e. and so jn gFco, (x*1 44u) 3 - lIx*ll JQ llf(~)ll44~) > -cc. 
Next note that 
=;y lQ (x*J-(o)) 44u). 
f 
Applying Theorem 2.2 of [ 111 we get that 
q#*) = jQ sup (x*, x) d,u(o) = 1 r+&x*) dp(o). Q.E.D. 
One of the most imp%%% properties of th: Lebesgue (resp. Bochner) 
integral is that the indefinite integral of an integrable function is a measure 
(resp. a vector measure) of bounded variation. We would like to extend 
that result to Aumann integrals. For that we need to introduce the notion 
of a set valued measure. So for the moment let (52, Z) be a measurable 
space and X a Banach space. Then the set valued function M: Z + 2X\(4} 
is said to be a “set valued” measure if 
(i) M(U,“=,Ai)=C~rM(A,) for every sequence {Ai}g, of 
pairwise disjoint elements of C. Here the sum Cr= r Ai is defined as follows: 
f M(A,)= XEX:X= f xi(unconditionally)xi~Ai,i>l 
r=l ,=I 
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and 
(ii) M(4) = (0) (see [l, 121). 
As for usual vector measures we can introduce the notion of total 
variation. So for A E Z we define lit41 (A) = sup, E PA x;= I lM(A,)I where P, 
is the collection of all finite Z-partitions { Ai};= i of A E Z. If [MI (0) c cc 
then M(.) is said to be of bounded variation. It is easy to see that in that 
case, Czc 1 xi is absolutely convergent for xi E M(AJ, i 2 1, where Ai are 
pairwise disjoint. Finally, we say that M( .) is p-continuous for a a-finite 
measure p( .) on (C&Z) if p(A) = 0 implies M(A) = (0) for A EC. We will 
study set valued measures in more detail in the second part of this work 
[19]. For the moment we limit ourselves to the following result whose 
proof is routine and so is omitted. 
PROPOSITION 3.5. Zf F: $2 + Pf(X) is integrably bounded and for A EC 
we define M(A) = jn F(w) dp(w) then M: Z + 2x\{q5} is a p-continuous set 
valued measure of bounded variation. 
Assuming that X is a Banach lattice we can show that if M(. ) is a 
“positive” set valued measure, then the integrand I;( *) is “positive” too. In 
what follows let X, be the positive cone of X and X* be separable. 
PROPOSITION 3.6. If F: Q -+ Pf(X) is a measurable multifunction with 
Sb # 12, and if for all A E Z we have that 
s F(o) 44~) E X+ A 
then 
F(o) 5 X, p-a.e. 
Proof: From Lemma 1.1 of [ll] we know that we can find 
LfiJZ,~S~ s-t- ~W=cl{L(4},“=, f or all ~ESZ. Since for all A EC 
jA F(O) &(o) s x+ we have that jA&(@) dp(o) s X, for all n > 1, A EC. 
This means that for all x* E X*, ( = the dual positive cone) and all A E Z 
we have that 
0 G (x*9 J’ f,(o) d/-do)) = j- (x*&do)) Mw). 
A A 
This then implies that 0~ (x*,fn(o)) p-a.e. Since this is true for all 
x* EX: we get that f,(o) E X, p-a.e. for all n > 1. Finally, since F(w) = 
cl{ fJo)};= i and X, is closed (X being a Banach lattice) we conclude that 
F(o)zX+ p-a.e. as claimed. Q.E.D. 
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Similarly we can prove the following converse of Proposition 3.6. 
~oPosITIoN 3.7. If FF: Sz + P,- (X) is measurable with Sk# 0 and 
F(o)CX+ p-ae. then 
M(A)=1 F(o)dp(o)eX+ for all A E C 
A 
(i.e., M( . ) is a positive set valued measure). 
Our last result in this section, although not about the vector valued 
Aumann integral, is, however, very important because it gives a necessary 
and sufficient condition for the measurability of a large class of mul- 
tifunctions. Furthermore, for the case of Banach spaces, it generalizes 
significantly Theorem 9.2 in Himmelberg [14]. So assume that X* is 
separable. 
PROPOSITION 3.8. A multifunction F: 52 + P,,&X) is measurable if and 
only if for every x* E X* CO -+ CT~,~)(X*) is measurable. 
Prooj First suppose that F(. ) is measurable. Then by Theorem 2.1 we 
know that there exist measurable functions f”: Sz +X, n 2 1, s.t. F(w) = 
Cl{f”b)),“= 1. s o we have that c F,oj(x*) = sup,,>, (x*, f,(w)) which shows 
that w  + af,)(x*) is measurable. 
Next assume that o -+ o F(WJ(x*) is measurable for all x* E X*. From 
Theorem 2.1 we know that it suffices to show that for every ZE X, 
o + d(z, F(o)) is measurable. For fixed z E X we have that 
d(z, F(w)) = inf llz --xl/ = inf sup (x*, z-x). 
XE F(o) xeF(o) X’ELqO) 
Let f (x*, x) = (x*, z-x). Clearly x* -+f (x*, x) is convex, w*-con- 
tinuous and x + f (x*, x) is concave. Also B:(O) is by Alaoglu’s theorem 
w*-compact, while both F(w) and B:(O) are convex. So we can apply the 
minimax theorem on page 40 of [28] and interchange the inf and sup. So 
we get that 
d(z, F(w)) = sup inf (x*, z -x) 
.r*EBi(O) xGF(0) 
= sup (x*, z)- sup (x*,x) 
.T* E B?(O) XE F(o) 1 
= sup cx*, z) - aF(“,(x*)l 
X* E B?(O) 
= SUP CM, z) - ~F(&ml 
?I,1 
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where (xz},= r is dense in By(O). Then clearly o + d(z, F(o)) is measurable 
and so we are done. Q.E.D. 
Remark. A careful look in that proof can convince the reader that it is 
still true for the case of a general measure space (Q, Z). Then from 
Theorem 2.1(i) we can see that the measurability of eFto)(x*) for all 
x* E X* is equivalent to the weak measurability of F(. ), i.e., that F-(V) E ,Z 
for all Vz X open. 
4. SPACES OF INTEGRABLY BOUNDED MULTIFUKTIONS 
Consider the family K(sZ; X) of nonempty, compact valued mul- 
tifunctions defined on &I and with values in X. Clearly the Minkowski sum 
of two such multifunctions is a multifunction of the same kind and the 
same is true for scalar multiplication. However, the lack of negative 
elements does not allow us to have a vector space out of those mul- 
tifunctions. The best that we can do is by assuming in addition that the 
multifunctions are convex alued, use Radstrom’s result to view them as 
single valued functions taking values in a real Banach space. 
However, we can still define some nice “Banach-like” spaces of mul- 
tifunctions. So let F,, I;;: L2 + Pk(X) be measurable multifunctions. We 
define d,(F,, F2)= [SD IF,(w)-F,(o)lPd~(w)ll’P for 16~6 co and 
d,(F,, F2)=essup(Ff(w)- F2(o)/. If F2(o)= (0) p-a.e. then d,(F,, 0)= 
[IFI II,“, 1 <p 6 -I- co. After identifying multifunctions for which the values 
F(o) are p-a.e. equal we introduce the spaces M,M(sZ; X) = {F(*)E 
K(s2; X): IIFl/p” < + co}, 1 <p d co. We will say that F,, + Fin Lj”(L2; X) as 
n + cc if and only if 11 I;, - FII,M + 0 as n + co. 
PROPOSITION 4.1. For 1 <p < 00 we have that: 
(1) IIFII; = 0 implies that F(o) = (0) p-a.e. 
(2) lWll,M = I4 IIFllp”. 
(3) If {F,},= 1 sL,M(Q; X) and IIF,-FllpM +O US n + 00, then 
FE L,M(fJ; X). 
Proof: Statements (1) and (2) are easy consequences of the definition of 
II . /I,“. So we prove statement (3). Observe that for x, E F,,(w) and x E F(o) 
we have 
lb, - F(o)ll G Ilx, - XII * SUP 
x. E F”(O) 
lb, - F(o)ll G x yoj Ilx, -AI 
L&) 
* sup /lx,, -F(o)/ < h(F,,(o) -F(w), 0). (1) 
X”E MO) 
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Similarly we can get that 
sup IIX - F”(O)ll d h(F,(w) - F(o), 0). (2) 
XE F(o) 
From (1) and (2) above we conclude that 
max 
[ 
sup 11% - F(w)ll, sup 1(x - F”(O)11 < l@,(o) -F(w), 0) 
*n E F”(W) .XEF(W) 1 
which means that 
W,(o), Jlo)) < h(F,(w) -F(o), 0). 
SO 
= s IF,(o) - F(o)1 p MO)9 forlgp<co. R 
Hence we get that 
Through Chebyshev’s inequality we can find a subsequence {nk} E {n} s.t. 
lim, + a, h(F,,(o), F(o)) = 0 p-a.e. Since X is a separable Banach space we 
know that Pk(X) is complete. So F( .) E K(g; X). We need to show that 
IIFllp” < co. From what we did above we can see that Ilh(F,(.), F(.))(J,< M 
for all n 2 1. Also from the triangle inequality for the Hausdorff metric we 
have that 
W(o), 0) d W(o)), Fnn(o)) + W,(w), 0) 
and so we get that 
Ilw(wlI,~ llwn(9JwII,+ lIwx9,O)ll, 
<M+ IIFnll,M< +a. 
So F( . ) E L,M(sZ; X). For p = + cc the proof is similar. Q.E.D. 
The next results show that those L,M(s2; X) spaces are very much like the 
classical LP-spaces. Since the proofs are very easy we will omit them. The 
proposition that follows gives us a Minkowski-type inequality. 
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PROPOSITION 4.2. For F,( . ), F2( -) E L,“(Q; X) (1 <p G co) we have that 
IIF1 +FAI,MG IIF&+‘+ IIJ’zll,M. 
If we assume that X is a Banach algebra, then we can have a Holder-type 
inequality. For that purpose given F,( + ), F2(. ) E K(L2; X) we detine their 
product as follows: 
(F,.F,)(w)= {x~Xx= x1 .x2, x1 E F,(o), x2 E F,(w)}. 
Note that because the product is a continuous operation from Xx X into 
X and for every o E Sz F,(w) x F*(w) E PJX), we conclude that 
tF, . f’d(w) E P/c(X) f or all o E Sz. Furthermore if { f k},, = r and { f f In =, are 
Castaing representations for F,( . ) and F2(. ), respectively, we can see that 
(F,.F,)(o)=cl{f~(w).f~(o)). H ence (F, * I;;)(o) E K(LI; X). Then we can 
state the following result. 
PROPOSITION 4.3. If F,(v) l LpM(!i2; X) and F2( a) E L,M(Q; X) and 
l/p+ l/q= 1 then F,. F2~Ef”(Q; X) and [IFI. F,IIy< llFIII,M llF211,M. 
The next result characterizes further the geometric structure of the spaces 
L,M(L?; X) by saying that their “unit balls” are actually strictly convex. 
PROPOSITION 4.4. Zf F,( . ), F,( . ) E L,M( Q; X) ( 1 < p < 03 ) and (IF, (I,” = 
IIFz;zlj,M= 1 then IIF, +F,Ij,M<2. 
Prooj We know that IIF, + F211,“= Ilh(F,(*)+ F,(.), O)ll,,. Also we can 
easily see that 
W’,(w) + Fztm), 0) d W’,(w), 0) + W,(w), 0). 
Hence we have that 
llW’,(~)+F2t~~, O)ll,< Ilh(F,(-), O)+ h(F,(*), ON,. 
Since 
IlW’,(.), O)ll,= llJ’$“= 1= Ilr;;ll,M= IV@,(-), WI, 
and from the strict convexity of the classical LP-spaces for 1 cp c CQ we get 
that Ilh(F,(.), O)+h(F,(~),O)ll,<2 and so (IF, +F,ll,“<2. Q.E.D. 
Finally, we would like to point out that if (52, ,?I, p) is finite then 
Lr(Q; X) E L,M(L2; X) for 1 Qp <q d 00. 
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5. INTEGRALS OF MULTIFIJNCTIONS DEPENDING ON A PARAMETER 
This section is devoted to the study of the Aumann integral of mul- 
tifunctions depending on a parameter. We examine whether certain useful 
regularity properties enjoyed by the integrand are transferred through the 
set valued integration to the resulting new multifunction. This problem is of 
major importance in mathematical economics and optimal control, where 
multifunctions depending on parameters appear very often (see [6, 13, 
201). 
We start with a powerful continuity result. So let (S, d) be a metric 
space. Then we have 
THEOREM 5.1. If F: 52 x S + P&X) is a multifunction s.t.: 
(i) F(‘(w, . ) is h-continuous on S p-ax. 
(ii) F( ., s) is integrably bounded by g( . ) E L’(O) for all s E S and if we 
define Q(s) = jn F( o, s) dp(o) then @(. ): (S, d) -+ (P/,(X), h) is continuous. 
Proof. First note that by the corollary to Proposition 3.1 we know that 
@( *) has values in P,+(X). Next let s, -+ s in (S, d). We will show that 
@(s,) +h Q(s). By definition 
h(@(s,), @@I) = h i,, F(w, s,) d/.dw), s,, F(w s) SW). 
Also from Hormander’s formula we know that 
h s, F(w, 3,) (IIL(w), jQ F(o, s)444) 
6 sup I~~nF~w.s,,(X*)-~~DF(o,s)(X*)I. 
ll.Y’I/ < 1 
Using Proposition 3.4 we can write that 
Hence we get that 
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6 s SUP I~,(,,,“)(~*) - Gkw)(x*)l &(w). Q IWll < 1 
By definition we have that 
So we have: 
Now observe that h(F(o, s,), F(w, s))<2q(o) p-a.e. So applying 
Lebesgue’s dominated convergence theorem we get that 
So lim, --* o. h(@(&l), @(s)) = 0. Q.E.D. 
Another interesting property of such parametrized set valued integrals is 
the following. 
THEOREM 5.2. If F: 52 x A’+ P,,&X) is a multifunction s,t,: 
(i) For all x E X, S& ,x, _C W= a w-compact subset of L,“(Q). 
(ii) For all 0~52, F(o, .) is demiclosed then @i(x) = jO F(w, x) d,u(o) 
is demiclosed too. 
Proof Again we note that for ail XE X, @(x)E P/,(X). Now let x, +5x, 
z, +w z and z, E @(x,) for n B 1. Then we have that z, = jnf,(o) dp(o) 
where LA - ) E Sk<. ,xnj- Because of hypothesis (1) we find (nk} E (n> s.t. 
fn, + w-LTfc W. Applying Theorem 1 of Khurana [ 161 we get that 
L&4 -+“.I-(@) P- a.e. Also sincefJW) E 40, x,J p-a.e. k B 1, xnk +’ x and 
F(w, .) is by hypothesis demiclosed for all o E 8, we deduce that ME 
F(o, x) ,u-a.e. and SORE S&.,x,. 
Now suppose that z .$ a(x). Applying the strong separation theorem, we 
can find x* E X*\ (0) s.t. for some E > 0 we have that 
(X*,Z)-&E(x*,@(X))*(X*,Z)-&E x*, 
( 1 /W 44w) . (1) 
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there is an A4 > 0 s.t. for k > A4 we have that 
From inequalities (1) and (2) above we deduce that for k > M 
( 1 x*9 R LL,(4 -f(w)) 44w) >; ) 
a contradiction since f,, + w-L@)f: So z E @p(x) which implies that @( .) is 
indeed semiclosed. Q.E.D. 
One of the most important continuity concepts for a multifunction is 
that of lower semicontinuity. Recall that a multifunction Z7 X-+ 2x is said 
to be strongly lower semicontinuous (abbreviated by s-L.C.) if and only if 
for all x, -+’ x, T(x) E s - lim inf, _ ~ ZJx,). The next result tells us that 
strong lower semicontinuity of parametrized multifunctions is preserved 
under set valued integration. 
THEOREM 5.3. If F: 52 x X -+ P,(X) is a multifunction xt.: 
(i) For all CO E Q, F(w, .) is strongly lower semicontinuous. 
(ii) For all XE X, F(., x) is integrably bounded by rp(.)~Ll(O) then 
Q(x) = fsz F(w, x) dp(w) is s-I.s.c. 
ProojI Let x, +’ x. Then from Proposition 3.3 we know that 
5 s-lim sup F(o, x,) dp(w) c s-lim inf s F(w, x, 1 dcl(w ), R n-m n-m Q 
But since by hypothesis for all o E ~2, F(w, . ) is s-l.s.c., we have that 
Ffw, x) c s-lim inf F(w, xn). 
n-cc 
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Hence we deduce the following chain of inclusions 
@p(x) = s, F(0, x) dp(0) c s, s-Fm”f F(0, x,) &(w) 
_C s-lim inf J 
F(w, x,) &(o) = s-lim inf @(x,) 
n-m Q n-m 
which means that @( .) is s-1.~. Q.E.D. 
There is a corresponding notion of upper semicontinuity of mul- 
tifunctions. In particular, we say that I? X+ 2x is weakly upper semicon- 
tinuous (abbreviated by w-u.s.c.) if and only if for every x E X and for every 
V weakly open, with T(x) E V there is a neighborhood U of x s.t. r(x’) z V 
for all x’ E U. When X is a regular compact metric space and r( * ) is closed 
valued, then the above definition is equivalent to saying that when x, +’ x, 
w-lim sup, --t o. r(x,) E T(x) (see [9]). In the light of this fact we can have 
for w-U.S.C. multifunctions a result analogous to Theorem 5.2. Similar 
results were obtained for X= R” by Aumann [S] and Schmeidler [23]. So 
assume that X is reflexive and (52, C, ,u) is finite. 
THEOREM 5.4. Zf F: Q x A’-+ P/,(X) is a multifunction s.t.: 
(i) For all 0 E 52, F(0, . ) is w-U.S.C. 
(ii) For all x E X, F( *, x) is measurable and Sic. ,x, E W where W is a 
weakly compact subset of L?(Q). Then @p(x) = ja F(w, x) dp(o) is w-U.S.C. 
Proof. Since W is w-compact in L?(Q) it is bounded. Let M be its 
bound. Then for all x E X and f E Sic. .xj 11 f (co)11 < M. So for all x E X we 
have that 
F(w, x) 5 Bf,(O) = {x E X: llxll < M} 
which is compact and metrizable for the weak topology 
@J(x) c e4p(n) = (=x: llxll B M/44}. 
Furthermore by Proposition 3.1 we have that @( .) is closed, convex 
valued. Hence from the remarks preceding the statement of the theorem it 
suffices to show that for x, +’ x we have that w-lim sup,, _ o. @(x,) E O(x). 
But from Proposition 3.2 we know that 
w-lim sup ~QF(wcM44~~Q n-oo w-lim sup F(o, x,) dp(w ). 
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Also from the fact that F(o, .) is w-U.S.C. we have that 
w-lim sup F(w, x,) c F(0, x). 
“-CC 
Therefore we finally have that 
w-lim sup F(w, x,) &(o) = w-lim sup @(x,) 
n-a, s n n+cc 
E 
s 
F(w, x) d/i(w) = @p(x). Q.E.D. 
n 
The strongest form of continuity that we can have for a multifunction is 
that of Lipschitz continuity with respect to the Hausdorff metric. We say 
that Z? X-, 2X\(4} is Lipschitz continuous if and only if there exists 
ICFZ R, s.t. h(Tx, fx’) <k [Ix- ~‘(1 for all x, x’ E X. Our last result of this 
section shows that Lipschitz continuity is preserved by set valued 
integration. 
THEOREM 5.5. IJF: l.2 x A’+ Pf(X) is a multifunction xt.: 
(i) For all ~ESZ, F(w, .) is Lipschitz continuous with Lipschitz con- 
stant k( .) EL’(Q). 
s 
(ii) For all XE X, F(*, x) is integrably bounded then G(x) = 
F(w, x) dp(w) is Lipschitz continuous too. 
R 
ProoJ: From the definition of the Hausdorff metric we have that 
f(w) dp(w) - @(x2)ll, 
sup II j f(w) 44w) - @(x~Nl 
fc s&3*, Q 1 
= max [f(o) - F(w, x2)1 dAw)ll, 
sup II j [f(w) - F(w> x~)l44w)ll 
fs $.,X,l 62 1 
< max II ufiIw) - F(w, dll 4(w)> 
sup 
J E &.x2, s 
IIf(F&A x,)ll &(w) . 
* 1 
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Using Theorem 2.2 of Hiai and Umegaki [ 1 l] we get that 
< 11x1 -AI j k(o) Mw) = llkll1 I/x1- XZIL 
R 
Hence indeed @(. ) is Lipschitz continuous. Q.E.D. 
6. CONDITIONAL EXPECTATION OF MULTIFUNCTIONS 
In this section we initiate the study of the probabilistic aspects of mul- 
tifunctions, which will be continued in the second part of our work where 
we will introduce set valued martingales and establish several convergence 
theorems. 
Hiai and Umegaki in [11] established the existence of multivalued con- 
ditional expectation relative to a sub-a-field of Z, of integrably bounded, 
closed valued multifunctions. In this paper, starting from the existence 
results of Hiai and Umegaki, we study in detail the multivalued conditional 
expectation and derive some new properties of it. Throughout this section 
(52, C, p) will be a finite measure space. Finally, the Aumann integral of the 
set valued conditional expectation will be defined by its C,-measurable 
selectors, where & is a sub-a-field of C. 
We start with an easy result about the positivity of the set valued con- 
ditional expectation. So assume that X is a Banach lattice and x* is 
separable. 
PROPOSITION 6.1. If F 52 --) P,-(X) is integrably bounded and F(w) E X, 
p4.e. then EZoF(o) c X, p-ae. 
Proof. From Theorems 5.1 and 5.4 of [ 1 l] we know that there exists a 
unique multifunction EzOl? 12 + P,(X) which is integrably bounded and s.t. 
for all A E LO cl fA EzoF(o) &(a) = cl fA F(o) &(w). Since F(o) E X, CL- 
a.e. from Proposition 3.7 we know that jA F(o) C+(O) G X,. Since X is a 
Banach lattice X, is closed and so cl fA F(o)&(o) E X,. Hence cl JA 
E=°F(o) d/~(o) E X,. Then from Proposition 3.6 we conclude that 
EzoF(o) E X, p-a.e. Q.E.D. 
683,77/22-l 
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The next results will examine the continuity of the set valued conditional 
expectation with respect to different modes of convergence of sets. We start 
with HausdorIf convergence. If A E Z0 and F, (. ), F2(. ) are integrably boun- 
ded multifunctions, we will denote by AA(F,, F2) the following quantity 
AAt4 > Fd = IA W,(w), F,(o)) 440). 
Then dR = A, which has used by Debreu [ 83 and Hiai and Umegaki [ 111. 
It is easy to see that for any A EC,, the properties of AA and A are the 
same. 
PROPOSITION 6.2. If F,,: 52 + PJX) are uniformly integrably bounded by 
g(*)EL’(Q) and F,(w) +h F(w) p-a.e. as n + 00 then EzoF,(o) +h EzaF(o) 
p-a.e. as n + co. 
Proof We know from [ll] that AA(EzoF,,, EzoF)< AA(F,, F) for all 
A EC,. Also note that 
W’,,(w), f’(w)) G h(F,z(o) - F(u), 0) G k(o) p-a.e. 
Since by hypothesis 
W’,(o), F(w)) -+ 0 p-a.e. as n -+ 00, 
by the Lebesgue dominated convergence theorem we get that 
AA(Fm F) = j, W’,(w), I;(o)) h(u) + 0 asn+co. 
Hence AA(EzoF,, EzoF) -+ 0 as n -+ co. So for all 
AEC, lim 
I 
h(EroF,(o), I#Z=~F(W)) dp(o) = 0. 
n-m /j 
We claim that this implies that lim, _ m h(EzoF,,(o), EzoF(o)) = 0. Suppose 
not, then this means that there is a BE C,, p(B) > 0, an {m} E {n} and 
E(‘)E cwa1. s.t. h(E=OF,(w), EZoF(w)) 2 E(O) > 0 for w  E B. Hence 
j 
E 
h(EzoF,(o), E=OF(o)) dp(w) 2 j. E(W) dp(o) > 0. 
E 
so 
lim 
s 
h(E=OF,,,(o), EzoF(w)) > 0 
m-cc B 
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a contradiction. So 
lim h(EZoF,(w), EzoF(o)) = 0 p-a.e. Q.E.D. 
n-o0 
A more general notion of convergence of sets which includes the 
Hausdorff convergence is the Kuratowski-Mosco convergence of sets. Let 
(A,};& ~2~. We say that A, --+KmM A if and only if w-lim SUP,,+~ 
A,=A=s-liminf,,,A, where 
w-limsupA,= {x=w-limx,:x,EA,mEMEN} 
n-m 
and 
s=liminfA,=(x=s-limx,:x,EA,nEN}. 
Assume that X is a reflexive Banach space. Then we have the following 
continuity result for the set valued conditional expectation. 
PROPOSITION 6.3. If F,,: Q + P,,+=(X) are uniformly in tegrably bounded 
by g(.)EL’(Q) and F,(o) +KmM F(o) p-a.e. as n + co then 
GslF”k&*) + O@OF(O) (x*) for all w E Q\N, with p(N) = 0. 
Proof From Corollary 7A of Salinetti and Wets [22] we know that 
OF” -+ oF(w)(x*) P- a.e. for all x* E X*. Also for all n 2 1 IeFn(,,(x*)I < 
IIx*ll g(o) p-a.e. Hence from Theorem 6.55 of [3] we know that 
E~“G”(,,(x*) + EZoG(&*) P- a.e. as n + 00 for all x* E X*. But from Hiai 
and Umegaki [ 11) and Valadier [25] we know that EZoa,,,,( *) = 
gE~oFn(oj( *) p-a.e. for all n 2 1 and EZ”o,,,( *) = ~~~~~~~~~ a) p-a.e. Hence 
~E~oF”(o)(x*) + fJE~oF(w)(x*) P -a.e. for all x* E X* and this together with the 
fact that X* is separable imply that the p-null set is independent of x*. 
Q.E.D. 
We can have a third continuity result using the spaces of multifunctions 
introduced in Section 4. 
PROPOSITION 6.4. If {F, >r= 1 E $‘(sZ; X) (1 <p < co ) are convex valued 
F,,-+LfFasn+w thenEZoF,,+LpEZoFasn+~. 
Proof From Theorem 5.6( 1”) of Hiai and Umegaki [ 111 and 
Proposition 4.1 we have that EzoF,(. ), EZOF(. ) E L,M(s2; X) for all n 2 1. 
Then we have 
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Using the fact that the vector valued conditional expectation is a con- 
traction operator we get that 
= s IFJw) -F(o)/ p dp(c.0) -+ 0 
as n -+ co. 
n 
Therefore we conclude that ELoF,, +L:EzoF as n + 00. Q.E.D. 
Remark. A similar concept to our L,M-convergence was introduced by 
A. de Korvin and C. Roberts in [ 171 for the study of set valued measures. 
The next result is analogous to Proposition 3.4 and generalizes 
Theorem 5.5 of Hiai and Umegaki [ 1 l] and partially Theorem 3 of 
Valadier [25]. Assume X* is separable. 
PROPOSITION 6.5. If F: Q -+ I’JX) is an integrably bounded multifunction 
then 
a,zo,,,(.) = EZo~,,,,(.) ~-a.e. 
Proof: From [ 111 we know that EZoF(. ) exists, is closed valued and is 
integrably bounded and furthermore satisfies the equality 
cl j 
A 
E=“F(o) d,u(w) = cl 5, F(w) dp(o) 
for all A EC,. So we have that 
Now from Proposition 3.4 we know that 
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Hence for all A EC, we have that 
which means that 
wo,,,(. ) = ~%~,,(~ ) e.e. Q.E.D. 
This concludes the first part of our work. In the second part (cf. [19]) 
starting from this point, we will consider set valued martingales and we will 
obtain several new convergence theorems. We will also carry further our 
study of integrably bounded multifunctions. So we will examine the proper- 
ties of the profile of a multifunction and we will introduce and study in 
detail the notion of weak convergence of multifunctions. This concept is of 
major importance in optimal control. Finally, in the last part of [19] we 
concentrate on set valued measures. 
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