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31 Introduction
The accepted theoretical model of elementary particles and their interactions – the Stan-
dard Model (SM) – has been very successful at explaining the experimental data available
up until now. It describes all the observed particles – leptons and hadrons – that interact
by electromagnetic, weak and strong forces, and the predictions of the model have been
tested in the particle collider experiments up to the energy scale of around 100 GeV. How-
ever, it is clear that some new effects should occur at higher energies. One of such effects
is the highly anticipated Higgs scalar particle that is predicted by the SM and is yet to
be found experimentally. From another point of view, it has been shown that the SM can
not be valid for arbitrary high energies, therefore, new physics should be discovered at
higher energies, possibly already at the scale of 1000 GeV.
Theoretical physicists have been creating models that could predict this new physics
at higher energies, one of the most realistic ones being the Minimal Supersymmetric
Standard Model (MSSM). However, there is no experimental data available at higher
energies to test the predictions of these new models (and to constrain the imagination
of theoretical physicists), and that is probably the biggest problem today in the field of
high-energy elementary particle physics. Of course, huge effort is being put into building
particle colliders that would operate at higher energies: for example, the Large Hadron
Collider (LHC) at CERN, which will reach energies of 14000 GeV, will start its operation
within the coming year and the physics community is eagerly waiting for the results. It
is clear, though, that the experimental data will be more and more difficult to attain at
higher energies, and so we must look for alternatives.
One of the alternatives comes from the very nature of quantum physics: due to the
quantum fluctuations of the energy of intermediate particles during a particle collision
process, the physics at higher energies (e.g. 1000 GeV) affects the results of the exper-
iments where the initial and final particles are at lower energies (e.g. 100 GeV). These
effects, naturally, become weaker as the difference between the energy of the experiment
and the energy of the new physics grows. But that brings up an important point: if we
increase the precision of the experiments and the theoretical predictions, we can analyze
these small effects, and thus analyze the physics at higher energies without actually hav-
ing experiments at these energies! Such analyses are called precision measurements, and
are becoming increasingly important, as the experiments at higher energies become more
difficult to perform.
4The theoretical predictions, that can be compared with experiments, are obtained by
calculating amplitudes for the interaction processes. The amplitude can be represented
by a sum of Feynman diagrams, while each Feynman diagram represents an algebraic
expression, which is constructed using the Feynman rules of the theory. Now, the Feyn-
man diagrams are classified according to the number of loops they contain into tree-level,
one-loop level, two-loop level and so on, and each additional loop level gives smaller cor-
rections to the amplitude than the previous one. A typical process in the SM would
contain several diagrams at the tree-level, which can be quite easily calculated by hand,
however already at one-loop level, which is essential for any precision calculation, the
number of diagrams grows to several hundreds! Such calculation is practically impossi-
ble to do by hand, therefore, it is necessary to develop programs that can generate and
calculate Feynman diagrams automatically.
There are already tools developed, that are capable of automatically generating and
calculating Feynman diagrams at one-loop level in the SM and MSSM – the most notable
being the FeynArts package [3, 4] and GRACE [5] – but together with the development
of such tools there is also a need for ways to check the validity of the computed results,
in order to use them with any reliability. It turns out that one powerful tool to perform
such checks arises from the procedure of gauge-fixing the theory, which is performed to
deduce the Feynman rules from the Lagrangian of the theory.
Gauge-fixing lets us freely choose the gauge in which to perform calculations, and
this gauge choice can be parameterized by the so-called gauge-fixing parameters. The
Feynman rules will then depend on the gauge choice, however, the final results have to
be gauge-independent. What makes this interesting is that the gauge-invariance of the
final result occurs through a combination of all the diagrams, while each one by itself is
gauge-dependent, so if some diagram is missed, or some other mistake occurs, the final
result will very likely become gauge-dependent. Therefore, if the result does appear to
be gauge-invariant, it is a strong indication for the correctness of the result. The gauge-
invariance check is also very suitable for automatic calculations, because it by itself can
be performed automatically. If the Feynman rules with unspecified gauge parameters are
used, the gauge parameters will carry over to the expression for the final result. The
result can then be evaluated numerically with various choices for these parameters and it
must not depend on their values. Naturally, the more gauge-fixing parameters we have
available, the larger set of gauges we can explore, and the more stringent the test becomes.
5The standard derivation of the vertices in the Standard Model uses linear gauge-
fixing which results in gauges parameterized by 3 numbers (ξW , ξZ , ξA), that appear in
the particle propagators. A natural extension of this procedure is to use a non-linear
gauge-fixing which can result in a much wider set of available gauges with parameters
that modify not the propagators but the vertices of the theory. The non-linear gauge-
fixing of the Standard Model was presented in [8], where it was used to simplify certain
tree-level calculations. It was later recognized to be very useful for automatic calculations
and it was fully implemented in GRACE [5], which was used then to perform one-loop
level calculations in the Standard Model and test the results for the full non-linear gauge
invariance.
The purpose of this work is to implement the same class of non-linear gauge-fixing
that was used in [8, 5] in the FeynArts/FormCalc package. The advantage of this package
is that it is open-source and freely distributable, which means that the implementation,
once tested to be correct, can be used by the whole physics community to check their
calculations for gauge invariance.
In the previous papers [6, 7] we have already explored the linear gauge-fixing in detail
and tried to implement a subset of the non-linear gauges in FeynArts. In this final
work we give a full presentation of the Standard Model, non-linear gauges, and their
implementation in FeynArts. We start by discussing a Yang-Mills gauge theory with a
broken symmetry, focusing on the gauge-fixing procedure. The results of this discussion
are then applied to the specific case of the Standard Model with the non-linear gauge-
fixing, which in the end yields a complete list of propagators and vertices of the theory.
We then implement these new vertices in the FeynArts package and use it to carry out
some automatic amplitude calculations and check the results for gauge invariance.
2 Theoretical background
In this section we present the general Yang-Mills (YM) Lagrangian with a broken sym-
metry, which is the basis for most of the realistic quantum field theories, including the
Standard Model, presented later in this work. The goal of this section is to familiarize
ourselves with the YM Lagrangian and the gauge-fixing procedure, arriving at the final
form of the Lagrangian, which can then be used in the next section for describing the
Standard Model.
6Note that the following discussion is fairly standard and closely follows the one found
in [1], however, we present a more complete discussion of the linear gauge-fixing by con-
sidering the most general linear case and consequently finding the largest possible set of
linear gauge-fixing parameters.
2.1 Yang-Mills Lagrangian and symmetry breaking
We consider a gauge theory for a multiplet of real scalar fields φi, transforming as some
representation R of the gauge group G. The infinitesimal law of gauge transformation for
the scalar fields φi and the gauge fields A
a
µ is then [1]:
δφi(x) = iα
a(x)taijφj(x), (2.1)
δAaµ(x) =
1
g
∂µα
a(x) + fabcAbµ(x)α
c(x), (2.2)
where αa(x) are the infinitesimal parameters of the transformation, taij are the generators
of the representation R, and fabc are the structure constants of the gauge group G,
meaning that the generators ta (in any representation) commute as:
[ta, tb] = ifabctc. (2.3)
The parameter g is called coupling constant and can be chosen independently for each
simple or U(1) subgroup of G.
If the fields φi are real, the generators t
a will have to be purely imaginary in order to
make δφi real. In this case it is convenient to define real generators
T a ≡ −ita, (2.4)
giving the transformation
δφi(x) = −αa(x)T aijφj(x), (2.5)
and the commutation relationship
[T a, T b] = fabcT c. (2.6)
In order to construct a Lagrangian, as usual in Yang-Mills theories, a covariant deriva-
tive
(Dµφ)i = ∂µφi − igAaµtaijφj = ∂µφi + gAaµT aijφj. (2.7)
7and a field strength tensor
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν , (2.8)
are defined. An invariant Lagrangian for this gauge theory is:
L = −1
4
(F aµν)
2 +
1
2
(Dµφi)
2 − V (φ), (2.9)
where V (φ) is the symmetry-breaking potential.
So far, in the Lagrangian above, the gauge fields are massless, but before proceeding
to the quantization we have to include the effects of the spontaneous symmetry breaking,
which occurs if the potential V (φ) does not have a local minimum at φ = 0. A “normal”
potential would have a minimum at φ = 0 like V (φ) = m2|φ|2, in which case the field
fluctuates around 0, and the potential term gives the mass to the field. Now if we take
V not to have a minimum at 0, like V (φ) = a|φ|4 − b|φ|2, the value of the field will “roll
down” to the minimum of the potential at some φ0, and fluctuations can only happen
around that minimum value. In other words, the field will acquire a vacuum expectation
value (VEV),
(φ0)i ≡ 〈φi〉, (2.10)
which is saying that the field is non-zero even in the vacuum.
In order for perturbation theory to work, we have to analyze fields that have zero
vacuum expectation value, so we redefine φi as
φi(x) = φ0i + χi(x), (2.11)
and from now on treat χi(x) as our field of interest.
Plugging in the new definition (2.11) into expression (2.9) yields the Lagrangian in
terms of χi. Expanding it up to the quadratic terms we get:
L2(A,χ) =− 1
2
Aaµ(−gµν∂2 + ∂µ∂ν)Aaν +
1
2
(∂µχi)
2
+ g∂µχiA
a
µF
a
i +
1
2
g2F aiF
b
iA
a
µA
µb − 1
2
Mijχiχj, (2.12)
with constant matrices F a:
F ai ≡ T aijφ0j, (2.13)
and Mij the coefficient of the quadratic term in the Taylor series expansion of the potential
V (φ) at φ0:
Mij ≡ ∂V (φ)
∂φi∂φj
∣∣∣∣
φ0
. (2.14)
8Note that in the above Lagrangian the gauge bosons acquired a mass with the mass matrix
g2F aiF
b
i, and the scalar fields have the mass matrix Mij. This is basically the famous
Higgs mechanism, when the gauge bosons, initially massless, acquire a mass through a
spontaneous symmetry breaking of the scalar field potential.
In addition to the quadratic terms in (2.12), the full Lagrangian also includes various
higher-order terms, which after quantization describe the interactions between the fields.
For the remainder of this section we will not explicitly write those terms out, and instead
focus on the quadratic terms and how they are affected by the gauge-fixing. The reason
for that is that the quadratic terms define the propagators, and thus the particle content
of the theory, and the higher-order terms is then treated as a perturbation of the quadratic
Lagrangian.
2.2 Gauge-fixing
The Yang-Mills Lagrangian described above still can not be used for direct calculation
of Feynman diagrams because it possesses a gauge symmetry, which makes the straight-
forward path integrals badly divergent. The solution for this problem is the gauge-fixing
procedure, which we describe here. As a result of it we will get an effective Lagrangian,
which can already be used for calculating matrix elements.
2.2.1 Faddeev-Popov procedure
Quantization of a theory, using the path-integral method, proceeds by analyzing the
quantity
Z =
∫
DADχ ei
R L(A,χ), (2.15)
from which the propagators and interaction vertices can be read off. However, for a
Lagrangian that is invariant under some gauge symmetry the straightforward analysis
fails. The reason for this is basically because the integral in (2.15) runs over many field
configurations that are gauge-equivalent, instead of counting each physical configuration
just once. In order to avoid this problem, it is required to “fix the gauge”, that is, to
subject the fields to some constraint, which would prevent over-counting, and perform
quantization under this constraint.
Gauge-fixing is usually done by the Faddeev-Popov procedure, as a result of which Z
9is expressed as [1, 2]:
Z = C ·
∫
DADχ exp
[
i
∫
d4x (L[A,χ] + Lgf(Ga))
]
det
(
δGa[Aα, χα;x]
δαb(y)
∣∣∣∣
α=0
)
. (2.16)
Here Ga[A,χ;x] are arbitrary constraining functions1 – there are as many of them as
the number of gauge fields, and they are “constraining” in a sense that the condition
Ga = 0 serves as a constraint on the fields in deriving (2.16). Then the new gauge-fixing
Lagrangian term Lgf is any function of the Ga, while C is an irrelevant normalization
constant. Subscript α near a field means that the field is gauge-transformed with gauge
transformation parameters α.
The sum (L + Lgf) now looks as an effective Lagrangian, which we could just use in
the calculation of diagrams, but there is still the strange determinant factor preventing
us from that. Luckily, it can also be turned into an effective Lagrangian term as follows.
It can be shown, that given any Hermitian matrix Dab(x, y), its determinant can be
evaluated by the field integral:
det(Dab(x, y)) =
∫
Dc¯Dc exp
(
i
∫
d4x d4y c¯a(x)Dab(x, y)cb(y)
)
, (2.17)
where c¯a(x) and ca(x) are anticommuting fields. Using this relation, we can express (2.16)
as follows:
Z = C ·
∫
DADχDc¯Dc exp
[
i
∫
d4x (L[A,χ] + Lgf(Ga) + Lgh[c¯, c, A, χ])
]
, (2.18)
Lgh ≡ c¯a(x)
(
δGa[Aα, χα]
δαb
∣∣∣∣
α=0
)
cb(x). (2.19)
Note that in the above equations compared to (2.17) one coordinate integral is missing,
because the functional derivative δG(x)
δα(y)
is “local”, in a sense that it contains a δ(x − y)
factor, which cancels the integral. With Z expressed as (2.18) it is apparent that we can
account for the determinant factor by introducing fictitious fields c and c¯, called ghosts,
with their Lagrangian Lgh as in (2.19) and then use the regular quantum field theory
methods for calculations. Since the fields c where introduced as anticommuting numbers,
the associated particles, when calculating Feynman, are to be treated in a way similar to
fermions.
In the end we see, that the consequence of the gauge-fixing procedure is the new
effective Lagrangian
Leff = L+ Lgf + Lgh (2.20)
1Technically they are functionals, because they can (and usually do) depend also on field derivatives
at x
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which has to be used instead of the original L for the calculation of propagators and
interaction vertices, also adding the new ghost particles to the theory.
2.2.2 Linear gauge-fixing
Let us now turn back to the Yang-Mills Lagrangian (2.12) and apply the gauge-fixing
procedure, resulting in the effective Lagrangian. Here we will discuss linear gauge-fixing,
meaning that the constraining functions Ga are linear functions of the fields, and later we
will consider the non-linear case. The usual choices for Ga and Lgf for gauge theories is:
Ga(x) =
1√
ξ
[∂µA
aµ(x)− ξgF aiχi(x)], (2.21)
Lgf = −1
2
GaGa, (2.22)
with an arbitrary gauge-fixing parameter ξ - these are the so-called Rξ gauges. Such a
choice is enough to do calculations, but it lets us explore only a one-dimensional space
of gauges, while in the context of this work we are interested to have as much gauge
choosing freedom as possible, that is, as many gauge-fixing parameters as possible. For
that purpose here we will generalize the Rξ gauges by considering the most general linear
constraint, constructed from gauge fields’ four-divergences and scalar fields:
Ga = ∂µA
aµ −Kaiχi, (2.23)
with any real matrix Kai. Note that any overall factors multiplying the constraints, or
any linear redefinition of them (as G′a = LabGb) is irrelevant, because it can be absorbed
in the definition of Lgf . This is consistent with thinking of Ga as constraints, because such
redefinitions would actually yield the same constraints on the fields. The most general
Lgf we are then interested in is quadratic in G:
Lgf = −1
2
GaLabGb, (2.24)
where Lab is any real square matrix and −1
2
is for later convenience. First order of G
should not appear in Lgf , because the total derivative term ∂µAaµ is irrelevant in the
Lagrangian, and the first-order field terms χi would shift the minimum of the potential,
so we have to redefine the fields again. Then the higher order terms of G in Lgf would
yield higher order field terms in Leff , which will be a matter of non-linear gauge-fixing.
Another note: Lab can be taken to be symmetrical, because the antisymmetric part of it
cancels out in (2.24) and, therefore, is irrelevant. To summarize, our gauge-fixing choice
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has now two matrices of parameters K and L (instead of a single number ξ). The goal now
is to find all the relations these parameters have to satisfy, in order for the theory to be
quantized properly, and to find the maximum number of really independent parameters.
We now proceed with the calculation, using our definitions for Ga and Lgf . Plugging
(2.23) into (2.24) we get:
Lgf = −1
2
∂µA
aµ(Lab)∂νA
bν − 1
2
χi(K
a
iL
abKbj)χj + ∂µA
aµ(LabKbi)χi, (2.25)
which then together with (2.12) yields:
Leff = L2 + Lgf =− 1
2
Aaµ(−gµν∂2 + (1− L)∂µ∂ν − g2FF Tgµν)abAbν
+
1
2
χi(−∂2 −KTLK −M)ijχj (2.26)
− ∂µAaµ(gF − LK)aiχi
here we switched to matrix notation: F ai = (F )
a
i, K
a
i = (K)
a
i, L
ab = (L)ab, Mij = (M)ij.
We now enforce a condition on the Leff that the resulting propagators have to be
diagonal in particle species. This is necessary in order for the fields in the Lagrangian
to represent the physical particles (mass eigenstates) and for the perturbation theory to
be valid. This diagonalization can be done by field redefinition, but it is much more
convenient to use gauge-fixing to achieve that, when possible. The last term in (2.26) is
a cross-term between A and χ and we have to get rid of it somehow. Obviously, we can
use the gauge-fixing to do that easily by enforcing the first relation on our parameters:
LK = gF, (2.27)
or
K = gL−1F, (2.28)
leaving only L as the independent matrix. Here, taking an inverse, we assume that L is
non-singular, so we will have to take a limit, if we want to consider some of the eigenvalues
of L to be zero. Using the above expression for K, (2.26) becomes:
Leff =− 1
2
Aaµ(−gµν∂2 + (1− L)∂µ∂ν − g2FF Tgµν)abAbν
+
1
2
χi(−∂2 − g2F TL−1F −M)ijχj. (2.29)
One remaining ingredient for the effective Lagrangian is the ghost term Lgh, which we
calculate now. A variation in Ga under a gauge transformation, using (2.23), (2.2) and
12
(2.5) is:
δGa = ∂µ(δA
aµ)−Kai(δχi)
=
1
g
∂2αa + fabc∂µA
bµαc +KaiT
b
ijφjα
b
=
1
g
∂2αa + fabc∂µ(A
bµαc) +KaiF
b
iα
b +KaiT
b
ijχjα
b. (2.30)
Then the ghost Lagrangian is:
Lgh = c¯a(x)
(−δab∂2 − gKaiF bi − gfacb (∂µAcµ(x) + Acµ(x)∂µ)− gKaiT bijχj(x)) cb(x),
(2.31)
where we multiplied (2.30) by an overall factor (−g) – we can do that because it just
changes the overall irrelevant factor C in (2.16). Let’s again separate the quadratic term
that gives the ghost propagators:
Lgh2 = c¯a(x)(−∂2 − gKF T )abcb(x), (2.32)
while the other two terms in Lgh give ghost couplings to the gauge and scalar fields.
To summarize, our final quadratic gauge-fixed Lagrangian, after enforcing the relation
LK = gF and including ghosts is:
Leff2 =− 1
2
Aaµ(−gµν∂2 + (1− L)∂µ∂ν − g2FF Tgµν)abAbν
+
1
2
χi(−∂2 − g2F TL−1F −M)ijχj (2.33)
+ c¯a(−∂2 − g2L−1FF T )abcb.
We can easily read off the propagators for the gauge, scalar and ghosts fields from this
Lagrangian, but they will not necessarily be diagonal in the species space, and, therefore,
the fields in this Lagrangian will not represent the physical particles. In order to proceed
with finding the physical fields and their (diagonal) propagators, we have to know the
F matrix, appearing in the Lagrangian, and so we will continue this analysis when we
consider the Standard Model in particular.
2.2.3 Non-linear gauge-fixing
Linear constraints are the simplest way to perform gauge-fixing. Linear gauge-fixing is
also essential because linear Ga yields quadratic Lgf and so it participates in defining
physical fields and propagators. However, according to the Faddeev-Popov procedure
13
of gauge-fixing, Ga can be any functions of the fields, and so in particular they can
contain non-linear combinations of fields. Of course, we don’t want to introduce non-
renormalizability into the theory by the gauge-fixing procedure, so we have to keep the
total mass dimension of the fields in Lgf terms up to four. Additional requirement is
that we would like to keep the quadratic part of Lgf unchanged, since we have already
determined how it should look.
Assuming we keep Lgf the same function of Ga, the modification that respects the
requirements above is adding a quadratic term to Ga:
Ga = ∂µA
aµ −Kaiχi +Ganl, (2.34)
where Ganl is the non-linear, that is, quadratic part. In this case the quadratic part of Lgf
will remain the same as before, but it will have terms of third and fourth order, that will
give contributions to the interaction vertices. Terms of third and higher order in fields
are not allowed in Ga, because vector and scalar fields have mass dimension 1, so that
would lead to higher than four mass dimension in the Lagrangian.
Apparently there is a lot of freedom for choosing the non-linear gauge-fixing terms
Ganl, which can lead to various modifications to the interaction vertices of the theory. We
will explore those choices in detail in the following sections of this work, when we discuss
the Standard Model specifically.
To summarize, the full effective Lagrangian of the Yang-Mills theory is
Leff =− 1
2
Aaµ(−gµν∂2 + (1− L)∂µ∂ν − g2FF Tgµν)abAbν
+
1
2
χi(−∂2 − g2F TL−1F −M)ijχj (2.35)
+ c¯a(−∂2 − g2L−1FF T )abcb+
+ Li + Lgfi + Lghi,
with the quadratic terms written out explicitly. Note that the constant g and constant
matrices F and M are the parameters of the specific theory, while the matrix L is an
arbitrary matrix of gauge-fixing parameters - we will specify those constants in the next
section for the case of the Standard Model. The terms of higher than quadratic order
that describe the interactions are unspecified, but grouped in three categories: Li is
the interaction part of the original Lagrangian (2.9) containing terms of higher than
quadratic order, Lgfi are the interaction terms of the gauge-fixing Lagrangian arising from
14
the nonlinear constraints Ganl, and Lghi are the interaction terms involving ghosts which we
have seen in (2.31), with some additional terms from the non-linear part of gauge-fixing.
We will use this effective Lagrangian in the next section, applying the framework of
this section to the specific case of the Standard Model.
3 The Standard Model
In the previous section we have described the Yang-Mills gauge theory with a broken
symmetry in general, and showed how the procedure of gauge-fixing is performed, leading
to a new effective Lagrangian. Here we will describe the Standard Model, also called the
Glashow-Weinberg-Salam model, which is the accepted theory of electroweak interactions,
and which is, in fact, a particular case of a Yang-Mills theory with a broken symmetry.
The goal of this section is to give a theoretical background for amplitude calculations
in the Standard Model and arrive at the full explicit expression for the Lagrangian. The
most important section in the context of this work is the discussion of non-linear gauge-
fixing, which gives us the new interaction terms, that we later implement in the FeynArts
package.
3.1 The boson content and the propagators
Here we will work out the details of the quadratic part of the full effective Lagrangian
(2.35), which will tell us the physical particles of the theory and their propagators. First
we will determine the matrices F and M and then diagonalize the propagators, in order
to find the physical fields.
The electroweak theory goes along the general framework of the previous section, with
the gauge group
G = SU(2)× U(1), (3.1)
with structure constants (assuming t4 is the generator of U(1)):
fabc =
 abc, a, b, c ∈ {1, 2, 3},0, otherwise. (3.2)
The real scalar fields φi are taken to transform as the real components of the usual two-
15
dimensional complex representation of SU(2) with generators:
ta =
σa
2
, a ∈ {1, 2, 3} (3.3)
t4 =
1
2
, (3.4)
where σa are the Pauli matrices and t4 is the generator of U(1). We define the real
components of the complex two-dimensional vector φ as:
φ =
1√
2
 −iφ1 − φ2
φ4 + iφ3
 , (3.5)
then the real representation matrices T a = −ita in φi space look as:
T 1 =
1
2

0 0 0 +1
0 0 −1 0
0 +1 0 0
−1 0 0 0
 , T 2 =
1
2

0 0 +1 0
0 0 0 +1
−1 0 0 0
0 −1 0 0
 ,
T 3 =
1
2

0 −1 0 0
+1 0 0 0
0 0 0 +1
0 0 −1 0
 , T 4 =
1
2

0 −1 0 0
+1 0 0 0
0 0 0 −1
0 0 +1 0
 , (3.6)
and their commutation relations are, naturally:
[T a, T b] = abcT c, a, b, c ∈ {1, 2, 3}, (3.7)
[T a, T 4] = 0. (3.8)
Now, following the previous section, we consider the symmetry breaking of this group,
which happens because the scalar fields are subjected to some potential V (φ). A renor-
malizable potential that obeys the gauge symmetry and doesn’t have a local minimum at
φ = 0, as required for symmetry breaking, is:
V (φ) = −µ
2
2
(φiφi) +
λ
4
(φiφi)2, (3.9)
with some unknown parameters µ and λ. As a result of it, φ acquires a vacuum expectation
value (VEV) at the minimum of V :
|φ0| = v ≡
√
µ2
λ
. (3.10)
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Note that all directions of φ are equivalent under the gauge transformation, so any choice
of direction for φ0 gives the same results, so we can arbitrarily choose it as:
φ0 =

0
0
0
v
 , (3.11)
It is important to note that there is one unbroken symmetry direction: the combination
of generators
Q = T 3 + T 4 (3.12)
leaves φ0 invariant, and, therefore, this transformation is still a symmetry of the theory,
even after φ acquires a VEV.
Now we calculate gF ai according to (2.13) to be:
gF ai = g(T
a)ij(φ0)j =
v
2

g 0 0 0
0 g 0 0
0 0 g 0
0 0 −g′ 0
 , (3.13)
here down the matrix is the a-dimension, and to the right is the i-dimension. Note that
we introduced two different coupling constants, g and g′, because, as mentioned earlier,
they can be chosen independently for each semi-simple or U(1) subgroup.
3.1.1 Gauge bosons
Let us now continue with the task of diagonalizing propagators and first consider the
gauge bosons, with their Lagrangian
LA = −1
2
Aaµ(−gµν∂2 + (1− L)∂µ∂ν − g2FF Tgµν)abAbν . (3.14)
Because of the different spacetime tensor coefficients of L and of the mass term FF T each
one has to be diagonalized separately. We first proceed with the mass term, because it is
already given:
g2FF T =
v2
4

g2 0 0 0
0 g2 0 0
0 0 g2 −gg′
0 0 −gg′ g′2
 . (3.15)
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The diagonalization of this term is done by field redefinition, so we want to express the
mass term as:
g2FF T = U †MAU, (3.16)
with unitary transformation U , and diagonal mass matrix MA. We take:
MA =
v2
4

g2 0 0 0
0 g2 0 0
0 0 g2 + g′2 0
0 0 0 0
 , (3.17)
U =

1√
2
− i√
2
0 0
1√
2
i√
2
0 0
0 0 g√
g2+g′2
− g′√
g2+g′2
0 0 g
′√
g2+g′2
g√
g2+g′2
 , (3.18)
which yields physical fields A′ = UA and their masses as:
W±µ ≡ A′1,2µ =
1√
2
(A1µ ∓ iA2µ) mW = g
v
2
,
Z0µ ≡ A′3µ =
1√
g2 + g′2
(gA3µ − g′A4µ) mZ =
√
g2 + g′2
v
2
, (3.19)
Aµ ≡ A′4µ =
1√
g2 + g′2
(g′A3µ + gA
4
µ) mA = 0.
This is the main result of the electroweak theory (independently of the gauge-fixing de-
tails), that there are three massive gauge bosons, mediating the weak interaction, and
one massless boson, which represents the unbroken symmetry and is nothing else but the
photon.
Before going on further let’s define some new constants for later convenience. Consider
replacing the two unknown coupling constants g and g′ with other two constants: electric
charge e and Weinberg angle θw defined as
e =
gg′√
g2 + g′2
, cos θw =
g√
g2 + g′2
, sin θw =
g′√
g2 + g′2
, (3.20)
with the inverse transformation:
g =
e
sin θw
, g′ =
e
cos θw
. (3.21)
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It is not apparent yet, but it will be shown briefly that e as defined here is indeed the
electromagnetic coupling constant. The definition of θw allows to rewrite Z and A more
clearly as:
Zµ = cos θwA
3
µ − sin θwA4µ, (3.22)
Aµ = sin θwA
3
µ + cos θwA
4
µ, (3.23)
and the masses as:
mW = v
e
2 sin θw
, mZ = v
e
2 cos θw sin θw
. (3.24)
Also note an important relationship (or, alternatively, a definition of θw):
mW = mZ cos θw. (3.25)
One more expression that will be very useful later is the covariant derivative from (2.7)
Dµ = ∂µ − ig(A1µtˆ1 + A2µtˆ2 + A3µtˆ3)− ig′A4µtˆ4 (3.26)
expressed in terms of the physical gauge fields. Note that the tˆi here are generators and
depend on the representation. Substituting Ai with the physical fields in the end we get:
Dµ = ∂µ − i g√
2
(W+µ tˆ
+ +W−µ tˆ
−)− i g
cos θw
Zµ(tˆ
3 − sin2 θwqˆ)− ieAµqˆ, (3.27)
with the new generators:
tˆ± ≡(tˆ1 ± itˆ2), (3.28)
qˆ ≡(tˆ3 + tˆ4). (3.29)
We can see now that we have recovered the regular coupling of the field Aµ with a coupling
constant e and a charge given by the value of the generator qˆ.
Let’s now finish analyzing gauge bosons. Some additional explanation is needed, why
the W± are defined exactly like they are. Because there are two identical eigenvalues
of the mass matrix, any unitary transformation of A1 and A2 would lead to two energy
eigenstates with the same mass. Therefore, additionally we want to make them eigen-
states of the remaining symmetry generator Q, which with the identification of Aµ as the
electromagnetic field, happens to be the electric charge operator. Since gauge fields form
an adjoint representation of the gauge group G, we can calculate their transformation
properties using commutation relations of the group operators. Specifically, if we define
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the field operator, corresponding to field Aa to be a linear superposition of generators
(here we will use hats for operators to avoid confusion):
Aˆ ≡ Tˆ aAa, (3.30)
then the transformation of the field operator under a gauge transformation is given by
the commutator
δAˆ = −αa[Tˆ a, Aˆ]. (3.31)
We can use this relation to find the transformation of the fields W±. First we need the
corresponding generators TˆW± . Since the full field operator
Aˆ = Tˆ aAa = Tˆ+W+ + Tˆ−W− + TˆZZ + TˆAA (3.32)
is constructed from multiplying the fields with generators, the generators undergo an
inverse transformation to that of the fields, therefore:
Tˆ± =
1√
2
(Tˆ 1 ± iTˆ 2). (3.33)
Now we can see that the commutators corresponding to the transformation of W± under
the remaining symmetry:
δTˆ+ = −α[Qˆ, Tˆ+] = − α√
2
[Tˆ 3 + Tˆ 4, Tˆ 1 + iTˆ 2] = − α√
2
(Tˆ 2 − iTˆ 1) = +iαTˆ+,
δTˆ− = −α[Qˆ, Tˆ−] = − α√
2
[Tˆ 3 + Tˆ 4, Tˆ 1 − iTˆ 2] = − α√
2
(Tˆ 2 + iTˆ 1) = −iαTˆ−. (3.34)
indeed show that W± are eigenstates, or, to put it differently, transform irreducibly under
the charge transformation.
We can now put final constraints on the gauge-fixing parameter matrix L. With the
gauge fields transformed to the physical basis as above, the Lagrangian for them becomes:
LA = −1
2
(A′∗)aµ(−gµν∂2 + (1− ULU †)∂µ∂ν −MAgµν)abA′bν . (3.35)
Since we can not use field redefinition anymore, we have to insist for the gauge-fixing term
L′ ≡ ULU † (3.36)
to be diagonal in this basis as well. This leaves us with four real parameters, which we
write, in order to conform with the usual notation, as:
L′ =

1/ξ+ 0 0 0
0 1/ξ− 0 0
0 0 1/ξZ 0
0 0 0 1/ξA
 . (3.37)
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This gives us the original matrix:
L = U †L′U =

ξ++ξ−
2ξ+ξ−
i ξ+−ξ−
2ξ+ξ−
0 0
−i ξ+−ξ−
2ξ+ξ−
ξ++ξ−
2ξ+ξ−
0 0
0 0 ξAg
2+ξZg
′2
ξAξZ(g2+g′2)
gg′(ξZ−ξA)
ξAξZ(g2+g′2)
0 0 gg
′(ξZ−ξA)
ξAξZ(g2+g′2)
ξZg
2+ξAg
′2
ξAξZ(g2+g′2)
 . (3.38)
Since L can neither be complex nor asymmetrical, we conclude that
ξ+ = ξ− ≡ ξW , (3.39)
giving the L matrices:
L′ =

1/ξW 0 0 0
0 1/ξW 0 0
0 0 1/ξZ 0
0 0 0 1/ξA
 , (3.40)
L =

1/ξW 0 0 0
0 1/ξW 0 0
0 0 ξAg
2+ξZg
′2
ξAξZ(g2+g′2)
gg′(ξZ−ξA)
ξAξZ(g2+g′2)
0 0 gg
′(ξZ−ξA)
ξAξZ(g2+g′2)
ξZg
2+ξAg
′2
ξAξZ(g2+g′2)
 , (3.41)
and the other gauge-fixing parameter K:
Kai = gL
−1F =
v
2

gξW 0 0 0
0 gξW 0 0
0 0 gξZ 0
0 0 −g′ξZ 0
 . (3.42)
This is our final result for the parametrization of linear gauge-fixing. It leaves us with
3 real parameters (ξW , ξZ , ξA), a slight generalization of usual Rξ gauges, which would
correspond to taking all 3 parameters to be equal ξ = ξW = ξZ = ξA.
Finally, the Lagrangian for gauge bosons in the physical basis (3.35) becomes explicitly
diagonal:
LA =
∑
X
−1
2
X∗µ(−gµν∂2 + (1− ξX)∂µ∂ν −m2Xgµν)Xν , (3.43)
with X ∈ {W±, Z0, A} and masses as in (3.19). The momentum-space propagators can
now be easily computed by taking the inverse of the coefficient for the quadratic term in
21
the Lagrangian, and multiplying it by i. Switching to momentum space, we replace all ∂µ
by −ikµ, which yields for gauge bosons:
〈X∗µXν〉 = −i
k2 −m2X
(
gµν − k
µkν
k2 − ξXm2X
(1− ξX)
)
, X ∈ {W±, Z0, A}. (3.44)
3.1.2 Goldstone bosons and Higgs
Let’s move on now to the quadratic scalar part of the Lagrangian (2.35):
Lχ = 1
2
χi(−∂2 − g2F TL−1F −M)ijχj (3.45)
An important separation occurs in this Lagrangian as follows. It is a general theorem
(called Goldstone theorem) that the mass matrix of χi defined in (2.14) satisfies
(T aφ0)iMij = F
a
iMij = 0, (3.46)
for all a. It follows from the fact that V (φ) is gauge-invariant and it basically says
that V (φ) doesn’t form a quadratic potential in the directions that φ0 transforms to.
Consequently, the only non-zero term allowed in M is:
M44 ≡ m2H . (3.47)
We can confirm the above result using the explicit expression for V (φ) from (3.9):
Mij ≡ ∂V (φ)
∂φi∂φj
∣∣∣∣
φ0
=
(−µ2δij + λ(φkφk)δij + 2λφiφj)∣∣φ=φ0 . (3.48)
With (φ0)i = vδi4 this becomes:
Mij = (v
2λ− µ2)δij + 2v2λδi4δj4, (3.49)
and after substituting v =
√
µ2/λ:
Mij = 2µ
2δi4δj4, (3.50)
confirming the argument above with identification:
mH =
√
2µ (3.51)
On the other hand, the (g2F TL−1F )ij term in (3.45) will be zero where i = 4 or j = 4,
because of the zero column in F . Therefore, we can write Lχ as:
Lχ = LG + LH , (3.52)
LG = 1
2
χm(−∂2 − g2F TL−1F )mnχn, (3.53)
LH = 1
2
h(−∂2 −m2H)h, (3.54)
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where m,n ∈ {1, 2, 3} and we have renamed χ4 ≡ h. The Lagrangian separates and we
get three massless fields χm called Goldstone bosons (the mass-like term is proportional
to L, which indicates that they have no physical mass), and one massive field h with
an unknown mass mH , which is called the Higgs boson. We see that the massive field is
unaffected by the gauge-fixing procedure, and it already has a diagonal propagator
〈hh〉 = i
k2 −m2H
. (3.55)
It’s worth noting here that the Higgs boson is a physical particle, which is an essential
prediction of the Standard Model and which yet has to be discovered experimentally in
particle colliders. On the other hand the three Goldstone bosons are not actually physical,
that is, they can not appear in the initial or final state in amplitude calculations. Instead,
they represent the missing degrees of freedom needed to make the three gauge bosons
W±, Z massive from the initially massless vector bosons. This is in general the way that
the Goldstone bosons function in theories with a broken gauge symmetry, and there will
always be as many of them, as the number of massive gauge bosons.
Of course, we still have to include the Gauge bosons as the intermediate particles in
amplitude calculations, so we continue now with diagonalizing their remaining Lagrangian:
LG = 1
2
χm(−∂2 − g2F TL−1F )mnχn, (3.56)
with the mass matrix:
Mχ = g
2F TL−1F =
v2
4

g2ξW 0 0
0 g2ξW 0
0 0 (g2 + g′2)ξZ
 . (3.57)
We see that it is already diagonal in the current basis and the masses are
√
ξXmX ,
with first two Goldstone bosons corresponding to W and the third to Z0. However, like
with gauge bosons, since two mass eigenvalues are equal, the states should be chosen as
eigenstates of charge operator, which, using (3.6), in the representation of χm is:
Q = T 3 + T 4 =

0 −1 0
+1 0 0
0 0 0
 . (3.58)
We use the same redefinition for Goldstone boson fields as for gauge bosons:
χ± =
1√
2
(χ1 ∓ iχ2), (3.59)
23
which means that the states, similarly to generators of gauge bosons, undergo an inverse
transformation: ∣∣χ±〉 = 1√
2
(|χ1〉 ± i |χ2〉) . (3.60)
We can check now that these are indeed the charge eigenstates:
δ
∣∣χ±〉 = −αQˆ ∣∣χ±〉 = − α√
2
(|χ2〉 ∓ i |χ1〉) = ±i α√
2
(|χ1〉 ± i |χ2〉) = ±iα
∣∣χ±〉 , (3.61)
so the Lagrangian in the diagonal form looks as:
LG =
∑
X
1
2
χX(−∂2 − ξXm2X)χX , (3.62)
with X ∈ {W±, Z0}. That gives the following propagators for Goldstone bosons:
〈χXχX〉 = i
k2 − ξXm2X
, X ∈ {W±, Z0}. (3.63)
3.1.3 Ghosts
Finally, let’s look at the quadratic ghost Lagrangian piece in (2.35):
Lg = c¯a(−∂2 − g2L−1FF T )abcb. (3.64)
It has the mass matrix:
Mg = g
2L−1FF T =
v2
4

g2ξW 0 0 0
0 g2ξW 0 0
0 0 g2ξZ −gg′ξZ
0 0 −gg′ξZ g′2ξZ
 , (3.65)
which, like the matrix for gauge bosons, is not diagonal. Notice, however, that it looks
very similar to the gauge boson mass matrix, except for the ξ factors. Indeed, if we use
the same unitary transformation (3.18) for the ghost fields, as we did for gauge bosons:
c′a = Uabcb,
c¯′a = c¯b(U †)ba, (3.66)
then the transformed mass matrix becomes diagonal:
M ′g = UMgU
† =
v2
4

g2ξW 0 0 0
0 g2ξW 0 0
0 0 (g2 + g′2)ξZ 0
0 0 0 0
 . (3.67)
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The masses for the ghost fields are then, similar as for Goldstone bosons,
√
ξXmX , where
mX is the mass of the corresponding gauge boson. However, unlike the case with the
Goldstone bosons, there is also a massless ghost corresponding to the massless vector
field Aµ. And so the diagonal Lagrangian for ghosts is then:
Lg =
∑
X
c¯X(−∂2 − ξXm2X)cX , (3.68)
with X ∈ {W±, Z0, A}, and the propagators are
〈c¯XcX〉 = i
k2 − ξXm2X
, X ∈ {W±, Z0, A}. (3.69)
3.2 Fermions
Up to now we have only included scalar and gauge vector fields in our theory, because
they are the crucial ingredients of a gauge theory with Higgs mechanism. In addition to
that the Standard Model, of course, contains fermions which are the matter constituents,
and so here we will discuss their Lagrangian.
Let’s start with a free massless two-component Weyl spinor ψ, which can be either
left-handed or right-handed. It has the Lagrangian:
L = iψ¯∂/ψ. (3.70)
In a gauge theory that extends naturally to
L = iψ¯D/ψ (3.71)
with a covariant derivative as in (2.7):
Dµ = ∂µ − igAaµta, (3.72)
with generators ta dependent on the representation that a particular fermion belongs to.
The only question then is how to group the fermions into representations of the SU(2)
and what charges of the U(1) subgroup to assign to those groups. Note that the “charge”
of U(1) is just the value of the generator t4, also conventionally called Y .
We have the following observed fermions to fit into the Standard Model: electron e−,
neutrino νe, up-quark u, down-quark d, and two copies of these particles with exactly
the same properties but different masses called the second generation (µ−, νµ, c, s) and
the third generation (τ−, ντ , t, b). Note that all the particles here except for neutrinos
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have both left-handed and right-handed components, but it appears that these compo-
nents have to be treated as basically two distinct particles, for example e−L and e
−
R, only
connected by a mass term, as will be shown briefly. Neutrinos have only the left-handed
component, and we will skip the subscript L for them.
The particles enumerated above arrange into representations as follows: the left-
handed components form doublets of SU(2)
EL =
νe
e−L
 , QL =
uL
dL
 , (3.73)
called the lepton doublet and the quark doublet with U(1) charges
YE = −1/2, YQ = 1/6 (3.74)
respectively. The right-handed components are singlets of SU(2):
e−R, uR, dR, (3.75)
with charges
Ye = −1, Yu = 2/3, Yd = −1/3. (3.76)
Remember that the components of the doublets have t3 = ±1/2, while for singlets t3 = 0,
and that the electric charge q = t3 + Y , which gives the right charges qν = 0, qe = −1,
qu = 2/3, qd = −1/3. The other two generations look exactly the same, so we will not
repeat them here, just keep in mind that all the calculations here apply equally to all
three generations.
We can now write the massless Lagrangian for all fermions in the first generation:
L = iE¯LD/EL + ie¯RD/ eR + iQ¯LD/QL + iu¯RD/uR + id¯RD/dR. (3.77)
Using the expression for Dµ given in (3.27) and the values for the generators (t
i = σi/2
for doublets) we get explicitly:
L =iE¯L∂/EL + ie¯R∂/eR + iQ¯L∂/QL + iu¯R∂/uR + id¯R∂/dR (3.78)
+ g(W+µ J
µ+
W +W
−
µ J
µ−
W + ZµJ
µ
Z) + eAµJ
µ
A,
Jµ+W ≡
1√
2
(ν¯eγ
µeL + u¯Lγ
µdL), (3.79)
Jµ−W ≡
1√
2
(e¯Lγ
µνe + d¯Lγ
µuL), (3.80)
JµA ≡− e¯γµe+ 23 u¯γµu− 13 d¯γµd, (3.81)
JµZ ≡
1
cos θw
[
1
2
ν¯eγ
µνe − 12 e¯LγµeL + 12 u¯LγµuL − 12 d¯LγµdL − sin2 θwJµA
]
. (3.82)
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The different fermion currents Jµ+W , J
µ−
W , J
µ
Z , J
µ
A that were defined here each couple to a
different gauge boson. Also note that the fields e2, u, d without a subscript L or R denote
the sum of both left (e.g. eL) and right (eR) components, and occur if the coupling is
non-chiral. We can see that the electromagnetic current JµA, as expected, is completely
non-chiral, while the JµZ has a non-chiral part proportional to J
µ
A and a pure left-handed
part.
We have now the correct coupling of fermions to gauge bosons, but the fermions are
still massless, which in reality is not true. The mass term for a fermion (e.g. electron)
looks like
L = −mee¯e = −me(e¯LeR + e¯ReL), (3.83)
but such term is not allowed in the gauge-invariant Lagrangian, because the left and
right components belong to different representations of SU(2), thus their product is not
invariant. In order then for fermions to acquire mass, we again use the Higgs mechanism
– that is, we couple the fermions to the scalar fields φ and, after the symmetry breaking,
the non-zero expectation value will provide the effective mass term. The allowed gauge-
invariant coupling Lagrangian is [1]:
L = −λeE¯LφeR − λdQ¯LφdR − λuabQ¯Laφ†buR + h.c., (3.84)
with unknown parameters λe, λd, λu. The scalar field φ here is the same two-component
complex doublet under SU(2) as in (3.5):
φ =
1√
2
−iφ1 − φ2
φ4 + iφ3
 = 1√
2
 −i√2χ+
v + h+ iχ3
 (3.85)
In general, since such terms are not forbidden by any symmetry, there is no reason to ex-
pect that they shouldn’t be included, so their addition to the Lagrangian is fully justified.
After expanding the Lagrangian we get:
L =− 1√
2
(
λee¯e+ λdd¯d+ λuu¯u
)
(v + h) (3.86)
+ i (λeν¯LeR + λdu¯LdR − λuu¯RdL)χ+
+ i
(−λee¯RνL + λud¯LuR − λdd¯RuL)χ−
− i√
2
(
λee¯LeR − λee¯ReL + λdd¯LdR − λdd¯RdL − λuu¯LuR + λuu¯RuL
)
χ3,
2not to be confused with the coupling constant e!
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and the terms multiplied by v on the first line give masses:
me =
λev√
2
, mu =
λuv√
2
, md =
λdv√
2
. (3.87)
We can now freely take the masses me, mu, md as the unknown parameters instead of the
couplings, and express the couplings as
λi =
√
2mi
v
=
g√
2
mi
mW
. (3.88)
Combining (3.78) with (3.86) gives the full interacting Lagrangian for the fermions of the
first generation:
Lf1 =e¯(i∂/−me)e+ ν¯e(i∂/)νe + u¯(i∂/−mu)u+ d¯(i∂/−md)d (3.89)
+ g(W+µ J
µ+
W +W
−
µ J
µ−
W + ZµJ
µ
Z) + eAµJ
µ
A,
+
ig√
2
(
χ+J+χ + χ
−J−χ
)− ig
2
χ3J
3
χ −
g
2
hJh
with fermion currents that couple to the Goldstone bosons and Higgs:
J+χ ≡ memW ν¯LeR +
md
mW
u¯LdR − mumW u¯RdL, (3.90)
J−χ ≡− memW e¯RνL + mumW d¯LuR −
md
mW
d¯RuL, (3.91)
J3χ ≡ memW e¯γ
5e+ md
mW
d¯γ5d− mu
mW
u¯γ5u, (3.92)
Jh ≡ memW e¯e+
md
mW
d¯d+ mu
mW
u¯u. (3.93)
For the full fermion Lagrangian we then just need to sum over all three generations:
Lf =
3∑
i=1
Lfi. (3.94)
The only difference between the different generations are masses, which arises from the
fact that the fermion-scalar coupling constants λ can be different for each generation.
There is actually an additional complication related to the inclusion of other gen-
erations: the coupling to the scalars can actually mix generations, that is, there is a
term λijd Q¯LiφdRj, where i, j are generation indices and λd is now a matrix. That effec-
tively yields flavor mixing of quarks in the charge-changing weak interactions (through the
so-called Cabibbo-Kobayashi-Maskawa mixing matrix), and allows a weak CP violation.
Those effects are not, however, of our interest here, and we will assume λ’s are diagonal,
which is a pretty good approximation.
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Another note: the quarks, of course, come in SU(3) triplets, which is an unbroken
gauge symmetry of the Standard Model, and so everywhere in the Lagrangian where there
is a quark, it’s actually a sum of three different color quarks. They have to be summed-
over if a quark appears as an intermediate particle in amplitude calculations. There are
then also gauge-bosons associated with the SU(3) called gluons and quark coupling, but
we will not discuss that Lagrangian, as we will not be doing QCD calculations.
3.3 Interactions
Now we move on to the task of writing out all the remaining interactions in the Standard
Model. Let’s look back at the full effective Lagrangian for a Yang-Mills theory (2.35) and
work on the three interaction terms Li,Lgfi,Lghi in the following sections. The goal here
is to have in the end a full explicit Lagrangian in terms of the physical fields, from which
the interaction vertices can be read off directly.
3.3.1 Li - original interactions
The term Li contains vector-vector interactions arising from the dynamic terms of the
gauge fields, vector-scalar interactions from the gauge coupling through the covariant
derivative, and, finally, scalar-scalar interactions from the Higgs potential. To find the
expressions for those terms we have to go back to the very original Lagrangian (2.9):
L = −1
4
(F aµν)
2 +
1
2
(Dµφi)
2 − V (φ). (3.95)
Writing it out more explicitly after the symmetry breaking it becomes:
L =− 1
4
(∂µA
a
ν − ∂νAaµ + gfabcAbµAcν)2
+
1
2
(∂µχi + gA
a
µF
a
i + gA
a
µT
a
ijχj)
2 (3.96)
+
µ2
2
(φ0i + χi)
2 − λ
4
(φ0i + χi)
4.
We can now collect the higher-than-quadratic terms, grouping them by the particle species
that are involved in the interaction (e.g. Lvvv for 3-vector interactions and Lvvss for vector-
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vector-scalar-scalar interactions):
Li = Lvvvv + Lvvv + Lvvss + Lvvs + Lvss + Lssss + Lsss, (3.97)
Lvvvv = −g
2
4
fabcfadeAbµA
c
νA
dµAeν , (3.98)
Lvvv = −gfabc(∂µAaν)AbµAcν , (3.99)
Lvvss = 1
2
g2T aijT
b
ikA
a
µA
bµχjχk, (3.100)
Lvvs = g2AaµAbµF aiT bijχj, (3.101)
Lvss = gAaµT aij(∂µχi)χj, (3.102)
Lssss = −λ
4
(χiχi)
2, (3.103)
Lsss = −λ(φ0iχi)(χiχi). (3.104)
All the symbols used here (structure constants f , generators of the scalar fields T , vacuum
expectation value φ0, matrix F = Tφ0) are defined in the earlier sections, so the only work
that needs to be done here is to substitute all the definitions and the physical fields, and
work out the final expressions. The computations are quite cumbersome and not very
illuminating, so we just give the final results here term-by-term. We abbreviate:
sW ≡ sin θw, cW ≡ cos θw. (3.105)
Lvvvv = − e
2
s2W
{
1
2
(
W−µ W
+µW−ν W
+ν −W−µ W−µW+ν W+ν
)
(3.106)
+ c2W
(
W−µ W
+µZνZ
ν −W−µ ZµW+ν Zν
)
+ s2W
(
W−µ W
+µAνA
ν −W−µ AµW+ν Aν
)
+sW cW
(
2W−µ W
+µAνZ
ν −W−µ AµW+ν Zν −W−µ ZµW+ν Aν
)}
.
Lvvv(x) = −i e
sW
[((∂1ρ − ∂2ρ) gµν + (∂2µ − ∂3µ) gνρ + (∂3ν − ∂1ν) gρµ) (3.107)
×W+µ(x1)W−ν(x2)(cos θwZρ(x3) + sin θwAρ(x3))
]
x1=x2=x3=x
,
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the coordinates (x1, x2, x3) are written out explicitly here only to notate that the deriva-
tives (∂1, ∂2, ∂3) in parentheses act on different fields.
Lvvss = e
2
2sW
(
iAµW
+µhχ− − iAµW−µhχ+ − AµW+µχ3χ− − AµW−µχ3χ+
)
(3.108)
+
e2
2cW
(−iZµW+µhχ− + iZµW−µhχ+ + ZµW+µχ3χ− + ZµW−µχ3χ+)
+ e2AµA
µχ+χ− +
e2(c2W − s2W )
sW cW
AµZ
µχ+χ− +
e2(c2W − s2W )2
4s2W c
2
W
ZµZ
µχ+χ−
+
e2
4s2W
(
W+µ W
−µhh+W+µ W
−µχ3χ3 + 2W+µ W
−µχ+χ−
)
+
e2
8s2W c
2
W
(ZµZ
µhh+ ZµZ
µχ3χ3) .
Lvvs =emW
(
iW+µ A
µχ− − iW−µ Aµχ+
)
+
emW sW
cW
(−iW+µ Zµχ− + iW−µ Zµχ+)
+
emW
sW
W+µ W
−µh+
emW
2sW c2W
ZµZ
µh (3.109)
Lvss = e
2sW
[
W+µ(h∂µχ
− − χ−∂µh) +W−µ(h∂µχ+ − χ+∂µh)
]
(3.110)
+
ie
2sW
[
W+µ(χ3∂µχ
− − χ−∂µχ3)−W−µ(χ3∂µχ+ − χ+∂µχ3)
]
+ieAµ(χ−∂µχ+ − χ+∂µχ−) + iec
2
W − s2W
2sW cW
Zµ(χ−∂µχ+ − χ+∂µχ−)
+
e
2sW cW
Zµ(h∂µχ3 − χ3∂µh).
Lssss = − e
2m2H
32s2Wm
2
W
(hhhh+ χ3χ3χ3χ3 + 4χ
+χ+χ−χ− (3.111)
+ 2hhχ3χ3 + 4hhχ
+χ− + 4χ+χ−χ3χ3)
Lsss = − em
2
H
4sWmW
(
hhh+ hχ3χ3 + 2hχ
+χ−
)
. (3.112)
Note that we expressed the vacuum expectation value v and the constant of the Higgs
potential λ in terms of the physical masses:
v =
2mW sin θw
e
, λ =
µ2
v2
=
(
mHe
2
√
2mW sin θw
)2
. (3.113)
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3.3.2 Lgfi - non-linear gauge-fixing
We now switch to the analysis of the interaction terms arising from the non-linear gauge-
fixing Lgfi. As we discussed when analyzing the gauge-fixing in general, the constraint
functions can be of the form (2.34):
Ga = ∂µA
aµ −Kaiχi +Ganl, (3.114)
with Ganl being any quadratic functions of the fields, and the gauge-fixing Lagrangian is
Lgf = −1
2
GaLabGb. (3.115)
The quadratic additions Ganl obviously give then the interaction terms. We have actually
already solved for matrices L and K that give nice propagators in earlier sections, and so
we can rewrite Lgf after changing to the basis of physical fields as (keeping Ganl undefined):
Lgf =− 1
ξW
G−G+ − 1
ξZ
(GZ)2 − 1
ξA
(GA)2 (3.116)
=− 1
ξW
∣∣∂µW+µ − ξWmWχ+ +G+nl∣∣2
− 1
2ξZ
(
∂µZ
µ − ξZmZχ0 +GZnl
)2
− 1
2ξA
(
∂µA
µ +GAnl
)2
,
where the non-linear additions were transformed into G+nl (and its hermitian conjugate
G−nl), which can be a complex quadratic function of the fields, and G
Z
nl, G
A
nl that are real
quadratic modifications. It has to be kept in mind when choosing the quadratic additions,
that, in order not to introduce unnecessary complications, the resulting Lgf should respect
the unbroken symmetries of the Lagrangian, which are the electromagnetic U(1) and the
SU(3) of QCD. That means that G+nl should transform as a positively charged field, G
Z
nl
and GAnl should be neutral, and they all should, of course, be neutral under SU(3).
In this work we will assume a particular class of non-linear gauges given by the choice,
in accordance to [5], [8]:
G+nl = −iα˜e(AµW µ+)− iβ˜
ecW
sW
(ZµW
µ+)− δ˜ eξW
2sW
(hχ+) + iκ˜
eξW
2sW
(χ3χ
+) (3.117)
GZnl = −ε˜
eξZ
2sW cW
(hχ3) (3.118)
GAnl = 0. (3.119)
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We have introduced here five new gauge-fixing parameters
α˜, β˜, δ˜, κ˜, ε˜
that specify the concrete choice of the gauge. The case when they all are equal to 0
corresponds, of course, to the usual linear gauge, and their variation allows to explore the
different non-linear gauges, and check the results of various calculations for more general
gauge-invariance.
The remaining goal of this section is now just to plug in the definitions for G+nl and
GZnl into (3.116) and to collect the terms of higher than quadratic order, which will give us
Lgfi. Remember that the quadratic terms in Lgf are independent of Ganl and were already
taken into account for calculation of the propagators. Again, we split Lgfi into pieces
describing the interactions of different particle species:
Lgfi = Lgfvvvv + Lgfvvv + Lgfvvss + Lgfvvs + Lgfvss + Lgfssss + Lgfsss, (3.120)
and give the results term-by-term. There are no peculiarities involved in this calculation
– just the straightforward squaring of parentheses in (3.116):
Lgfvvvv =− α˜
2e2
ξW
(W−µ A
µW+ν A
ν)− β˜
2e2c2W
ξW s2W
(W−µ Z
µW+ν Z
ν) (3.121)
− α˜β˜e
2cW
ξW sW
(W−µ A
µW+ν Z
ν +W−µ Z
µW+ν A
ν),
Lgfvvv =iα˜e
ξW
(W+µ A
µ∂νW
−ν −W−µ Aµ∂νW+ν) +
iβ˜ecW
ξW sW
(W+µ Z
µ∂νW
−ν −W−µ Zµ∂νW+ν),
(3.122)
Lgfvvss =− iα˜δ˜e
2
2sW
(AµW
+µhχ− − AµW−µhχ+) + α˜κ˜e
2
2sW
(AµW
+µχ3χ
− + AµW−µχ3χ+)
− iβ˜δ˜e
2cW
2s2W
(ZµW
+µhχ− − ZµW−µhχ+) + β˜κ˜e
2cW
2s2W
(ZµW
+µχ3χ
− + ZµW−µχ3χ+),
(3.123)
Lgfvvs =− iα˜emW (W+µ Aµχ− −W−µ Aµχ+)−
iβ˜emW cW
sW
(W+µ Z
µχ− −W−µ Zµχ+),
(3.124)
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Lgfvss = δ˜e
2sW
(hχ−∂µW+µ + hχ+∂µW−µ) +
iκ˜e
2sW
(χ3χ
−∂µW+µ − χ3χ+∂µW−µ) (3.125)
+
ε˜e
2sW cW
(hχ3∂µZ
µ)
Lgfssss =− δ˜
2e2ξW
4s2W
(hhχ+χ−)− κ˜
2e2ξW
4s2W
(χ3χ3χ
+χ−)− ε˜
2e2ξZ
8s2W c
2
W
(hhχ3χ3) (3.126)
Lgfsss =− δ˜eξWmW
sW
(hχ+χ−)− ε˜eξZmZ
2sW cW
(hχ3χ3). (3.127)
All these gauge-fixing terms combine with the regular terms from Li to effectively alter
the strength or the structure of the coupling, depending on the gauge parameters. We
will show that when we write out the full Lagrangian with all its terms.
3.3.3 Lghi - ghost interactions
We now move on to the last part of the interaction Lagrangian Lghi - the ghost interaction
terms. Remember from the description of the gauge-fixing procedure that the ghost
Lagrangian is given by (2.19):
Lgh ≡ c¯a(x)
(
δGa[Aα, χα]
δαb
∣∣∣∣
α=0
)
cb(x), (3.128)
and that we have already diagonalized the ghost propagators to get the ghost energy
eigenstates as (3.66):
c′a ≡

c+
c−
cZ
cA
 = Uabcb =

1√
2
(c1 − ic2)
1√
2
(c1 + ic2)
cW c
3 − sW c4
sW c
3 + cW c
4
 (3.129)
c¯′a ≡

c¯−
c¯+
c¯Z
c¯A
 = c¯b(U †)ba =

1√
2
(c¯1 + ic¯2)
1√
2
(c¯1 − ic¯2)
cW c¯
3 − sW c¯4
sW c¯
3 + cW c¯
4
 . (3.130)
Note also that we had to multiply the variation δG/δα by (−g) to get (2.31) and correctly
normalized ghost propagators 3. We can then express the ghost Lagrangian directly in
terms of the physical fields as:
Lgh ≡ c¯a
(
δGaα
δαb
)
(−g)cb = −c¯′aUac
(
δGcα
δαd
)
(gU †)dbc′b = −c¯′a
(
δG′aα
δα′b
)
c′b (3.131)
3It should be kept in mind that (g) is not really a single constant, but a diagonal matrix gab with
g11 = g22 = g33 = g and g44 = g′.
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with transformed Ga and αa:
G′a =UabGb, (3.132)
α′a =(Ug−1)abαb. (3.133)
The transformed constraints G′a are, of course, just the physical constraints as in (3.116):
G′a =

G+
G−
GZ
GA
 =

∂µW
+µ − ξWmWχ+ +G+nl
∂µW
−µ − ξWmWχ− +G−nl
∂µZ
µ − ξZmZχ0 +GZnl
∂µA
µ +GAnl
 , (3.134)
and the transformed α′a are the physical gauge transformation coefficients in terms of
which we will have to find variations of the fields. So, actually, all we have to do now is
to calculate the variations of the physical fields in terms of α′a, and then we can simply
read off the ghost Lagrangian using (3.131) and the definitions for G±, GZ , GA.
The variation in the physical gauge fields is:
δA
′a
µ =U
abδAbµ = U
aa′
(
g−1∂µαa
′
+ fa
′bcAbµα
c
)
=∂µα
′a +
(
Uaa
′
fa
′b′c′(U †)b
′b(gU †)c
′c
)
A′bµα
′c. (3.135)
After transforming the structure constants we get:
δW±µ =∂µα
± ± ie
(
W±µ α
A +
cW
sW
W±µ α
Z − Aµα± − cW
sW
Zµα
±
)
, (3.136)
δZµ =∂µα
Z − iecW
sW
(
W+µ α
− −W−µ α+
)
, (3.137)
δAµ =∂µα
A − ie (W+µ α− −W−µ α+) . (3.138)
Note that the new gauge transformation coefficients α±, αZ , αA are indeed physical in
the sense that each of them yields a transformation of the corresponding physical gauge
field by ∂µα. The non-Abelian part of the gauge transformation naturally doesn’t look
symmetric anymore when written out in terms of the physical fields, because the symmetry
is actually broken.
Now, to get the variations of the scalar fields we similarly need to transform everything
to the physical basis. Here it’s convenient to use a notation similar to that for gauge
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bosons, combining Goldstones and Higgs into one vector:
χ′i =

χ+
χ−
χ3
h
 = Uχijχj, (3.139)
with (looking back at (3.59)):
Uχ =

1√
2
− i√
2
0 0
1√
2
i√
2
0 0
0 0 1 0
0 0 0 1
 . (3.140)
The variation is then:
δχ′i =U
χ
ii′δχi′ = U
χ
ii′
(−αaF ai′ + αaT ai′jχj)
=−
(
Uχii′F
a′
i′(gU
†)a
′a
)
α′a −
(
Uχii′T
a′
i′j′(U
χ†)j′j(gU †)a
′a
)
α′aχ′j, (3.141)
which results in
δχ± =−mWα± ± ie
2sW
(
c2W − s2W
cW
χ±αZ + 2sWχ±αA − χ3α± ± ihα±
)
(3.142)
δχ3 =−mZαZ − ie
2sW
(
χ+α− − χ−α+ − i
cW
hαZ
)
(3.143)
δh =
e
2sW
(
χ+α− + χ−α+ +
1
cW
χ3α
Z
)
. (3.144)
Note that again the terms just proportional to α end up being diagonal in the physical
basis, which is just a check that we did the transformations correctly: their diagonality
is equivalent to the ghost propagators being diagonal, and that’s what we started with in
this section.
We can now use these expressions for variations to write out the ghost Lagrangian.
First consider the part of Lghi which is present even without the non-linear gauge-fixing
terms. Plugging in (3.134) into (3.131) with Gnl = 0 yields:
Lgh0 =− c¯−∂µ(δW
+µ)
δα′a
c′a − c¯+∂µ(δW
−µ)
δα′a
c′a − c¯Z ∂µ(δZ
µ)
δα′a
c′a − c¯A∂µ(δA
µ)
δα′a
c′a (3.145)
+ ξWmW c¯
− δχ
+
δα′a
c′a + ξWmW c¯+
δχ−
δα′a
c′a + ξZmZ c¯Z
δχ3
δα′a
c′a.
Note that the operator
c′a
δ
δα′a
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just replaces the α′a in the variations with c′a. We can then easily write out (3.145) by just
substituting the variations of all the fields. Also, since we are looking for the interaction
terms, we drop the quadratic ghost-antighost terms, yielding:
Lghi0 = + ie(∂µc¯−)
(
W+µcA +
cW
sW
W+µcZ − Aµc+ − cW
sW
Zµc+
)
(3.146)
− ie(∂µc¯+)
(
W−µcA +
cW
sW
W−µcZ − Aµc− − cW
sW
Zµc−
)
− iecW
sW
(∂µc¯
Z)
(
W+µc− −W−µc+)
− ie(∂µc¯A)
(
W+µc− −W−µc+)
+
ieξWmW
2sW
c¯−
(
c2W − s2W
cW
χ+cZ + 2sWχ
+cA − χ3c+ + ihc+
)
− ieξWmW
2sW
c¯+
(
c2W − s2W
cW
χ−cZ + 2sWχ−cA − χ3c− − ihc−
)
− ieξZmZ
2sW
c¯Z
(
χ+c− − χ−c+ − i
cW
hcZ
)
.
This Lagrangian describes the ghost-ghost-vector interactions (first 4 lines) and ghost-
ghost-scalar interactions (last 3 lines) and it would be the final result in the case of linear
gauge-fixing.
With non-linear gauge-fixing the ghost interaction Lagrangian will also contain terms
arising from the non-zero G+nl, G
Z
nl:
Lghinl = −c¯− δG
+
nl
δα′a
c′a − c¯+ δG
−
nl
δα′a
c′a − c¯Z δG
Z
nl
δα′a
c′a. (3.147)
These terms can also be calculated straightforwardly using the definitions (3.117). It’s
convenient to work out the variation of the constraints term-by-term, which gives the
Lagrangian split up in terms, each proportional to a different gauge-fixing parameter:
Lghinl = Lghiα + Lghiβ + Lghiδ + Lghiκ + Lghiε. (3.148)
We list here the final resulting expressions:
Lghiα = + iα˜ec¯−
(
Aµ∂
µc+ +W+µ ∂
µcA
)− α˜e2c¯− (AµW+µcA + cWsW AµW+µcZ−
−AµAµc+ − cWsW AµZ
µc+ −W+µ W+µc− +W+µ W−µc+
)
+ h.c. (3.149)
Lghiβ = + iβ˜e cWsW c¯
− (Zµ∂µc+ +W+µ ∂µcZ)− β˜e2 cWsW c¯− (ZµW+µcA + cWsW ZµW+µcZ−
−ZµAµc+ − cWsW ZµZ
µc+ − cW
sW
W+µ W
+µc− + cW
sW
W+µ W
−µc+
)
+ h.c. (3.150)
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Lghiδ =− δ˜ eξWmW
2sW
c¯−hc+ + δ˜
e2ξW
4s2W
c¯−
(
χ+χ+c− + χ+χ−c++ (3.151)
+
1
cW
χ+χ3c
Z + i
c2W − s2W
cW
χ+hcZ + 2isWχ
+hcA − iχ3hc+ − hhc+
)
+ h.c.
Lghiκ =iκ˜ eξW
2sW
c¯−
(
mWχ3c
+ +mZχ
+cZ
)
+ κ˜
e2ξW
4s2W
c¯−
(−χ+χ+c− + χ+χ−c++ (3.152)
+
i
cW
χ+hcZ +
c2W − s2W
cW
χ+χ3c
Z + 2sWχ
+χ3c
A + iχ3hc
+ − χ3χ3c+
)
+ h.c.
Lghiε =− ε˜ eξZmZ
2sW cW
c¯ZhcZ + ε˜
e2ξZ
4s2W cW
c¯Z
(−iχ+hc− + iχ−hc+ + χ+χ3c− + χ−χ3c++
+
1
cW
χ3χ3c
Z − 1
cW
hhcZ
)
. (3.153)
The abbreviation “h.c.” above means that a hermitian conjugate of the whole expression
has to be added as well. Among the terms above we see some ghost-ghost-vector and ghost-
ghost-scalar interactions, which provide modifications to the terms in Lghi0, but also we
have lots of new terms describing ghost-ghost-vector-vector and ghost-ghost-scalar-scalar
interactions that are only present in the case of the non-linear gauge-fixing.
For the final ghost interaction Lagrangian we just need to collect all the parts listed
in this section:
Lghi = Lghi0 + Lghiα + Lghiβ + Lghiδ + Lghiκ + Lghiε. (3.154)
3.4 Full Lagrangian
In the previous sections we have worked out all the terms needed to construct the full
Lagrangian of the Standard Model in the case of non-linear gauge-fixing. We provide here
a summary of the contents of the Lagrangian and it is written out explicitly in Appendix
A. The full list of interaction vertices arising from the Lagrangian is given in Appendix
B.
The Lagrangian contains the following pieces:
L =Lv + Ls + Lf + Lg+ (3.155)
+ Lvvvv + Lvvv + Lvvss + Lvvs + Lvss + Lssss + Lsss+
+ Lffv + Lffs+
+ Lggv + Lggs + Lggvv + Lggss.
The terms Lv,Ls,Lf ,Lg hold the quadratic terms for vector, scalar, fermion and ghost
fields respectively, describing their propagators – fermion propagator terms can be found
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in Section 3.2 and the others in Section 3.1. The rest of the Lagrangian describes the
interactions: the terms not involving fermions or ghosts are found by combining the results
of Sections 3.3.1 and 3.3.2, the fermion interactions Lffv,Lffs are described in Section
3.2 and, finally, the ghost interactions were listed in the previous Section 3.3.3.
We have now derived the full Standard Model Lagrangian, which we will apply now in
calculations. First, in the following section, we will give an example of a tree-level process
amplitude calculation, which explicitly demonstrates the use of the derived Lagrangian
and the effects of the non-linear gauge-fixing. Then, finally, we will describe the imple-
mentation of the Lagrangian in FeynArts and the calculations we did using the package,
which is the real purpose of this work.
4 Explicit tree-level γγ → WW calculation
In this section we will perform a tree-level calculation for the tree-level process of W+W−
production in a photon-photon interaction, using the non-linear gauge-fixing Lagrangian.
The goal of this calculation is to see, that all the gauge-fixing parameters actually cancel
out in the final result as expected. This particular process was chosen as an example
because it illustrates well the non-trivial cancellation of the gauge-fixing parameters.
The tree-level diagrams for this process are the following:
iM1t =
q
t
+W
+W−W
3p 4p
2p1p
γγ
iM1u =
+W
4p3p
+W−W
2p1p
u
q
γγ
iM2t =
q
t
+χ
+W−W
3p 4p
2p1p
γ γ
iM2u =
p1 p2
W− W
+
p3
p4
χ+
γ γ
q
u
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iM3 =
4p3p
2p1p
−W +W
γγ
and the full amplitude is:
M =M1t +M1u +M2t +M2u +M3. (4.1)
The interesting fact we will see is that each diagram separately is not independent of the
gauge-fixing parameters, corresponding to the fact that each diagram separately is not
gauge-invariant, and only the sum of all 5 diagrams gives a gauge-invariant (and thus
independent of the parameters) result.
We now proceed to the calculation of the diagrams – all the needed Feynman rules for
our Lagrangian can be found in the Appendix B. Note that all the interaction vertices
involved in the process depend on the non-linear gauge-fixing parameter α˜ and our interest
will be how it cancels out in the final amplitude.
Let’s define:
qµt = p
µ
1 − pµ3 = pµ4 − pµ2 , t ≡ q2t = m2W − 2p1 · p3 = m2W − 2p2 · p4, (4.2)
qµu = p
µ
4 − pµ1 = pµ2 − pµ3 , u ≡ q2u = m2W − 2p1 · p4 = m2W − 2p2 · p3, (4.3)
where t, u are Mandelstam variables. Also note that
p1 · p3 = p2 · p4, p1 · p4 = p2 · p3, (4.4)
and clearly
p21 = p
2
2 = 0, p
2
3 = p
2
4 = m
2
W . (4.5)
We will use εiµ for the polarization of the external vector particle with momentum pi, and
it is – as usual – orthogonal to the momentum of the particle (no sum over i here):
εiµ · pµi = 0. (4.6)
Throughout the calculation the following abbreviations will be used:
εij ≡ εi · ε∗j , or
εij ≡ εi · εj, or (4.7)
εij ≡ ε∗i · ε∗j ,
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there is no potential confusion here, because each polarization vector appears either as εi
for incoming particles, or as ε∗i for outgoing, but not both.
One final note on how the calculation will be organized. In order to analyze the
dependence of the final result on α˜ it is convenient to separate terms in the amplitude
containing different orders of α˜. There will be terms of first and second order in α˜, which
we will notate as:
M =M0 +Mα +Mα2, (4.8)
M0 =M1t0 +M1u0 +M2t0 +M2u0 +M30, (4.9)
Mα =M1tα +M1uα +M2tα +M2uα +M3α, (4.10)
Mα2 =M1tα2 +M1uα2 +M2tα2 +M2uα2 +M3α2. (4.11)
We will proceed by calculating each diagram in a row and splitting the result into three
terms by the order of α˜ for each diagram.
The first diagram is now:
M1t =− iε1λε2σε∗3νε∗4κCµνλWWA(−qt,−p3, p1)CκρσWWA(−p4, qt, p2)
× −i
t−m2W
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
. (4.12)
We use a shorthand CµνλWWA(p1, p2, p3) for the WWA interaction vertex (see Appendix B),
where (µ, ν, λ) are contracted with incoming W−, W+, A lines respectively, and (p1, p2, p3)
are their respective momenta. The interaction vertex CWWA consists of two terms: C0WWA,
the part coming from the original Lagrangian, and the gauge-fixing part CgWWA which is
proportional to α˜. Also note that
CµνλWWA(p1, p2, p3) = −CνµλWWA(p2, p1, p3). (4.13)
Let’s rewrite M1t then as:
M1t =ε1λε2σε∗3νε∗4κ
1
t−m2W
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
× (Cµνλ0WWA(−qt,−p3, p1) + CµνλgWWA(−qt,−p3, p1)) (4.14)
× (Cρκσ0WWA(qt,−p4, p2) + CρκσgWWA(qt,−p4, p2)),
and start with the term quadratic in α˜, which will come from taking Cg for both interaction
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vertices. It is:
M1tα2 =ε1λε2σε∗3νε∗4κCµνλgWWA(−qt,−p3, p1)CρκσgWWA(qt,−p4, p2)
× 1
t−m2W
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
=ε1λε2σε
∗
3νε
∗
4κ
(
ieα˜
ξW
)2
1
t−m2W
(−qµt gνλ + pν3gµλ)(qρt gκσ + pκ4gρσ)
×
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
=ε1λε2σε
∗
3νε
∗
4κ
(
eα˜
ξW
)2
qµt q
ρ
t
t−m2W
gνλgκσ
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
=(ε1 · ε∗3)(ε2 · ε∗4)
(
eα˜
ξW
)2
1
t−m2W
(
t− (1− ξW ) t
2
t− ξWm2W
)
=e2α˜2ε13ε24
t
ξW (t− ξWm2W )
. (4.15)
Here the third equality is from  · p = 0, the fourth one from q2t = t, and the fifth one is
just some simplifying algebra.
Now we move to the term M1tα proportional to α˜, which comes from (4.14) when
choosing Cg for one interaction vertex and C0 for the other:
M1tα =ε1λε2σε∗3νε∗4κ
1
t−m2W
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
×(Cµνλ0WWA(−qt,−p3, p1)CρκσgWWA(qt,−p4, p2) (4.16)
+ Cρκσ0WWA(qt,−p4, p2)CµνλgWWA(−qt,−p3, p1)).
Vertex Cg again reduces to just a constant times qt because of orthogonal polarizations:
M1tα =ε1λε2σε∗3νε∗4κ
1
t−m2W
(
ieα˜
ξW
)(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
(4.17)
×(Cµνλ0WWA(−qt,−p3, p1)qρt gκσ − Cρκσ0WWA(qt,−p4, p2)qµt gνλ).
In order to evaluate this expression we need to calculate the piece:
K13 ≡qtµε1λε∗3νCµνλ0WWA(−qt,−p3, p1)
=(p1 − p3)µε1λε∗3νCµνλ0WWA(p3 − p1,−p3, p1)
=− ie(p1 − p3)µε1λε∗3ν
(
(−2p3 + p1)λgµν + (p1 + p3)µgνλ + (−2p1 + p3)νgλµ
)
=− ie (−2(p1 · ε∗3)(p3 · ε1)− (p23 − p21)(ε1 · ε∗3) + 2(p3 · ε1)(p1 · ε∗3))
=iem2W ε13. (4.18)
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There is also an analogous contraction:
K24 ≡− qtµε2λε∗4νCµνλ0WWA(qt,−p4, p2)
=(p2 − p4)µε2λε∗4νCµνλ0WWA(p4 − p2,−p4, p2),
which, comparing to the second line of (4.18), is clearly the same as K13 but with all
indexes 1 replaced by 2 and 3 replaced by 4. Therefore, the same calculation yields:
K24 = iem
2
W ε24. (4.19)
Then M1tα is just repetitive occurrence of K13 and K24:
M1tα = ieα˜
ξW (t−m2W )
[
K13ε24 +K24ε13 − 1− ξW
t− ξWm2W
(
K13ε24q
2
t +K24ε13q
2
t
)]
=
ieα˜
ξW (t−m2W )
2iem2W ε13ε24
[
1− t(1− ξW )
t− ξWm2W
]
=− 2e2α˜ε13ε24 m
2
W
t− ξWm2W
, (4.20)
where the last line is again just some algebra.
Finally, the last term in M1t, independent of α˜, is with both vertices taken as C0:
M1t0 =ε1λε2σε∗3νε∗4κCµνλ0WWA(−qt,−p3, p1)Cρκσ0WWA(qt,−p4, p2) (4.21)
× 1
t−m2W
(
gµρ − (1− ξW ) qtµqtρ
t− ξWm2W
)
.
We would like to do one last separation and consider the piece of this amplitude:
M1t00 =ε1λε2σε∗3νε∗4κCµνλ0WWA(−qt,−p3, p1)Cρκσ0WWA(qt,−p4, p2)
gµρ
t−m2W
.
=(−ie)2ε1λε2σε∗3νε∗4κ
gµρ
t−m2W
× ((2p3 − p1)λgµν − (p3 + p1)µgνλ + (2p1 − p3)νgλµ)
× ((2p4 − p2)σgρκ − (p4 + p2)ρgκσ + (2p2 − p4)κgσρ) . (4.22)
The reason to write it separately is that this piece is completely independent of the gauge
parameters (unlike the rest of M1t0, which has ξW ). This is in fact the full M1t in the
case of simple gauge choice ξW = 1, α˜ = 0, and we will see in the end that it contains
most of the full amplitude in the t-channel. However, in the context of this work this term
is not very interesting, because we want to analyze the dependence on the gauge, and it is
already independent. Furthermore, expanding (4.22) into scalar products is quite tedious
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and not very illuminating, so there is not much more we can do, but to keep this term as
M1t00. The rest of M1t0 reduces to K13 and K24 and we have from (4.21):
M1t0 =M1t00 + 1− ξW
(t−m2W )(t− ξWm2W )
K13K24
=M1t00 − e2ε13ε24 m
4
W (1− ξW )
(t−m2W )(t− ξWm2W )
. (4.23)
We have now calculated the fullM1t, which can be built from (4.15), (4.20) and (4.23).
The next diagram on the list is M1u. Here, however, almost no extra calculations are
needed, because this amplitude is exactly likeM1t but with the two photons interchanged.
That is, we can rewrite completely the same calculation making everywhere the following
replacements:
p1 → p2, p2 → p1, (4.24)
ε1 → ε2, ε2 → ε1, (4.25)
qt → qu, t→ u. (4.26)
Therefore, the final results are analogously:
M1uα2 =e2α˜2ε14ε23 u
ξW (u− ξWm2W )
, (4.27)
M1uα =− 2e2α˜ε14ε23 m
2
W
u− ξWm2W
, (4.28)
M1u0 =M1u00 − e2ε14ε23 m
4
W (1− ξW )
(u−m2W )(u− ξWm2W )
, (4.29)
and
M1u00 =(−ie)2ε2λε1σε∗3νε∗4κ
gµρ
u−m2W
× ((2p3 − p2)λgµν − (p3 + p2)µgνλ + (2p2 − p3)νgλµ)
× ((2p4 − p1)σgρκ − (p4 + p1)ρgκσ + (2p1 − p4)κgσρ) . (4.30)
Now we move to calculation ofM2t andM2u. The interaction vertex with a Goldstone
boson and its propagator are quite simple, so we can write the amplitude out fully as:
M2t =− iε1µε2ρε∗3νε∗4σ(−(1− α˜)emWgµν)((1− α˜)emWgρσ)
i
t− ξWm2W
=− e2(1− 2α˜ + α˜2)ε13ε24 m
2
W
t− ξWm2W
. (4.31)
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The u-channel part is analogously
M2u = −e2(1− 2α˜ + α˜2)ε14ε23 m
2
W
u− ξWm2W
, (4.32)
and we can write out components with different powers of α˜:
M2t0 = −e2ε13ε24 m
2
W
t− ξWm2W
, M2u0 = −e2ε14ε23 m
2
W
u− ξWm2W
(4.33)
M2tα = 2e2α˜ε13ε24 m
2
W
t− ξWm2W
, M2uα = 2e2α˜ε14ε23 m
2
W
u− ξWm2W
(4.34)
M2tα2 = −e2α˜2ε13ε24 m
2
W
t− ξWm2W
, M2uα2 = −e2α˜2ε14ε23 m
2
W
u− ξWm2W
(4.35)
And, finally, the last diagram M3 is simply the interaction vertex with two W ’s and
two photons:
M3 =− iε1µε2νε∗3ρε∗4σie2
[
−2gµνgρσ +
(
1− α˜
2
ξW
)
(gµρgνσ + gµσgνρ)
]
=e2
[
−2ε12ε34 +
(
1− α˜
2
ξW
)
(ε13ε24 + ε14ε23)
]
. (4.36)
The α˜-independent component is
M30 = e2 (−2ε12ε34 + ε13ε24 + ε14ε23) , (4.37)
and it is convenient to further split up the part quadratic in α˜ into two terms - corre-
sponding to t-channel and u-channel respectively:
M3tα2 = −e
2α˜2
ξW
ε13ε24, M3uα2 = −e
2α˜2
ξW
ε14ε23. (4.38)
The full M3 is then
M3 =M30 +M3tα2 +M3uα2, (4.39)
and there is no term in M3 proportional to α˜, that is, M3α = 0.
We have now all the parts to construct the full amplitude M. We will start with
α˜-dependent terms and show that they add up to 0. Then we will analyze the M0
component and show that the other gauge parameter, ξW , also drops out. Since we have
split M3α2 into t and u components, we can perform α˜-dependence calculation for t and
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u channels independently. So the quadratic t component is:
Mtα2 =M1tα2 +M2tα2 +M3tα2
=e2α˜2ε13ε24
t
ξW (t− ξWm2W )
− e2α˜2ε13ε24 m
2
W
t− ξWm2W
− e
2α˜2
ξW
ε13ε24
=e2α˜2ε13ε24
(
t
ξW (t− ξWm2W )
− m
2
W
t− ξWm2W
− 1
ξW
)
=e2α˜2ε13ε24
(
t− ξWm2W − t+ ξWm2W
ξW (t− ξWm2W )
−
)
= 0, (4.40)
and by complete analogy
Muα2 =M1uα2 +M2uα2 +M3uα2 = 0, (4.41)
the quadratic α˜ terms have canceled! The linear terms also add up to 0 as expected:
Mtα =M1tα +M2tα = −2e2α˜ε13ε24 m
2
W
t− ξWm2W
+ 2e2α˜ε13ε24
m2W
t− ξWm2W
= 0, (4.42)
and so also
Muα =M1uα +M2uα = 0. (4.43)
So the full amplitude is α˜ independent! It is explicit here how only the sum of all diagrams
gives this gauge invariance, while each separate diagram is gauge dependent.
Now let’s finish with calculatingM0, where we still have to see the ξW -independence.
Since M30 already has no ξW we evaluate the sum of the other two terms:
M1t0 +M2t0 =M1t00 − e2ε13ε24 m
4
W (1− ξW )
(t−m2W )(t− ξWm2W )
− e2ε13ε24 m
2
W
t− ξWm2W
=M1t00 − e2ε13ε24 m
2
W
t− ξWm2W
(
m2W (1− ξW )
t−m2W
+ 1
)
=M1t00 − e2ε13ε24 m
2
W
t−m2W
, (4.44)
and likewise for u-channel:
M1u0 +M2u0 =M1u00 − e2ε14ε23 m
2
W
u−m2W
. (4.45)
The dependence on ξW has dropped out! The full amplitude is then
M =M1t0 +M2t0 +M1u0 +M2u0 +M30
=M1t00 +M1u00 − e2ε13ε24 m
2
W
t−m2W
− e2ε14ε23 m
2
W
u−m2W
+ e2 (−2ε12ε34 + ε13ε24 + ε14ε23) , (4.46)
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which is free of any gauge-fixing parameters. As mentioned before, the largest part of
the result is contained inM1t00 andM1u00 defined in (4.22), (4.30), and for our purposes
there is no need to further expand them.
In this section we have performed a full tree-level calculation of the amplitude for
W+W− production, and showed that it is independent of both non-linear and linear
gauge-fixing parameters. On the other hand, it is clear now how this fact can be used
to simplify the calculations. Choosing, for example, the gauge α˜ = ξW = 1 eliminates
the diagrams M2t and M2u, and removes t and u channel components from M3 - the
only term remaining there is proportional to ε12ε34. Then the diagram M1t with the
modified interaction vertex will produce the full amplitude for the t channel. Specifically,
in addition to M1t00, which is the “usual” amplitude for that diagram, corresponding to
gauge ξW = 1, α˜ = 0, it will produce the other two terms in (4.46) proportional to ε13ε24
that are normally seen as coming from the diagrams M2t and M3.
5 Non-linear gauge-fixing in FeynArts
We have implemented the full Lagrangian with non-linear gauge-fixing in FeynArts, and
used it to perform a number of automatic amplitude calculations. The results, as expected,
turned out to be gauge-independent, which is a good indication that there were no errors
in the implementation.
In this section first we will briefly describe FeynArts/FormCalc and how it is used.
Then we will explain what changes have to be made to accommodate non-linear gauge-
fixing, and, finally, we will discuss the calculations that we did.
5.1 About FeynArts and FormCalc
FeynArts/FormCalc [3] is a freely available open source package for Mathematica that
performs automatic calculation of Feynman diagrams up to 2-loop level. The download
of the package and more information about it is available at:
http://www.feynarts.de
In this work we have worked with the version FeynArts 3.2.
The calculation of an amplitude in FeynArts is performed as follows. The process is
defined simply as a set of incoming and outgoing particles. The package then provides
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functions to do all the required steps: first, it generates all the possible Feynman diagrams
at the given loop level, including the counterterm diagrams, second, it constructs the alge-
braic expressions for the diagrams using the definitions for vertices and propagators, and,
finally, it can algebraically evaluate these expressions by applying various rules resulting
in a greatly simplified symbolic result for the total amplitude. During this last step the
loop integrals are reduced to the Passarino-Veltman integrals, also the counterterms are
evaluated using the defined renormalization scheme, so the resulting amplitude should be
already free of ultraviolet divergences.
The final symbolic expression for the amplitude can be used then to calculate numerical
results. For that purpose the package can generate a full FORTRAN program, which,
when compiled and run, will loop through the phase space of a process producing numeric
values for the cross-section, which can be compared with experimental results. In this
work, however, we have not used numeric calculations.
The first steps – generating diagrams, and translating them into expressions using
propagators and vertices – are done using the functionality of Mathematica and this
part of the package is called FeynArts, while the last steps – algebraic evaluation and
FORTRAN code generation – internally uses another program FORM, and so this part
is called the FormCalc package. Nevertheless, these two are closely related and can be
really thought of as one complete package.
The really attractive feature of FeynArts is that the physical model for calculations is
not built-in, but provided by external input files called model files, which contain all the
information about the theory: the definitions of the fields, their properties, propagators,
interaction vertices, counterterms and renormalization conditions. The package comes
already with some predefined models, including QED, Standard Model and MSSM, that
can be used immediately for calculations. In order to implement the non-linear gauge-
fixing we had to modify the existing Standard Model file, and we give now the details of
the needed modifications.
5.2 Implementation in FeynArts
The existing definition of the Standard Model in FeynArts matches the one we have
discussed in this work in the case of linear gauge-fixing. That is, all the fields, propagators
and interaction vertices are the same as listed in Appendix B with the choice α˜ = β˜ = δ˜ =
κ˜ = ε˜ = 0. Therefore, the only change needed for non-linear gauge-fixing is to modify the
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Table 1: Extra factors to get a FeynArts vertex from the one in Appendix B
Field Factor
Z -1
χ− +i
χ+ −i
cZ , c¯Z −1
c¯A, c¯Z , c¯± ξ−1/2A , ξ
−1/2
Z , ξ
−1/2
W respectively
interaction vertices with the additional terms proportional to the non-linear gauge-fixing
parameters.
First, in order to compare our vertices with the ones defined in FeynArts, we note
the following differences in sign conventions. FeynArts defines the Fourier transform so
that ∂µ → ipµ as opposed to ∂µ → −ipµ, so there is a relative minus sign in all vertices
that include particle momenta. Other differences relate to the additional factors in the
definitions of the fields (which are, of course, allowed), as a result of that vertices get
multiplied by a factor for each occurrence of the fields with differing definitions. We give
in Table 1 these extra factors that should be applied to a vertex given in Appendix B,
in order to get the corresponding FeynArts vertex. In order not to be forced to change
all the existing definitions for interaction vertices in FeynArts, we adopted the FeynArts
conventions for the fields when implementing the non-linear gauge-fixing modifications,
thus converting the interaction vertices using these rules.
Consider now the new terms in the interaction vertices that the non-linear gauge-fixing
yields. Note that some of them just change the overall factor of the already existing
vertices, like for Vector-Vector-Scalar-Scalar or Vector-Vector-Scalar couplings, while in
other cases the non-linear gauge-fixing gives a whole new kinematic term, e.g. for Vector-
Vector-Vector or Vector-Scalar-Scalar couplings. The latter case is especially notable in
ghost interactions, where you can see, that the whole two new classes of interactions –
Ghost-Ghost-Vector-Vector and Ghost-Ghost-Scalar-Scalar – were generated by the non-
linear gauge-fixing. Now the reason it is important to note the new kinematic terms is
that they require some additional work in order to be implemented. That comes from
the fact that FeynArts defines a physical model in two steps: the generic model file –
called Lorentz.gen in the case of the Standard Model – and the classes model file –
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called SM.mod. The generic model file does not refer to the specific particles, but only to
generic fields, which can be vector, scalar, fermion or ghost. The file then defines generic
couplings saying that, for example, the Vector-Vector-Vector vertex is of the form:
CµνρV V V (p1, p2, p3) = C
1
V V V · [gµν(p1 − p2)ρ + gνρ(p2 − p3)µ + gρµ(p3 − p1)ν ] , (5.1)
and Vector-Vector-Vector-Vector is:
CµνρσV V V V = C
1
V V V V · gµνgρσ + C2V V V V · gµρgνσ + C3V V V V · gµσgνρ, (5.2)
so that just the coefficients C1, C2, C3 depend on the fields, but not the structure of the
coupling. The classes model file then defines exactly what kinds of fields there are in the
theory, and specifies these coefficients for all specific vertices.
This separation into generic and classes models is, of course, very useful because it
allows to define common properties for the vectors, scalars, fermions, ghosts, and thus
the same Lorentz.gen file can be used, for example, for both SM and MSSM. The
complication with the additional kinematic terms arising from the non-linear gauge-fixing
is that they do not “fit” into the standard Lorentz.gen definitions. For example, the
generic Vector-Vector-Vector vertex has to be defined as
CµνρV V V (p1, p2, p3) =C
1
V V V · [gµν(p1 − p2)ρ + gνρ(p2 − p3)µ + gρµ(p3 − p1)ν ] (5.3)
+ C2V V V · pµ1gνρ + C3V V V · pν2gρµ + C4V V V · pρ3gµν ,
in order to accommodate the extra terms proportional to pµ1g
νρ− pν2gρµ. Note that C4V V V
is not really used in the vertices that we have, but it has to be included in the generic
coupling definition, because FeynArts requires that the generic coupling keeps the same
structure under the permutation of the fields. The other generic couplings we had to
extend are:
CµSSV (p1, p2, p3) =C
1 · (p1 − p2)µ + C2 · pµ3 , (5.4)
CµνGGV V =C
1
GGV V · gµν , (5.5)
CGGSS =C
1
GGSS, (5.6)
where in the first one we had to allow for the new extra term proportional to pµ3 , and the
following two are the four-vertices with ghosts, that were not present at all. The parts of
Lorentz.gen containing these changes can be found in Appendix C.
Once the changes to the generic model file are made, the modifications of the class
model file are quite straightforward: we just have to go through all the vertices, and
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include the terms proportional to α˜, β˜, δ˜, κ˜, ε˜ into the existing or newly defined coupling
constants. Some examples of these alterations are also given in Appendix C.
5.3 Calculation tests
After we have implemented the non-linear gauge-fixing by modifying the generic and
class model files, we have used the new model to perform calculations of a number of
amplitudes in order to test the implementation. The condition for testing is, of course,
the same fact that this whole work relies on: the final amplitude for a process has to be
gauge-independent, which means that in the calculation of any physical process the newly
introduced gauge-fixing parameters α˜, β˜, δ˜, κ˜, ε˜ have to cancel out. Here we describe the
tree-level and loop-level calculations for which we have checked this cancellation.
5.3.1 Tree-level calculations
For the tree-level amplitude test we have chosen to do the same γγ → W+W− calculation
that we already did by hand in Section 4, in order to be able to analyze it better. The
immediate result for the amplitude after writing out the diagrams in terms of vertices
and propagators looked highly dependent on gauge-fixing parameters ξW and α˜, which
is to be expected, since, as we saw, all the vertices involved do depend on α˜. However,
after running FormCalc, which is able to simplify the result by using the fact that the
polarizations are transverse, and then using simplifying functions of Mathematica the
gauge-fixing parameters did cancel out and the final result corresponded to (4.46).
By using the same simplifying procedures we were also able to confirm the gauge-
invariance of other tree-level processes including ZZ → W−W+, e−e+ → W−W+,
e−e+ → µ−µ+.
5.3.2 One-loop calculations
The one-loop calculations are substantially more difficult than the tree-level, and we have
not been able to show algebraically that the full one-loop amplitude is independent of
the gauge parameters. Note that a single one-loop amplitude can contain almost all the
vertices of the theory in its internal loop, therefore, the cancellation of all the different
gauge-fixing terms is far more complicated than in the tree-level (which already was non-
trivial), and the gauge-invariance check is much more strict. Such a check would likely
require a numeric calculation using the generated FORTRAN program, which can be run
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using different choices of the gauge-fixing parameters, and the results should not vary.
However, before a numerical calculation can be carried out, it should be checked that the
amplitude is free of ultraviolet divergences, otherwise the result of the numerical calcula-
tion (which doesn’t include the divergent terms) could not be trusted. The cancellation
of the divergent terms has to be ensured by the renormalization scheme, and for the
definitions in the given SM.mod, which has been used extensively in one-loop calculations
[4], it has been tested to work. But now, after modifying the model with the non-linear
gauge-fixing, we have to first check again that the renormalization works and the UV
divergences cancel before doing any further one-loop calculations.
FeynArts provides a way to check for UV divergences using the function UVDivergentPart,
which returns the coefficient of the divergence4 of the final amplitude. If the renormal-
ization is successful, this coefficient should be zero. We have performed this check on
the one-loop amplitudes calculated with the non-linear gauge-fixing, and, using the sim-
plifying functions of Mathematica, showed that all the tested amplitudes are indeed free
of UV divergence. The one-loop amplitudes that were tested include all the two-point
functions and the processes e−e+ → W−W+, e−e+ → µ−µ+, γγ → W+W−. Thus we
have shown that the renormalization scheme of the Standard Model works when the non-
linear gauge-fixing is included, and the numerical results of one-loop amplitudes can be
considered.
6 Conclusions
In this work we have presented a full derivation of the Feynman rules of the Standard
Model with the non-linear gauge-fixing. We have implemented these rules in the Feyn-
Arts/FormCalc package by modifying the existing definitions for the Standard Model.
We have confirmed that the new definitions give gauge invariant results in the tree-level
amplitudes, and we have also checked that the one-loop calculations are free of ultraviolet
divergences.
The new definitions have not been tested yet to give fully gauge invariant results in the
one-loop level; such a check would probably have to be done by numeric calculations of the
cross-sections, since the expressions for one-loop amplitudes seem to be too complicated
to be analyzed algebraically. Such full check of one-loop gauge invariance would be the
4FeynArts uses dimensional regularization, so the divergence is 2/(4−D)
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most reasonable next step in the continuation of this work.
Another direction in which this work could be extended is the implementation of
the non-linear gauge-fixing in the Minimal Supersymmetric Standard Model (MSSM).
The automatic calculations in the MSSM are as important as in the SM, because the
predictions of both models have to be checked against the precision measurements, and
the non-linear gauge invariance check would be a very useful tool.
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Appendixes
A Full Lagrangian
We give the full Lagrangian of the Standard Model grouped in terms based on species of
the fields (vector, scalar, fermion, ghost) involved.
L =Lv + Ls + Lf + Lg+ (A.1)
+ Lvvvv + Lvvv + Lvvss + Lvvs + Lvss + Lssss + Lsss+
+ Lffv + Lffs+
+ Lggv + Lggs + Lggvv + Lggss.
Lv =−W−µ (−gµν∂2 + (1− ξW )∂µ∂ν −m2Wgµν)W+ν (A.2)
− 1
2
Zµ(−gµν∂2 + (1− ξZ)∂µ∂ν −m2Zgµν)Zν −
1
2
Aµ(−gµν∂2 + (1− ξA)∂µ∂ν)Aν
Ls =χ−(−∂2 − ξWm2W )χ+ +
1
2
χ3(−∂2 − ξZm2Z)χ3 +
1
2
h(−∂2 −m2H)h
Lg =c¯−(−∂2 − ξWm2W )c+ + c¯+(−∂2 − ξWm2W )c− + c¯Z(−∂2 − ξWm2W )cZ + c¯A(−∂2)cA
Lf =
3∑
i=1
e¯i(i∂/−mei)ei + ν¯i(i∂/)νi + u¯i(i∂/−mui)ui + d¯i(i∂/−mdi)di
Lvvvv = − e
2
s2W
{
1
2
(
W−µ W
+µW−ν W
+ν −W−µ W−µW+ν W+ν
)
(A.3)
+ c2W
(
W−µ W
+µZνZ
ν − (1− β˜2/ξW )W−µ ZµW+ν Zν
)
+ s2W
(
W−µ W
+µAνA
ν − (1− α˜2/ξW )W−µ AµW+ν Aν
)
+sW cW
(
2W−µ W
+µAνZ
ν − (1− α˜β˜/ξW )(W−µ AµW+ν Zν +W−µ ZµW+ν Aν)
)}
.
Lvvv =− iecW
sW
[
Zν
(
W−µ∂νW+µ −W+µ∂νW−µ
)
+W+ν
(
Zµ∂νW
−
µ −W−µ∂νZµ
)
(A.4)
+W−ν
(
W+µ∂νZµ − Zµ∂νW+µ
)− β˜/ξW (W+µ Zµ∂νW−ν −W−µ Zµ∂νW+ν)]
− ie [Aν (W−µ∂νW+µ −W+µ∂νW−µ )+W+ν (Aµ∂νW−µ −W−µ∂νAµ)
+W−ν
(
W+µ∂νAµ − Aµ∂νW+µ
)− α˜/ξW (W+µ Aµ∂νW−ν −W−µ Aµ∂νW+ν)]
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Lvvss = e
2
2sW
(
i(1− α˜δ˜)(AµW+µhχ− − AµW−µhχ+) (A.5)
−(1− α˜κ˜)(AµW+µχ3χ− + AµW−µχ3χ+)
)
+
e2
2cW
(
−i(1 + β˜δ˜c2W/s2W )(ZµW+µhχ− − ZµW−µhχ+)
+(1 + β˜κ˜c2W/s
2
W )(ZµW
+µχ3χ
− + ZµW−µχ3χ+)
)
+ e2AµA
µχ+χ− +
e2(c2W − s2W )
sW cW
AµZ
µχ+χ− +
e2(c2W − s2W )2
4s2W c
2
W
ZµZ
µχ+χ−
+
e2
4s2W
(
W+µ W
−µhh+W+µ W
−µχ3χ3 + 2W+µ W
−µχ+χ−
)
+
e2
8s2W c
2
W
(ZµZ
µhh+ ZµZ
µχ3χ3) .
Lvvs =emW (1− α˜)
(
iW+µ A
µχ− − iW−µ Aµχ+
)
(A.6)
+
emW sW
cW
(1 + β˜c2W/s
2
W )
(−iW+µ Zµχ− + iW−µ Zµχ+)
+
emW
sW
W+µ W
−µh+
emW
2sW c2W
ZµZ
µh
Lvss = e
2sW
[
W+µ(h∂µχ
− − χ−∂µh) + δ˜(hχ−∂µW+µ) (A.7)
+W−µ(h∂µχ+ − χ+∂µh) + δ˜(hχ+∂µW−µ)
]
+
ie
2sW
[
W+µ(χ3∂µχ
− − χ−∂µχ3) + κ˜(χ3χ−∂µW+µ)
−W−µ(χ3∂µχ+ − χ+∂µχ3)− κ˜(χ3χ+∂µW−µ)
]
+ieAµ(χ−∂µχ+ − χ+∂µχ−) + iec
2
W − s2W
2sW cW
Zµ(χ−∂µχ+ − χ+∂µχ−)
+
e
2sW cW
[Zµ(h∂µχ3 − χ3∂µh) + ε˜(hχ3∂µZµ)] .
Lssss =− e
2m2H
32s2Wm
2
W
(
hhhh+ χ3χ3χ3χ3 + 4χ
+χ+χ−χ− (A.8)
+2(1 + 2ε˜2ξZm
2
Z/m
2
H)hhχ3χ3 + 4(1 + 2δ˜
2ξWm
2
W/m
2
H)hhχ
+χ−
+4(1 + 2κ˜2ξWm
2
W/m
2
H)χ
+χ−χ3χ3
)
Lsss = − em
2
H
4sWmW
(
hhh+ (1 + 2ε˜ξZm
2
Z/m
2
H)hχ3χ3 + 2(1 + 2δ˜ξWm
2
W/m
2
H)hχ
+χ−
)
.
(A.9)
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Lffv =
3∑
i=1
{
e√
2sW
W+µ (ν¯eγ
µeL + u¯Lγ
µdL) +
e√
2sW
W−µ (e¯Lγ
µνe + d¯Lγ
µuL) (A.10)
+
e
sW cW
Zµ
[
+1
2
ν¯eγ
µνe − 12 e¯LγµeL + 12 u¯LγµuL − 12 d¯LγµdL
+ sin2 θwe¯γ
µe− 2
3
sin2 θwu¯γ
µu+ 1
3
sin2 θwd¯γ
µd
]
+eAµ
(−e¯γµe+ 2
3
u¯γµu− 1
3
d¯γµd
)}
Lffs =
3∑
i=1
{
ie√
2sWmW
χ+(meν¯LeR +mdu¯LdR −muu¯RdL) (A.11)
+
ie√
2sWmW
χ−(−mee¯RνL +mud¯LuR −mdd¯RuL)
− ie
2sWmW
χ3(mee¯γ
5e+mdd¯γ
5d−muu¯γ5u)
− e
2sWmW
(mee¯e+mdd¯d+muu¯u)
}
Lggv = + ieW+µ
(
(∂µc¯
−)cA + α˜c¯−∂µcA
)
+ ie
cW
sW
W+µ
(
(∂µc¯
−)cZ + β˜c¯−∂µcZ
)
(A.12)
− ieAµ ((∂µc¯−)c+ − α˜c¯−∂µc+)− iecW
sW
Zµ
(
(∂µc¯
−)c+ − β˜c¯−∂µc+
)
− ieW−µ ((∂µc¯+)cA + α˜c¯+∂µcA)− iecW
sW
W−µ
(
(∂µc¯
+)cZ + β˜c¯+∂µc
Z
)
+ ieAµ
(
(∂µc¯
+)c− − α˜c¯+∂µc−
)
+ ie
cW
sW
Zµ
(
(∂µc¯
+)c− − β˜c¯+∂µc−
)
− iecW
sW
(∂µc¯
Z)
(
W+µc− −W−µc+)
− ie(∂µc¯A)
(
W+µc− −W−µc+)
Lggs = + ieξWmW
2sW
c¯−
(
c2W − s2W + κ˜
cW
χ+cZ + 2sWχ
+cA − (1− κ˜)χ3c+ + i(1 + δ˜)hc+
)
− ieξWmW
2sW
c¯+
(
c2W − s2W + κ˜
cW
χ−cZ + 2sWχ−cA − (1− κ˜)χ3c− − i(1 + δ˜)hc−
)
− ieξZmZ
2sW
c¯Z
(
χ+c− − χ−c+ − i
cW
(1 + ε˜)hcZ
)
. (A.13)
Lggvv =− e2c¯−
(
α˜AµW
+µcA + α˜ cW
sW
AµW
+µcZ + β˜ cW
sW
ZµW
+µcA + β˜
c2W
s2W
ZµW
+µcZ−
−α˜AµAµc+ − β˜ c
2
W
s2W
ZµZ
µc+ − (α˜ + β˜) cW
sW
AµZ
µc+−
−(α˜ + β˜ c2W
s2W
)W+µ W
+µc− + (α˜ + β˜ c
2
W
s2W
)W+µ W
−µc+
)
+ h.c. (A.14)
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Lggss =
[
e2ξW
4s2W
c¯−
(
(δ˜ − κ˜)χ+χ+c− + (δ˜ + κ˜)χ+χ−c++ (A.15)
+
δ˜ + κ˜(c2W − s2W )
cW
χ+χ3c
Z + i
δ˜(c2W − s2W ) + κ˜
cW
χ+hcZ + i(κ˜− δ˜)χ3hc++
+2iδ˜sWχ
+hcA + 2κ˜sWχ
+χ3c
A − δ˜hhc+ − κ˜χ3χ3c+
)
+ h.c.
]
+ ε˜
e2ξZ
4s2W cW
c¯Z
(
−iχ+hc− + iχ−hc+ + χ+χ3c− + χ−χ3c+ + 1
cW
χ3χ3c
Z − 1
cW
hhcZ
)
.
B Interaction vertices
We give the full list of the propagators and interaction vertices for the Standard Model
with non-linear gauge-fixing. These results follow straightforwardly from the Lagrangian
written above: the coefficient in front of the fields is multiplied by i and we do a transfor-
mation to momentum space by substituting ∂µ → −ipµ. Also there comes a factor from
permuting identical fields.
This list can be checked with the one given in the Appendix of [5]. The non-linear
gauge-fixing used there is the same, and so the resulting terms are the same. The only
difference in conventions there is that the Goldstone bosons χ±, χ3 are defined with an
additional minus sign, so all the interaction vertices that involve an odd number of Gold-
stones have a relative minus sign. Also note that [5] has the momentum of the antighosts
defined with an opposite sign and does not include the overall i factor for vertices.
Notes about fermions: some vertices are given generally for any fermion f in terms of
its charges. The charges used are the t3 charge of the left-handed component:
t3(uL, νe) = +
1
2
, t3(dL, eL) = −1
2
, (B.1)
and the electric charge q:
q(u) =
2
3
, q(d) = −1
3
, q(νe) = 0, q(e) = −1. (B.2)
All fermion vertices apply to all 3 generations:
e→ (e, µ, τ), νe → (νe, νµ, ντ ), u→ (u, c, t), d→ (d, s, b), (B.3)
with the same charges, but different masses. As it was mentioned, SU(3) is not discussed
in this work, but note that for each quark there are 3 states of different color. Also note
that (1 − γ5)/2 and (1 + γ5)/2 are the projectors of the left-handed and right-handed
components, respectively.
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Propagators
〈X∗µXν〉 = −i
p2 −m2X
(
gµν − p
µpν
p2 − ξXm2X
(1− ξX)
)
, X ∈ {W±, Z, A} (B.4)
〈χXχX〉 = i
p2 − ξXm2X
, X ∈ {W±, Z} (B.5)
〈hh〉 = i
p2 −m2H
, (B.6)
〈c¯XcX〉 = i
p2 − ξXm2X
, X ∈ {W±, Z, A} (B.7)
〈f¯f〉 = i
p/−mf (B.8)
Vector-Vector-Vector-Vector
W+µ W
−
ν AρAσ ie
2
(−2gµνgρσ + (1− α˜2/ξW )(gµρgνσ + gµσgνρ))
W+µ W
−
ν AρZσ ie
2 cW
sW
(
−2gµνgρσ + (1− α˜β˜/ξW )(gµρgνσ + gµσgνρ)
)
W+µ W
−
ν ZρZσ ie
2 c
2
W
s2W
(
−2gµνgρσ + (1− β˜2/ξW )(gµρgνσ + gµσgνρ)
)
W+µ W
+
ν W
−
ρ W
−
σ −ie2
1
s2W
(−2gµνgρσ + (gµρgνσ + gµσgνρ))
Vector-Vector-Vector
W−µ (p1)W
+
ν (p2)Aρ(p3) ie [g
µν(p1 − p2)ρ + gνρ(p2 − p3)µ + gρµ(p3 − p1)ν
+α˜/ξW (p
µ
1g
νρ − pν2gρµ)]
W−µ (p1)W
+
ν (p2)Zρ(p3) ie
cW
sW
[gµν(p1 − p2)ρ + gνρ(p2 − p3)µ + gρµ(p3 − p1)ν
+β˜/ξW (p
µ
1g
νρ − pν2gρµ)
]
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Vector-Vector-Scalar-Scalar
AµW
±
ν hχ
∓ ∓e2 1
2sW
(1− α˜δ˜)gµν
AµW
±
ν χ3χ
∓ −ie2 1
2sW
(1− α˜κ˜)gµν
ZµW
±
ν hχ
∓ ±e2 1
2cW
(1− β˜δ˜c2W/s2W )gµν
ZµW
±
ν χ3χ
∓ ie2
1
2cW
(1− β˜κ˜c2W/s2W )gµν
AµAνχ
+χ− 2ie2gµν
ZµAνχ
+χ− ie2
c2W − s2W
cW sW
gµν
ZµZνχ
+χ− 2ie2
(
c2W − s2W
2cW sW
)2
gµν
W+µ W
−
ν hh ie
2 1
2s2W
gµν
W+µ W
−
ν χ3χ3 ie
2 1
2s2W
gµν
W+µ W
−
ν χ
+χ− ie2
1
2s2W
gµν
ZµZνhh ie
2 1
2s2W c
2
W
gµν
ZµZνχ3χ3 ie
2 1
2s2W c
2
W
gµν
Vector-Vector-Scalar
W±µ Aνχ
∓ ∓emW (1− α˜)gµν
W±µ Zνχ
∓ ±emW sW
cW
(1 + β˜c2W/s
2
W )g
µν
W+µ W
−
ν h ie
mW
sW
gµν
ZµZνh ie
mW
sW c2W
gµν
59
Vector-Scalar-Scalar
h(p1)χ
∓(p2)W±µ (p3) e
1
2sW
(pµ2 − pµ1 + δ˜pµ3)
χ3(p1)χ
∓(p2)W±µ (p3) ±ie
1
2sW
(pµ2 − pµ1 + κ˜pµ3)
χ−(p1)χ+(p2)Aµ(p3) ie(p
µ
2 − pµ1)
χ−(p1)χ+(p2)Zµ(p3) ie
c2W − s2W
2cW sW
(pµ2 − pµ1)
h(p1)χ3(p2)Zµ(p3) e
1
2sW cW
(pµ2 − pµ1 + ε˜pµ3)
Scalar-Scalar-Scalar-Scalar
hhhh −ie2 3m
2
H
4s2Wm
2
W
χ3χ3χ3χ3 −ie2 3m
2
H
4s2Wm
2
W
χ±χ±χ∓χ∓ −ie2 m
2
H
2s2Wm
2
W
hhχ3χ3 −ie2 m
2
H
4s2Wm
2
W
(1 + 2ε˜2ξZm
2
Z/m
2
H)
hhχ+χ− −ie2 m
2
H
4s2Wm
2
W
(1 + 2δ˜2ξWm
2
W/m
2
H)
χ+χ−χ3χ3 −ie2 m
2
H
4s2Wm
2
W
(1 + 2κ˜2ξWm
2
W/m
2
H)
Scalar-Scalar-Scalar
hhh −ie 3m
2
H
4sWmW
hχ−χ+ −ie m
2
H
2sWmW
(1 + 2δ˜ξWm
2
W/m
2
H)
hχ3χ3 −ie m
2
H
2sWmW
(1 + 2ε˜ξZm
2
Z/m
2
H)
Fermion-Fermion-Vector
f¯fAµ ieqfγ
µ
f¯fZµ ie
1
sW cW
γµ
(
t3f (1− γ5)/2− s2W qf
)
ν¯eeW
+
µ , e¯νeW
−
µ , u¯dW
+, d¯uW− ie
1√
2sW
γµ(1− γ5)/2
60
Fermion-Fermion-Scalar
f¯fh −ie mf
2sWmW
e¯eχ3, d¯dχ3 e
mf
2sWmW
γ5
u¯uχ3 −e mf
2sWmW
γ5
ν¯eeχ
+ −e me√
2sWmW
(1 + γ5)/2
e¯νeχ
− +e
me√
2sWmW
(1 + γ5)/2
u¯dχ+ −e 1√
2sWmW
(
md(1 + γ
5)−mu(1− γ5)
)
/2
d¯uχ− −e 1√
2sWmW
(
mu(1 + γ
5)−md(1− γ5)
)
/2
Ghost-Ghost-Vector
c¯A(p1)c
∓(p2)W±µ ∓iepµ1
c¯Z(p1)c
∓(p2)W±µ ∓ie
cW
sW
pµ1
c¯∓(p1)cA(p2)W±µ ±ie(pµ1 + α˜pµ2)
c¯∓(p1)cZ(p2)W±µ ±ie
cW
sW
(pµ1 + β˜p
µ
2)
c¯∓(p1)c±(p2)Aµ ∓ie(pµ1 − α˜pµ2)
c¯∓(p1)c±(p2)Zµ ∓iecW
sW
(pµ1 − β˜pµ2)
Ghost-Ghost-Scalar
c¯ZcZh −ie ξZmZ
2sW cW
(1 + ε˜)
c¯Zc∓χ± ±eξZmZ
2sW
c¯∓cAχ± ∓emW ξW
c¯∓cZχ± ∓emW ξW
2sW cW
(c2W − s2W + κ˜)
c¯∓c±h −iemW ξW
2sW
(1 + δ˜)
c¯∓c±χ3 ±emW ξW
2sW
(1− κ˜)
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Ghost-Ghost-Vector-Vector
c¯∓cAAµW±ν −ie2α˜gµν
c¯∓cAZµW±ν −ie2β˜
cW
sW
gµν
c¯∓cZAµW±ν −ie2α˜
cW
sW
gµν
c¯∓cZZµW±ν −ie2β˜
c2W
s2W
gµν
c¯∓c±W∓µ W
±
ν −ie2
(
α˜ + β˜
c2W
s2W
)
gµν
c¯∓c∓W±µ W
±
ν 2ie
2
(
α˜ + β˜
c2W
s2W
)
gµν
c¯∓c±AµAν 2ie2α˜gµν
c¯∓c±ZµAν ie2(α˜ + β˜)
cW
sW
gµν
c¯∓c±ZµZν 2ie2β˜
c2W
s2W
gµν
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Ghost-Ghost-Scalar-Scalar
c¯ZcZhh −ie2ε˜ ξZ
2s2W c
2
W
c¯ZcZχ3χ3 ie
2ε˜
ξZ
2s2W c
2
W
c¯Zc±χ∓h ∓e2ε˜ ξZ
4s2W cW
c¯Zc±χ∓χ3 ie2ε˜
ξZ
4s2W cW
c¯∓cAχ±h ∓e2δ˜ ξW
2sW
c¯∓cAχ±χ3 ie2κ˜
ξW
2sW
c¯∓cZχ±h ∓e2 ξW
4s2W cW
(
κ˜+ δ˜(c2W − s2W )
)
c¯∓cZχ±χ3 ie2
ξW
4s2W cW
(
δ˜ + κ˜(c2W − s2W )
)
c¯∓c±hh −ie2δ˜ ξW
2s2W
c¯∓c±χ3χ3 −ie2κ˜ ξW
2s2W
c¯∓c±χ3h ±e2(δ˜ − κ˜) ξW
4s2W
c¯∓c±χ+χ− ie2(δ˜ + κ˜)
ξW
4s2W
c¯∓c∓χ±χ± ie2(δ˜ − κ˜) ξW
2s2W
C FeynArts model files
C.1 Lorentz.gen
Here we list the modified pieces of the Lorentz.gen generic model file. These cor-
respond to Vector-Vector-Vector, Vector-Scalar-Scalar, Ghost-Ghost-Vector-Vector and
Ghost-Ghost-Scalar-Scalar vertices respectively.
(* V-V-V: *)
AnalyticalCoupling[ s1 V[j1, mom1, {li1}], s2 V[j2, mom2, {li2}],
s3 V[j3, mom3, {li3}] ] ==
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G[-1][s1 V[j1], s2 V[j2], s3 V[j3]] .
{ MetricTensor[li1, li2] FourVector[mom2 - mom1, li3] +
MetricTensor[li2, li3] FourVector[mom3 - mom2, li1] +
MetricTensor[li3, li1] FourVector[mom1 - mom3, li2],
FourVector[mom1, li1] MetricTensor[li2, li3],
FourVector[mom2, li2] MetricTensor[li3, li1],
FourVector[mom3, li3] MetricTensor[li1, li2] }
(* S-S-V: *)
AnalyticalCoupling[ s1 S[j1, mom1], s2 S[j2, mom2],
s3 V[j3, mom3, {li3}] ] ==
G[-1][s1 S[j1], s2 S[j2], s3 V[j3]] .
{ FourVector[mom1 - mom2, li3],
FourVector[mom3, li3] }
(* U-U-V-V: *)
AnalyticalCoupling[ s1 U[j1, mom1], s2 U[j2, mom2],
s3 V[j3, mom3, {li3}], s4 V[j4, mom4, {li4}] ] ==
G[1][s1 U[j1], s2 U[j2], s3 V[j3], s4 V[j4]] .
{ MetricTensor[li3, li4] }
(* U-U-S-S: *)
AnalyticalCoupling[ s1 U[j1, mom1], s2 U[j2, mom2],
s3 S[j3, mom3], s4 S[j4, mom4] ] ==
G[1][s1 U[j1], s2 U[j2], s3 S[j3], s4 S[j4]] .
{ 1 }
C.2 SM.mod
We give some examples of the modified vertices as defined in the classes model file.
Note the new terms proportional to the gauge-fixing parameters that are called Galpha,
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Gbeta, Gdelta, Gkappa, Gepsilon. The (W+W−AA), (W+W−A) and (W+Aχ−) ver-
tices that were needed in the tree-level γγ → W+W− calculation are defined as:
C[ -V[3], V[3], V[1], V[1] ] == -I EL^2 *
{ {2, 4 dZe1 + 2 dZW1 + 2 dZAA1 - 2 CW/SW dZZA1},
{-1 + Galpha^2/GaugeXi[W], -2 dZe1 - dZW1 - dZAA1 + CW/SW dZZA1},
{-1 + Galpha^2/GaugeXi[W], -2 dZe1 - dZW1 - dZAA1 + CW/SW dZZA1} }
C[ V[1], -V[3], V[3] ] == -I EL *
{ {1, dZe1 + dZW1 + dZAA1/2 - CW/SW dZZA1/2},
{0, 0},
{- Galpha/GaugeXi[W], 0},
{+ Galpha/GaugeXi[W], 0} }
C[ S[3], -V[3], V[1] ] == -I EL MW *
{ {1 - Galpha, dZe1 + dMWsq1/(2 MW^2) + dZW1/2 + dZAA1/2 + dZGp1/2 +
SW/CW dZZA1/2} }
The coefficients of the interaction vertices are listed in the first column, while the second
column involving renormalization constants dZe1, dZW1, etc. lists the coefficients of the
counterterm vertices, which we have not modified. Following are examples of other vertices
that had new kinematic terms introduced, which are Vector-Scalar-Scalar and 4-vertices
with ghosts. We give here (hχ−W+), (c¯−cAZW+) and (c¯ZcZhh):
C[ S[3], S[1], -V[3] ] == -I EL/(2 SW) *
{ {1, dZe1 - dSW1/SW + dZW1/2 + dZH1/2 + dZGp1/2},
{Gdelta, 0} }
C[ -U[4], U[1], V[2], -V[3] ] == I EL^2 (CW/SW)/Sqrt[GaugeXi[W]] *
{ {Gbeta} }
C[ -U[2], U[2], S[1], S[1] ] == -I EL^2 Sqrt[GaugeXi[Z]]/(2 SW^2 CW^2) *
{ {Gepsilon} }
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