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The remainders about two intervals of equal length are related by the Bohl 
lemma when the sequences are the (na) ones. In this paper, we prove a similar 
result for the generalised Van Der Corput sequences. and. as a consequence, we get 
the asymptotic behaviour of the remainder about any interval. by means of its 
length only. “’ 1986 Academic Press. Inc. 
1. INTRODUCTION 
Ce travail est le prolongement nature1 de l’ktude des restes pour les suites 
de Van Der Corput gtntralisCes [3]. Le reste ci I’PquirPpartition (ou k-art) 
d’une suite X= (xi) i valeurs dans [0, l] est dttfini par: 
E(J, T, A’) = A(J, T, J7 - I TI IJI, 
avec A(J, T, X) = card { i E T; xi E J}, T intervalle d’entiers de cardinal ( TI et 
J intervalle de [0, l[ de longueur lJJ; pour T= 10, N], on note 
E(J, T, X) = E( J, N, X). 
Le Zemme de Bohl [l] relie les restes relatifs A deux intervalles de m&me 
longueur dans le cas des suites (ncr): htant dir&s un entier N > 1 et J, J 
deux intervalles tels que IJI = JJ’I, il existe un entier N’ 2 1 tel que 
E(J, N, (ncc)) = E(J’, IN’, N’ + N], (na)). 
Cette proprih! permet de ramener l’ittude des restes pour un intervalle 
quelconque A celle des restes pour un intervalle A l’origine; sa dkmonstra- 
tion, trQ rapide, repose sur la densitt: de la suite (ncr) et sur l’invariance de 
A(& N, (ncr)) pour des intervalles translatks d’un multiple de ?r (mod 1 ). 
Pour les suites de Van Der Corput, on ne connait pas d’kquivalent A ce 
lemme, probablement en raison du comportement beaucoup plus complexe 
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lorsqu’on translate les intervalles. En fait, il existe bien des relations, mais 
seulement quand on “discretise” les intervalles; leur complexitt depend des 
suites envisagees, et leur demonstration demande beaucoup plus d’efforts 
que pour les suites (na). 
Le rtsultat presente les memes avantages, et permet de determiner le 
comportement asymptotique du reste pour un intervalle quelconque, en 
fonction de sa settle longueur; il en resulte evidemment la caracterisation 
des intervalles a restes born&. 
Nour ferons souvent appel a deux articles precedents ou sont introduites 
les suites de VDC generalisees [2] et ou sont ttudits les restes a l’origine 
pour ces suites [3]; ce travail cornpEte leur connaissance et confirme une 
fois de plus leur parent6 avec les suites (ncc). 
Comme pour celles-ci, la theorie ergodique donne des resultats dans la 
recherche des intervalles g restes born&: recemment Hellekalek [4] a ainsi 
obtenu leur caracterisation et une reponse partielle a la m&me question 
pour les suites de Halton dans T”; cependant les methodes ergodiques ne 
donnent aucun renseignement sur le comportement asymptotique des res- 
tes, et seules les methodes “tlementaires” ont permis jusqu’a present un tel 
approfondissement. Le paragraphe 2 contient les definitions et resultats, les 
paragraphes 3 et 4 sont consacres aux demonstrations. 
2. DEFINITIONS ET R~SULTATS 
2.1. DEFINITIONS ET NOTATIONS. Les suites de VDC generalisees sont les 
suites Sf, introduites dans [2], et detinies comme suit: 
&ant don& un entier r 3 2 et une suite, C = (c,)~,~, de permutations gj 
de l’ensemble B, = { 0, l,..., r - 1 }, on pose 
Sf(n) = f crj(uj(n)) r--j- ’ avec n- 1 = f a,(n) r’. 
,=o j=O 
On peut en fait definir des suites un peu plus gtntrales en faisant varier la 
base r (voir les suites S$, 3.4 [Z]), mais leur inter& est limite car elles ne 
donnent pas de discrtpances plus faibles que les suites Sf. 
Notutions. Soit un entier n b 1; dans le tore T identilie a [0, l[, desi- 
gnons par T, I’ensemble des intervalles de la forme [ir-“, jr -“[ (ce sont les 
intervalles “discretists”); de m&me dans Z/r”Z identifie a 10, P], notons %‘,,, 
l’ensemble des intervalles (d’entiers) de la forme ]H, K]. 
&ant don& un couple (r, a), soit Z: la suite tinie (a(O)/r, 
0(1)/r,..., a(r - 1)/r). Pour J, J’ Ez tels que JJI = JJ’J et pour 
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N = 10, N] E %, , soit A4 = M(J, J’, N) le nombre minimum d’intervalles dis- 
joints T, de %, tels que N = lUF=, T,,l et 
i 
.A, 
E(J,N,Z;)=E J’, u T,,,Zf 
1’ = I 
Dlsignons alors par 8; le maximum des M( J, J’, N) pour J, J’ E :q avec 
IJI = IJ’ et pour NE %, , et par 6, le maximum des s; pour toutes les per- 
mutations c de B,. 
11 est facile de voir que [r/3] < 6, <r/2; par ailleurs on a toujours Si = 1 
(Z permutation identique); et 6, = S, = 1, 6, = 6, = 2. Ces notations etant 
precisles, nous pouvons a present enoncer les rtsultats. 
2.2. THBOR~ME 1. Soient un entier n > 1, J, J’ deux intervalles de .Y: tels 
que IJI = lJ’ et N un entier tel que 10, N] E U;,. Alors: 
(i) cas r = 2: il existe TE @,, tel que 
E(J, N, Sf) = E(J’, T, Sf) et I TI = N; 
(ii) cas r 2 3: il existe au plus 26, intervalles T, E %,, , disjoints, te1.y qw 
E(J, N, S,?)=E(J’, UT,, Sf) et lUT,,I = N; 
en particulier, il existe S et TE U,, disjoints tels que 
E(J, N, Sl) = E(J’, Su T, Sl) et ISIJTI = N. 
Remarques. Sauf pour le cas r = 2, la propritte des suites (na) ne se 
retrouve done pas exactement avec les intervalles discrttises pour les suites 
de VDC. 
- Si C = Q (suite constante), le nombre d’intervalles necessaires est 
au plus 26,” et il est atteint dans certains cas. 
- L’obtention des intervalles T,, nest pas toujours explicite pour J, 
J’ et N donnes: nous devons utiliser dans certains cas un theoreme de 
valeurs intermediaires (voir le Lemme 3.5) qui en assure seulement l’exis- 
tence; de ce fait, il semble difficile d’obtenir des formules donnant les T, en 
fonction de J. J’ et N. 
2.3. APPLICATION A L%TUDE ASYMPTOTIQUE DES RESTES. L’etude faite 
pour les intervalles a I’origine [3] donne, avec le Theoreme 1, le comporte- 
ment asymptotique du reste sur un intervalle quelconque en fonction du 
dtveloppement r-adique de sa longueur. 
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Rappelons les definitions necessaires [3] pour Cnoncer le resultat: soit 
a E [0, 1 [ et y E 10, co]; on appelle U,(y) le nombre de chzffres differems de 
0 et r - 1 duns le developpement de a en base r jusqu’au rang [ y], et V,(y) 
le nombre de couples (0, r - 1) ou (r - 1,0) duns ce mPme developpement; 
v,(y) est le nombre de couples (0, 1) duns les [ y] premiers termes du deve- 
loppement de a en base 2; log, designe le logarithme en base r. 
THBOR~ME 2. Pour toute suite Sf et pour tout intervalle [a, b[ de [0, I[, 
on a les estimations suivantes: 
(j) cas r=2: 
IE([a,b[, N, Sf)l d4v,-.(logzN)+6 pour tout N 3 1 
et 
,(lw, NJ - 2 une infinite de N. 
(ii) cas r33: 
IE(Ca, bII, N, Sf)l<6,((r+4) U,_.(log, N)+4V,-Jog, N))+O(l) 
pour tout N> 1 et 
IE([la, b[l,N, $?I>& 
2 
(C’h-.(log,N)+2 Vh- .(h, N)) + O(l). 
I 
pour une infinite de N. 
En particulier, si C = I, on ohtient les inegalites ci-dessus suns le facteur 
b,. Le reste E([a, b[, N, Sf) est done duns 0 et Q de 
( u, Jlog, N) + V, Jlog, A’)). 
On deduit tvidemment de ce thtoreme la caracterisation des intervalles a 
restes born& obtenue precedemment par Hellekalek [4]: 
COROLLAIRE. Pour toute suite Sp, l’intervalle [a, b[ est a restes born& si 
et seulement si (b-a) est r-adique. 
3. DEMONSTRATION DU TH~OR~ME I 
3.1. R.~DUCTION DU PROBL~~ME. L’ecart E( J, T, SF), pour JE Fn et 
T E W,,, s’etudie par recurrence; pour bien decomposer la demonstration, il 
faut d’abord rappeler comment on peut se ramener a une suite finie de r” 
termes (voir 3.1 et 3.2 [3]). 
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fitant donnee une permutation G de B,., on delinit c’ par 
g’(I) = cr(l) + 1 (mod Y); alors si L = ( ~,),~o~ pour H 3 1, on pose 
p,, = I,?=, o,(O) r-‘-l et on note X,, la permutation de B,, delinie par 
C, = n;2zd 0; si pI1 < r ” et z,, = n;::x 0,. o:, , si p,, = r ‘I; le produit Ctant 
pris au sens suivant: si rr et t sont respectivement une permutation de B, et 
B,, 0. z est la permutation de B,, dtfinie par 0. t(l) = sa(h) + z(k) si 
I = kr + h avec 0 < h 6 r - 1 et 0 6 k d s - 1 (voir aussi 4.3 [Z] ). 11 est facile 
de montrer qu’alors E(J, T, SF) = E(J, T, Z>) (Lemme 3.2 [3] ). Le travail 
est done reduit a etudier SF<’ T en fonction de 6; et 6:. C’est l’objet du lemme 
ci-dessous dont la demonstration en plusieurs etapes occupera les Sections 
3.2 ii 3.7. 
LEMME FONDAMENTAL. (i)si s=2, on LI S;,‘=6p; 
(ii) si s b 3, on a 6;;’ d max(b:, 8: + (6; + 1)/2). 
I’PgalitP ayant lieu dam certains cas. 
Condquences. 85 = 1, 6: = 2 pour r 3 3, et 62 6 26, dans le cas gent- 
ral, comme on le voit aisement par recurrence. 
Compte tenu de ce qui precede, le Thtoreme 1 est done demontre avec le 
Lemme fondamental. Dans un premier temps, nous allons montrer que 
S;s’r < SF + S: (3.2 et 3.3); puis nous aflinerons cette majoration en Ctudiant 
les uns apres les autres tous les cas de figure possibles. I1 faut remarquer 
que m&me r = s = 2, (T = T = I n’est pas simple, le maximum de complexite 
Ctant atteint quand S; est plus grand que 1. 
Comme dans l’article precedent (3.3 [3] ), on peut regarder la suite Z:,’ ’ 
comme l’ensemble des rs points: (v, cr. T( v))~< ), G Ts , dans le carre [IO, rs[ ‘; 
I’entier A( [i/rs,j/rs[ , ]M, N[, Z;q-r) s’interprete alors comme le nombre de 
points de cet ensemble dans le rectangle [i,j[ x [M, N[. Nous utiliserons 
constamment cette representation geometrique dans la suite. Soite J= [i, j[ 
un intervalle Iixi: de [0, rs] (i et j entiers), et soit T l’intervalle d’entiers 
[0, rs[; le rectangle J x T, = J x [kr, (k + 1) r[ est appele tranche 
J x T, ; J x T est la reunion des tranches J x Tk pour k allant de 0 a s - 1. 
3.2. REPARTITION DES TRANCHES J x Tk. L’intervalle J = [i, j[ etant 
don& on a i=ps+u et j=qs+v avec O<uds-1, Oduds-1, 
O<p<r- I, Obq<r- 1. Selon les valeurs de u et u, les tranches Jx T, se 
repartissent en 1,2, ou 3 categories: 
(i) cas oli u = u = 0; les points de Z;, r qui appartiennent a J x Tk sont 
les points: 
(sp + t(k). kr + o ‘(p)) ,..., (s(q - 1 ) + s(k), kr + r~ ‘(q - I I); 
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Toutes les tranches Jx Tk sont identiques en ce sens qu’on a les memes 
ordonnees pour les points de Z:,’ r a translation dun multiple de r pres; 
done me seule catkgorie. 
(ii) cas ozi u=O ou v =O, l’autre n’etant pas nul: 
- si u=O, le point (s(q- 1) + r(k), kr + C’(q- 1)) appartient a 
Jx Tk ou non selon que t(k) < v ou s(k) 3 v; 
~ si o = 0, le point (sp + 7(k), kr + C ‘(p)) appartient a Jx Tk ou 
non selon que 7(k) 2 u ou 7(k) < u; ici, on a done deu.u 
categories de tranches Jx T, dont les &arts different d’une 
unite, car elles different par un seul point. 
(iii) cas oti u = v # 0; les tranches Jx T, ont le m&me &art, elles se 
repartissent en deux cathgories et different par 2 points d’une categoric a 
l’autre. 
(iv) cas oti u # v, u # 0, v # 0: on a alors 3 catkgories de tranches: les 
tranches de deux de ces categories ont le m&me &art et celle de la troisieme 
ont un &art qui differe d’une unite. Par exemple si v > U: 
~ il y a les tranches J x Tk telles que u 6 t(k) < v qui contiennent 
les deux points Cvoques en (ii); 
~ il y a les tranches J x T, telles que 7(k) < u qui contiennent le 
point d’abscisse q(q - 1) + 7(k) et pas l’autre; 
il y a les tranches J x T, telles que o d r(k) qui contiennent le 
point d’abscisse sp + r(k) et pas l’autre. 
Remarque. Les &arts des tranches Jx Tk sont egaux ou non selon que 
v - u = 0 ou non. On peut noter egalement que si s = 2, il n’y a evidemment 
que deux categories possibles puisqu’il n’y a que 2 tranches; c’est le seul 
cas: des que s 3 3, les 3 categories existent. 
3.3. PREMIERE MAJORATION DE c!$‘~, Soient J= [i,j[, J’= [i’,j’[ de mtme 
longueur et N un entier entre 1 et rs; on a done N = Kr + H avec 
O<K<s-1 et 1dHdr. Le rectangle Jx[O,N[ se compose de K 
tranches de hauteur r et du rectangle J x [Kr, N[ de hauteur H, partie 
d’une tranche de hauteur r. 
- D’apres la remarque en fin de 3.2, il y a K tranches dans J’ x T de 
memes &arts que les K tranches de Jx [0, N[; leur repartition depend de 
la permutation 7 de sorte qu’elles forment au plus SJ rectangles disjoints 2 a 
2; notons ces rectangles J’ x S, pour 1 allant de 1 a d, avec d< S,;; un S, est 
done un intervalle reunion d’intervalles adjacents de la forme 
Cw,(p+l)rC. 
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~ 11 y a aussi dans J’ x T une tranche J’ x S’ de mime &art que 
Jx [Kr, K(r + l)[, distincte des pri-ddentes; dans ces deux tranches, c’est 
la permutation (T qui rkgle la rtpartition des points de Z:,’ T, et on a done 
au plus SF intervalles Si c S’, h allant de 1 h d’ avec J d 6;, tels que l’kart 
de J x [ Kr, N[ soit tgal a l’kart de J’ x Uf= , S;,. 
~ Au total, on a done d+ d’ rectangles dont la somme des &arts est 
igale 6 V&cart de Jx [0, N[ et dont la somme des hauteurs vaut N; d’oti 
iyq-‘<cy+6’ 5 . 
On peut kcrire en conclusion de ce sow-paragraphe que 
E(J,N,ZF,‘)=E 
( 
J’, fi S,,Z,:” 
/=o ! 
avec*S,=U~=,S~,d’d6;, l&I=H; 
l d < Sf , S, intervalle rkunion d’intervalles de la forme [pr, (p + 1) r[ 
pour/al, IUjCIS,I=Kr. 
3.4. REPARTITION DES RECTANGLES J’ x S,. r1 est le nombre minimum de 
rectangles (r&unions de tranches) nlcessaires pour rkaliser E(J, Ku) = 
E(J’, u;‘= , S,); en gknttral il n’y a pas unicitt: de la dtcomposition (S,), < , < ,,; 
on peut toujours supposer qu’on a pris une dkomposition telle que J’x‘s, 
est maximum (c’est-g-dire ne peut &tre agrandi par adjonction de tranches 
adjacentes): sinon on I’agrandit en amputant les J’ x S, pour 13 2, jusqu’g 
le rendre maximum; dans cette opkration d n’augmente pas, et il ne peut 
diminuer car c’est le nombre minimum de rectangles rkcessaires. 
- Dksignons par B, et CI les tranches extr&mes de J’ x S, et par A, et 
D, respectivement les tranches adjacentes avant B, et aprks C,; on ne dis- 
tingue pas des tranches de m&me Ccart pour rkaliser les S, (voir 3.3). de 
sorte qu’avec S, on a seulement deux possibilitks pour les &arts de 
A,, B,, C,, D, : e ou e’ = e + I (voir 3.2). Cela donne 24 = 16 possibilitts 
rkduites g (16 - 4)/2 + 4 = 10 par symktrie; examinons-les. 
~ Le cas eeee correspond g d= 1 si toutes les tranches ont mZme 
&cart; sinon, il n’est pas i envisager car, par translation, on se ram2ne $ 
e’eee, eee’e, ou e’ee’e; de m&me pour le cas e’e’e’e’. 
Les cas eeee’. e’e’e’e, ee’ee’, eee’e’ entrainent tous d = 1 (sinon J’ x S, 
n’est pas maximum). 
Le cas ee’e’e entraine la m&me configuration pour les intervalles S, sauf 
peut &tre le dernier, pour lequel on peut avoir ee’e’e ou ee’e’e’ (la raison est 
toujours la m?me: sinon S, peut $tre agrandi en amputant un des S,). 
MCme proprittk pour le cas e’eee’, en Cchangeant e et e’. 
Le cas ee’ee entraine la configuration ee’e’e pour tous les autres S, (I 3 2) 
sauf peut-&tre le dernier, pour lequel on peut avoir ee‘e’e ou ee’e’e’. 
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M&me propritte pour le cas e’ee’e’. 
- On voit que dans plusieurs can on a seulement d = 1, ce qui est 
toujours realise de toutes facons quand S: = 1. Nous allons done traiter le 
cas d= 1 (3.6), puis nous examinerons les cas ou d > 1 a la lumiere de 
celui-ci (3.7). 
Les tranches A,, B,, C,, D, associees a SI peuvent etre, selon le cas, dans 
1,2, ou 3 categories que nous designerons par les chiffres 1, 2, 3 en con- 
venant que 2 et 3 correspondent a celles d’ecarts Cgaux (pour fixer les idles, 
les tranches des categories 2 et 3 sont d’ecart e et celles de la categoric 1 
d’icart e’ = e + 1, par exemple (voir 3.2)). 
- Notons que le cas oh J’x S, ne comporte qu’une seule tranche 
correspond au cas oti B, et CI sont de meme categoric; de m&me pour le cas 
od A, et D, sont confondues. 
Avant d’aborder le cas d = 1, donnons un lemme qui sera utilise en tours 
de demonstration. 
3.5. TH~OR~ME DE VALEURS INTERMiiDIAIRES. Ce lemme eSt destine a 
assurer l’existence dun rectangle d’ecart donne e quand on a des rectangles 
dont les &arts encadrent e; il est valable pour toute suite 2;. 
Soient J, T’, T” des intervalles de [ 0, r [ tels que 1 T’ 1 = 1 T” 1 = I; alors pour 
tout v entier compris entre A(J, T’) et A(J, T”) il existe au moins dew inter- 
ualles S’ et S” de [IO, r[ tels que /S’I = )S”I = 2 et A(J, S’) = A(J, S”) = v. 
La demonstration est tres simple: la fonction S + A(J, S) est a valeurs 
entieres; la translation d’une unite de S fait perdre ou gagner au plus un 
point de Z: ; sur [0, r[ = L/rZ on dispose de deux trajets possibles pour 
atteindre T’ a partir de T’, d’oti A(J, S) passe 2 fois par toutes les valeurs 
intermediaires entre A(J, T’) et A(J, T”). 
3.6. ETUDE DU CAS PARTICULIER d= 1. Ce cas donne le Theoreme 1 
pour les suites Sl de Van Der Corput. 
3.6.1. Mithode. Les notations sont celles des Sections 3.3 et 3.4; nous 
allons montrer qu’avec S, = S et deux intervalles SL, S; de S,, on peut 
obtenir deux rectangles R et R’ de J’ x T, de hauteur (S u Si u SL 1, tels que 
E(J’, (SuS;,uS;))=E(RuR’); 
nous reviendrons apres sur le cas particulier d’un seul intervalle Sk, ainsi 
que sur le cas s = 2 (voir 3.6.17). 
- Designons par A, B, C, D les quatre tranches associees a J’ x S et 
par E la tranche contenant J’ x S,; le decoupage qui permet d’obtenir R et 
R’ depend de la nature des tranches A, B, C, D, E (de categoric 1, 2, ou 3) 
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de sorte qu’on a, a priori, 35 = 243 cas i envisager; mais parmi les 81 cas 
correspondant $I ABCD, on peut dkja kliminer ceux qui se retrouvent par 
symktrie (par exemple 1112 et 21 11 se traitent de la m&me faGon en tour- 
nant dans un sens ou l’autre sur le tore); il n’y a done en fait que 
(81 - 9)/2 + 9 = 45 cas pour ABCD. De plus, les tranches des catkgories 2 
et 3 ont m&mes &arts et m&mes propriMs vis-&vis des tranches de la 
catkgorie 1 (voir Sect. 3.2); pour ABCD, les cas obtenus par tchange de 2 
et 3 se traitent done de faGon identique (par exemple 1112 et 1 113); cela 
klimine 17cas (1113, 1131, 1132, 1133, 11312, 1313, 1322, 1323, 1331, 1332, 
1333, 3113, 3123, 3133, 3223, 3233, et 3333). Enfin la conjonction des deux 
arguments prkckdents permet d’ttliminer encore 3 cas (2213, kquivalent Li 
2133; 2313, Cquivalent fi 2123 et 2333, kquivalent g 2223). I1 reste done 25 
cas pour ABCD, c’est-g-dire 3 x 25 = 75 cas au total. 
- Notons que l’kventualitt d’une ou deux catkgories de tranches se 
trouve envisagie dans le cas gtnkral quand ABCD sont dans une ou deux 
catkgories seulement; de m&me le cas oti J’ x S est rkduit i une tranche 
co’incide avec celui oti B et C sont de m&me catitgorie (idem pour A = D). 
- Dernikes conventions avant l’examen des cas qui restent: on krit 
la tranche E sous la forme E=Xu C’uYu WuZ avec V=J’xS;, et 
W= J’ x S”; le translatk de X dans la tranche A est not& X, (de meme 
pour les autres); on dtsigne par CY et fi les points par lesquels different les 
tranches des 3 catkgories: 3 est dans les tranches des catkgories 1 et 2 et /j 
est dans celles des catigories 1 et 3 (voir 2.3); pour plus de commoditt, 
l’tcart d’un rectangle R est d&sign6 par d, et on krit S au lieu de J’ x S. 
Dans la mesure du possible, nous avow regroupi: les cas qui se traitent 
de la m&me faGon. 
3.6.2. Cas air A, C, E ou B, D, E Sent de mhme catbgorie (I5 cas). Pour 
A, C, E, il s&it de prendre R = W., u Z,4 u (S\Z, ) et R’ = V,, ou 
R = (A\X,)u (S\\( Y,.u WcuZ,.)) et R’= W,. Pour B, D, E, on prend, 
par exemple, R = (S\X,) u X, u V, et R’ = W,. Ces cas sont: 111 1, 1; 
1112, 1; 1121, 1; 1212, 1 ou 2; 1213, 1; 1222, 2: 1232, 2: 2122, 2: 2123. 3; 
2222, 2; 2223, 2; 2232, 2; 2323, 2 ou 3. 
3.6.3. Gas oli A et C sont de r&me catkgorie et oG E diffPre dun 
point. (idem avec B et D; 17 cas en tout). Avec A et C, on a P, ou I&, 
inchangt (i.e., pA = P ou k,, = I@‘,. Si Test 8,? on prend 
R=(A\X,)uS\(Y,.u WcuZ,.)) et R’= W,; si c’est W,, on prend 
R = W, u Z, u (S\Z,) et R’ = V,. Ces cas sont: 1111, 2 ou 3; 1112, 2 ou 
3; 1121, 2 ou 3; 1212, 3; 1213, 2 ou 3; 1222, 1; 1232, 1, 2122, 1; 2123, 1; 
2222, 1; 2223, I ; 2232, 1; 2323, 1. (Noter que le premier et les 4 derniers 
peuvent en fait ne pas ?tre envisagts en vertu de la Section 3.4.) 
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3.64. Cas restant ci traiter avec les tranches ABCD ci-dessus (7 cas): 
- Cas 1222, 3: 
l si P, = P on prend R = (S\X,) v X, u V, et R’ = W,; 
l si eD= I@ on prend R=(S\(X,uV,uY,))u(D\Z,) et 
R’= V,; 
l sinon, on a soit cx E V, et PE W,, soit ci E W, et /I E V,; on 
prend alors soit R = W,, v ZA u (S\Z,.) soit 
R= (A\X,)u (S\( Y,u W,uZ,.)). 
- Cas 1232, 3. Ce cas se traite comme ci-dessus sauf quand c1 E W, 
et /I E V,; il faut alors couper S en deux parties S’ et S” definies comme 
suit: S’ reunion de tranches de categories 1 ou 2, d’extremitis B et F; S” 
reunion de tranches de cattgorie 3, d’extrtmites G et C; on prend alors: 
R = W,, u Z,4 u (S’\Z,) et R’ = ( S”\XG) u X, u I’, ; 
il en resulte que I? = S’ + k+ I et I?’ = 3” + P- 1 d’ou la propritte atten- 
due pour R et R’ (voir 3.6.1 ). 
- Cas 2122, 3. Comme ci-dessus, le cas ou a E V,, et b E W, exigeant 
la partition de S en S’ et S”. 
- Cas 2123, 3. Si x 4 XB on prend R = (S\X,) u X, u V,, sinon on 
a soit p, = p, soit I$‘,, = I&’ et on termine comme ci-dessus (3.6.3). 
- Les cas 2222, 3; 2223, 3; 2232, 3 ne sont pas a envisager car alors 
d = 1, et on a le choix pour la tranche E entre les categories 2 et 3 (nean- 
moins, on peut les traiter de facon analogue aux cas precedents). A ce 
stade, il reste 75 - 39 = 36 cas a examiner; certains relevent du Lemme 3.5, 
d’autres se traitent comme ci-dessus et d’autres encore demandent un 
nouveau pro&de. Plut8t que les regrouper, nous avons prtfere les 
envisager dans l’ordre ou ils se prtsentent. 
3.6.5. Cas 1122 (simple). - Cas 1122, 1: si /I E Z,4 on prend 
R=(S\X,)uX,u V,, sinon R= W,uZ,u(S\Z,). 
- Cas 1122, 2: comme ci-dessus selon que /I E X, ou non. 
- Cas 1122,3: 
l si a et /3 $ W, u Z,, on prend R = W,, u Z,, u (S/Z,); 
l si c( et /?$X,u V,,, on prend R=(S\X,)uX,u V,; 
l si SIE W,uZ, et /?EX,.,u V,, on prend R= W,UZ,~U(S\Z,) 
si cc~Z,~, et R=(S\(X,u V,u Y,)) u (D\Z,) si %E W,; 
l si c1 E X,., u V, et p E W, u Z,, on procede comme ci-dessus 
selon que PEW, ou PEZA. 
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3.66. Cas I 123 (rekke du Letnmr 3.5 ). -Ca.s 1 123. 1. 
l si fi $ Z., , on prend R = W,, u Z ., u (S\,Z,.); 
l si 13 E Z, et z 4 AT,d u k’,, , on prend R=(S\,X,)uX,u b’,,; 
. si fleZA et cc~X,uV,, soit R, = W., u Z,4 u (S\Z,.) et 
R?=(S\(X,u V,u Y,)) u (D\Z,); on a alors I?, = I$+.!+ 1 
et R, = s+ fi- 1; et par Ie Lenme 3.5 on obtient un rectangle R 
tel que R = @+ 3, ce qu’on cherchait. 
- Cas 1123, 2: 
9 si j$ W,4uZ,, on prend R= W,,UZ,~U(S$Z,.); 
l si /3 E W,4 u Z,, et tl$ A’,., u V, , on prend R = (S\X,) u X, x V,, 
l sinon,soitR,= W,uZ,u(S\Z,)etR2=(S\(XeuVBuYB)u 
(D\Z,); alors 8, = S+ I@+ 1, 
et A,=.!?+ fissi ,8~ W,4, A?=.!?+ fk 1 si BEZ,,;en ce dernier 
cas, on termine en appliquant le Lemme 3.5. 
- Cas 1123, 3: 
l si CX$X.~, R=(S\X,)uX,u V,; 
l si cr~Xj et fi+Z,,, R= W,uZ,,u(S\Z,); 
l si MEX.~ et BEZ,, R,= W,uZ,,u(S\Z,), 
RI = (S\(X,u V,u Y,)) u (D\Z,) et Lemme 3.5. 
3.6.7. Cas 1121 (simnple).pCas 1221, 1: si /3 4 X,d, R = (S\X,) u X, u 
I/, et si fleXA, R=(A\X,) u (S\ (Y,u W,.uZ,)) (ou R= W,uZ,,,u 
(S-P-C-)). 
- Cas 1221, 2: M&me raisonnement selon que /I 4 X,, u V,d ou 
B# WAUZ.4. 
- Cas 1221,3: 
l si cc@ W, et fi#Z,, R= W,UZ,~U(S\Z,); 
l si CX+! WA et DEZ,, R=(S\(X,u VBu Y,))u(D\Z,); 
. si CLEW,, alors c1$ V, et on fait le meme raisonnement. 
3.6.8. Cas 1223 (rekve du Lemma 3.5 ).-Cas 1223, 1: 
l si fl$Z,, R= W,uZ,u(S\Z,-); 
l si ~EZ.~ et a$X,u V,4, R=(S\X,)uX,uV,; 
l si/?~Z,4eta~X,quVA,R,=(S\Xe)uXDuV,, 
R2=(A\XA)u(S\(Ycu W,uZ,.) et Lemme 3.5. 
- Cas 1223, 2: Se traite comme le cas 1123, 2 (voir 3.6.6). 
- Cas 1223, 3: 
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l si/?#XDetcr#Xeousi~~XDeta~X,,R=(S\X,)uX,uV,; 
l si/3EXDetct$X,,onprendR=(A\X,)u(S\(Y,uW,uZ~)) 
si PA= Bet R= W,uZ,u(S\Z,) si FPA= @. 
l si/3$X,etcc~XB,onprendR=W,uZ,u(S\Z,)si~~Z,et 
sinon on applique le Lemme 3.5 aux rectangles 
R, =(s\X,)uX,u V, et Rz=(A\X,)u(S\(Y,u WcuZc)). 
3.6.9. Cm 1231 (partition de S). ~ Cus 1231, 1: 
l si fl$X,, R=(S\X,)uX,u V,; 
l si PeXA et x#Z,, R= W,4uZ,u(S\Z,.); 
l si fleXA et ~EZ~, R= W,UZ,~U(S’\Z~) et 
R’ = (S”\X,) u X, u V,, on a alors R = S’ + I@ et R’ = S” + I? 
(voir 3.6.4, cas 1232, 3). 
Cas 1231, 2: 
l si~~XnuVn,R=(S\X,)uX,uV,: 
l si fiEXDu V, et a$ W,uZ,, R= W,uZ,u(S\Z,); 
l si /?EX,uV, et aE W,,uZ,,, R= W,,uZ,u(S’\Z,) 
et R’ = (S”\X,) u X, u V,. 
Cas 1231, 3 comme le precedent, par symetrie. 
3.6.10. Gas 1233 (Partition de S). - Cas 1233, 1: meme raisonnement 
que pour 123 1, 1 selon que M E Z, ou non et que fl E X, ou non. 
- Cas 1233, 2: ce cas se ramene a un autre cas par translation a 
droite d’une tranche (il peut cependant etre traite tel quel, quoique assez 
complique). 
Cas 1233, 3: 
. si LI$ W,uZ,, R= W,uZ,u(S\Z,.); 
l si CLE W,uZ, et p$X,, R=(S\X,)uX,uV,; 
l sinon, R = (S”\( X, u V, u Y,)) u (D\Z,) et 
R’ = (A\X,) u (S’\( Y,u W,u Z,)). 
3.6.11. Cus 2112 (simpk).-Cus 2212, 1: si j?$X,u V,, R=(S\X,)u 
X, u V, et sinon R = W, v Z, u (S\Z,). 
~ Cas 2112, 2: si fl4 X,, R = (SX,) u X0 u V, et sinon 
R=(A\X,)u(S\(Y,u W,uzc)). 
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- cas 2112, 3: 
. si 17.4 ou k’,d sont inchangts. par exemple dl,, on prend 
R= W/,uZ,u(S\Z,.) ou R=(S\(X,u V,u Y,))u(D\Z,, 
selon que b # Z,, ou non; 
l si PA et @,J sont changes, on raisonne comme pour le Cas 1222. 
3 (voir 3.6.4). 
3.6.12. Cas 2113 (nouveau &coupa,ge).-Cas 2113, 1: 
l si b 4 W, v Z,, R = W,, v Z,4 v (S\Z,-); 
. si a$X,u V,, R=(S\X,)uX,u V,; 
. sinon, il faut considerer deux tranches adjacentes L et M, hors 
de S, respectivement de cattgorie 2 et 1 ou 3 (il y en a for- 
cement, vu les categories de A et D); R = S\(X, u Z,) et R’ = 
V, u X, u Z, u W, conviennent. 
- Cas 2113,2 et 2113, 3 (symetrique): 
l si fl$Z,, R= W,,uZ,4u(S\Z,); 
l si /IEZ~ et cc$X,u V,4, R=(S\X,)uX,u V,; 
l sinon on pro&de comme ci-dessus avec L et M. 
3.6.13. Cas 2132 (rekoe du Lemme 3.5).-Cas 2132, 1: fl$X,u V, et 
BEXL3U VB avec txf$ZB sont simples; pour le cas restant, on pose 
R, = W,, uZ, u (s\Z,) et RI = (S\(X,u V,u Y,))u (D\Z,), et on 
appliqueleLemme3.5,car~,=S+~+1etZ?i,=S+kkl. 
- Cas 2132,2: comme le precedent, quand b E X, et c( E Z,. 
- Cas 2132,3: avec le Lemme 3.5 quand 2 E W, u Z, et b E X, u V, 
et simplement dans les autres cas. 
3.6.14. Cas 2133. A quelques details pres, les 3 cas se traitent comme en 
3.6.12, en ayant recours aux tranches L et M. 
3.6.15. Gas 2233. Ces cas se traitent comme en 3.6.9 ou 3.6.12 selon la 
situation de E et fl (2233, 1 n’est d’ailleurs pas a envisager). 
3.6.16. Cas 2332. Se traite avec le lemme 3.5 dans les 3 cas deux d’entre 
eux (1 et 3) n’ttant d’ailleurs pas a envisager. 
3.6.17. Conclusion. Si on a au moins 2 intervalles Sk, Sk, c’est-a-dire 
(voir 3.3) si d’> 2, on vient done de montrer que le nombre de rectangles 
necessaires est &gal a d’ (au lieu de 1 + d’ comme en 3.3), done est majori: 
par SF, ici suptrieur ou Cgal a 2. 
~ Si d’ = 1, on n’a qu’un seul intervalle, et alors, pour de nombreux 
cas (par exemple 1223, 3) on n’arrive pas a obtenir un seul rectangle R 
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(avec r = s = 3, on voit directement que, pour J= [0, 2[, J’ = [2,4[, et 
N = 4, il faut bien deux rectangles); on reste done a d+ d’ = 2; ce 
phtnomene se produit quand on a 3 categories de tranches, done d&s que 
s > 3, et donne en ce cas, soit la formule SF~‘~ = S; si SF > 2, soit la formule 
8Fs’* = 2 si S; = 1; cela correspond bien au (ii) du Lemme fondamental dans 
le cas 8,; = 1. 
- Par contre, pour s = 2, on n’a que deux tranches, ce qui reduit 
l’ttude aux Cas 1111, 1 (3.6.2); 1221, 1 (3.6.11); 2112, 2 (3.6.7) et 2332, 2 
(3.6.16). Et precisement, ces cas donnent un seul rectangle R a partir d’un 
seul intervalle Sh; ce qui explique la formule (i) du Lemme fondamental: 
SFs.? = SF, et en particulier S:,-r = 1 si SF = 1. 
Notons qu’un des cas cites (3.6.16) se traite par le Lemme 3.5, ce qui fait 
que, m&me pour la suite de VDC en base 2, Si, on n’a pas toujours 
explicitement l’intervalle cherche. 
3.7. BTUDE Du CAS d> 1. Conformtment a la Section 3.4, il sufht 
d’etudier les 4 cas oh A, B, C1 D, est de la forme e’eee’, ee’e’e, e’ee’e’, eee’e. 
On a remarque qu’alors les A,B,C,D, associes a S,, pour 2 <f 6 d, sont 
imposes sauf eventuellement le dernier. La methode consiste a traiter 2 
intervalles Sh, S” de So avec chaque S, comme on l’a fait en 3.6 pour S,, 
jusqu’a epuisement de l’un des 2 ensembles (les Sk ou les S,); on en deduit 
la formule (ii) du Lemme fondamental; mais il faut tenir compte de 2 
chases: dune part les tranches qui bordent un J’ x S, peuvent etre confon- 
dues avec celles qui bordent d’autres J’ x S,; d’autre part, les Cas 3.6.12, 1’4, 
15 font intervenir d’autres tranches que ceiles comprises entre A, et D, et 
demandent done une attention particuliere. 
3.7.1. Cus e’eee’ pour A 1 B, C, D 1. Ces cas se reduisent a 1221 ou 123 1 
pour les SI tels que 1 b&d, S, pouvant donner 1221, 1222, 1223, 1231, 
1232, ou 1233 (et les memes avec Cchange de 2 et 3). 11s relevent des 
numeros 3.6.7 a 3.6.10 et selon E, de 3.6.2, 3 ou 4. En tours doperation, 
dans la suite des rectangles J’x Sk restant a traiter, on a le choix pour 
prendre Vet W: soit les deux plus pres de Tune des extremites de E, soit un 
a chacune d’elles; de sorte que m&me si les tranches A, et D, servent 
chacune deux fois, on n’a jamais de recoupement quand on effectue les 
translations imposes par le cas suivant. On a inter& a commencer par S,, 
qui presente plus de varitte, le Cas 1233, 2 etant ici trait& directement en 
choisissant V de sorte que fi $ I/,, ce qui simplifie son etude. Nous ne 
detaillons pas les differentes situations. 
3.7.2. Cas e’ee’e’ pour A, B, C, D,. Toujours d’apres 3.4, pour 1 < I< d, 
les S, donnent ici 1221 ou 1231, S, etant aussi comme en 3.7.1; on est done 
dans la m&me situation, sauf pour S, qui correspond a 1211; ce dernier cas 
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releve de 3.6.2 ou 3.6.3, d’ou on reste dans les memes numeros qu’en 3.7.1, 
et le traitement est le meme. 
3.7.3. Cus ee’e’e pour A,B, C,D,. Ces cas se limitent a 2112. 2113 ou 
3113 pour les S, tels que 1 d / < d S, pouvant de plus donner 211 I ou 
3111. 
Quand d = 1, il arrive que le Cas 2113 (3.6.12) demande deux tranches 
adjacentes L et A4 de categoric 2 et 1 ou 3. Ici, dans ce cas, on peut de plus 
associer deux S, analogues pour traiter deux S;, en obtenant deux rec- 
tangles (par exemple, ABCD=2113 et A’B’C’D’=3112 donnent 
R = S,\( X, u Z,.) et R’ = W,, u Z,,, v Sr u A’,, u V,, ). Les autres situations 
(3.6.11 et 3.6.2) se traitent comme pricedemment; l’examen des differentes 
possibilitts montre alors qu’on arrive globalement au meme resultat, en 
faisant parfois mieux (par exemple, si on a seulement une succession des 
Cas 2113 et 3112): le nombre total des rectangles en fin d’optration est 
major& par max(d’, d+ (d’ + 1)/2). 
3.7.4. Cas eee’e pour A, B, C, D,. On a ici quatre cas supplementaires 
correspondant a S, : 2212, 2312, 2313, 3312 (et ceux deduits par &change de 
2 et 3); ces cas relbvent des numeros 3.6.2, 3 ou 4, 3.6.13 et 3.6.14. Cela 
n’apporte pas de changement a la methode d&rite en 3.7.3 et on arrive au 
meme resultat. 
En definitive, on a ttudie tous les cas pouvant se presenter et le lemme 
fondamental (voir 3.1) est done demontri. 
4. DEMONSTRATION DU TH~OR~ME 2. 
La methode Ctant la m&me dans les deux cas, nous nous contenterons de 
faire la demonstration pour r 3 3. 
4.1. MAJORATION. Soit N> 1 et n detini par la condition rnmm ’ < iV< r”; 
posons c = h - a et soient a = Cy= 0 c(,r -I- ’ et c = C,y: 0 yir pi- ’ les develop- 
pements de a et c. Posons a,=C;=d air ’ ‘+r-” et c,,=C;=d y,r-‘--‘; 
on a alors: 
(carO<a,-adr-“et (a,+~,-6/<r-“).Or,d’apresleTheoremel,ona 
au plus 26, intervalles T, E%$ tels que E( [a,, a, + c,[ , N) = 
E( [0, c,[ , u T,); d’oti il existe N’ compris entre 1 et r” tel que 
IE(Ca,bC, Jo <46,IE([O. c,,c, N’)I +2. 
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Mais d’aprb les Lemmes 3.4 et 3.5 de [3] on a la majoration: 
d’oh finalement: 
IE(Ca,b[:,N)l<6,((r+4) U,.(log,N)+4V,.(log,N))+0(1) 
(car n <log, N+ 1; le 0( 1) etant 46,(r/4 + 2) + 2). 
4.2. MINORATION. - Cas oli c = b - a est r-adique. 11 existe done n tel 
que c = kr-“. D’apres l’etude a I’origine (3.6.2, [3]), il existe N:, compris 
entre 1 et Y” tel que 
IE([O,c[ N’)IA( )+’ r-1 2 5 n ‘4 (n 2 ( ! 
- V,.(n)); 
r 
d’ou d’aprts le Theo&me 1, il existe N, entre 1 et r” tel que 
Mais ici, E( [a, b[ , N) = E( [a, b[ , N- mr”) si N est tel que 
nzr” <N < (m + 1) r”, car (b-a) est r-adique; d’od la minoration a lieu 
pour une infinite de N et on arrive a IE([a, b [ , N)I 3 (l/166,) 
(U,.(log, N) + 2( (r - 1 )/r)’ V, (log, N)) + 0( 1 ), pour une infinite de N. 
- Cas oti c n’est pas r-adique. Soit n 2 1; d’aprb l’etude a l’origine il 
existe Ni entre 1 et r” tel que IE([O, c,[ , Nt)I > ill,.(n) + 
f((r - 1)/r)’ V,.(n); et d’apres le Thtoreme 1, il existe Nk entre 1 et r” tel que 
d’od 
IE(Ca, bC 3 &)I, 166, >&U,.(n)+2 
On termine alors comme en 3.6.3, [3] pour obtenir une suite strictement 
croissante (N,) veritiant la m&me propriett; cela acheve la demonstration 
du Thtoreme 2. 
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