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Abstract
Multi-hop and multi-carrier communication techniques have attracted enormous interest from 
both industiy and academia recently, and have been envisioned veiy promising for the next 
generation mobile systems to fulfil their ambitious coverage and capacity goals. In comparison to 
conventional mobile networks, the radio resource management in the context of multi-hop and 
multi-carrier communications is generally much more complicated, due to the facts that extra 
components have to be introduced, and strong inter-dependency is envisioned between these 
components and the rest of the allocation function. The radio resource management is crucial to 
ensuring the benefits of multi-hop and multi-carrier transmissions, and hence warrants careful 
investigations. Nevertheless, it has not yet been fully explored in the literature.
In our work, firstly, the radio resource allocation for single-carrier Multi-hop Cellular Networks 
(MCNs) is investigated. The throughput-maximization problem is formulated mathematically and 
proven to be NP (Non-deterministic Polynomial)-hard. Considering the prohibitive complexity of 
finding the optimal solution for such an NP-hard problem, we propose an efficient heuristic 
algorithm, named Integrated Radio Resource Allocation (IRRA), to find sub-optimal solutions. To 
prove the effectiveness o f the proposed IRRA algorithm, a case study was carried out based on 
HSUPA (High Speed Uplink Packet Access) with fixed relay stations. The IRRA is evaluated 
through system level simulations, and compared with two other cases: 1) non-relaying, 2) relaying 
with a benchmark approach. The results show that the proposed algorithm can ensure significant 
gains in terms of cell throughput.
Following the above studies, the radio resource allocation problem for OFDMA (Orthogonal 
Frequency Division Multiple Access)-based single-hop systems is studied. The constrained 
throughput-maximization radio resource allocation problem is formulated and linearized. Its NP- 
hardness proof is then given by reducing the problem into a classical NP-hard problem, namely 
Multiple Choice Knapsack Problem (MCKP). A novel mathematical analysis on the problem is 
then carried out based on its similarity to the MCKP, and an efficient heuristic algorithm, named 
Integrated Sub-carrier, Bit, and Power Allocation (ISBPA), is proposed to find sub-optimal 
solutions for it. The proposed algorithm is evaluated through system level simulations and 
compared to benchmark algorithms. The results show that the proposed ISBPA algorithm can 
ensure considerable gains in terms of cell throughput and user satisfaction ratio.
Finally, the studies in the above two steps are merged and further developed into a complete radio 
resource allocation algorithm for OFDMA-based MCNs. Evaluation results show significant gains 
in terms of cell throughput and user satisfaction ratio compared to benchmark algorithms.
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C hapter 1
1 Introduction
As mobile communication networks evolve towards B3G (Beyond 3rd Generation) and 4G (4th 
Generation) systems, veiy high data rates and ubiquitous coverage are envisioned. For instance, 
the data rates are foreseen to be up to 1G bps for the short-range case and up to 100M bps in the 
wide-area scenario, and the system design will be targeting at delivering services to mobile users 
any time and any where [1],
To fulfil these ambitious goals, various new techniques have been proposed, among which, multi­
hop and multi-carrier communications have attracted enormous interest from both industiy and 
academia.
In conventional wireless systems, “multi-hop” concept is normally employed in infrastmctureless 
networks, such as ad hoc networks, to extend the limited range o f wireless devices [18], whereas 
in infrastructure-based networks, such as conventional cellular networks, “direct transmission” is 
used between user terminals and base stations. However, this “direct transmission” is insufficient 
to provide veiy high data rate coverage for future cellular systems, since simple calculation could 
reveal: If the radio connections remain to be “direct transmission”, very high data rate coverage 
does not seem feasible unless significant new spectrum is released or the density of base stations 
is increased dramatically. Unfortunately, currently, there is no indication that significant new 
spectrum will be available in the near future, and a drastic increase in the number of base stations 
is not economically justifiable.
To solve this problem, a novel system concept, named multi-hop cellular networks (MCNs), has 
been proposed recently [5][37]. The basic idea of MCNs is to introduce relay stations (RSs) into 
conventional cellular networks, in order to help the traffic delivery of some weak users. The relay 
stations could be fixed or mobile infrastructure deployed by network operators, or user terminals 
with built-in relaying functionality. The relaying can be performed with different strategies, e.g. 
amplify-and-foiward, decode-and-forward, and compress-and-forward, or at different layers, such 
as physical layer, data link layer, and network layer. In MCNs, the Radio Resource Management 
(RRM) algorithms shall be able to effectively manage the coexistent relaying and direct 
transmission links.
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It is worth emphasizing that multi-hop relaying does not always lead to performance 
improvements, and in some cases, it may even worsen the situation, e.g. if an improper route is 
selected for a multi-hop user. Only with well-designed RRM algorithms, which could make good 
decisions on when, where and how to employ multi-hop transmissions, based on the pros and cons 
of multi-hop relaying, performance gains can be achieved with reasonable costs.
Another air-interface technique attracting increasing interests in recent years is the multi-carrier 
communications, where traffic to be delivered is split into parallel data streams and transmitted on 
different sub-carriers. One well-known example is Orthogonal Frequency Division Multiplexing 
(OFDM), where the operating spectrum is broken down into a number of orthogonal sub-carriers, 
each of which occupies a small portion of the overall spectrum bandwidth. Within the bandwidth 
of a sub-carrier, the channel fading is relatively flat, and therefore the problem of frequency- 
selective fading in wideband systems can be effectively prevented. Moreover, by means of IFFT 
(Inverse Fast Fourier Transform), the parallel symbols on individual sub-carriers are converted 
into one OFDM symbol, which has much longer time duration. As a result, it is much more 
affordable for OFDM systems to insert time gaps between consecutive OFDM symbols to prevent 
the Inter-Symbol Interference (ISI). Therefore, OFDM-based systems can potentially support 
much higher data rates.
Orthogonal Frequency Division Multiple Access (OFDMA), as a multiple access scheme based 
on OFDM transmissions, possesses additional flexibility in handling multi-user scenarios. 
Different from pure OFDM systems, where one user occupies all the sub-carriers at a given time 
and multiple users are multiplexed in the time domain, OFDMA-based systems allow the whole 
set of sub-carriers to be split and assigned to different users and therefore the multiplexing of 
users can be realised also in the frequency-domain. This feature enables OFDMA-based systems 
to potentially benefit from the multi-user diversity (different users usually experience uncorrelated 
fading on the same sub-carrier) and the frequency-selective diversity (each particular user suffers 
different fading over different sub-carriers). However, the diversity gains can only be effectively 
exploited by well-designed RRM algorithms.
Based on the above, it is not hard to conclude that the radio resource management is crucial to 
ensuring the benefits o f multi-hop and multi-earner transmissions and therefore warrants careful 
investigations. Nevertheless, it has not yet been fully explored in the literature. This motivates our 
research work, which comprises three major components, as follows:
1) Investigate the radio resource allocation for single-carrier multi-hop cellular networks;
2) Study the radio resource allocation for single-hop OFDMA-based systems;
3) Merge the above two pieces of work and further develop into a complete radio resource 
allocation algorithm framework for OFDMA-based multi-hop cellular networks.
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1.1 Structure of Thesis
The thesis is organized into six chapters.
Chapter 1 explains the motivation and main achievements of our research work, as well as the 
organization of this thesis.
Chapter 2 presents the state of the art for the multi-hop and multi-carrier systems and their radio 
resource management algorithms.
Chapter 3 addresses the issue of radio resource allocation for single-carrier Multi-hop Cellular 
Networks (MCNs). The RRA problem with the objective of throughput maximization is 
mathematically formulated and then the proof of its NP-hardness is presented. A novel heuristic 
algorithm, named Integrated Radio Resource Allocation (IRRA), is then proposed to tackle the 
problem with low computational complexity. The evaluation results of the proposed algorithm are 
included in the end of this chapter.
Chapter 4 discusses the issue of radio resource allocation for single-hop OFDMA-based systems. 
The constrained throughput-maximization RRA problem is formulated and proven to be NP-hard. 
An efficient heuristic algorithm, named Integrated Sub-carrier, Bit, and Power Allocation 
(ISBPA), is proposed to find sub-optimal solutions for such an NP-hard problem. The proposed 
algorithm is then evaluated and compared with benchmark algorithms through simulations.
Chapter 5 focuses on the issue of radio resource allocation for OFDMA-based MCNs. The 
ISBPA algorithm proposed in Chapter 4 is incorporated into the IRRA algorithm proposed in 
Chapter 3, to come up with a complete RRA algorithm for OFDMA-based MCNs. The evaluation 
results of the proposed algorithm are included in the end of this chapter.
Finally, in Chapter 6, overall conclusions are drawn on the work presented in this thesis, and 
suggestions are made for future studies.
1.2 Major Achievements
The major technical achievements of this PhD work are as follows:
• Integrated Radio Resource Allocation (IRRA) Algorithm for single-carrier Multi­
hop Cellular Networks (MCNs)
The throughput maximization radio resource allocation problem for single-carrier MCNs 
with frequency-division and decode-and-forward relaying, is formulated mathematically 
and proven to be NP-hard. Considering the prohibitive complexity of finding the optimal 
solution for such an NP-hard problem, we propose an efficient heuristic algorithm, named 
Integrated Radio Resource Allocation (IRRA), to find sub-optimal solutions. The IRRA is
3
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featured as a low-complexity algorithm that involves not only base station (BS) resource 
scheduling, but also routing and relay station (RS) load balancing. Specifically, a load- 
based scheme is developed for routing. A mode-aware BS resource-scheduling scheme is 
proposed for handling links in different transmission modes, i.e. direct or multi-hop. 
Moreover, a priority-based RS load balancing approach is presented for the prevention of 
the overloading of RSs. Within the framework of the IRRA, the above three functions 
operate periodically with coordinated interactions. To prove the effectiveness o f the 
proposed IRRA algorithm, a case study was carried out based on enhanced uplink UTRA- 
FDD with fixed relay stations. The IRRA is evaluated through system level simulations, 
and compared with two other cases: 1) non-relaying, 2) relaying with a benchmark 
approach. The results show that the proposed algorithm can ensure significant gains in 
terms of cell throughput;
• Integrated Sub-carrier, Bit and Power Allocation (ISBPA) Algorithm for single-hop 
OFDMA-based Systems
The optimal RRA for single-hop OFDMA-based systems, with the objective of 
throughput maximization, is mathematically formulated and linearized. Its NP-hardness 
proof is then given by reducing the problem into a classical NP-hard problem, namely 
Multiple Choice Knapsack Problem (MCKP). A novel mathematical analysis is then 
carried out based on its similarity to the MCKP, and an efficient heuristic algorithm, 
named Integrated Sub-camer, Bit, and Power Allocation (ISBPA), is proposed to find 
sub-optimal solutions for such an NP-hard problem. The ISBPA is a low-complexity fully 
adaptive RRA algorithm involving three functions: Preliminary Sub-carrier, Bit, and 
Power Allocation (PSBPA), QoS Constraint Satisfaction (QoSCS), and Power Constraint 
Satisfaction (PCS). Within the framework of the ISBPA, the above three functions 
operate iteratively with coordinated interactions. The proposed algorithm is evaluated 
through simulations and compared to benchmark algorithms. The results show that the 
proposed ISBPA algorithm can ensure significant gains in terms o f cell throughput and 
user satisfaction ratio;
• Integrated Radio Resource Allocation (IRRA) Algorithm for OFDMA-based Multi­
hop Cellular Networks (MCNs)
The throughput maximization RRA problem for OFDMA-based MCNs with time- 
division and decode-and-forward relaying is formulated mathematically. The algorithms 
developed in the previous two pieces of work are combined and further developed into a 
complete radio resource algorithm for OFDMA-based MCNs. The evaluation results of
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the proposed algorithm show considerable improvements against non-relaying 
benchmarks.
In the course of my PhD studies, the following journal and conference papers have been 
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hop Cellular Networks”, submitted to the IEEE Transactions on Vehicular Technologies, 
September 2007;
3. Y. Liu, R. Hoshyar, X. Yang, R. Tafazolli, “Integrated Radio Resource Allocation for 
Multi-hop Cellular Networks with Fixed Relay Stations”, IEEE Journal on Selected Area 
in Communications, vol. 24, no. 11, November 2006, pp. 2137-2146;
4. M. Abaii, Y. Liu, R. Tafazolli, “An Efficient Resource Allocation Strategy for Future 
Wireless Cellular Systems,” submitted to IEEE Transaction on Wireless Communications, 
and currently under revision;
5. K. Navaie, Y. Liu, M. Abaii, H. Yanikomeroglu, R. Tafazolli, “Designing Routing 
Mechanisms for Multi-hop Cellular Communication in the WINNER Air Interface”, 
IEEE Vehicular Technology Conference (VTC) 2006-fall, Sept. 2006;
6. Y. Liu, R. Hoshyar, X. Yang, R. Tafazolli, “On the Radio Resource Allocation in 
Enhanced Uplink UTRA-FDD with Fixed Relay Stations,” IEEE International 
Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC) 2005, 
Berlin, Germany, 11-14 September 2005, vol. 3, pp. 1611 -  1615;
7. Y. Liu, R. Hoshyar, X. Yang, R. Tafazolli, “An Integrated Radio Resource Allocation 
Framework for Enhanced Uplink UTRA-FDD with Fixed Relay Stations,” 14th 
Information Society Technologies (1ST) Mobile and Wireless communications Summit, 
Dresden, Germany, 19-22 June 2005.
During my PhD studies, I was invited to be the reviewers for the following international journals 
and conferences:
1. IEEE Transactions on Wireless Communications;
2. IEEE Transactions on Vehicular Technologies;
3. IEEE Communications Letter;
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4. 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio 
Communications (PIMRC 2007).
I received the following awards in the course of my PhD studies:
1. Lord Lloyd of Kilgerran Memorial Prize from the IET, January 2007;
2. Vodafone Prize for Research Excellence, February 2006.
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C hapter 2
2 Multi-hop and Multi-carrier Systems, and 
Their Radio Resource Management
2.1 Overview
2.1.1 Multi-hop Relaying
Generally, multi-hop relaying is a concept long existing in wired communication systems, e.g. the 
Internet. It basically means that from the source to the destination, some intermediate network 
nodes are passed through. This concept is very appealing to large-scale networks where the source 
and destination are too far away, and hence the communications between them have to be relayed 
by other nodes.
In the research community for wireless communications, multi-hop relaying has traditionally been 
studied in the context of ad hoc wireless networks mainly as a means of enabling the network 
operation without any infrastructure. In recent years, an upsurge of interest has been observed in 
the application of multi-hop concept in cellular networks in order to create Multi-hop Cellular 
Networks (MCNs) [2].
The propagation attenuation of a radio signal is proportional to the link distance raised to the 
power of a loss exponent, which can be up to 5.0 in urban cellular radio environments [45]. 
Therefore, by breaking a long distance path into several segments, much lower path loss at each 
path segment can be achieved. Moreover, heavily shadowed users can employ multi-hop to 
bypass obstacles, thereby gaining improved radio channel conditions. Due to the above, multi-hop 
relaying does provide an opportunity for performance improvements in cellular networks.
In the following sections, some general discussions are given on the following issues: typical 
types of relay stations, typical forwarding approaches, and basic effects of relaying.
2.1.1.1 Types of Relay Stations
Relay stations can be categorized into different types from different perspectives. In what follows, 
two typical categorization perspectives are discussed.
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a) From the perspective o f  mobility
In terms of mobility, relay stations can be categorized into two basic types: fixed and mobile relay 
stations.
Fixed relay stations are normally deployed by network operators to help BSs supporting the heavy 
traffic loads at hotspots or covering the heavily shadowed areas. Fixed RSs can be mounted at the 
rooftop or lamppost etc, and normally have power supply. In general, they have higher complexity 
than user terminals but lower complexity than BSs, and they may be capable to act as relays for 
multiple users. Some of the fixed relay stations may be equipped with multiple air-interfaces, e.g. 
IEEE 802.11 at the side to users and IEEE 802.16/3G at the side to the BS. The main 
advantageous of fixed RSs include: Firstly, the channel conditions between fixed RSs and the BS 
are usually veiy good, e.g. LOS, due to the zero mobility of fixed RSs and also their relative high 
antenna heights. Moreover, advanced antenna techniques can be employed to further improve the 
channel qualities. Secondly, fixed RSs can have secured power supply, instead of relying on 
batteries, and moreover they are normally infrastructure owned by network operators hence well 
maintained. As a result, fixed RSs usually have high reliability. Thirdly, fixed RSs may be able to 
handle traffic aggregation from multiple users in the uplink or the traffic distribution to multiple 
users in the downlink. This enables the system to effectively benefit from the high resource 
efficiency o f BS-RS links. Fixed RSs also have disadvantageous: Firstly, they normally are 
expensive in tenns of hardware, deployment and maintenance. Moreover, fixed RSs are not able 
to move around hence cannot adapt to the variation of traffic distribution.
For mobile relay stations, they can be further categorized into two types: user terminals acting as 
RSs, and mobile RSs built solely for relaying purposes. The first type o f RSs is normally of low- 
cost, and owned by ordinary users, but the performance is usually limited by the computational 
capability and battery capacity of the involved terminals. Another disadvantage o f them is so- 
called “no-guarantee presence” problem, i.e. they are not always there when they are needed. In 
this context, the performance may veiy much depend on the density of the relaying-capable 
terminals in the locations where relaying is needed. Moreover, since in this case user data may 
pass through another user’s handset, extra security measures need to be considered. The second 
types of mobile RSs are owned by network operators, usually installed on public transport, e.g. 
buses and taxis, and normally have power supply. They can act as relays for users either inside or 
outside of the vehicle, and they can be quite similar to fixed RSs in terms of capability, for 
instance, they can aggregate the traffic from and distribute the traffic to the users within the 
vehicle (e.g. the train). These RSs normally are more complex than the mobile terminal RSs. 
However, they also have the “no-guarantee presence” problem to the users outside the vehicle.
The PhD work presented in this thesis is mainly based on fixed relay stations.
C h a p te r  2 . M u l t i - h o p  a n d  M u l t i - c a r r i e r  S ys te m s , a n d  t h e i r  R a d io  R e s o u rc e  M a n a g e m e n t
b) From the perspective o f  processing schemes
From the perspective of processing schemes, relay stations can be categorized into three basic 
types: amplify-and-forward (A&F), decode-and-forward (D&F), and compress-and-forward 
(C&F).
With amplify-and-forward, the relay station simply transmits the received data with boosted 
power. This approach is with low complexity and easy to implement. The disadvantage is that 
while the RS amplifies the signal, it will also boost the noise, therefore affect the signal-to-noise 
ratio at the final receiver.
Under decode-and-forward, the relay station firstly decodes the received data, and then forwards 
them. In the data decoding, the noise can be removed hence there is no “noise-amplification” 
problem as in the case of amplify-and-forward. However, with decode-and-forward, the decoding 
errors have devastating consequences at the receiver side, i.e. if the relay station does not decode 
the data correctly then the forwarded data actually will be a wrong copy of the original data and 
will definitely be in error at the final destination. This problem is usually called “error 
propagation”. Therefore, decode-and-forward should be normally applied to scenarios where good 
channel condition is envisioned between the source and the relay station.
For compress-and-forward, the quality of received signal at the relay station is not good enough to 
be decoded, so the relay station compresses the received signal and then forward to the destination, 
which then carries out decoding with the help o f the data from the relay station. In fact, compress- 
and-forward is a cooperative relaying approach, and it should generally be applied to scenarios 
where neither the destination nor the relay station can decode the signal from the source solely by 
itself, but veiy good channel exists between the relay station and the destination, therefore, the 
relay station can transmit its “perception” o f the received data to the destination and help it to 
eventually decode the data.
In this thesis, the studies are earned out based on the decode-and-forward.
2,1.112 Forwarding Approaches
In order to avoid self-interference, a relay station can not transmit and receive at the same time on 
the same frequency, i.e. the transmission and reception of a relay station should be separated by 
either time slots or carrier frequencies. Therefore, two basic forwarding approaches are envisioned: 
time-division forwarding and frequency-division forwarding.
With time-division forwarding, the receptions and transmissions of a RS should take place at 
different time. The downstream and upstream transmissions of a two-hop user in the time domain 
can be illustrated in the following figure.
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Figure 2.1: Downstream (a) and upstream (b) of a two-hop user with time-division forwarding
As shown by the above figure, a two-hop downstream or upstream transmission can be broken 
down into three phases: Relay Rx phase, Relay Processing phase, and Relay Tx phase. In the first 
phase, the RS receives data from the source, and in the second phase, the RS employs a particular 
relaying technique, e.g. amplify-and-forward, decode-and-forward, or compress-and-forward, to 
produce another set of data based on the received source data. The minimum duration of the 
second phase depends on the employed relaying techniques, which normally have different 
degrees of computational complexity. It is worth mentioning that in this phase, RSs do not 
necessarily need to be silent during the processing of the data being relayed, instead, they can 
carry out some other tasks in parallel, e.g. the transmission or reception in another direction, in 
order to make better use of the time resource. In the last phase, the RS transmits the newly
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produced data to the destination. It is worth mentioning that the Relay Tx phase depends on the 
Relay Rx phase in terms of traffic volume. In the extreme case where the RS has no buffer to hold 
the data being relayed, the traffic transmitted in the Relay Tx phase should include all the data 
received in the Relay Rx phase. This is termed as traffic conservation law in the Traffic Flow 
Theory.
For direct transmission (single-hop) users, the phases of downstream and upstream transmissions 
remain unchanged compared to conventional cellular systems. The user receives data from the BS 
in the downstream phase and transmits data to the BS in the upstream phase. There is generally no 
inter-dependency between the upstream and downstream traffic volumes.
A basic example of time-division forwarding in the context of two-hop relaying is shown in the 
following figure. In this example, a radio frame is broken down into four phases in time (P1-P4), 
which can be perceived as one or multiple time slots. For a direct transmission Subscriber Station 
(SSDt), uplink and downlink transmissions take place one after another, whereas for a multi-hop 
one (SSmh), the process of its communications with the BS can be broken down into four basic 
phases, marked as “l ”-“4” respectively in the figure. The first two phases are downstream, i.e., 
from the BS to the SS, whereas the other two are upstream.
Hop1
(a)
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(b)
Figure 2.2: An example scenario for time-division forwarding
In the context of time-division forwarding, like TDD, the synchronization is very important in 
order to avoid the cross-interference between the transmission and reception phases.
With frequency-division forwarding, the receptions and transmissions of a RS take place at 
different frequencies, and as a result, RSs may have to support additional frequency bands. This 
then requires RSs to be equipped with extra hardware, e.g. filters, mixers and maybe extra 
analogue front-ends. The increased complexity may be unaffordable for simple relay nodes.
Nevertheless, unlike time-division forwarding, frequency-division forwarding does not impose 
extra requirements on the system synchronization. Tx-Rx cross-interference will not happen 
because receptions and transmissions of RSs take place at different spectrums, which normally are 
separated by a proper guard band. However, this guard band may reduce the spectrum efficiency 
if it is not utilized effectively by intelligent RRA algorithms. Therefore, the configuration and the 
management of the spectrums for different hops would be an important issue in the context of 
frequency-division forwarding. In the following figure, a few static configurations are illustrated.
(a)
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(d)
Figure 2.3: Example spectrum configurations for two-hop frequency-division forwarding
In case a), the transmission/reception bands for the BS are always the same, i.e. fl for 
transmissions and f2 for receptions. RSs employ the normal bands to communicate with the BS, 
but swap the bands for the communications with their connected users, i.e., f2 for transmissions 
and fl for receptions. The advantage of this configuration is the fact that no extra frequency band 
needs to be introduced. However, since two-hop users are receiving and transmitting in swapped 
bands, considerable interference may be generated between single-hop and two-hop users.
In cases b) and c), two extra frequency bands are introduced for the first hop and the second hop 
respectively. No band swap is used under these two schemes, and hence the interference problem
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of scheme a) can be avoided. In case b), BS-MS and RS-MS links share the same frequency bands, 
and thus a user does not need to switch frequency bands during a mode change (from single-hop 
to multi-hop or vice versa). From the perspective of terminal complexity and mode switching 
latency, this is an advantage compared to case c), especially when the target frequency bands are 
spectrally distant from the original ones. Moreover, in case b), frequency bands f3 and f4 are 
dedicated solely to BS-RS links. This configuration can effectively exploit the capacity of these 
links, which normally have high resource utilization efficiency due to the very good radio channel 
conditions, as well as high traffic volume due to the fact that one RS can serve multiple MSs.
In case d), single-hop, first-hop and second-hop links all have their own dedicated frequency 
bands, and thus no interference is experienced between them. However, this scheme is likely to 
have relatively low frequency utilization efficiency, as there is no sharing of frequency resources 
between different types of link to adapt to the traffic variations.
Apart from the above static frequency configurations, dynamic band configurations can also be 
used. In this case, a cell may have a pool of frequency bands, and the RRM algorithm is 
responsible for selecting appropriate bands from the pool for different links. The dynamic 
frequency configuration is capable to make better utilization of system frequency resource, as it 
can dynamically tailor the frequency resources of different links to match with their traffic 
volumes, radio channel conditions and QoS requirements etc. However, it is also highly complex, 
and may require effective coordination to avoid strong co-channel and adjacent-channel 
interferences.
Time-division and frequency-division forwarding approaches are both considered in our work.
2.1.1.3 Effects of Relaying
a) Effects on transmission power
It is well known that the path loss is proportional to the distance raised to an exponent, as follows:
l  =  C - d e (2"0
where, I denotes the path loss, c represents the path loss constant, e denotes the path loss exponent, 
and d  represents the distance between the transmitter and the receiver. The exponent e can be up 
to 5.0 in heavily shadowed radio environment [45].
Based on the above, we can easily see that breaking down a long-distance path into multiple 
segments may lead to a significant reduction on the overall path loss. Moreover, if the relaying 
route is well chosen, the relaying transmission can effectively bypass the obstacles, and thus 
further reduce the overall channel attenuation.
14
Chapter 2. Multi-hop and Multi-carrier Systems, and their Radio Resource Management
On the other hand, i f  we assume perfect power control, the transmission power of a network node, 
Rtx) is a function of three variables: the channel attenuation, the interference level at the receiver, 
and the SIR  target, as follows:
Ptt =  SIRmga ■ I lml ■ C H  (2-2)
where, I,otai represents the total interference power at the receiver, CH  denotes the total channel 
attenuation, including the effects of path loss, shadowing, fast fading, cable losses and antenna 
gains etc. SIRtargct represents the power control S IR  target, normally determined by the user’s QoS 
requirements, e.g. B LE R  requirements, the transmission data rate, and the radio propagation 
environment.
Therefore, the reduction of channel attenuation in each hop as mentioned above will certainly 
bring down transmission power (for delivering the same amount of traffic) of each node along the 
multi-hop path.
For example, a typical path loss model for HSDPA system is as follows:
/ 128.1 + 37.6 log]0(cf) obviously, i f  we break a path of 1000 meters into two 500-meter
long segments, this connection will change from one path of “128.1 dB” loss to two segments, 
each of which has “116.8 dB” loss.
We assume the parameters in equation (2-2) are some typical values as follows:
Parameter Value Explanation
SIR target for MS-BS link -7 dB This target is based on 1 % BLER, Pedestrian A 3 km/h 
channel, 384 kbps data rate
SIR target for MS-RS link -6.8 dB To maintain the same PER from MS to BS; the PER of each 
hop should be less, hence their SIR targets should be higher
SIR target for RS-BS link -6.8 dB
Total interference of BS -127 dBW Thermal noise level of BS is normally -133dBW
Total interference of RS -127 dBW
Cable losses minus 
Antenna gains for the link 
MS-BS
-14 dB Antenna gain of BS: 16 dBi, cable loss of BS: 2 dB 
Antenna gain of MS: 0 dBi, MS loss: 0 dB
Gable losses minus 
Antenna gains for the link 
MS-RS
-6 dB Antenna gain of RS: 8 dBi, cable loss of RS: 2 dB 
Antenna gain of MS: 0 dBi, MS loss: 0 dB
Cable losses minus 
Antenna gains for the link 
RS-BS
-21 dB Antenna gain of BS: 16 dBi, cable loss of BS: 2 dB 
Antenna gain of RS: 9 dBi, RS loss: 2 dB
Table 2.1 An example set of variable values for equation (2-2)
Therefore, for the uplink, we could derive that the power of direct transmission is “-19.9 dBW”, 
whereas the summation of the transmission power of the two transmitters in multi-hop 
transmission mode is “-22.9 dBW”, which is only half of the power needed for direct transmission. 
The situation for the downlink can be derived likewise.
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The reduction of transmission power due to relaying can improve the power efficiency in the 
downlink, i.e. consume less BS/RS power resource to deliver the same amount of traffic, and 
increase the resource efficiency in the uplink, i.e. generate less interference for delivering the 
same amount of traffic.
b) Effects on Resource Utilization
Compared to direct transmission, multi-hop transmission generally utilise more resources per 
connection, as illustrated in Figure 2.4, where the direct transmission link just needs a single 
resource unit (RU1), whereas the multi-hop link needs two resource units (RU2 and RU3).
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Figure 2.4 Resource utilizations of multi-hop and direct transmissions
Obviously the number of resources needed per connection increases with the number of relaying 
hops used to form the connection.
There are a couple of approaches to mitigate the problem, such as:
a) Employ unlicensed frequency band for relaying hops;
b) Allocate same RUs to relaying hops that are geographically far away, hence with very 
little interference between each other.
c) Effects on coverage and capacity
In what follows, with some simple system assumptions, the effects of relaying on coverage and 
capacity are analysed.
An example coverage map of a tri-sector UM TS cell is depicted in Figure 2.5. Different colour 
represents different maximum rate at that area. It can be observed that when the maximum 
supported rate increases, the coverage decreases.
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Example coverage map for lh* central calls
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Figure 2.5 An example coverage map of a tri-sector U M T S  cell
Some major parameters for the above example are shown in Table 2.2.
Parameter Explanation Comments
Cellular layout Hexagonal grid, 3-sector sites Only the first tier is considered in 
above example
Site to Site Distance 2800 m
Antenna pattern 0 degree horizontal azimuth is East 
70 degree (-3dB), 20dB front-to-back ratio
Propagation model L = 128.1 + 37.6 Loqw(R) R in kilometres
Slow fading A fixed shadowing margin of 6 dB is considered
Fast fading Not considered
Carrier frequency 2000 MHz
Node 8 antenna gain 
plus Cable Loss
14 dBi
UE antenna gain OdBi
Maximum UE EIRP 21 dBm
Interference Margin Assume the RoT level is 5 dB
Table 2.2 Typical parameters for a U M T S  cell
Apparently, to improve the cell coverage/capacity, the relay stations should be deployed in those 
areas where users could not reach the maximum rate in the TFCS, i.e. 384 kbps in above example. 
Otherwise, the capacity of relay station will be wasted. An example coverage map for a fixed 
relay station is shown in Figure 2.6.
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Example coverage map for the central cells
Distance (m)
Figure 2.6 An example coverage map of a fixed relay station
Some major parameters for above example are shown as Table 2.3.
Parameter Explanation Comments
Cellular layout Hexagonal grid, omni-directional site
Antenna pattern Omni-directional
Propagation model L=  128.1 + 37.6 Lo q k(R) R in kilometres
Slow fading Not considered
Fast fading Not considered
Carrier frequency 2000 MHz
Relay station antenna 
gain
OdBi
UE antenna gain OdBi
Maximum UE EIRP 21 dBm
Interference Margin Assume the RoT level is 5 dB
Table 2.3 Typical parameters for a fixed relay station
Therefore, i f  three fixed relay stations are added to the three sectors respectively, and located at 
the edge of the 256kbps coverage symmetrically as shown in the following figure, the whole cell 
could be potentially upgraded to 384 kbps coverage.
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Example coverage map for the central cell*
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Figure 2.7 An example coverage map for a tri-sector U M T S  cell w ith fixed relay stations
The cell radius can be extended from 933 to 1150 meters and still retain a similar coverage pattern 
as the case without relay stations, as shown in Figure 2.8.
Example coverage map for the central cells
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Figure 2.8 Coverage extension for a tri-sector cell with fixed relay stations
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Coverage and capacity effects of relaying can also be seen from the following dynamic simulation 
results, which show that i f  relaying is employed, users can still achieve high uplink service 
throughput even when they experience bad channel conditions to the BS.
4.5
x 10 User throughput vs. downlink channel loss (5 UEs per cell)
5 UEs per cell without multi-hop 
5 UEs per cell with mull
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Downlink channel loss (dB)
Figure 2.9 User uplink service throughput vs. downlink channel loss (5UEs per cell)
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x 10 User throughput vs. downlink channel loss (10 UEs per cell)
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Figure 2.10 User uplink service throughput vs. downlink channel loss (lOUEs per cell)
The key simulation parameters are shown in Table 2.4:
Parameter Explanation Comments
Cellular layout Hexagonal grid, omni-directional site 3 tiers with wraparound
Number of RSs per cell 1 Maximally two hops, and both use 
WCDMA/FDD, but with different 
carrier frequencies
Max number of relaying links per 
RS
1
Relaying condition Needed Tx power for the relaying 
case is less than the direct 
transmission case
Type of RSs Fixed
Antenna pattern of BS 0 degree horizontal azimuth is East 
70 degree (-3dB), 20dB front-to-back 
ratio
Antenna pattern of RS Omni-directional
Propagation model L = 128.1 + 37.6 LoQw(R) R in kilometres
Slow fading between MS and BS Log-normal shadowing with 0 mean 
and 8 dB standard deviation
Auto-correlation and site-to-site 
correlation have been considered
Slow fading between RS and BS, 
RS and MS etc.
No slow fading is considered
Relay station antenna gain 0 dBi
UE antenna gain 0 dBi
Maximum UE EIRP 21 dBm
Channel Model Pedestrian A 3km/h
Traffic Model Full Buffer
TFC Selection Working rate is fixed to 384 kbps No scheduling is considered
Table 2.4 Key simulation parameters
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2.1.2 Multi-carrier Communications
In conventional single-carrier communication systems, one single earner frequency is employed 
to carry the transmitted information. The information, in form of bits, is modulated into symbols 
on the single carrier frequency. The symbol duration is in an inverse-proportional relationship 
with the data rate, i.e., the higher the data rate is, and the shorter the symbol duration will be. On 
the other hand, it is well-known that radio signals are likely to experience a certain amount of 
delay spread due to the multi-path effects, i.e. signals passing through different paths may arrive 
at the receiver at different time instants. This delay spread may cause inter-symbol-interference 
(ISI) i f  the guard time between two consecutive symbols is not enough to cover the delay spread. 
This IS I problem creates a dilemma for single-carrier systems: on one hand, i f  insert sufficient 
guard time between consecutive symbols to avoid the ISI, the system overall efficiency will be 
seriously affected. On the other hand, i f  we reduce the amount of inserted guard time, 
considerable amount of IS I will occur, making it veiy difficult to recover the transmitted 
information at the receiver.
In a multi-carrier system, the system spectrum is divided into sub-carriers, and the data to be 
transmitted are split into parallel bit streams and assigned to those sub-carriers to transmit. The bit 
streams on different sub-carriers can be modulated with different modulation techniques, e.g. 
QPSK, 16QAM. In 1966, Chang in Bell Labs introduced a well-known multi-carrier modulation 
technique, i.e., Orthogonal Frequency-Division Multiplexing (OFDM). In an OFDM-based 
system, sub-carriers are orthogonal to each other and spanned out over the whole spectrum with 
overlaps, and this design greatly increases the system spectrum utilisation efficiency. In the time 
domain, an OFDM symbol is much longer than a symbol of an equivalent single-carrier system 
with the same data rate. As a result, even in high data rate OFDM systems, sufficient guard time 
can still be inserted between consecutive OFDM symbols to avoid the IS I without too much 
affecting the system efficiency. Therefore, the OFDM technique is more capable to support high 
data rate transmission and hence more appealing for the future mobile communication systems.
In the following sections, the OFDM technique and its extension for multi-user scenarios, 
Orthogonal Frequency Division Multiple Access (OFDMA), are discussed in detail.
2.1.2.1 Orthogonal Frequency Division Multiplexing (OFDM)
Normally, i f  the whole system spectrum is broken down into a number of sub-carriers canying 
parallel bit streams, the sub-carriers need to be separated spectrally in order to avoid the cross-talk 
between them, i.e., a sufficient guard band needs to be inserted between adjacent sub-carriers, like 
conventional Frequency Division Multiplexing (FDM) systems, e.g. National Television Systems 
Committee (NTSC), and Frequency Modulation (FM) stereo multiplex. In OFDM-based systems,
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the sub-carrier frequencies are chosen so that the modulated data streams are orthogonal to each 
other. This is realised by the fact that each sub-carrier has zero amplitude at the frequency of 
another sub-carrier, i.e. no contribution to other signal on another sub-carrier. As results, the cross 
talk between sub-carriers is eliminated and inter-carrier guard bands are therefore not required. 
This greatly improves the system spectrum utilisation efficiency, as shown in Figure 2.11, and 
also simplifies the design of both the transmitter and the receiver compared to conventional FDM 
systems, which usually require separate filtering for each sub-carrier.
Band gap between sub-carriers f
OFDM:
Orthogonal sub-carriers
Bandwidth Saving
Figure 2.11 The bandwidth saving of O F D M  compared to F D M
Each OFDM symbol has a cyclic prefix, which consists of the end of the OFDM symbol copied 
into the guard interval, and is transmitted prior to the OFDM symbol. As a result, the receiver can 
integrate over an integer number of sinusoid cycles for each of the multi-paths when it performs 
OFDM demodulation with the FFT. The structure of one OFDM symbol is shown as follows.
Copy
Figure 2.12 The structure of an O F D M  symbol
The effects of frequency-selective channel conditions, for example, the fading caused by 
multipath propagation, can be considered as constant (flat) over an OFDM sub-carrier i f  the sub­
carrier is sufficiently narrow-banded, i.e. i f  the number of sub-carriers is sufficiently large. This
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makes equalization far simpler at the receiver in OFDM in comparison to conventional single­
carrier modulation. The equalizer only has to multiply each sub-earner by a constant value, or a 
rarely changed value.
OFDM also has some disadvantages. Firstly, it requires very accurate frequency synchronisation 
between the receiver and the transmitter. Frequency deviations may destroy the orthogonality of 
sub-carriers and cause inter-carrier interference (ICI). Frequency offsets are typically caused by 
mismatched transmitter and receiver oscillators, or by Doppler shift due to movement. The 
receiver may compensate for Doppler shift, but the situation is much more complicated when 
combined with multipath, as reflections will appear at various frequency offsets, which is much 
harder to correct. This effect typically becomes even worse as speed increases, and is an important 
factor limiting the use of OFDM in high-speed vehicles. Several techniques for ICI suppression 
are suggested, but they may increase the receiver complexity. Moreover, the Peak-to-Average 
Power Ratio (PAPR) in OFDM-based transmissions is high, which requires the power amplifier to 
be linear at a large operating region and hence decrease the power efficiency.
2.1.2.2 Orthogonal Frequency Division Multiple Access (OFDMA)
Orthogonal Frequency Division Multiple Access (OFDMA) is a multiple access scheme based on 
OFDM. Unlike in pure OFDM systems, where all the sub-carriers are usually assigned to one 
single user each time, in OFDMA-based systems, the whole set of sub-earners can be split into 
subsets and assigned to individual users.
Two examples for the sub-carrier allocation in the context of OFDMA are shown in Figure 2.13. 
Example (a) shows the sub-carrier allocation can be very flexible. For instance, the sub-carriers 
for a particular user may be adjacent ones, e.g. for user 3, and may be ones far apart, e.g. for user 
2, and the number of sub-carriers for different users may be different. Example (b) shows 
OFDMA can be combined with TDM  A to jointly control the sub-carrier allocation, as shown in 
the example, users 1 and 2, or users 1 and 3 are separated by frequency sub-carriers, and users 2 
and 3 are separated by time.
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Frequency
Sub-carrier
A *
User 1
|j User 2 
Q User 3
time
(a)
Frequency 
Sub-carrier 
A ■
User 1
U ser 2
U ser 3
(b)
Figure 2.13 Examples of O F D M A  sub-carrier allocation
The aforementioned flexibility in sub-carrier allocation is a great advantage of OFDMA because it 
allows sub-carriers to be adaptively assigned to the most appropriate users based on the channel 
conditions so as to improve the system spectrum efficiency. Moreover, it allows different number 
of sub-carriers to be assigned to different users, in order to support their individual Quality of 
Service (QoS) requirements. As a result, OFDMA is gaining more and more attention from the 
research community and is envisioned as a promising transmission technique for future mobile
time
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communication systems. In our work, OFDMA is chosen as an example of multi-carrier 
communication technique and will be further discussed in the later chapters.
2.1.3 Related Standardization Activities and 1ST Projects
In the last decade, the concept of multi-hop relaying and multi-carrier communications were 
widely investigated by researchers all over the world, and a large amount of research outcomes 
have been published in international journals and conferences. World’s leading 
telecommunications standardization bodies like 3GPP, IEEE  etc. have timely absorbed these 
research advances for the specification of the next generation mobile/wireless communication 
systems. Furthermore, some 1ST research projects have been launched to effectively coordinate 
the research activities in this area in various academic or industrial research organizations across 
Europe. In this section, as part of the state of the art of multi-hop and multi-carrier systems, an 
overview on the related standardization activities and the 1ST projects is given.
2.1.3.1 3GPP Opportunity Driven Multiple Access (ODMA)
3GPP ODMA [34] is a multi-hop communication protocol, which is used to increase the 
efficiency (mainly in coverage/capacity) of UM TS. The concept of ODMA was introduced at 
E TS I SMG2 in 1996, after which a number of contributions have been presented. The 
standardization activities of ODMA were halted (though not completely abandoned) in 2000 and 
most of the specifications remain to be done.
ODMA may be introduced into conventional UTRAN via two basic configurations, as shown in 
Figure 2.14 and Figure 2.15 respectively.
TDD Terminal High rate direct link
FDD/TDD ODMA Terminal
M------------ ► Low rate direct link
-  -  -  -  ► - Hjgh rate relaying link
High Bit ~ 
TDD Cov
TDD/ODMA
NodeB
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Figure 2.14 O D M A  concept diagram with integrated T D D /O D M A  NodeB 
||j FDD Terminal
FDD/TDD ODMA Terminal
Gateway ODMA Relay Node 
(SEED)
High rate direct link 
Low rate direct link 
High rate relaying link
High Bit Rate 
FDD Coverage
FDD/ODMA
NodeB
Low Bit Rate 
FDD Coverage
Figure 2.15 O D M A  concept diagram with O D M A  Relay Nodes (SEEDs)
In the first configuration, the TDD/ODMA NodeB provides extended high bit rate coverage 
directly through the use of ODMA. In the latter configuration, FDD/ODMA Node B needs 
ODMA Relay Nodes (also called SEEDs) to be deployed to provide high bit rate services to 
ODMA capable terminals in the low bit rate coverage. These ODMA Relay Nodes act as 
gateways between UTRA-FDD and ODMA.
2.1.3.2 IEEE 802.16
The IEEE  802.16 Working Group on Broadband Wireless Access Standards, which was 
established by IEEE  Standards Board in 1999, aims to prepare formal specifications for the global 
deployment of broadband Wireless Metropolitan Area Networks (WMAN). Industry group 
WiMAX (Worldwide Interoperability for Microwave Access) Forum was formed in June 2001 to 
promote and certify compatibility and interoperability of different WirelessMAN products.
The first 802.16 standard was approved in December 2001 and was followed by a few 
amendments. In 2004, IEEE  802.16-2004 [29] was formally released and the earlier 802.16 
documents, including the a/b/c amendments were withdrawn.
In IEEE  802.16, multiple physical layers (PHY) have been specified, and each of them suits to a 
particular operational environment. For operational frequencies within 10-66 GHz, the PHY is
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based on single-carrier modulation. For frequencies below 11 GHz, three alternatives are 
provided, using OFDM, OFDMA, and single carrier modulation.
Generally, the MAC layer of 802.16 supports two network architectures: Point-to-MultiPoint 
(PMP), and Mesh topology. The former actually is the same as the architecture employed in 
conventional cellular systems, where, in each cell, the BS is the common source for all the down­
streams and the common destination for all the up-streams, and only single-hop is employed for 
the transmissions between the BS and user terminals. Different from the PMP mode, where traffic 
can only be transmitted directly from the BS to users or vice versa, in the Mesh mode, traffic can 
be routed through relay nodes (or other users) and can occur directly between users, as shown in 
Figure 2.16. Depending on the transmission protocol algorithm used, this can be done on the basis 
of equality using distributed scheduling, or on the basis of superiority of the Mesh BS, which 
effectively results in centralized scheduling, or on a combination of both.
k d &
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Figure 2.16 Wireless M A N  mesh deployment
At the end of July 2005, the IEEE  802 Executive Committee approved the creation of the IEEE  
802.16 Study Group on Mobile Multi-hop Relay. At the end of March 2006, the IEEE-SA  
Standards Board approved Project Authorization Request (PAR) P802.16j authorizing the 
development of a new amendment to IEEE  Standard 802.16. The purpose of the proposed 802.16j 
project was to enhance coverage, throughput and system capacity of 802.16 networks by 
specifying 802.16 multi-hop relay capabilities and functionalities of interoperable relay stations 
and base stations. It is expected that the complexity of relay stations will be considerably less than 
the complexity of legacy IEEE  802.16 base stations. The gains in coverage and throughput can be 
leveraged to reduce total deployment cost for a given system performance requirement and
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thereby improve the economic viability of IEEE  802.16 systems. Relay functionality enables 
rapid deployment and reduces the cost of system operation. These advantages will expand the 
market opportunity for broadband wireless access.
So far, a large amount of contributions have been produced for IEEE  802.16j, covering various 
aspects of the system. As for the relaying strategy, two basic scenarios have been recommended 
for consideration, as shown in Figure 2.17: The first one assumes that the user is located inside the 
coverage of the BS, whereas in the second one the user is located out of that. In the first case, the 
user can receive broadcast messages, downlink preambles and resource assignments etc. directly 
from the BS, with all other downlink and uplink traffic being relayed for throughput 
enhancement. In the second case, there is no direct link between the user and the BS, thus all the 
information exchange between them should be relayed. In the first scenario, the relay station is 
mainly used for the throughput enhancement, whereas in the second case, it is mainly for the 
coverage extension.
# H ii BS coverage
O  r s  coverage
Figure 2.17 Relaying strategies: (a) throughput enhancement, (b) coverage extension
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2.1.3.3 IEEE 802.11
IEEE  802.11, the Wi-Fi standard, denotes a set of Wireless Local Area Network (WLAN) 
standards developed by working group 11 of the IEEE  LAN/MAN Standards Committee (IEEE  
802). These standards define the media access control (MAC) and physical (PHY) layers for a 
LAN with wireless connectivity. They address local area networking where the connected devices 
communicate over the air to other devices that are within close proximity to each other.
The original version of the standard IEEE  802.11 released in 1997 specifies two raw data rates of 
1 and 2 megabits per second (Mbit/s) to be transmitted via infrared (IR) signals or by either 
Frequency hopping or Direct-sequence spread spectrum (FHSS or DSSS) in the Industrial 
Scientific Medical frequency band at 2.4 GHz. After that, a number of amendments have been 
made to the original standard, e.g. 802.11a, 802.11b, 802.1 lg. The 802.11a operates in 5 GHz 
band, and uses a 52-subcarrier OFDM with a maximum raw data rate of 54 Mbit/s, which yields 
realistic net achievable throughput in the mid-20 Mbit/s. The 802.11b operates in 2.4 GHz and 
employs Complementary Code Keying (CCK) modulation technique, which is a variation on 
CDMA. The 802.1 lg also operates in 2.4GHz frequency band, and the modulation scheme 
employed is OFDM for the data rates of 6, 9, 12, 18, 24, 36, 48, and 54 Mbit/s, and CCK for 5.5 
and 11 Mbit/s, and DBPSK/DQPSK+DSSS for 1 and 2 Mbit/s.
The Independent Basic Service Set (IBSS) is the most basic wireless LAN topology, where a set 
of stations have recognized each other and are connected via the wireless media in a peer-to-peer 
fashion, as shown in Figure 2.18. In this scenario, the mobile stations communicate directly with 
each other. Every mobile station may not be able to communicate with every other station due to 
the range limitations. There are no relay functions in this case therefore all stations need to be 
within range of each other and communicate directly.
Figure 2.18 Independent Basic Service Set
In the case of Infrastructure Basic Service Set, a component called Access Point (AP) is present, 
which provides a local relay function for the covered Basic Service Set (BSS). All stations in the
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BSS communicate with the AP and no longer communicate directly. All frames are relayed 
between stations by the AP, which provides connection to a distribution system. In the context of 
802.11, the architectural component used to interconnect BSSs is called a distribution system. It is 
the backbone of the wireless LAN and may be either a wired LAN or wireless network.
Figure 2.19 Infrastructure Basic Service Set
An Extended Service Set (ESS) of 802.11 is a set of infrastructure BSSs, where the access points 
communicate amongst themselves to forward traffic from one BSS to another to facilitate 
movement of stations between BSSs. The access point performs this communication through the 
distribution system.
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Figure 2.20 Extended Service Set (ESS)
Recently, a new amendment, 802.1 Is, has been launched for ESS Mesh Networking. It specifies 
an extension to the IEEE  802.11 MAC to solve the interoperability problem by defining an 
architecture and protocol that support both broadcast/multicast and unicast delivery. To achieve 
above mentioned solution, it uses “radio-aware” metrics over self-configuring multi-hop 
topologies. It adds extra functions to allow wireless nodes to discover each other, authenticate and 
establish connections, and to work out the most efficient route for a particular task.
All Access Points (APs) in 802.11 are usually directly connected to wired network and provide 
wireless connectivity to client devices, which, on the other hand, are typically implemented as 
simple 802.11 stations that must associate with an AP in order to gain access to the network. The 
802.11s specification suggests that APs will be able to establish peer-to-peer wireless links with 
neighboring APs and in this way to establish a mesh infrastructure, without the need for a wired 
network connection to each AP. Moreover all other devices, today categorized only as clients, will 
be able to establish and forward peer-to-peer connections with other clients and APs.
The nodes that support mesh services are Mesh Points (MP). Some mesh points can also provide 
Access Point services to non-mesh simple stations (STA), which do not participate in WLAN  
Mesh services such as path selection and forwarding, as shown in Figure 2.21. A single device 
can play the role of MP and AP (or MAP) for non-mesh stations in the same time.
Simple 
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0 .I 'Mesft Point /  ^  _
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Figure 2.21 W L A N  802.11s mesh architecture
The activities within IEEE  802.11s are still on going and the final version of this amendment is 
targeted to be approved by 2008.
2.1.3.4 HIPERMAN
HIPERMAN (High Performance Radio Metropolitan Area Network) is a standard created by the 
European Telecommunications Standards Institute (ETSI) Broadband Radio Access Networks 
(BRAN) group to provide a wireless network communication in the 2-.11 GHz bands across 
Europe and other countries which follow the E TS I standard. HIPERMAN is a European 
alternative to the IEEE  802.16 standard.
The MAC of HIPERMAN is optimized for point to multipoint (PMP) configurations, but also 
allows for flexible mesh deployments. In mesh deployment scenarios, similar to the IEEE  802.16, 
transmissions of individual network nodes can be managed by either distributed decentralized 
scheduling algorithms.
The HIPERMAN PHY uses orthogonal frequency division multiplex (OFDM) with 256 sub­
carriers. The PHY parameters are designed based on the NLOS operation in the 2 -  11 GHz 
frequency bands, both licensed and license-exempt.
2.1.3.5 HIPERLAN
HIPERLAN (High Performance Radio LAN) is a standard defined by the European 
Telecommunications Standards Institute (ETSI) as a European alternative to the IEEE  802.11 
standard.
The standardization project was started 1991 and the first version was approved in 1996. The 
second version, which is the well-known HIPERLAN/2, was accomplished in February 2000. 
This version is designed as a fast wireless connection for many kinds of networks backbones. The 
physical layer of HIPERLAN/2 is OFDM-based and very similar to IEEE  802.1 la. However, the 
MAC of HIPERLAN/2 is Dynamic TDMA, which is quite different from the CSMA/CA used in 
802.11a.
2.1.3.6 1ST MIND Project
1ST FP5 project MIND (Mobile IP based Network Developments) (June 2001 -  November 2002) 
[19] looked at ad-hoc, self-organising and meshed networks with goal to introduce “mobile ad- 
hoc extensions”, “vehicle-to-vehicle communication” and “outdoor rooftop wireless routers” in 
order to achieve a scalable network deployment where new routers can be easily integrated with
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self-healing capabilities by means of a self-organising mesh network topology. The studies in this 
project were based on HiperLAN/2.
2.1.3.7 1ST ROMANTIK Project
1ST FP5 project ROMANTIK (Resource Management and Advanced Transceiver Algorithms for 
Multi-hop Networks) (March 2002 -  February 2005) [21] focused on the development of the 
RRM  and MAC algorithms for multi-hop systems, e.g. strategies for intelligent routing with and 
without infrastructure support.
2.1.3.8 1ST STRIKE Project
1ST FP5 project S TR IK E  (Spectrally Efficient Fixed Wireless Network based on Dual Standards) 
(September 2002- August 2004) [24] was working on the inter-working of HiperLAN/2 and 
HiperMAN. In the basic scenario of the inter-working, there are two hops with heterogeneous air 
interfaces: one uses HiperLAN/2 air-interface whereas the other employs HiperMAN.
2.1.3.9 1ST WINNER Project
The work package 3 of 1ST FP6 project WINNER (Wireless world Initiative New Radio) Phase I 
(January 2004 -  December 2005) [25] covered the research areas of both homogenous relaying as 
MIND and ROMANTIK and heterogeneous relaying as STR IKE. In the field of homogenous 
relaying, as opposed to MIND and ROMENTIK, W INNER WP3 investigated multi-hop as an 
integral part of the infrastructures of an B3G system used to increase the capacity of one base 
station. W INNER Phase I developed relay based (multi-hop) deployment concepts with a fixed 
infrastructure component that in addition, depending on the scenarios, can be extended by 
dynamic topology elements (ad-hoc). In the field of heterogeneous relaying, the scope of 
WINNER Phase I was much wider than STIK E, and more radio interfaces were considered. In 
addition, cooperative relaying was investigated as an extension of conventional store-and-forward 
relaying.
2.1.3.10 1ST FIREWORKS Project
1ST FP6 project FIREW O RKS (Flexible Relay-based OFDM Systems) (January 2006 -  
December 2007) mainly focuses on the OFDMA relaying systems, and is targeting to contribute 
the outcomes to the on-going amendment of IEEE  802.16j, which, as mentioned earlier, focuses 
on multi-hop related aspects of WiMax systems.
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2.2 Radio Resource Allocation 
2.2.1 Multi-hop Relaying Systems
2.2.1.1 Main Challenges
As discussed earlier, it is not hard to see that the main advantage of multi-hop relaying is that it 
can reduce the transmission power of network nodes (if routing is properly performed), and thus 
reduce the system overall interference level. However, it has inherent disadvantages, for instance, 
the relaying performance is very sensitive to the quality of relaying routes, and relaying hops 
normally consume extra radio resources.
Therefore, routing is a major challenge in the radio resource management algorithm in relaying 
systems. A good routing algorithm is supposed to properly decide which users should use multi­
hop relaying, and also, to determine appropriate relay stations for the multi-hop users. Apart from 
routing, resource scheduling is also crucial. A well-designed resource scheduling algorithm is 
supposed to assign appropriate resource to individual radio links based on their transmission 
modes (single-hop or multi-hop) and the available resources at relevant network nodes.
In the following sections, the conventional routing and resource scheduling algorithms for 
relaying systems are presented. The proposed radio resource allocation algorithms in our work 
will be discussed in detail in Chapters 3-5.
2.2.1.2 Routing
In conventional multi-hop wireless networks [18], such as ad hoc networks or wireless mesh 
networks, routing schemes could be basically classified into two groups: proactive routing, and 
reactive routing. In the first type of routing, network nodes continuously evaluate the routes 
within the network, so that when a packet needs to be forwarded, the route is already known and 
can be immediately used. Reactive protocols, on the other hand, invoke a route determination 
procedure on demand only. Thus, when a route is needed, some sort of global search procedures 
are employed. Generally, in networks whose topologies are relatively static, proactive routing is 
much faster and has less signalling overhead compared to reactive routing. By contrast, in 
dynamic networks whose topologies change very frequently, reactive routing is more favourable 
than proactive routing.
In the ODMA [34], a type of proactive routing has been proposed. It is based on routing tables, 
which are maintained by means of neighbour gathering, gradient table updating etc. A probing 
mechanism is proposed for the neighbour gathering. The probing has three basic types: full 
probing, duty maintained probing and relay prohibited. In gradient table updating, gradient values
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for each neighbour are derived from the neighbour messages and are used to evaluate the end-to- 
end connectivity. Gradients are effectively a cost function of a particular path in terms of 
propagation conditions, number of hops, and other system parameters. In practice each mobile 
should have at least one gradient to a NodeB.
In the 1ST MIND project [19], a reactive (on-demand) QoS routing, named Collision Free Path 
Routing (CFPR), is developed for HiperLan/2 systems with multi-hop extension. It is capable of 
identifying conflict-free paths connecting the source to the destination that provide the required 
resources from end to end, and subsequently keep them reseived until completion of the session. 
This is realized by a unique integration of routing, channel access, physical layer functions and 
admission control, into one single function. By incorporating physical layer connection 
parameters and channel parameters in the integrated path optimisation and performing the 
optimisation under one or more interference-related constraints, it is possible to determine 
connection parameters that ensure substantially non-interfering links.
In the 1ST ROMANTIK project [21], some routing algorithms like location-based routing and 
power-based routing were investigated.
In the 1ST WINNER project [25], a routing scheme, named location-aware Ad hoc On-demand 
Distance Vector (AODV) is proposed for mobile extension of infrastructure-based networks. 
Another routing algorithm proposed to the W INNER project is based on part of our research work, 
named Load Cost Indicator (LCI)-based routing, and this algorithm will be further discussed in 
Chapter 3.
So far, apart from the routing schemes mentioned above, there are some other routing schemes 
proposed in literatures, such as: distance-based routing and pathloss-based routing [8] etc.
2.2.1.3 Resource Scheduling
Scheduling is a veiy important radio resource allocation function in packet-based cellular/wireless 
systems to maintain system stabilities.
In UM TS systems [31][36], the task of the scheduler is to calculate/allocate transmission rates, 
codes, or time slots etc. to individual terminals based on current available resources, user queue 
sizes and QoS requirements of individual terminals.
In the IEEE  802.11 standard [19], the scheduling is based on the multiple access procedure 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance). This multiple access 
scheme prevents stations, which lie in the range of each other, from disturbing other stations’ 
transmissions while using the same resources.
In HiperLan/2, central instances are used for the assignment of resources. I f  fixed network access 
exists, this instance is called access point (AP). I f  no infrastructure is present, a so-called central
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controller (CC) takes over the tasks of the AP. The organisation of transmissions in HiperLan/2 is 
TDMA-based, where the resource available for transmission is divided into MAC frames. A MAC 
frame begins with the Broadcast Channel (BCH), which contains a special synchronisation 
sequence as well as general cell related information. With the following Frame Channel (FCH), 
each user terminal associated to a CC is informed, at which time in the Downlink phase (DL 
phase) and the Uplink phase (UL phase) it is scheduled to receive data from the CC and transmit 
data to the CC respectively. Communications between user terminals take place in the Direct Link 
phase (D iL phase). All transmissions in the DL, D iL  or U L  phases are scheduled in such a way 
that no transmission between two communication partners, which are assigned to the same CC, 
takes place at the same time. Thus for all transmissions between user terminals and their CC as 
well as for the direct transmissions between user tenninals, no resources are used in parallel.
In 1ST MIND project [19], a new scheduling algorithm is presented for HiperLan/2 systems with 
multi-hop extension. It allows the reuse of resources by means of simultaneously establishing 
multiple direct-link connections using the same resources, when these direct-link connections 
spatially or in any other kind are separated from each other, such that only minor impact is 
between them.
2.2.2 Multi-carrier Communication Systems
2.2.2.1 Main Challenges
In multi-carrier systems, the traffic to be transmitted is split into parallel bit-streams, which are 
modulated and then transmitted over different sub-camers. Therefore, an algorithm is needed for 
determining how to split the total traffic into bit-streams and then load them to individual sub- 
camers. This is normally termed as bit loading. The loaded bits on a sub-carrier always consume 
some amount of system resources, e.g. transmission power, and hence an effective bit loading 
algorithm is supposed to load appropriate number of bits to individual sub-carrier based on the 
resource efficiency of each sub-carrier and on the total available system resources.
In the context of OFDMA, apart from bit loading, sub-carrier allocation should also be performed 
to assign sub-carriers to individual users. Based on the facts that the same user may experience 
different fading at different sub-carriers (frequency selective fading) and different users might 
suffer different fading at the same sub-carrier (multi-user diversity), in order to optimize the 
system overall performance, a sub-carrier allocation algorithm shall assign sub-carriers based on 
channel conditions of individual users on different sub-carriers, i.e. try to assign each sub-carrier 
to the user who has the best channel condition on it. However, it is worth mentioning that a sub­
carrier may have to be assigned to another user sometimes in order to satisfy the QoS 
requirements of that user.
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In the context of OFDM, all the sub-carriers are assigned to one single user at one time, and 
different users are multiplexed in the time domain, therefore, the sub-carrier allocation is not 
necessary.
In the following sections, conventional bit loading and sub-carrier allocation algorithms are 
discussed, and the proposed algorithms in our work will be presented and discussed in detail in 
Chapters 4-5.
2.2.2.2 Bit Loading
Eveiy bit loaded to a sub-carrier consumes a certain amount of system resources, e.g. transmission 
power. Therefore, the bit loading operation is very much related to the strategy to assign system 
resources to individual sub-earners. Moreover, in the context of OFDMA systems, bit loading is 
also related to the results of sub-carrier allocation. This is because different sub-carrier allocation 
may lead to different resource efficiencies on sub-carriers, and thus lead to different number of 
bits loadable with the given amount of resources.
In the literature, equal resource splitting is widely used in the resource allocation algorithms for 
OFDM or OFDMA systems. For instance, in [14] and [15], the total BS power is split equally and 
assign to individual sub-carriers, and in [16], the total BS power is split evenly and assign to the 
power budgets of individual users. This type of allocation strategy is very simple and easy to 
implement. Considering the fact that the optimal resource allocation for OFDMA systems is 
highly complex (it is proven to be NP-hard in our work in Chapter 4), we can see this simple 
power allocation is somehow attractive in terms of computational complexity. However, it can 
also bring considerable amount of sub-optimality, because the pre-allocated resources to each sub­
carrier/user can hardly match perfectly with the bits loaded later on to the sub-carrier/user, and 
thus some resources will be wasted, and the system overall resource efficiency will be brought 
down. In some recent works, adaptive resource allocation is considered to match the allocated 
resource with the bit loading result, so as to avoid the resource waste. For instance, in [12] and
[13], the power allocation for each sub-camer has effective interactions with the bit loading. The 
allocated power on each sub-carrier is adjusted once the loaded bits on the sub-canier change. 
This strategy has higher computational complexity than the equal power splitting, but it can 
achieve better performance in terms of system resource efficiency. In our work, in the context of 
OFDMA downlink, we choose to perform adaptive power allocation, which tailors the power 
assigned to each sub-carrier in order to match with the loaded bits, as a result, the waste of power 
can be avoided. This issue will be further addressed in Chapter 4.
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2 2 .2 3  Sub-carrier Allocation
In the context of OFDM systems, the whole set of sub-carriers is assigned to a single user. The 
situation is quite different in OFDMA systems, where multiple users share the whole set of sub­
carriers and the sub-carrier allocation function is very important to exploit the benefits of the 
multi-user and frequency-selective diversities.
In the literature, various sub-carrier allocation algorithms were proposed. Some conventional 
static approaches include: OFDM-TDMA, OFDM-FDMA, and OFDM Interleaved-FDMA [12], 
as shown in the following figure.
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Figure 2.22 Conventional sub-carrier allocation strategies: a) O F D M -T D M A  b) O F D M -F D M A  c)
O F D M  Interleaved-FDM A
In the case of OFDM-TDMA, each user is assigned a predetermined TDMA time slot and can use 
all the sub-carriers within that time slot exclusively. In the case of OFDM-FDMA, each user is 
assigned a predetermined band of sub-carriers and can only use those sub-carriers exclusively in 
every OFDM symbol. As for OFDM Interleaved-FDMA, it is the same as OFDM-FDMA except 
that sub-carriers assigned to a user are interlaced with other users’ sub-carriers in the frequency 
domain. This interleaving can avoid the situation where all sub-carriers of a user are in deep fade 
due to the correlations between adjacent sub-carriers.
Generally these static strategies are very simple to implement, however, it is hard for them to 
effectively exploit the benefits of multi-user-diversity and frequency-elective fading, or to adapt 
to the system dynamics, e.g. channel variation, and traffic burstiness.
In some recent works, some adaptive sub-carrier allocation algorithms were proposed.
In [12], Lagrangian Relaxation (LR) was employed for solving the sub-carrier allocation problem 
in the context of multi-user OFDM downlink with the objective of transmission power 
minimization and with constraints on user QoS requirements. Despite the significant gain over 
static sub-carrier allocation strategies above, the algorithm was found to be computationally 
intensive and hence difficult to implement in practical systems.
In [13], the same problem as in [12] was investigated and a low complexity sub-carrier allocation 
algorithm was proposed. The algorithm is based on a two-step strategy: firstly, work out an initial 
allocation, and then perform an iterative improvement to continuously enhance the quality of the 
previous allocation. However, in this work, to avoid high complexity of the algorithm, it is 
assumed that every sub-carrier is loaded with a fixed number of bits and the number of sub­
carriers for each user is pre-known. Apparently, these assumptions limit the potential application 
areas of the proposed algorithm.
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In [14], another approach was proposed for solving the sub-carrier allocation in the context of 
OFDMA downlink with the objective of throughput maximization and with the constraint of user 
QoS requirements. The sub-carrier allocation algorithm can be broken down into two phases. In 
phase 1, each sub-carrier is allocated to the user who has the best channel condition on this sub­
carrier. This in fact is a channel-quality-based greedy allocation. In phase 2, the sub-carriers of 
different users are adjusted so as to satisfy all the users with respect to their QoS requirements. 
Overall, this approach can satisfy individual users while maintaining a high level of system 
throughput. However, in that algorithm, the system power is equally split and assign to different 
users, instead of being adaptively allocated to sub-carriers with respect to the loaded bits on them. 
Furthermore, the sub-carrier reallocation is earned out in a sequence based on user indexes, which 
is not justifiable from the perspective of resource utilisation efficiency. This algorithm is 
employed as one of the benchmark algorithms in our work, and will be further discussed in later 
Chapters of this thesis.
In the IEEE  802.16 OFDMA mode [29], all the sub-camers available in the system are grouped 
into sub-channels before allocated to individual users. Three basic ways to group sub-carriers are 
considered: Fully Used Subchannelization (FUSC), Partially Used Subchannelization (PUSC), 
and Advanced Modulation and Coding (AMC). FUSC and PUSC group sub-carriers based on 
distributed permutation mechanisms, which are designed to minimize the probability of strong 
interferences between adjacent sectors/cells. AMC uses adjacent sub-carriers to form sub­
channels. When used with fast feedback channels it can rapidly assign a modulation and coding 
combination per sub-channel. In general, distributed sub-carrier permutations, e.g. FUSC and 
PUSC, perform veiy well in high mobility applications while adjacent sub-carrier permutations, 
e.g. AMC, can be used for fixed, portable, or low mobility environments. These options enable 
the system designers to trade mobility for throughput.
2.3 Summary
In this chapter, a general oveiview on the existing research in the area of multi-hop relaying and 
multi-carrier transmissions was discussed, including the categorization of relay stations, the basic 
effects of relaying, the characteristics of multi-carrier transmissions, and the relevant 
standardization activities and research projects. The main challenges of the radio resource 
allocation in the context of multi-hop relaying and multi-carrier transmissions are also discussed, 
together with various existing routing and resource scheduling algorithms for multi-hop relaying, 
different conventional resource allocation schemes for multi-carrier systems, as well as their 
limitations. Some of those schemes are selected as the benchmarks for our study, and will be 
further discussed in the subsequent chapters.
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Chapter 3
3 Radio Resource Allocation for Single­
carrier Multi-hop Cellular Networks
Multi-hop relaying has the potential to significantly improve the radio channel conditions for 
heavily shadowed users or those far away from BSs, and therefore it provides an opportunity for 
the performance improvement in cellular systems. Nevertheless, it has inherent drawbacks, e.g. 
the requirement for extra radio resources for relaying hops, and the sensitivity to the quality of 
relaying routes. Therefore well-designed radio resource allocation (RRA) algorithms are crucial in 
MCNs, in order to effectively exploit the benefits of relaying, while minimizing its disadvantages.
For radio resource allocation in MCNs, aside from the scheduling of the conventional radio 
resources (this is termed as radio resource scheduling in this chapter), transmission route selection 
should also be considered. In the literature, these two issues have generally been addressed 
separately.
In the Mobile Ad hoc Network (MANET) research community, many routing algorithms have 
been proposed [30]. Some examples are Optimized Link State Routing (OLSR), Ad hoc On- 
demand Distance Vector (AODV), and Dynamic Source Routing (DSR). In essence, these 
algorithms are designed without network infrastructure in mind, and their main objective is to 
establish/maintain network connectivity, rather than to maximize system capacity. As a result, 
these algorithms are not suitable for MCNs. In recent years, routing in the context of MCNs has 
become a research issue, and a few algorithms have been proposed so far, e.g., location-based 
routing [5], pathloss-based routing [8], transmission-power-based routing [9], and congestion- 
based routing [4]. These algorithms can, to some extent, solve the route selection problem in 
MCNs. However, the selected routes are not necessarily optimal in terms of resource utilization 
efficiency, since their routing cost functions are not based on resource utilisation efficiency.
In conventional cellular networks, the radio resource scheduling algorithms have been 
investigated thoroughly. Currently, the widely used algorithms in practical packet-based cellular 
networks are usually based on user prioritization combined with greedy resource loading [36], 
However, these algorithms are all designed based on the assumption that every user in the system 
is directly connected to the BS, whereas this assumption is no longer valid in MCNs. Some work
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on resource scheduling in multi-hop systems has been published recently. In [3], a fractional 
bandwidth and power allocation algorithm is proposed for orthogonal regenerative frequency- 
division multi-hop communication systems, and in [10] a centralized downlink scheduling scheme 
is proposed for cellular networks utilizing small number of relays. However, these algorithms 
generally do not take the capacity limits of RSs into account, and therefore during the resource 
scheduling, no consideration is given to the prevention of RS overloading.
The coordination between routing and resource scheduling in MCNs is also crucial and warrants 
careful investigation, especially since strong inter-dependency between the two functions is 
envisioned in MCNs. The strategy for effective coordination of routing and packet scheduling in 
packet-based MCNs however has not yet been fully investigated.
In this chapter, the radio resource allocation for single-carrier MCNs is investigated. Transmission 
routes are treated as one extra dimension of the resource space of conventional cellular networks. 
The route selection and conventional radio resource scheduling are then integrated into one 
problem in the context of MCNs. The throughput-maximization radio resource allocation problem 
is mathematically formulated and proven to be NP-hard. Considering the prohibitive complexity 
of searching for the optimal solution to such an NP-hard problem, we propose instead an efficient 
heuristic algorithm, named Integrated Radio Resource Allocation (IRRA) algorithm to find sub- 
optimal solutions. To prove the effectiveness of the proposed algorithm, a case study was carried 
out based on enhanced uplink UTRA-FDD with fixed relay stations. As shown by the simulation 
results, the proposed algorithm can ensure significant throughput gains compared to the non­
relaying case and to a benchmark relaying approach.
The rest of this chapter is organized as follows: the system scenario is described in Section 3.1. In 
Section 3.2, the throughput maximization radio resource allocation problem is formulated and 
proven to be NP-hard. In Section 3.3, a discussion on the design of an efficient algorithm for the 
NP-hard problem is presented. Next, based on the conclusions, the IRRA algorithm is proposed. 
A case study of the IRRA follows in Section 3.4. Finally, Section 3.5 concludes this chapter.
3.1 System Scenario
A multi-cell cellular radio scenario is considered. In each cell, a number of fixed relay stations 
(RSs) are deployed. A user terminal can either connect to the BS directly, or via an RS. Between 
RSs and the BS, good channel conditions (e.g. Line-Of-Sight) are assumed, and hence direct 
transmissions are envisioned. An RS is assumed to be able to act as a relay for multiple users and 
has large enough buffer to hold the data being relayed. An example connectivity of network nodes 
in our system scenario is illustrated in Figure 3.1.
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In order to avoid the self-interference of RSs, the transmission and reception of an RS should not 
take place on the same frequency at the same time. Consequently, two basic relaying strategies are 
envisioned for multi-hop systems: frequency-division relaying and time-division relaying [3]. 
Under these schemes, the transmission and reception of an RS are either separated in the 
frequency domain, e.g. by using different carrier frequencies, or in the time domain, e.g. by 
employing different time slots or MAC frames. The study in this chapter is based on frequency- 
division relaying.
MS
K
MS
RS
MS
MS
Figure 3.1 An example connectivity of network nodes in the system scenario
A number of configurations for the frequency-division relaying were discussed in Section 2.1.1.2. 
In this chapter, the case b) in Figure 2.3 is assumed, where dedicated frequency spectrum is 
assigned to BS-RS links while BS-MS and RS-MS links share the same frequency spectrum.
It is worth noting that the algorithm in this work is derived from frequency-division relaying. 
However it can also be applied to the similar scenario of time-division relaying, in which BS-RS 
links have dedicated time resources but BS-MS and RS-MS links share the same time resources.
3.2 Problem Formulation and Proof of NP-hardness
In this section, we formulate the Throughput Maximization Radio Resource Allocation (TM-RRA) 
problem and prove it to be NP-hard.
We assume that the area of interest consists of M  cells, each of which is overlaid by N m RSs and 
serves K m users, where £  " N m= N  and £  " i Km = K  ■
We define a radio resource unit in the underlying cellular network (e.g. the combination of a data 
rate and a time slot) as a Conventional Resource Unit (CRU), and the combination of a CRU and 
a transmission route as a General Resource Unit (GRU). A GRU is essentially one allocation
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choice for a user, and it can be characterized by multiple attributes, which might vary depending 
on the nature of the cellular system considered. For example, in a TDMA-based MCN, one GRU 
may be characterized by three attributes: a time slot, a data rate, and a route. By contrast, in an 
FDMA-based MCN, a GRU might be characterized by a frequency, a data rate and a route.
GRUs in the system can be easily determined based on a pre-existing knowledge of the system’s 
conventional resource and the network topology. An example of the system resource pool is 
shown in Figure 3.2, where the GRUs are indexed by A, B, C, and so on. Different shapes or fill 
patterns of GRUs represent different attributes. For example, we let the round, hexangular, and 
square shapes correspond to rates of 32 kbps, 64 kbps and 128 kbps respectively, whereas 
“backward diagonal line”, “forward diagonal line”, “vertical line”, and “horizontal line” fill 
patterns represent routes 1 to 4 respectively. Then GRUs A -  (32 kbps, route 1), B = (32 kbps, 
route 2), and so on.
In our work, we assume that a user can only be allocated one GRU, i.e. one combination of a 
CRU and a route, at any allocation instant in time. In the case where multiple CRUs or multiple 
routes can be used for a user simultaneously, to keep the above assumption valid, we regard each 
combination of the multiple CRUs or routes as one extended CRU or route. GRUs containing 
normal or extended CRUs/routes will all be considered so that the RRA  algorithm still only 
produces at most one GRU per user at any one allocation instant in time.
During resource allocation, not all the GRUs in the system resource pool would be valid 
candidates for each user. Some of them may not be required by a user, for instance i f  the data rate 
of the GRU is too high for a user given its queue size. We define these kinds of GRUs as 
UnNeeded GRUs (UNGRUs). In other cases, GRUs may not be usable by a user, for instance i f  
the data rate is too high for the user to reach given its power limit. We define these kinds of GRUs 
as UnUsable GRUs (UUGRUs). We regard all other resource units, which are not UNGRUs or 
UUGRUs, as Candidate GRUs (CGRUs), which are to be scheduled by the RRA algorithm.
Let Sk denote the CGRU Set (CGRUS) of user k, which includes all the CGRUs of that user. It can 
be easily pre-calculated based on the knowledge of the system resource pool, as well as on the 
system status and the user’s profile (e.g. queue size and power headroom). As shown by the 
example in Figure 3.2, GRUs A, D, E, H, I, L, ... are valid candidates for user 1, and therefore St 
~{A-1, D-l, E-l, H-l, /-l, L- l,...}. Each of the elements represents a resource allocation choice 
for user 1.
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System  Resource Pool S i. CGRU Set o f User
Figure 3.2 System Resource Pool and User C G R U  Sets
It is worth noting that one CGRU essentially contains two pieces of information: the GRU and the 
associated user. For example, CGRU A-1 = (GRU A, user 1). CGRUs in different CGRUSs have 
different associated users, hence should be regarded as different items. Consequently, Sh r\Sk = Q> 
if h*k.
We let S denote the union of all the CGRUSs from Si to SK, as shown in Figure 3.3. We define the 
action selecting an element (CGRU) j  from set S as having the meaning of allocating the 
corresponding GRU to the associated user. Each such action achieves a certain amount of 
throughput while consuming some of the system’s capacity. We let Xj denote a boolean variable 
indicating whether element j  is selected (1 for ‘Yes’ and 0 for ‘No’), and dj, qj,BSm, and qjRSn 
denote the achieved throughput, the consumed capacity of the BS m and the consumed capacity of 
the RS n respectively, i f  element j  is selected.
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Figure 3.3 User C G R U  Sets and Relevant C G R U  Groups
We note that in S, some elements might share exclusive attributes. For example, in a TDMA  
system, a time slot is normally treated as an exclusive resource, i.e. i f  assigned to a user, it should 
not be used by others. In order to take this issue into account, we assume that set S includes totally 
/ Relevant CGRU Groups (RCGRUGs) (G/, ..., Gj), each of which shares a certain attribute (e.g. 
a data rate or a route). As shown by the example in Figure 3.3, all the items in G/ share the 
attribute of hexangular shape (i.e. 64 kbps), whereas all the items in G2 share the attribute of 
having “vertical line” fill pattern (i.e. route 3). An element of S can be a member of multiple 
groups, such as G-2, which is in both G/ and G2. To introduce the aforementioned resource 
exclusivity, we assume that for G„ (/'= 1, ...,/), at most v, elements can be selected for assigning 
to their associated users. The value of v, is known depending on the attribute that the group is 
sharing. For instance, it is infinite for a group sharing a certain data rate, i.e. a data rate can be 
given to infinite number of users simultaneously. By contrast, in a TDMA system, it is 1 for the 
group sharing a particular time slot.
Assuming the above, the Throughput-Maximization Radio Resource Allocation (TM-RRA) 
problem can be described as follows: given a particular system snapshot (system capacity, user 
profiles etc.), select elements from the set S so as to achieve maximum system throughput, while 
adhering to the following three constraints: 1) for each BS or RS, the aggregate capacity 
consumption by the selected elements of S is less than the corresponding capacity limit, c; 2) for 
each CGRUS (Si, ..., SK), only one element is selected; 3) for each RCGRUG (G,, ..., Gj, at 
most V/ elements are selected.
Mathematically, the TM-RRA problem can be formulated as:
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Maximize
z = 2  \ d ]X] (3-1)
jeS
Subject to
Y jV j.B smx j  < c Bsm =  1 M  (3 -2 )
j*s
]Y s < l j , R s x j  ~  C R S „ y n  = 1 (3-3)
J e S
5 > y = l  k = l,...,K  (3-4)
jeS/c
X j= 9 o r \ j  e S  (3-6)
Theorem 1: the TM-RRA problem is NP-hard.
Before coming to the proof of NP-hardness for the TM-RRA problem, we here present some 
general concepts of P, NP, and NP-hard problems [47]. Basically, a P problem refers to a problem 
which can be solved by a deterministic Turing machine using a polynomial amount of 
computation time, or polynomial time. P problems are generally considered as “efficiently 
solvable”. An NP problem refers to a problem whose solution can be verified by a deterministic 
Turing machine using polynomial time i f  such a solution is given (e.g. by guessing). All P 
problems are also NP problems, but it is still an open question that whether all NP problems are P 
problems. NP-hard problems are an important subset of NP problems. The complexity for solving 
a NP-hard problem is prohibitive, and grows exponentially with the size of the problem. An NP 
problem is considered to be NP-hard i f  an algorithm for solving it in polynomial time can be used 
to solve all other NP-hard problem in polynomial time. There are a number of problems already 
proven to be NP-hard in the world of mathematics, and therefore, the proof of NP-hardness of a 
given problem can be established based on the fact that that problem contains a known NP-hard 
problem as a special case [47]. Now we construct the proof of Theorem 1 based on the above.
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Proof: we restrict the TM -RRA problem to the special case where M is 1, Y is  0, and v,- is infinite 
for all i from 1 to /. In this case, the constraints (3-3) and (3-5) are removed, and (3-2) is changed 
to the following form with the subscript m being dropped:
Dlj,BSXJ iC BS (3-7)
jeS
For CGRU j  in set S, the achievable throughput dj is known and the BS capacity consumption qjtBS 
can be easily pre-calculated in this case based on the interference status of the GRU, and on the 
channel gains and QoS requirements etc. Moreover, cell capacity cBs is normally a pre-known 
hardware limitation (e.g. maximum transmission power) or a value preset by the network operator 
(e.g. maximum load or Rise over Thermal (RoT) [31]). Furthermore, as mentioned earlier, all 
CGRUSs (Si to SK) can be pre-calculated, and hence it is clear that the only unknown in this 
special case is Xj.
Now we recall a well-known NP-hard problem, the Multiple Choice Knapsack Problem (MCKP) 
[47], as follows: Given a knapsack, an item set B including b items, and a partition of the item set 
Bh B2, ..., B,, with pj = profit of item j, Wj -  weight of item j , and ckp = capacity of the knapsack, 
select items from set B so as to maximize the aggregate profit from all the selected items, while 
adhering to the following constraints: 1) the aggregate weights of the selected items should be less 
than the (weight bearing) capacity of the knapsack; 2) for each item subset (Bi to £,.)> only one 
item is selected.
Note that any arbitrary instance of the MCKP can be viewed as an instance of the aforementioned 
special case of the TM-RRA problem, by applying the following mappings: the item set B is 
mapped to the set S (including the mappings from pj and Wj of the items in set B to dj and qj of the 
elements in set S respectively), the item subsets Bh ...,B r are mapped to the CGRUSs Sh ..., Sk 
respectively, and finally the knapsack capacity ckp is mapped to the BS capacity cBS. The item 
selection for that MCKP instance is in one-to-one correspondence with the CGRU selection for 
the mapped instance of the special case of the TM-RRA problem. Thus, the MCKP can be 
regarded as a restricted version of the TM -RRA problem. Since the MCKP has already been 
proven to be NP-hard [47], we conclude that the TM-RRA problem is NP-hard.
3.3 Key Issues of the RRA Design and a Heuristic Algorithm
Due to the NP-hardness of the TM-RRA problem, the time required to find its optimal solution 
increases exponentially with the size of the problem. This prohibitive processing complexity is 
intolerable in practical systems.
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In this section, to aid with the design of a practical RRA algorithm for MCNs, we discuss routing, 
radio resource scheduling, and their interactions. Based on the conclusions, an efficient heuristic 
algorithm, named Integrated Radio Resource Allocation (IRRA), is derived.
3.3.1 Routing
From the architectural perspective, two basic routing strategies are envisioned in relay-based 
systems: centralized and distributed. Under the centralized strategy, routing is performed in a 
central controller, which normally possesses powerful processing capabilities so that sophisticated 
routing algorithms may be adopted to optimize the system performance. However, this strategy 
requires extensive information gathering from the distributed network nodes to the central 
controller, which inevitably results in signalling overheads and processing delay. With the 
distributed strategy, all network nodes from the source to the destination jointly perform route 
determination. This strategy can function when no central controller is reachable, but its 
performance is normally limited by network nodes’ processing capabilities and knowledge of the 
network status.
In our system scenario, a BS could serve as a central controller in a cell, and, since maximally two 
hops are considered in our study, the signalling overhead as well as the signalling delay would be 
acceptable. Therefore the centralized strategy is chosen in our work in order to optimize the 
system performance.
As for the algorithm of routing, take a close look at the TM-RRA problem in (3-l)-(3-6), we can 
easily conclude that the optimal route of a user is the one that has highest achievable throughput 
with unit amount of induced system load. In our work, such a load-based routing algorithm is 
proposed, and its routing cost function is as follows:
C
~  M S , - C X X  0 \
Cm.-cxx   (3‘8)
M S k - C X X
where £M Sk-cxx is the Load Cost Indicator (LCI) of the route from user le to its connected 
receiver/transmitter CXX (a BS or an RS), and CMsk-cxx and RMSk-cxx represent the consumed 
system capacity of the route and the data rate on the route respectively.
This cost function reflects the consumed system capacity when delivering unit amount of traffic 
on a particular route. Given a certain system capacity constraint, i f  every user employs the route 
with the least LCI from among the possible routes, the system throughput can be maximized.
It is worth noting that in the route-selection process for a user, in order to guarantee a fair 
comparison, it is important to calculate the LCIs of all of its routes based on the same data rate.
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However, the choice of this data rate normally does not affect the routing result as long as it is the 
same for all routes. This is shown in the case study in section 3.4, where after further derivation of 
(3-8), the data rate is removed completely from the cost function. However, i f  the result of routing 
does depend on the choice of the data rate in (3-8), the routing process should be performed based 
on the current data rate, or on the one that is assigned by the network and thus Will be employed in 
the forthcoming Transmission Time Intervals (TTIs). I f  these rates are zero, the minimum non­
zero rate can be taken as ail approximation.
3.3.2 Radio Resource Scheduling
As for the radio resource scheduling in MCNs, two basic strategies are envisioned: centralized 
and hierarchical. With the centralized strategy, the radio resource scheduling is mainly performed 
by the BS. By contrast, in the case of the hierarchical strategy, a layered algorithm architecture is 
foreseen: at the higher layer, the BS splits the radio resource space into fragments for individual 
RSs and itself respectively. At the lower layer the actual radio resource scheduling is performed 
by RSs (for multi-hop users) and the BS (for direct transmission users) according to their given 
resource spaces.
In general, the centralized strategy is simpler than the hierarchical one. The latter, on the other 
hand, is able to perform faster radio resource scheduling in order to quickly adapt to system 
dynamics. For the sake of simplicity, and easier coordination with the centralized routing, the 
centralized (BS-based) radio resource scheduling strategy is employed in our work. Nevertheless, 
the hierarchical strategy is an interesting topic for our future study.
In our system scenario, the resource scheduling for BS-RS links can still use the conventional 
algorithm due to the fact that these links are always in direct transmission mode and have 
dedicated frequency band. This issue will not be discussed further in this chapter.
The scheduling for BS-MS and RS-MS links, on the other hand, is more complicated due to the 
sharing of the frequency spectrum. In this case, when allocating resources to users, not only the 
capacity constraint of the BS, but also those of RSs should be respected. Towards that end, we 
propose the following strategy: firstly perform BS resource scheduling based on the capacity 
constraint of the BS, and then cany out RS load balancing to fine-tune the resource assignments 
in order to prevent the overloading of RSs. There are two issues requiring attention under this 
strategy:
Firstly, BS resource scheduler should be aware of users’ transmission/reception modes, and treat 
users in different modes differently. The main reason is that multi-hop users are not directly 
connected with BSs, hence the estimation of their consumed BS capacities is different from the 
conventional case for direct transmission users.
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Secondly, the RS load balancing function should have a user prioritization mechanism in order to 
decide whose resource assignments should be tuned when an RS is overloaded. For instance, the 
following priority function can be used:
where, xMsk is the priority of user k, and RS n is the tentative RS (overloaded) of user k. 
Apparently, the higher the xMsk, the greater benefits this user can potentially bring to the system by 
using its tentative relaying route (instead of the direct transmission route). Therefore, i f  we use 
this priority function and start the overloading relief process from the user with the lowest priority, 
the benefit of multi-hop relaying can be preserved as much as possible.
3.3.3 Interactions between Routing and Radio Resource Scheduling
In MCNs, multi-hop transmissions normally consume less system capacity i f  routing is 
appropriately performed, and the radio resource scheduler should promptly capture the saved 
resources and assign them to others who suffer a deficit. Consequently, radio resource scheduling 
should be based on the results of routing. On the other hand, radio resource scheduling affects the 
system interference/loading pattern, which in turn might affect the decisions of user route 
selection.
To perform RRA in the context of the above strongly interdependent scenario, the best 
mechanism is to perform global cross-optimization with lots of iterations. But as proven in 
Section 3.2, the problem is NP-hard. Thus the optimization algorithms are hardly to be feasible in 
practical systems.
A more practical solution would be to perform routing and resource scheduling within one 
algorithm framework, where resource scheduling always takes place immediately after routing. 
This allows the saved resources from multi-hop relaying to be captured promptly. Moreover, RS 
load balancing is considered within resource scheduling so that overloading of the RSs can be 
effectively avoided. This algorithm can be run periodically to quickly adapt resource assignments 
as required by the system dynamics.
3.3.4 Integrated Radio Resource Allocation (IRRA)
Based on the above discussions, we propose an Integrated Radio Resource Allocation (IRRA) 
algorithm, and it comprises three entities. The first entity, named Load-Based Route Manager 
(LBRM), is responsible for the selection of user routes based on (3-8). The second, named Base
MSk-BS (3-9)
i  MS,-.k RS,
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Station Resource Scheduler (BSRS) is for the scheduling of user resource assignments based on 
the available BS capacity. Users in different modes should be treated differently during this 
scheduling process. Finally, the third entity, named Relay Station Load Balancer (RSLB), is 
responsible for the fine-tuning of user assigned resources/routes, based on a priority function, e.g. 
the one shown in (3-9), in order to avoid the overloading of RSs.
The IRRA is executed periodically as illustrated in Figure 3.4, and the basic procedure in each 
execution is as follows:
a) The LBRM  is run first, and outputs user routes;
b) Based on the user routes from the LBRM , the BSRS is executed and outputs user resource 
assignments (e.g. data rates) based on the available BS capacity;
c) Finally, the RS load balancing is carried out based on the user routes and resource 
assignments from the LBRM  and the BSRS respectively. The outputs of the RSLB  are 
fine-tuned user resource allocations (including user routes).
The IRRA is generally a low complexity algorithm. Nevertheless, it is worth mentioning that at 
one execution instant, the above basic procedure can also be run iteratively, i.e., after step c), 
return to step a) to do the routing again based on the updated system status, then step b), and so on, 
until the output converges or a pre-defmed maximum number of iterations is reached. However, i f  
the iterative procedure is used, the computational complexity of the algorithm increases.
User Profiles, 
Sys. Status
Res. Alloc, 
(incl. routes)
User Profiles, 
Sys. Status
Res. Alloc, 
(incl. routes)
User Profiles, 
Sys. Status
Res. Alloc, 
(incl. routes)
i+1 i+2
Time
(IRRA Instant)
Figure 3.4 The overall operating procedure of the IRRA
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3.4 A Case Study in Enhanced Uplink UTRA-FDD with Fixed Relay 
Stations
To prove the effectiveness of the IRRA algorithm, in this section, we apply it to enhanced uplink 
UTRA-FDD [31] with fixed relay stations. The entities of the IRRA are described in greater detail, 
the algorithm complexity is estimated, and finally the system performance is evaluated through 
system level simulations.
3.4.1 System Scenario
In this case study, to apply the frequency-division relaying explained in Section 3.1, we introduce 
an extra carrier frequency for RS-BS links, whereas MS-RS links share the original carrier 
frequency with MS-BS links.
The resource scheduling in enhanced uplink UTRA-FDD is essentially TFC  (Transport Format 
Combination) selection [31]. Note that each TFC  corresponds to a certain transmission data rate, 
and hence transmission rates are the major type of resource in enhanced uplink UTRA-FDD.
It is worth mentioning that the allocation of spreading codes is not considered in enhanced uplink 
UTRA-FDD, due to the fact that each user has a uniquely assigned scrambling sequence, thus the 
spreading code resources in use by a user do not affect those available for others.
3.4.2 Application of the IRRA
3.4.2.1 Load-Based Route Manager (LBRM)
In the LBRM , the route selection of each user is based on the LCIs of all of its possible routes. 
For MCNs with different underlying cellular systems, the LCI formula (3-8) can be derived into 
different concrete forms, depending on the interpretation of the system capacity. In the context of 
this case study, (3-8) can be derived further as follows.
Since the capacity of enhanced uplink UTRA-FDD is interference-limited, we define the 
consumed system capacity of a route as the total induced system interference by the transmitter:
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M  N
G MSk-CRX ~  y 'f t r x .M S . -BS . ~ ^ ^ j f t x ,M S k--RSn 
m=l n-1
= p  * ( Y ____ 1 + y .  1 '  (3' 10)rtx,Msk yz-u t Z-j
MSk -BSm n=1 MSk -RSn
Ptx,MSk *  PMSk
where Pix,MSk is the transmission power of user k, P^ wk-BSm and Prx.MSk-RSn represent the received 
power of user k at BS m and at RS n respectively, LMsk-BSm and L^ sk-RSn respectively represent the 
end-to-end transmission losses between user k and BS m, and between user k and RS n, and 
finally psisk'is a user-specific factor largely determined by the user’s location.
Similar to the load factor in [46], the load of user k at any receiver of interest, rjMSk-Rx, is defined 
as follows in this case study:
V MSk~RX ~  f t x ,M S k-R X  !  I  to t,RX
where Prx,MSk-Rx is the received power of user k at the receiver of interest, and I!ot,Rx represents the 
total interference at the receiver. In order to guarantee the quality of signal reception, the Signal- 
to-Interference Ratio (SIR) of the user at its connected/targeted receiver should be maintained 
around a certain target value, which normally is a pre-known value depending on the user data 
rate and the QoS (e.g. block error rate) requirement. Therefore the load of user k at its connected 
receiver, r/MSk-cRx, can be calculated as follows [46] [3 6]:
_  E ix ,M S k-C RX  _  SIR^ s k~CRX 
• MSk-C RX ~  j  ' i  , n r n
1 tot,CRX ° 1JXMSk~CRX £2 1 2 )
SIR,MSk-C RX
1 + SIR T  C > l l \ l M S k _ C R X
where SIR MSk.cRx and S IR tiMSk.cRx represent the actual received SIR and the SIR  target of user k at 
its connected receiver respectively.
Then, Ptx,MSk can be obtained from the following equation:
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(3-13)
B  MSk-CRX *  fo t'C R X  *  F MSk-CRX
where r}MSk-cRx can be calculated with (3-12), and Itot.cnx and L Msk-cRx can normally be estimated 
based on system measurements.
Considering (3-13), (3-12), (3-10), and (3-8) all together, we obtain:
Since during the route determination, the comparison of LCIs is always performed between all the 
possible routes of a particular user, pMSk, RMSk-cRx and SIR^ Msk-cRx can be considered to be fixed 
values. Therefore, (3-14) can be redefined, without affecting the routing results, as follows:
Based on (3-15), the LBRM  can easily determine and select the route with the highest load 
efficiency for each user. However, in order to avoid “ping-pong” effects causing unnecessary 
signaling overheads and oscillations, an LCI hysteresis (e.g. 2dB) should be applied when 
updating user routes. The operating procedure of the LBRM  is illustrated in Figure 3.5.
It is worth noting that in the LBRM , the route selections for individual users are performed 
independently. Consequently, a number of users may happen to choose the same RS, which then 
becomes overloaded. Therefore, the routes selected in the LBRM  might require fine-tuning by the 
subsequent RSLB . The reason for such a design, instead of performing the fine-tuning in the 
LBRM  itself, is that the R SLB  has full knowledge of all users’ routes and resource assignments as 
calculated by the LBRM  and the BSRS respectively, and therefore, it is able to make better 
decisions.
MSk —CRX (3-14)
(3-15)
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Figure 3.5 The operating procedure of the L B R M
3.4.2.2 Base Station Resource Scheduler (BSRS)
The operating procedure of the BSRS is shown in Figure 3.6. Note that the rate allocated to a user 
could be zero, which would indicate that the user is not allowed to transmit in the next IRRA  
period. Load estimation needs to be performed for both the current and the new rates, in order to 
see how much extra load will be incurred at the BS. Unlike conventional scheduling algorithms in 
enhanced uplink UTRA-FDD [36], the BSRS employs different load estimation approaches for 
users in different transmission modes.
For a user in direct transmission mode, the load of the user at the BS can be easily calculated with 
(3-12). On the other hand, for a user in multi-hop mode, since its connected receiver is a RS, not 
the BS, (3-12) can only be employed to calculate its load at the connected RS. Nevertheless, based 
on (3-11) and (3-13), it is not hard to see that the load of user k at its interfered receiver, rjMSk.IRX, 
can be derived from the load at its connected receiver, f]MSk-cRx, with the following equation:
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B m S l - IR X  -
V m S i -C R X  *  I  tot,CRX *  L  MS k -C R X  
I  tot,IRX  *  L M Sk_ IR X
(3-16)
Therefore, the load at the BS of a user in multi-hop mode should be calculated based on (3-12) 
and (3-16) together.
Start
J Z
Rate allocation for users who do not need higher rates 
(based on users’ queue sizes, power headroom)
iEstimate the available BS capacity
t
Prioritize users who demand higher rates
Get the first user from the prioritized user list
Figure 3.6 The operating procedure of the BSRS
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3.4.2.3 Relay Station Load Balancer (RSLB)
Figure 3.7 The operating procedure of the RSLB
As illustrated in Figure 3.7, the operating procedure of the R SLB  is: first estimate the loads of 
RSs with (3-12) and (3-16) based on the tentative user transmission rates and routes from the 
LBRM  and the BSRS respectively, then check whether any RSs would be overloaded, and i f  so, 
commence the overloading-relief process for those overloaded RSs in order of descending load.
During the overloading-relief process of a particular RS, as mentioned in Section 3.3.2, a user 
prioritization mechanism is required in order to decide from which user the process starts, and
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with what sequence it proceeds. The priority function employed in this case study is provided in 
(3-9).
As for the overloading-relief approaches, two basic options are envisioned: switching the chosen 
user from the overloaded RS to an under-loaded one, or reducing its data rate. The first scheme is 
generally applicable in scenarios where the RS capacity is limited by transmission power or by 
time slots etc., instead of by interference. In these cases, i f  we switch a user from an overloaded 
RS to an under-loaded one, the load caused by that user is then completely shifted from the old 
RS to the new one. However, i f  the capacity of the RS is limited by interference, the first scheme 
is not effective, since the load (i.e. interference in this case) cannot be completely shifted between 
RSs, and i f  the under-loaded RS is too far away, the user might generate even more load on the 
old RS after being switched to the new one. In this case study, the second approach is employed.
3.4.2.4 Algorithm Complexity
We consider the cell of interest to be cell m, which includes one BS, N„, RSs, and Km users. We 
assume that each user has D candidate rates Ri>R2>.. .>R d, and that a user can only be relayed by 
RSs in the same cell and thus the total number of possible routes for a user is Nm+1.
As for the LBRM , the LCI calculation for a particular user requires Nm+1 multiplications based on 
(3-15), the searching for its best route requires N„, comparisons, and the subsequent user route 
updating with respect to the given hysteresis at most requires two operations. Hence, at most 
Km(2N,„+3) operations are required in one execution of the LBRM .
It is not hard to see that the worst case of the BSRS is when all users are in multi-hop mode and 
are demanding higher rates. In this case, the BSRS involves two steps only. The first one is to 
prioritize all the users, and this requires at most (Km-\)KJ2 operations [49]. The second step is to 
allocate rates to individual users. We assume that user Ids current rate is rate number^ (1 </*<D). 
Then, at most f  rates (/?/,..., Rf) need to be tested for this user. In each of these tests, six 
operations are required to calculate the new load based on (3-12) and (3-16), and two operations 
are required to calculate the extra load and compare it with the available BS capacity. Hence, 
together with the six operations required by the estimation of a user’s current load, at most 
22 E i (%4+6) operations are required in the second step. Therefore, the BSRS involves at most
Km2/2+11 ATm/2+ 22 8fk operations in each execution.
The worst case of the R SLB  is when all users are connected to a single (overloaded) RS so that 
the complexity for prioritizing the connected users is maximized. In this case, the R SLB  involves 
three steps. The first step is to estimate the load of the RS, and this requires load estimations of Km 
users based on (3-12), and then a summation of Km load values. These require totally 2>Km-\
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operations. The second step is to prioritize the connected users of the RS, and this requires at most 
(Km-l)Km/2 operations [49]. The final step is the overloading-relief for the RS. We assume that 
user k is assigned rate number f k(\<fk<D) by the BSRS. Then at most D-ff rates (Rjk+i, •■■fa) 
need to be tested for this user in the relief process. Each test involves two operations for 
calculating the load of the new rate based on (3-12), and two operations for checking whether or 
not the resulting load reduction is sufficient for relieving the overloading. Hence, at most 
4(D-fk) operations are required in the final step. Therefore, the R S LB  involves at most
K m2/2+Km(5/2+4D)-l-£ Afj operations.
Note that in the worst case of the BSRS, rate number f k is finally assigned to user 1c (/c = 1 to Km). 
Therefore the f k used in the R S LB  should be the same as the f k employed in the BSRS. 
Consequently, the total number of operations in the three entities is at most Km2 
+Km(2Nm+4D+l l ) - l+ y , f"j 4fk. It is not hard to see that the global worst case occurs when fr-D
(/c= 1 to Km). Therefore the worst-case algorithm complexity can be approximated as 0(Km2 + 
2Nnf fm + 8DKm+UKm).
It is clear that this quadratic complexity is far lower than the complexities of optimal algorithms, 
which grow exponentially with the size of the problem.
3.4.2.5 Simulation Results
By system level simulation, the IRRA is evaluated and compared with the non-relaying case, as 
well as with a benchmark relaying approach that adopts pathloss-based routing [8] for user route 
determination and a conventional scheduling algorithm [36] for rate scheduling. The simulation 
parameters and settings are listed in Table 3.1. More explanations of the employed simulation 
platform can be found in Appendix A.I.
Parameters Settings/Explanations
Cellular layout Hexagonal grid, omni-directional
sites, 3 tiers with wrap around
Cell radius R (km) 1.8
Propagation model (dB) 128.1 +37.6 loglO(i?)
Channel type 3 GPP Pedestrian A
Std. deviation of slow fading (dB) 8.0
Correlation distance of slow fading (m) 50
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BS antenna gain plus cable loss (dBi)
User antenna gain (dBi)
Maximum user power (dBm)
Maximum RS power (dBm)
Links with closed-loop power control 
Closed-loop power control step size (dB)
User TFCS (Transport Format Combination Set) (kbps) 
RS TFCS (kbps)
T T I  (Transmission Time Interval) (ms)
Scheduling period / IRRA period (ms)
Priority function for BS scheduling 
Traffic model
Session arrival distribution model 
Session arrival rate (session/cell/s)
Session duration distribution model 
Minimum session duration (s)
Mean session duration (s)
Number of fixed RSs per cell
RS-to-BS distance r 
BS/RS load threshold
14
0
21
24
MS-BS, MS-RS, RS-BS 
1
8,16,32,64,128,256,384 
8,16,32,64,128,256,3 84,768,1000 
10 
100
Proportional fairness [3 6]
Near real time video[l 1]
Poisson
0.25; 0.5; 0.75; 1.0; 1.25 
Shifted exponential [11]
20
40
6, symmetrically located on the 
perimeter of a circle
0.65*R; 0.75*R; 0.85*R
70%
Table 3.1 Simulation parameters
Figure 3.8 demonstrates the obtained throughput with different session arrival rates. We observe 
that when the offered traffic load (reflected by the session arrival rate) is light, without the help of 
relaying, traffic can still be delivered satisfactorily. However, when the offered traffic load 
becomes heavy, systems with relaying perform significantly better than that without. Moreover, in 
the case of relaying with the IRRA, the ratio of relayed cell throughput to total cell throughput can 
be up to 75%, as indicated in Figure 3.9. This indicates the proposed algorithm can effectively 
exploit the benefits of RSs in the heavy traffic load scenarios, and therefore the traffic could still 
be effectively delivered with much lower delays.
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The IRRA can achieve much higher cell throughput than the benchmark relaying approach. This 
is mainly due to the following reasons: firstly, the routing criterion used in the IRRA, i.e., LCI, 
can well reflect the most beneficial route for a certain user in terms of uplink resource/load 
efficiency. Secondly, the benchmark relaying approach has no mechanism to effectively avoid the 
overloading of RSs. As a result, RSs are very likely to be overloaded when offered traffic load 
becomes heavy. For example, as indicated by Figure 3.9, in the case of relaying with the 
benchmark algorithm, ratios of relayed cell throughput to total cell throughput decrease 
dramatically when the session arrival rate increases. Thirdly, in the IRRA, the radio resource 
scheduling is well coordinated with routing, and therefore the benefits of relaying can be promptly 
captured and translated into throughput improvements. Finally, the IRRA is mn periodically, 
hence the user transmission rates and routes are able to effectively adapt to system dynamics, e.g. 
traffic bursts.
It can also be observed that the gain of the proposed IRRA algorithm varies with the RS-to-BS 
distance r, and the maximum cell throughput gain is about 215% in comparison to the non­
relaying case, obtained when r equals 65% of the cell radius. This is because currently, we assume 
users can only be relayed by the RSs in the same cell. Consequently when r becomes bigger, the 
number of eligible users for relaying will decrease. This is indicated in Figure 3.10 where the 
average relayed cell throughput decreases as r increases. This reveals that the actual performance 
of a MCN depends not only on the RRA  algorithm characteristics, but also on how many users 
employ relaying. Therefore, the deployment of RSs should tiy to match with user distributions in 
order to increase the number of users around RSs, thereby potentially increasing the number of 
users using relaying.
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Figure 3.10 Average relayed cell throughput vs. session arriva l rate
3.5 Summary
We studied the Radio Resource Allocation (RRA) problem in single-carrier Multi-hop Cellular 
Networks (MCNs). The optimization problem with the objective of system throughput 
maximization was mathematically formulated and proven to be NP-hard. Considering the 
prohibitive processing complexity of finding the optimal solution for such an NP-hard problem, 
we proposed an efficient heuristic algorithm, named Integrated Radio Resource Allocation 
(IRRA), to provide sub-optimal radio resource allocation in practical systems. To prove the 
effectiveness of the IRRA algorithm, a case study was carried out based on enhanced uplink 
UTRA-FDD with fixed relay stations. As shown by the simulation results of the case study, the 
IRRA  can ensure significant gains in terms of cell throughput compared to the non-relaying case 
and to a benchmark relaying approach.
The exact complexity of the proposed algorithm is dependent on the underneath conventional 
cellular technique. Nevertheless, it is envisioned to be “low complex” in general, as indicated by 
the complexity analysis in Section 3.4.2.4 for the case study.
As revealed by the performance evaluation in Section 3.4.2.5, the actual performance of the 
proposed algorithm varies with the number of users using relaying. Therefore, the deployment of
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relay stations should try to match with the user distribution in order to increase the number of 
users around relay stations, thereby potentially increasing the number of users using relaying.
It is worth mentioning that the proposed algorithm is based on centralised decision-making, which 
means some amount of measurements need to be gathered from individual network nodes before 
the actual decision-making, and also the resource grants need to be signalled to individual 
network nodes after the decisions have been made. Therefore, it will lead to a certain amount of 
signalling overhead, and this issue will be discussed in Chapter 6 as a part of the future work.
The proposed algorithm will be further developed and extended for OFDMA-based MCNs in 
Chapter 5.
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Chapter 4
4 Radio Resource Allocation for OFDMA- 
based Single-hop Systems
In the last decade, a well-known multi-carrier communication technique, Orthogonal Frequency 
Division Multiplexing (OFDM), has been employed in several standards for wireless systems 
such as IEEE  802.1 la/g, HIPERLAN/2 etc., due to its inherent immunity to inter-symbol 
interference (ISI), and thus the potential to support high data rate transmissions. Orthogonal 
Frequency Division Multiple Access (OFDMA), as a multiple access scheme based on OFDM, 
embraces more flexibility in handling the multi-user scenario, and is envisioned as a promising 
multiple access technique for the 4th Generation (4G) mobile/wireless systems.
In the context of OFDMA, several users share the whole operating frequency band, and each of 
them occupies a subset of the complete set of frequency sub-earners. Different users usually 
experience uncorrelated fading on the same sub-carrier and each particular user suffers frequency- 
selective fading over the whole operating frequency band. In order to exploit the multi-user 
diversity and frequency diversity effectively, Radio Resource Allocation (RRA) algorithms are 
crucial for the overall performance of OFDMA systems.
In general, RRA in OFDMA systems includes sub-carrier assignment, bit loading and power 
allocation. In the literature, a few studies have been presented to address these issues, as discussed 
in Section 2.2.2.
These studies provide solutions to the RRA problem for OFDMA to some extent. However, low- 
complexity fully adaptive sub-carrier, bit and power allocation still has not been fully investigated. 
In this chapter, we study the optimal RRA problem for OFDMA downlink systems. Throughput 
maximization is selected as the optimization objective, since in many commercial wireless 
systems, achieving a high level of system throughput would be the primary concern. The 
mathematical formulation of the problem is presented and linearized. The proof of its NP- 
hardness is then given by reducing the problem into a classical NP-hard problem, namely the 
Multiple Choice Knapsack Problem (MCKP). A novel mathematical analysis is then carried out 
based on its similarity to the MCKP, and a heuristic algorithm, named Integrated Sub-carrier, Bit, 
and Power Allocation (ISBPA), is proposed for finding sub-optimal solutions to such an NP-hard
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problem. Unlike the algorithms proposed in [13]-[16], the ISBPA provides a full range of 
adaptivity capabilities for sub-carrier assignment, bit loading, and power allocation. Moreover, the 
algorithm requires low computational complexity and is thus a feasible candidate for 
implementation in practical systems. As shown by the system-level simulation results, the 
proposed algorithm can achieve significant gains in terms of throughput and user satisfaction ratio, 
in comparison to a benchmark algorithm.
The rest of this chapter is organized as follows: the system scenario is presented in Section 4.1, 
followed by the problem formulation and proof of NP-hardness in Section 4.2. An Integrated Sub­
carrier, B it and Power Allocation (ISBPA) algorithm is proposed in Section 4.3, and is evaluated 
by simulations in Section 4.4. Some discussions are given in Section 4.5 on how to apply the 
proposed algorithm in multi-cell scenarios. Finally, the chapter is summarised in Section 4.5.
4.1 System Scenario
We consider a single-cell multi-user downlink OFDMA scenario, where one Base Station (BS) 
with maximum transmission power Pmax serves a set of users K = (1, 2 ... |K|}. Based on the 
characteristics of the requested service, every user /c, k e K , has a certain set of QoS requirements 
to satisfy, including the minimum data rate and the maximum Bit-Error-Rate (BER) requirements, 
denoted as Rk and / r^espectively. It is worth mentioning that the minimum data rate requirement 
can generally be translated from the GBR (Guaranteed B it Rate) i f  the user is receiving real-time 
services, e.g. streaming, whereas i f  the user is served with non real-time services, e.g. FTP  (File 
Transfer Protocol), the minimum data rate requirement can be mapped/calculated from the traffic 
load of the user and the packet delay requirement. The set of sub-carriers in the system is denoted 
as N= {1, 2 ... \N\}. In order to avoid the interference, it is assumed that a sub-carrier can only be 
allocated to one user. An example transmitter and receiver pair is depicted in Figure 4.1.
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Figure 4.1 An example O F D M A  transmitter and receiver pair
We assume the channel gains between the BS and each user on different sub-carriers, gkn (k e K, 
n e TV), can be perfectly estimated and have negligible variation within each resource allocation 
interval.
We let rki„ and pk„ denote the data rate and the consumed power of user k on sub-carrier n 
respectively. In our study, rki„ is in terms of bits per symbol and its possible value is selected from 
a modulation factor set B = {1, 2, ..., \B|}. pk>n is a function of f}k> rk,„, and gk,„, as follows [50]:
Pk,n ~  f i P k  5 rk,n 9 S k tn )  (4-1)
The function /(•) is non-linear and depends on the type of modulation scheme employed. For 
instance, for M-ary quadrature amplitude modulation, (4-1) can be rewritten as follows [12]:
A,„ = g ^ N .o  [<2(A / 4)f f t  -  l)/(3Ts) (4-2)
where No and Ts represent the noise power spectrum density and the symbol duration respectively, 
and function Q() can be expressed as follows:
(43)
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4.2 Problem Formulation and Proof of NP-hardness
Based on the system scenario, one straightforward expression of the problem can be described as 
follows:
TM -RRA : Given a certain system snapshot, determine the sub-carrier, bit, and power allocation 
for each user, so as to maximize the system throughput, while adhering to the following 
constraints:
Cl: The total consumed BS power should be less than the maximum allowed BS power Pmax;
C2: The total allocated bits to each user should be no less than its minimum rate requirement;
C3: Any sub-carrier should be assigned to at most one user.
Let Xk,„ denote a boolean variable indicating whether sub-camer n is allocated to user k (1 for 
‘Yes’ and 0 for ‘No’). Then the above problem can be formulated mathematically as follows:
This problem formulation obviously is non-linear. To make the problem analysis easier, now we 
linearize the formulation and arrange the problem into a similar form as a classical integer linear 
optimization problem, namely Multiple Choice Knapsack Problem (MCKP), which has been 
studied in the world of mathematics for decades. Numerous exact/approximate algorithms have 
been proposed for solving problems of that kind [47]. From them, we can easily obtain 
inspirations to analyze and solve our problem.
Before we come to the linear form of the problem, we first introduce some definitions.
Definition 1: A Candidate Allocation Action (CAA) a represents a possible allocation action that 
the RRA function may perform. All the CAAs form a CAA Set (CAAS) A.
max
rk,n>Xk,n keKneN
(4-4)
Subject to
Z  S  /(A ■> Z n ’ Sk,„ k„  ^p„max (4-5)
IceK neN
V/t (4-6)
neN
(4-7)
IceK
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In the context of our system scenario, a CAA a can be characterized by three attributes: sub­
carrier 5(a), user u(a), rate r(a), i.e. a -  CAA(s(a), u(a), r(a)). The attributes are selected from 
sub-carrier set N, user set K, and modulation factor set B respectively. The action of a actually 
means allocating sub-carrier s(a) to user u(a) with loaded bits r{a). Such an action consumes a 
certain amount of BS power p(a), which can be calculated from /($,(„)>Kfl)>£ii(fl)*(a)) based on
(4-1).
The size of A can be calculated as the product of the number of sub-carriers \N\, the number of 
usable modulation factors |i?|, and the number of users |AT|, as follows:
|X|=| N | | £| | X |  (4-8)
Definition 2: A Sub-carrier CAA Set (S-CAAS) A ,J  represents a subset of the CAAS A, where 
all the elements in this subset have the same sub-carrier attribute n. A User CAA Set (U-CAAS) 
Ak(U} represents a subset of the CAAS A, where all the elements in this subset have the same user 
attribute k.
It is not hard to see that e TV-} and \A f\v k  e x} are two different partitions over the
CAAS A.
In Figure 4.2, the objects and sets defined above as well as their relationships are illustrated. The 
three-dimensional solid as a whole represents the CAAS A, which consists of |/7||2?||Kj small units, 
each of which represents a CAA. S-CAAS An(S> and U-CAAS AkU) are also shown in this figure as 
vertical and horizontal slices respectively.
Figure 4.2 Illustration of CAA, CAAS, S-CAAS, and U-CAAS
71
Chapter 4. Radio Resource Allocation for OFDMA-based Single-hop Systems
We further define the action selecting CAA a from set A as having the meaning of performing the 
resource allocation action defined by a.
Assuming the above, the TM-RRA problem for OFDMA systems can be transformed from the 
previous non-linear expression to the following linear form:
TM -RRA  (Linear Form): Given a certain system snapshot, select CAAs from the CAAS A, so as 
to maximize the system throughput, while adhering to the following constraints:
Cl: The total consumed BS power by all the selected CAAs should be less than the maximum BS 
power Pmax;
C2: For any user k, k e K, the aggregate bits of all the selected CAAs from its U-CAAS AkU) 
should he no less than its minimum rate requirement Rk;
C3: For any sub-carrier n, n e N, the selected CAAs from its S-CAAS should be at most one.
We let x( j  denote a boolean selection indicator (1 for ‘Yes’ and 0 for ‘No’). Then, mathematically, 
the problem can be expressed as follows:
max V  r(a)x(a) (4‘9)*(a) immUaeA
Subject to
(" a>
aeA
Y r ( a ) x ( a ) > R k Vk e K  (4"n)
X  *(a ) ^ 1 s  V  1-4'12^
aeA^P
With this new formulation it is straight forward to claim the following theorem:
Theorem 1: the TM-RRA problem is NP-hard.
Proof: We employ the “restriction” approach [48] to prove the NP-hardness of the TM-RRA  
problem by showing it contains a known NP-hard problem as a special case.
We restrict the TM -RRA problem to a special case, where Rk is zero. In this case, constraint 
(4-11) is removed. We name this special case as SC-TM-RRA problem, where the prefix “SC” 
stands for “special case”.
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For CAA a in set A, the rate r(a) is known, and the BS power consumption p(a) can be easily pre­
calculated based on (4-1). The maximum BS power Pmax is a pre-known hardware limitation and 
furthermore, the CAAS A and all S-CAASs A j ,  k e K, can be easily pre-calculated based on the 
available sub-carriers, the usable modulation schemes, and active users in the system. Therefore, 
it is clear that the only unknown in the SC-TM-RRA problem is x(a).
Now we recall a well-known NP-hard problem, namely Multiple Choice Knapsack Problem 
(MCKP) [47], as follows:
MCKP: Given a knapsack, an item set M including m items, and a partition of the item set M}, 
M2 ... Mq, with v(j) = profit of item j, w(j) = weight of item j, and Cmax~ capacity of the Imapsack, 
select items from set M so as to maximize the aggregate profit from all the selected items, while 
adhering to the following constraints:
Cl: The aggregate weights of the selected items should be less than the (weight bearing) capacity 
of the knapsack Cmax;
C2: For any item subset (Mi ... Mq), the selected item should be at most one.
Mathematically, the MCKP can be expressed as follows:
(4-13)
c „
je M
£ * ( / ) <  1 V q  e { l , 2 . . . Q }
jeMq
(4-14)
(4-15)
Note that any arbitrary instance of the MCKP can be viewed as an instance of the SC-TM-RRA 
problem, by applying the following mappings:
Ml) The item set M is mapped to the CAA set A, including the mappings from v(j) and w(j) of the 
items in set M to r(a) and p(a) of the CAAs in set A respectively;
M2) The item subsets Mi ... M q  are mapped to the S-CAASs Ak(S), k e K, respectively;
M3) The knapsack capacity Cmax is mapped to the maximum BS power Pmax.
The item selection for that MCKP instance is in one-to-one correspondence with the CCA 
selection for the mapped instance of the SC-TM-RRA problem. Therefore, the MCKP can be 
regarded as a restricted special case of the TM-RRA problem. Since the MCKP has already been 
proven to be NP-hard [47], we conclude that the TM-RRA problem is NP-hard.
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4.3 Problem Analysis
Due to the NP-hardness of the TM-RRA problem, the time required to find its optimal solution 
increases exponentially with the size of the problem. This prohibitive processing complexity is 
intolerable in practical systems.
To tackle this NP-hard problem with reasonable complexity, one sensible approach is to firstly 
generate a preliminary “optimal” solution without considering some constraints, and then adjust 
the solution gradually to satisfy those constraints with the least performance penalty and come up 
with a near-optimal solution to the constrained problem. This approach possesses much lower 
complexity in comparison to the classical “direct search” schemes, which require all the 
intermediate trail solutions in the feasible region, i.e., satisfying all the constraints, thereby 
leading to a high computational complexity.
In this section, based on the aforementioned approach, to aid with the design of a practical RRA  
algorithm for OFDMA systems, we investigate the following key issues: preliminary sub-carrier, 
bit, and power allocation, QoS constraint satisfaction, and power constraint satisfaction.
4.3.1 Preliminary Sub-carrier, Bit, and Power Allocation
Based on the problem formulation, it is not hard to see the capacity of the system is limited by the 
maximum BS power. Therefore, in our work, we employ a power-efficiency-based scheme for 
sub-carrier allocation. Let Ck.n,r denote the power efficiency of user k on sub-carrier n with loaded 
bits r, and it can be calculated as follows:
where pkt,hr denotes the needed BS power of user k on sub-carrier n with loaded bits r, and it can 
be calculated by the following equation:
where SIRtarset is the SIR target of the transmission, which can be easily pre-calculated based on 
the B E R  requirement of user k, fik and the loaded bits r. The power efficiency of CAA a can be 
defined as Qa) -  r(a) / p(d).
of traffic. I f  every sub-carrier is allocated to the user who has the highest power efficiency on this 
sub-carrier, the system throughput can be maximized given a certain BS power constraint, or the 
total BS power consumption can be minimized given a certain amount of throughput to achieve.
(4-16)
(4-17)
The above defined power efficiency reflects the consumed BS power when delivering unit amount
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After the sub-carrier allocation, the bits and power loaded to each sub-camer need to be 
determined in order to produce one preliminary solution, X(PLM) = (x(a)| a eA }. In our work, 
since power constraint is not considered in this step, a straightforward approach can be taken: 
firstly, each sub-carrier is fully loaded with the maximum number of bits, and afterwards the 
power allocated to each sub-camer can be calculated based on (4-17). This preliminary solution 
achieves the upper bound of the system throughput, as every sub-camer is fully loaded. It also 
consumes the least possible power given this achieved throughput, because each sub-carrier is 
allocated to the most power efficient user.
4.3.2 QoS Constraint Satisfaction
The preliminary solution produced by the previous step is derived without considering user QoS 
requirements (user minimum data rate requirements), and thus it is likely that only a small number 
of users are satisfied whereas a lot of others are left starving. In this step, we try to satisfy users’ 
QoS constraints.
In [14], a sub-carrier reallocation approach is employed to satisfy user QoS constraints. The basic 
idea is to reallocate sub-carriers from satisfied users to unsatisfied ones in order to satisfy all 
users’ QoS constraints, while keeping the throughput reduction as low as possible. In order to 
guarantee the convergence of the reallocation process, a sub-carrier reallocation is not allowed i f  
it will violate the QoS constraint of the sub-carrier donor. In general, the approach proposed in
[14] is effective to balance the QoS of individual users, however, taking a close look at it, we can 
still see a major drawback: the reallocation process proceeds based on user indexes, i.e., first 
satisfies the first unsatisfied user and then moves to the second, and so on. This sequence 
apparently will lead to the result that unsatisfied users with small indexes might gain some sub­
carriers that should otherwise be given to later unsatisfied users to achieve higher overall benefits.
In our work, we also employ the idea of sub-camer reallocation to satisfy users’ QoS constraints. 
However, to avoid the drawback of the approach from [14], we first mathematically formulate the 
QoS Constraint Satisfaction (QoSCS) problem, from which we derive the appropriate sub-carrier 
reallocation approach.
We denote the set of satisfied users and the set of unsatisfied users as l6SU) and K/UU) respectively.
Definition 3: A Flexible Sub-carrier (FS) , represents a sub-carrier of an over-satisfied user, 
without which the user is still satisfied. We denote the set of flexible sub-carriers as bf-FS). The 
other sub-carriers are named non-flexible sub-carriers, included in set ] fNFS),
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Definition 4: A Candidate Sub-carrier Reallocation Action (CSRA) e represents an action that 
reallocates a flexible sub-carrier from a satisfied user to an unsatisfied one, with the loaded bits on 
the sub-carrier unchanged.
One CSRA e can be characterized by four attributes: sub-carrier s(e), rate r(e), sub-carrier donor 
udnr(e), and sub-carrier acceptor uacp(e). s(e) is selected from flexible sub-carrier set f f FS}. r(e) and 
udnr(e) are known based on the preliminary sub-camer and bit allocation from the previous step. 
Uacpie) is selected from unsatisfied user set l f UU).
Note in our work, we do not consider those reallocation actions involving non-flexible sub­
carriers, or those reallocating a flexible sub-carrier to an already satisfied user, as those actions 
either will violate the QoS constraint of the sub-carrier donor, or cannot be helpful in increasing 
the throughput of any unsatisfied user.
In fact, CSRA e represents replacing of a0\d = CAA(udnr(e), s(e), r(e)) with a„ew = CAA(uacp(e), s(e), 
r(e)) in the preliminary solution x(PLM) from the previous step:
e ' {*(«<*/ ) = l> Xia new) =  0 } ) =  0, x{amw) =  1} (4-18)
Such action results in a certain amount of increment on the overall BS power consumption: 
Pmc(e)=p(amw) -p(aold).
Definition 5: A CSRA Set (CSRAS) E represents a set containing all the CSRAs.
The size of E can be calculated as the product of the number of flexible sub-carriers \NFS)\ and the 
number of unsatisfied users (X ^ l, as follows:
| E  |=| N {FS)|| | (4-19)
The CSRAs in the system are illustrated in Figure 4.3. Each dashed arrow represents a CSRA 
reallocating one flexible sub-carrier from a satisfied user to an unsatisfied one.
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Figure 4.3 Illustration of CSRAs
Definition 6: A Sub-carrier CSRA Set (S-CSRAS) E ,^  represents a subset of the CSRAS E, 
where all the elements in this subset have the same sub-carrier attribute n. A Donor User CSRA 
Set (DU-CSRAS) E)DU) represents a subset of the CSRAS E, where all the elements in this subset 
have the same donor user attribute k. An Acceptor User CSRA Set (AU-CSRAS) EjAU) represents 
a subset of the CSRAS E, where all the elements in this subset have the same acceptor user 
attribute k.
It is not hard to see that JV(ra)}, {^^V /c  e X(sy)J, and [Ek{AU),\/k e K(uu)) are three
different partitions over the CSRAS E.
We define the action selecting CSRA e from set E as having the meaning of performing the sub­
carrier reallocation action defined by e.
Assuming the above, the problem of QoS Constraint Satisfaction (QoSCS) can be expressed as 
follows.
QoSCS: Given the solution xfPLM) provided by the preliminary sub-carrier, bit, and power 
allocation, select elements from set E so as to minimize the power increment, while adhering the 
following constraints:
Cl: For any previously satisfied user k, k e  K)SU), the aggregate throughput decrement of all the 
selected CSRAs from its DU-CSRAS EjDU) should be no more than the difference between its 
previously loaded bits Rk ‘ and its minimum rate requirement Rk, Rk Rk;
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C2: For any previously unsatisfied user k, k f f uu\  the aggregate throughput increment of all
minimum rate requirement Rk and its previously loaded bits Rk\ Rk - Rk‘;
C3: For any flexible sub-carrier n ,n e  l f FS), the selected CSRAs from its S-CSRAS E,J should be 
at most one.
Mathematically, the above problem can be expressed as:
From the above, it is easy to see that the elements in the same S-CSRAS are exclusive. This 
feature is very similar to the exclusivity in the MCKP, based on which the following dominance 
criterion has been derived as an effective means for problem size reduction [47]:
Dominance Criterion for the MCKP: For any Mq(q= 1,2... Q), i f  there exist two items j  and j ’, 
such that v(j) <v(j’) and w(j) > w(j’), then in the optimal solution to the MCKP, item j  is not 
selected, i.e., item j  is dominated.
This dominance criterion actually means, in one exclusive item subset, i f  we can find an item has 
no more profit and no less cost than another item, this item will not appear in the optimal solution, 
because the other one is better than it. As a result, this item can be safely removed from the 
problem without affecting the problem solving, i.e. the problem size can be reduced.
Although the QoSCS problem shares the exclusivity feature with the MCKP, but due to the 
constraints (4-21) and (4-22), it is very hard to derive a similar dominance criterion for it. 
Therefore, we now consider a variation of the QoSCS problem where the constraints (4-21) and 
(4-22) are replaced by the following constraint:
the selected CSRAs from its AU-CSRAS e£AU) should be no less than the difference between its
(4-20)
Subject to
(4-21)
eeE<kDU>
Rk'+ ] T  r(e)x(e) > Rk V/c e K {uu) (4-22)eeE^
(4-23)
eeE®
(4-24)
We name this variation as V-QoSCS, and it is not hard to get the following theorem.
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Theorem 2: In the context of V-QoSCS, for any S-CSRAS E ff  (n e l / FS)), i f  there exist two 
CSRAs e and e\ such that r(e) < r(e’) and Pinc(e)>pmc( e \  then in the optimal solution to the V- 
QoSCS, CSRA e is not selected, i.e., CSRA e is dominated.
Proof: We assume that CSRA e is selected in the optimal solution X. We replace CSRA e by 
CSRA e* to construct another solution X ’, which apparently still satisfies constraint (4-24) due to 
the fact that r(e’) is no less than r(e). Furthermore, X ’ leads to no greater power increment than 
the optimal solution Xas Pmfe’) is no greater than Pi„c(e). This contradicts with the assumption 
that X is optimal. Therefore, CSRA e cannot be selected in the optimal solution.
As a sub-camer reallocation action in this step always takes one fully loaded sub-carrier from a 
satisfied user to an unsatisfied one, i.e.
r{e) =| i? I \/e e E  (4-25)
Therefore, we can derive the following corollary from theorem 2.
Corollary 1: In the context of V-QoSCS, in any S-CSRAS, the CSRA with the least power 
increment dominates all the other CSRA.
Proof: Obvious from theorem 2 and (4-25).
Let efrOM) denote the dominating CSRA of S-CSRAS E„(S), then all the CSRAs other than en(D0M), 
n e l / FS) can be safely removed from the V-QoSCS problem without affecting the problem 
solving. Consequently, we can further deduce the following corollary.
Corollary 2: Sort all the dominating CSRAs in ascending order of power increment. The optimal 
solution to the V-QoSCS can be found by selecting the dominating CSRA one by one from the
Proof: We denote the solution produced above as X, and we assume there is another solution X ’, 
which achieves lower overall power increment and differs from X by at least one selected CSRA. 
It is not hard to see that X and X ’ have the same number of selected CSRAs due to (4-25). We 
spot the CSRAs that are different in two solutions. As in the procedure to produce X, we select 
CSRAs from the sorted list one by one until the throughput increment reaches the required value, 
therefore, the different CSRAs in X ’ must have higher aggregate power increment than those in X. 
Therefore, the overall power increment of X ’ must be higher than X, which contradicts with the 
assumption. Therefore, X is the optimal solution.
Therefore, the optimal algorithm for the V-QoSCS is: firstly generate a list containing all the 
dominating CSRAs for individual flexible sub-carriers based on corollary 1, and then sort and 
select the dominating CSRAs greedily based on corollary 2.
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This algorithm is effective and simple, but it cannot be directly applied in the original QoSCS 
problem due to the following differences between the two problems:
1) In the QoSCS, every previously unsatisfied user should be satisfied. However, the V-QoSCS 
means only the overall throughput increment is enough to satisfy all the previously unsatisfied 
users as a whole. As a result, in the V-QoSCS, some unsatisfied users may get more than what 
they need to get satisfied, whereas some others are still left unsatisfied.
2) In the QoSCS, every previously satisfied user should remain satisfied. However, this constraint 
does not exist in the V-QoSCS, and consequently, some previous satisfied users might become 
unsatisfied i f  the reallocation process takes away too many sub-carriers from them.
Based on the above differences, we propose to add the following controls to upgrade the 
algorithm and make it applicable to the QoSCS.
1) After a CSRA e is selected, if the sub-carrier acceptor Uacp(e) becomes satisfied, we stop 
considering this user, as the QoS requirement of this user has already been met;
2) After a CSRA e is selected, if the sub-carrier donor uacp(e) becomes just-satisfied, we stop 
considering this user; as any further sub-carrier reallocation on this user will violate the QoS 
constraint of this user.
A detailed algorithm for the QoSCS will be presented later in Section 4.4.2 based on the above 
discussions.
4.3.3 Power Constraint Satisfaction
After the QoS constraint satisfaction, the previous preliminary solution x(PLM) is modified into an 
updated version X(PLM), where some of the users are over satisfied whereas the others just get 
what they need to meet their QoS requirements. We denote the set of over-satisfied users and the 
set of just-satisfied users as K/0SU) and j f JSU) respectively, and the set of flexible sub-carriers and 
the set of non-flexible sub-camers as l f FS) and l f NFS) respectively.
In the previous steps, the power constraint is not taken into account. As a result, the preliminary 
solution X(PLM)’ may require too much power for the BS to afford. To bring down the power 
consumption, the commonly used approach in the literature is to drop (or temporarily block the 
access of) some users, who are too power expensive. In our work, this user-dropping scheme is 
also considered, however, only as the last resort. Note i f  a system is well planned and the 
admission control is working appropriately, droppings of users by the RRA function should not 
happen frequently.
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As in the previous steps, every sub-camer is fully loaded with the maximum number of bits. As a 
result, we can reduce the loaded bits of some sub-carriers to bring down the BS power 
consumption before coming to the user dropping.
However, in our work, i f  we directly reduce the loaded bits of flexible sub-carriers, which are 
occupied by the users having high power efficiency on them, the power reduction would be 
marginal. On the other hand, i f  we reduce the loaded bits of a non-flexible sub-carrier, the QoS 
constraint of the sub-carrier owner will be violated. Therefore, it is not effective to reduce the 
loaded bits directly without touching the previous sub-carrier allocation.
Considering the above, we introduce a novel approach for the power constraint satisfaction, 
named, Sub-carrier and B it Reallocation (SBR), which is a series of actions. Firstly, reallocate a 
flexible sub-carrier from an over-satisfied user to a just-satisfied user, who then reduces the 
loaded bits of its most power-expensive sub-carriers to keep itself still just satisfied, but with less 
power.
Note that just-satisfied users are very likely to have some highly power-expensive sub-carriers, 
which are assigned to them in order to satisfy their QoS constraints. Therefore, by means of SBR, 
the power reduction would be significant, and at the same time, the users’ QoS constraints are still 
kept satisfied.
It is worth mentioning that in the course of SBR, the number of bits reduced from the just- 
satisfied user is the same as it gains from the reallocated sub-carrier, in order to keep its 
throughput unchanged. The reason for this is the just-satisfied users are generally in relatively bad 
radio conditions, and therefore, in order to make better use of the system radio resource, these 
users should not be allocated more bits than their minimum rate requirements.
Definition 7: A Candidate Sub-camer and B it Reallocation Action (CSBRA) h represents a series 
of actions that firstly reallocate a flexible sub-carrier from an over-satisfied user to a just-satisfied 
user, which then reduce the loaded bits on its most power-expensive sub-carriers so as to keep 
itself still just-satisfied.
One CSBRA h is characterized by one CSRA e\ aotcrCAA(udnr(e),s(e),r(e)) -» a„ew = 
CAA(uacp(e),s(e),r(e)), and then r(e) consecutive bit reductions on acceptor uacp(eys sub-carriers to 
remove its r(e) most power-expensive bits: (b h br(e)). As flexible sub-carries are all fully 
loaded previously, it is not hard to see r(e) -  |5|. bj is the i-th bit reduction action and is 
characterized by the sub-carrier s (b ),  where the loaded bits are reduced by one. This bit reduction 
results in a certain amount of decrement on the overall BS power consumption p dec(bi). Note that 
some of the bit reductions may be applied to same sub-carrier. CSBRA h can then be expressed as 
CSBRA(e, b \, £|fi|). It leads to a certain amount of decrement on the overall data rate rdec(h)
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and a certain amount of decrement on the BS power consumption pdec(h). It is not hard to see
rdcc(h) = \B\ andp dec(h ) = -pinc{e) + p dec(b [)  +  . ..  + p dec(b\B\).
Some CSBRAs in the system are illustrated in Figure 4.4. Horizontal dashed arrows represent 
sub-carrier reallocations, and vertical dashed arrows denote bit reductions.
Flexible Sub-carrier Non-fiexlble Sub-carrier
C 'C>
Sub-carriers
i  : :
+  T
l  ... g
Over-satisfied Users
T I
fl fl
Just-satisfied Users
Figure 4.4 Illustration of CSBRAs
Definition 8: A CSBRA Set (CSBRAS) H  represents a set containing all the CSBRAs in the 
system. A Sub-carrier CSBRA Set (S-CSBRAS) H ,J  represents a subset of H, where all the 
elements in this subset have the same sub-carrier attribute n.
It is not hard to see that \Hn('s\\/n  e N {FS)) forms a partition over the CSBRAS H, and the size of H
can be calculated as the product of the number of flexible sub-carriers \lfFS)\ and the number of 
just-satisfied users as follows:
H  1=1 N {fs) II (4-26)
Assuming the above, the problem of Power Constraint Satisfaction (PCS) can be expressed as 
follows:
PCS: Given the solution XfPLM)> provided by the QoSCS, select CSBRAs from set H so as to 
minimize the throughput reduction, while adhering to the following constraints:
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Cl: The total reduction of consumed power by all the selected CSBRAs should be no less than the 
difference between the consumed BS power of the previous solution P ’ and the maximum BS 
power Pmax, i.e. P ‘- P m ax!
C2: For any flexible sub-carrier n, n e  NfFS\  the selected CSBRAs from its S-CSBRAS should
be at most one.
Mathematically, the above problem can be expressed as:
(4-27)
W h<=H
Subject to
f J P j h W ) > P ' - P max (4-28)
IteH
£ *(/*)  <1 V « e jV(ra) (4_29)
The formulation of this PCS problem is of a veiy similar form as the problem V-QoSCS. 
However, there is one noticeable difference: in V-QoSCS, e and pinc(e) are all constants and can 
be pre-calculated before the actual solving of the problem. In PCS, the values of h and pdeJJt) are 
based on the current sub-carriers and loaded bits of each just-satisfied user, which are dependent 
on the previously selected CSBRAs in the problem solving process.
Consequently, the following control is required to be added to upgrade the algorithm for the V- 
QoSCS and make it applicable to the PCS: after a CSBRA h is selected, CSBRAs associated with 
the sub-carrier acceptor uacp(e(h)) should be updated, as the sub-carriers and loaded bits of that 
user have been changed.
A detailed algorithm for the PCS problem will be presented later in Section 4.4.
4.4 Integrated Sub-carrier, Bit, and Power Allocation (ISBPA)
Based on the above discussions, we propose a novel Integrated Sub-carrier, Bit, and Power 
Allocation (ISBPA) algorithm, which consists of three functions, Preliminary Sub-camer, B it and 
Power Allocation (PSBPA), QoS Constraint Satisfaction (QoSCS), and Power Constraint 
Satisfaction (PCS). The three functions are performed sequentially, iteratively, and with 
coordinated interactions. In what follows, these functions are explained in detail, together with the 
discussion on their computational complexities.
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4.4.1 Preliminary Sub-carrier, Bit and Power Allocation (PSBPA)
Based on the discussion earlier, the sub-carrier allocation in our algorithm takes a power- 
efficiency-based approach to assign each sub-camer to the user who has the highest power 
efficiency on it. Afteiwards, every sub-camer is simply loaded with the maximum modulation 
factor, and the power on each individual sub-carrier is calculated according to (4-17).
Now we further derive the equation (4-16) to obtain a more practical cost function for finding the 
best user of each sub-carrier.
In the process of best user selection for a given sub-carrier, to guarantee a fair comparison, a 
common B ER  requirement and the same loaded bits should be assumed. Note, based on (4-1), 
given the same B E R  requirement and the same loaded bits, the power is inversely proportional to 
the channel gain. Therefore, the best user selection based on (4-16) is equivalent to the following:
/c* = arg max(g/cn) (4-30) ,
The operation procedure of the PSBPA is shown in Figure 4.5.
r
Figure 4.5 The operating procedure of the PSBPA
4.4.2 QoS Constraint Satisfaction (QoSCS)
Based on the discussions from Section 4.3.2-C, the sub-carrier reallocation algorithm in Figure 
4.6 is proposed in our work for the QoS constraint satisfaction.
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Figure 4.6 The operating procedure of the sub-carrier reallocation
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The S-CSRAS of a flexible sub-carrier n, i.e., E ,f\ includes totally \K(VU)\ CSRAs, each of which 
represents an action reallocating the sub-carrier from the current occupier to one unsatisfied user, 
as shown in Figure 4.3. The power increment of these CSRAs can be easily calculated by 
p(anew(ej) -  p(aolfe)). The one resulting in the least power increment is regarded as the 
dominating CSRA, which may be updated during the CSRA selection process in order to respect 
the constraints (4-21) and (4-22). This is different from the case in the V-QoSCS, where the 
dominating CSRA of each S-CSRAS does not change.
The algorithm framework is similar as the one for the V-QoSCS. However, extra processing is 
added after each CSRA selection to check the status of the sub-carrier donor and acceptor. I f  the 
sub-carrier donor becomes just-satisfied, any further CSRAs from this user will violate its QoS 
constraint. Therefore, all the sub-carriers of this user should be marked as non-flexible, and the 
corresponding dominating CSRAs should be removed from the dominating CSRA list. On the 
other hand, i f  the sub-carrier acceptor becomes satisfied, we do not need to consider this user any 
more, and thus we can remove all the CSRAs associated with this user, and update the dominating 
CSRAs and the dominating CSRA list i f  necessary.
4.4.3 Power Constraint Satisfaction (PCS)
Based on the discussions from Section 4.3, we employ the following two approaches for the 
power constraint satisfaction: 1) sub-carrier and bit reallocation, and 2) user dropping. The second 
approach is considered as the last resort when the first one fails to bring down the BS power 
consumption below the threshold.
The operation procedure of the sub-carrier and bit reallocation is shown in Figure 4.7.
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Figure 4.7 The operating procedure of the sub-carrier and bit reallocation
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The S-CSBRAS of a flexible sub-carrier n, i.e., H ft, includes totally \K)JSU)\ CSBRAs, each of 
which represents a series of actions firstly reallocating the sub-carrier from the current occupier to 
one just-satisfied user and then carrying out bit reductions to remove \B\ most power-expensive 
bits from the just-satisfied user. The determination of the sub-carrier reallocation action is 
straightforward. The procedure of bit reductions is shown in Figure 4.8. The power decrement of 
a CSBRAPdejh) can be calculated as -Pi„c(e) + pdefbi) + ... + pdec(b\B\), where e is the sub-camer 
reallocation action of the CSBRA, and b\,b2,... and b\B\ represent the bit reduction actions.
Figure 4.8 The operating procedure of b it reductions of user k
In the S-CSBRAS of each flexible sub-carrier, the CSBRA resulting the greatest power decrement 
is regarded as the dominating one. The algorithm framework is similar as the one for the V- 
QoSCS, but extra processing is added after each CSBRA selection, as follows:
1) Check the status of the sub-carrier donor udnr(e(h)). I f  it becomes just-satisfied, any further
sub-carrier reallocations from this user will violate its QoS constraint, and thus all its sub-carriers
i
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should be treated as non-flexible, and all the corresponding dominating CSBRAs should no longer 
be considered.
2) All the CSBRAs associated with uacp(e(h)) in other S-CSBRASs should be updated, as after 
the CSBRA performance, the sub-carrier acceptor uacp(e(h)) gets one more sub-camer, and some 
of its power-expensive sub-carriers have lower loaded bits.
After the sub-camer and bit reallocation, i f  the BS power is still higher than the threshold, we 
should perform the user dropping. In our work, we employ user overall power efficiency as the 
criterion to sort users before dropping:
where gk represents the power efficiency of user k, pk,„ and rk,„ represent the consumed power and
loaded bits on sub-carrier n for user k respectively. In our work, the following user-dropping
scheme is employed: Sort all the users in descending order of overall power efficiency, and then
drop users one by one from the first until the BS power constraint is satisfied. The overall power
efficiency of a user is defined as the user’s allocated power divided by the user’s total throughput.
(
4.4.4 Iteration of Functions and Overall Procedure
Due to the existence of user droppings, we employ an iterative procedure for our proposed ISBPA  
algorithm in order to improve the performance, as shown in Figure 4.9.
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Figure 4.9 The overall operating procedure of the ISBPA
4.4.5 Algorithm Complexity
In the PSBPA, the most computationally intensive part is the sub-camer allocation, which 
involves |iY|(|K|-l) comparisons based on (4-30). Therefore, the computational complexity of the 
PSBPA is 0(|A]|K|).
In the QoSCS, the largest computational complexity resides with the sorting/resorting of the 
dominating CSRA list. The initial sorting requires |A^|(jA^|-l)/2 operations [49]. The resorting 
at most happens \l6UU)\ times, and hence less than \l6UU)\\jfFS)|(\jfFF>|-1 )/2 operations are involved 
totally. Therefore, the computational complexity of the QoSCS is 0(0.51 1 1 j 2).
A
90
Chapter 4. Radio Resource Allocation for OFDMA-based Single-hop Systems
In the PCS, the sorting/resorting of the dominating CSBRA list is computational intensive. The 
initial sorting requires J ( | | -1 )/2 operations. The resorting at most happens \lVFS)\ times, 
and then less than |A^||A^|(|MFS)|-l)/2 operations are involved totally. Apart from that, the 
sorting of bit reduction actions in Figure 4.9 also require considerable computational complexity. 
For user k, one such sorting requires |A/*|(|A^ |-l)/2 operations, where Nk denote the set of sub­
carriers user k has, and obviously it is always a subset of A, and thus the complexity of this sorting 
is upper-bounded by |A|(|A|-l)/2. Moreover, such sorting happens |A^ ||j^ '/,W)| times during the 
initial generation of all the CSBRAs and at most liV ^ lflA ^I + l)/2 times for the updating of 
CSBRAs. Consequently, at most (|A<F,S)||X('/5I7)| + + l)/2 )|7Vj(|A|-l)/2 operations are
involved in the sorting of bit reduction actions. Therefore, the computational complexity of the 
PCS is + |A^|2|JVj2/4). It is worth mentioning that the size of JV^ in the PCS
is normally much smaller than the one in the QoSCS,
Note in the practical systems, i f  admission control is appropriately performed, dropping of users 
in the stage of radio resource reallocation is unlikely, hence, the number of iteration of our 
algorithm is envisioned to be very low.
Based on the above estimation, the complexity of our algorithm is much lower than the optimal 
algorithm whose complexity grows exponentially with the size of the problem due to the NP-hard 
nature of the problem.
4.5 Performance Evaluation
The ISBPA is evaluated by means of system level simulations. The scheme proposed in [14] is 
selected as the benchmark to compare with. In the benchmark algorithm, the total BS power is 
equally split and assigned to individual sub-carriers, and then each sub-carrier is allocated to the 
user that can achieve the highest modulation order on the sub-carrier given the pre-assigned sub­
carrier power. Sub-carrier reallocation is subsequently performed to rearrange the sub-carrier 
allocation among users to improve the overall user satisfaction ratio. One main drawback of the 
benchmark scheme is that the pre-assigned power on each sub-carrier can hardly match perfectly 
with the modulation scheme selected for that sub-carrier in the later stage, and thus some amount 
of sub-carrier power might be wasted. For example, suppose that the initially allocated power to 
each sub-carrier is lOmW and 4, 11, 20mW are required to support 4-, 16-, and 64-QAM 
respectively. Then, the benchmark algorithm will at most assign 4-QAM to a sub-carrier, and thus 
6mW or 60% of the pre-assigned sub-carrier power are unutilized and wasted. Moreover, the 
benchmark scheme does not consider the dropping of users in veiy bad radio conditions. 
Therefore, in order to ensure a fair and convincing comparison, two improved versions of the 
benchmark algorithm are also simulated and compared with the proposed ISBPA algorithm. In the
/
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first one, named as improved benchmark A, an extra function is introduced on top of the 
benchmark scheme, to allocate the unutilized power to the sub-carriers who demand the least 
power to increase their modulation orders, i.e. those having the best throughput-to-power 
efficiency. In the second improved version of the benchmark algorithm, named as improved 
benchmark B, an extra user dropping function is added on top of the improved benchmark A. The 
user dropping function is designed to behave the same as the one in the proposed ISBPA, i.e., it 
drops exactly the same users in each simulation snapshot as the ISBPA.
The simulation parameters used in the performance evaluation are listed in Table 4.1. More 
details on the employed simulation platfonn can be found in Appendix A.2.
Parameters Settings/Explanations
Cell deployment Single cell, Omni-directional
Number of users 15
Number of Sub-carriers 128
Carrier frequency (GHz) 5
Bandwidth (MHz) 5
Useful Symbol Duration (us) 22.4
Cell radius R  (Km) 1.0
Propagation model (dB) 143.4 + 351ogl0 (R [Km]) [27]
Channel type ITU  Pedestrian B  3km/h [33]
Std. deviation of slow fading (dB) 8.0
BS antenna gain plus cable loss (dBi) 14
User antenna gain (dBi) 0
Modulation schemes 4-QAM; 8-QAM; 16-QAM; 32-QAM; 64-QAM
User Minimum Rate Requirement (Bits per 
Symbol)
30
Maximum BS Power (W) 5;10;15;20;25;30;35;40;45;50
Table 4.1 Simulation parameters
It is worth mentioning that the benchmark algorithm is likely to underutilise the BS power 
resource more seriously in the cases with less modulation schemes (and thus bigger power steps 
between adjacent modulation schemes). In order not to magnify the drawback of the benchmark
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scheme, we employed five modulation schemes in the performance evaluation, as shown in Table 
4.1.
Figure 4.10 and Figure 4.11 demonstrate the obtained average throughput and user satisfaction 
ratio with different BS power limits. Note that a user is regarded as a satisfied user i f  its achieved 
throughput is no less than its QoS requirement (i.e., the minimum data rate requirement in our 
study), otherwise a user is treated as an unsatisfied one. A dropped user is counted as an 
unsatisfied user as well. It can be clearly seen that as the BS power limit increases, the 
throughputs and user satisfaction ratios also increase for all schemes. This is because the system 
has more power resources to load more bits to sub-carriers and to support users experiencing bad 
channel conditions. It was also observed that the proposed ISBPA algorithm consistently 
outperforms the original and improved benchmark algorithms, with significant gains in terms of 
throughput and user satisfaction ratio. It can also be observed that the two improved versions of 
the benchmark algorithm can make much better utilization of the BS power resource, as indicated 
by Figure 4.12, and can achieve considerable higher throughput than the original benchmark 
algorithm. However, as shown in Figure 4.11, they can hardly make any improvement in terms of 
user satisfaction ratio. This is due to the fact that they always tend to allocate the unutilized power 
to those having good channel conditions and thereby very likely being satisfied already. It can 
also be observed that the two improved benchmark schemes have almost the same user 
satisfaction ratio performance, i.e. the user dropping does not have observable impact on the user 
satisfaction ratio. This implies that the users dropped are those who are in very bad radio 
conditions, and thus can hardly be satisfied anyway i f  not dropped.
The good performance of the proposed ISBPA algorithm is mainly attributed to the following 
facts. Firstly, the proposed ISBPA algorithm simplifies the NP-hard problem into a number of 
smaller tasks: preliminary solution generation (without considering constraints), and then QoS 
constraint satisfaction and BS power constraint satisfaction. The strategy is generally effective, 
since a preliminary “optimal” solution can be easily generated without considering all the 
constraints, and then the solution can be gradually adjusted to satisfy those constraints with small 
performance penalty and come up with a near-optimal solution to the constrained problem. 
Secondly, in the original and improved benchmark algorithms, in order to satisfy users’ QoS 
constraints, sub-carriers are reallocated from satisfied users to unsatisfied ones. However, the 
reallocation is carried out in a sequence based on user indexes, as a result, unsatisfied users with 
smaller indexes may gain sub-earners which should however be reallocated to some other 
unsatisfied users to achieve higher overall benefits. By contrast, in the proposed ISBPA algorithm, 
the best reallocation for a sub-carrier is determined based on the dominance relationship among 
all the possible reallocation actions for this sub-carrier. The sequence of sub-carrier reallocation is 
decided based on the demanding power increments of the best reallocation actions of individual
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sub-carriers. This is derived from the problem formulation as well as from the mathematical 
analysis and it aims to satisfy every user with the least increment of BS power consumption. This 
approach can effectively avoid the problem in the original and improved benchmark algorithms. 
Thirdly, in the ISBPA, after the satisfaction of QoS constraint of eveiy user, the total BS power 
consumption may be beyond the maximum BS power limit. However, a novel concept, named 
“sub-carrier and bit reallocation” is introduced to jointly adjust the sub-carrier and bit allocation 
of some users. This concept can effectively reduce the BS power consumption with a very small 
throughput penalty. Finally, in the ISBPA, power allocation is always adjusted adaptively based 
on the bits loaded onto individual sub-carriers. This can avoid the power waste problem in the 
benchmark algorithm.
Throughput.vs BS Power Limit
Figure 4.10 Throughput vs. max BS power
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U,ser;siatisfaction Ratio vs.BS' Rower Limit
Figure 4.11 User satisfaction ratio vs. max BS power
Power Utilisation vs BS Power Limit
Figure 4.12 BS power consumption vs. max BS power
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4.6 Discussions on Multi-cell Scenarios
The proposed algorithm is derived from a single-cell system scenario without considering the 
interference between neighbouring cells. To apply it into practical multi-cell scenarios, some 
modifications might be needed, depending on the frequency reuse strategies employed in the 
system.
In those scenarios with large frequency reuse distance (or low reuse factor), and thus marginal 
inter-cell interference, the proposed algorithm can be implemented in each cell directly without 
modification. The overall resource allocation in the system is in fact broken down into pieces for 
individual cells, managed by the proposed algorithm independently.
The proposed ISBPA algorithm can also been applied to more complicated system scenarios, 
where network operators enforce higher frequency reuse factors in their systems for the sake of 
spectrum efficiency. However, some modifications are required to guarantee its effectiveness. The 
required modifications generally depend on how the network operator enforces the high frequency 
reuse factor:
1) Shrink the size of cluster
A network operator may enforce high frequency reuse factor by shrinking the size of cluster. 
Under this approach, spectrum reuse is taking place with much tighter scaled clusters, e.g. the 
carrier frequencies are reused eveiy two tiers of cells. In scenarios of this kind, considerable 
inter-cell interferences are envisioned, and thus an extra module for the interference 
estimation should be added to the proposed ISBPA algorithm. The main task of the module is 
to measure/collect the interference information on individual sub-carriers and feed the 
information to the LCI calculation module in order to accurately estimate the link quality via 
different sub-carriers.
2) Share the spectrum pool by multiple cells
In some other cases, a network operator may employ spectrum sharing among multiple cells. 
Under this approach, all the sub-carriers within the available frequency band are kept within a 
resource pool, which can be dynamically partitioned into pieces for individual cells, based on 
cell traffic load etc.
To apply the proposed ISBPA algorithm into the scenarios of this kind, firstly, one extra 
entity for the top-level resource partitioning is needed to work out the sub-carrier resources 
for each cell, as shown in Figure 4.13. It is worth mentioning that this resource partitioning 
may operate in a fairly slow time scale based on averaged measurements like cell traffic 
volume reports and users’ averaged CQI (Channel Quality Indication) information etc. 
Secondly, after the sub-camer resources for individual cells are determined, the proposed
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IRRA algorithm can come into play to perform the resource allocation within each cell. Note 
that the inter-cell interference should be taken into account as well during the intra-cell 
resource allocation, i f  the top-level resource portioning has allowed some particular sub­
carriers reused in neighbouring cells.
Total Available System Bandwidth
(Dynamic)
Resource
Partitioning ■=>
Exemplary Partition 1
Exemplary Partition 2
Figure 4.13 Example resource allocations in multi-cell scenarios with spectrum sharing
4.7 Summary
We studied the Radio Resource Allocation (RRA) problem for single-hop OFDMA systems. The 
optimization problem with the objective of system throughput maximization was mathematically 
formulated and linearized into a similar form as a classical mathematical problem: Multiple 
Choice Knapsack (MCKP) problem, from which the proof of its NP-hardness is derived. 
Considering the prohibitive processing complexity of finding the optimal solution for such an NP- 
hard problem, we proposed a low-complexity heuristic algorithm, named Integrated Sub-carrier, 
Bit, and Power Allocation (ISBPA), to provide sub-optimal radio resource allocation in practical 
systems. The proposed algorithm provides a full range of adaptivities on sub-carrier assignment, 
bit loading and power allocation. As shown by simulation results, the ISBPA can ensure 
considerable gains in terms of cell throughput and user satisfaction ratio compared to benchmark 
approaches.
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The proposed ISBPA algorithm is derived from single-cell scenarios, and therefore, no 
consideration is taken for inter-cell interferences. It can be applied directly to those multi-cell 
scenarios with large frequency reuse distance. With some modifications, it can also be applied to 
those multi-cell scenarios with more complicated spectrum sharing strategies.
The proposed algorithm is based on the assumption that the channel quality information of 
individual users would be available at the BS, and the issue of the resulted signalling overhead 
will be discussed in Chapter 6 as a part of the future work.
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Chapter 5
5 Radio Resource Allocation for OFDMA- 
based Multi-hop Cellular Networks
Due to the attractive gains that multi-hop and OFDMA techniques can respectively bring to 
mobile/wireless systems, it appears to be a logic next step towards further enhancement of system 
performance by combining them together into one system. In this context, the concept of 
OFDMA-based Multi-hop Cellular Network (MCN) has started to gain increasing attention from 
the research community in recent years.
Compared to conventional cellular networks, OFDMA-based MCNs require some extra functions 
in the radio resource allocation process, e.g. route determination and sub-carrier allocation. These 
functions have considerable impacts on the link qualities, and moreover, they are closely coupled 
with each other. For instance, on one hand, the route determination may be affected by the results 
of sub-carrier allocation, since the radio channel conditions of a route may veiy much depend on 
the sub-carriers selected for that route. On the other hand, routing results may have considerable 
impacts to the sub-carrier allocation, since the quality of a particular sub-carrier is normally 
different i f  applied to different routes. Moreover, in OFDMA-based MCNs, some components of 
the conventional radio resource allocation need to be upgraded, for instance, the determination of 
transmission power and modulation order need to be performed for individual sub-carriers, 
instead of for individual links.
Due to the above facts, the radio resource allocation in OFDMA-based MCNs is crucial for the 
overall system performance. Also it is much more complicated than its counterparts in 
conventional cellular networks and requires effective approaches to coordinate and jointly 
optimize the allocation decisions for different types of resources. However, this issue is still left 
largely unexplored in the literature.
In this chapter, the radio resource allocation for OFDMA-based MCNs is studied: Firstly, an 
overview of the system scenario is presented, followed by the problem formulation and then some 
discussions on the individual component functions of the radio resource allocation, focusing on 
the main challenges and the interactions between them. Subsequently, an Integrated Radio
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Resource Allocation (IRRA) algorithm is proposed based on the discussions, and the evaluation 
results of the proposed algorithm are then presented. Finally, the chapter is summarized.
5.1 System Scenario
We consider a single-cell multi-user downlink OFDMA relaying scenario, where one Base Station 
(BS) with maximum transmission power Pmax serves a set of users K = {1,2 ... \K\} with the help 
from a set of RSs N -  {1, 2 ... |A^ }. Based on the characteristics of the requested service, every 
user k, k e K, has a certain set of QoS requirements to satisfy, including the minimum data rate 
and the maximum Bit-Error-Rate (BER) requirements, denoted as Rk and f}k respectively. The 
minimum data rate requirement can generally be translated from the GBR (for real-time services), 
or from the traffic load of the user and the packet delay requirement (for non real-time services). 
The set of sub-carriers in the system is denoted as S = {1, 2 ... fyl}. In order to avoid the 
interference, it is assumed that a sub-carrier can only be allocated to one user. An example 
connectivity of network nodes is depicted in Figure 5.1. A user terminal can connect to the BS 
either directly or via a relay station, i.e., maximally two hops are considered. It is assumed that an 
RS can act as a relay for multiple users.
M S mh M S mh
Figure 5.1 An example connectivity of network nodes
In the context of multi-hop relaying, in order to avoid the self-interference of RSs, the 
transmission and reception of an RS should not take place on the same frequency nor at the same 
time. Consequently, two basic relaying strategies are envisioned for multi-hop systems: 
frequency-division forwarding and time-division forwarding [3]. Under these schemes, the 
transmission and reception of an RS are either separated in the frequency domain, e.g. by using 
different carrier frequencies, or in the time domain, e.g. by employing different time slots or MAC
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frames. Frequency-division forwarding has been considered in the work presented in Chapter 3. 
We consider time-division forwarding in this chapter.
We assume the downstream of a MAC frame consists of two time slots, namely Vi and v2, each of 
which comprises one or multiple OFDM symbols. For a two-hop transmission, the relay receives 
data from the BS in slot v, and then forwards them to the end user in slot v2, i.e., performs time- 
division forwarding. Direct transmissions can take place in both time slots. The simultaneous 
transmissions in the same time slot are separated in the frequency domain by means of OFDMA. 
An example transmitter and receiver pair is shown in Figure 5.2.
Transmitter m
Figure 5.2 An example O F D M A  transmitter and receiver pair
The RRA function is assumed to have full channel state information, and it performs route 
determination, sub-carrier allocation, bit loading, power allocation, and load balancing. The RRA  
function can reside in the BS (centralized RRA) or distribute among the BS and RSs (hierarchical 
RRA).
Note that for each transmitter, the IF F T  (Inverse Fast Fourier Transform) operates over the whole 
frequency band for all the sub-carriers, however, only those sub-carriers allocated to this 
transmitter will carry data, whereas others bear nulls.
Like normal commercial cellular networks, the objective of the RRA function considered in this 
chapter is to achieve as high throughput as possible, while satisfying service and system 
constraints, e.g. the QoS requirements of users, and the power constraints of BSs and RSs.
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5.2 Problem Formulation
In general, the radio resource allocation problem for OFDMA-based MCNs is similar to the 
previous RRA problems studied in Chapters 3 and 4, but with higher complexities due to the extra 
degrees of freedom in the allocation process. In this section, we employ a similar approach as 
those in Chapters 3 and 4 to formulate the problem.
We first introduce a concept of Candidate Allocation Action (CAA), which represents a possible 
allocation action the RRA function may perform. All the CAAs form a CAA Set (CAAS) A.
In the context of OFDMA-based MCNs, one CAA a can be characterised by five attributes: sub­
carrier 5(a), time slot v(a), transmitter t(a), receiver fra), and rate fra). I f  CAA a is selected to 
perform, it effectively means that sub-carrier s(a) in time slot v(a) is assigned to the transmission 
from transmitter t(a) to receiver fra) with rate fra). Such an action consumes a certain amount of 
BS powerpsfra), and possibly some RS powerpRSx(a) as well in the relaying case with RS x being 
the involved RS.
Based on the time slot attribute, the elements in set A can be classified into two disjoint subsets, 
Avi (TS) and Av2 (TS\  which contain all the CAAs in time slots v\ and v2 respectively. For a CAA in 
A*™, its sub-carrier attribute can be selected from S, its transmitter attribute is always the BS, its 
receiver attribute can be selected from the RS set N  or the MS set K, and its rate attribute can be 
selected from the modulation factor set B. Therefore, in total, there are |S|(|jV|+|K|)|2?| CAAs in 
Av\(TS). For a CAA in time slot v2, its sub-carrier attribute can be selected from set S, its transmitter 
attribute can be set to the BS or selected from set N, its receiver attribute can be selected from set 
K, and its rate attribute can be selected from set B. Consequently, there are totally |*S|(l+|iV])|K||2?| 
CAAs in Av2(TS\  As a result, the total number of CAAs in set A is: \S\\B\ (|/7)|X| + 2\K\ + |iV|).
We denote AsJ SCJS) (s e \S\, v = Vi, v2) a SC-TS-CAA set, which is a subset of A, containing all 
the CAAs with sub-carrier attribute s and time slot attribute v. Note that the reuse of sub-camer is 
not considered for the moment, and thus once a sub-carrier in a certain time slot is allocated to 
one transmission, it should not be assigned to any other. Consequently, for the CAAs in a 
particular ASJ SC'TS), only one can be selected to perform.
We further denote AJiV(rx,ts) (j  e NkjK ; v = vi, v2) a RX-TS-CAA set, which is a subset of A, 
containing all the CAAs with receiver attribute j  and time slot attribute v, and denote Atf f x,TS) (t e 
[N, BS]; v= vu v2) a TX-TS-CAA set, which is a subset of A, containing all the CAAs with 
transmitter attribute t and time slot attribute v.
It is not hard to see that , aJ TS) }, { ^ c-ra), V5 e S; v = v,, v2}, , V/ gNuK;v = vl)v2}, and
{ 4 f '7s),V/e[Ar,5S];v = v,,vJ} are four different partitions over the CAA set A. '
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Then the problem description is as follows: Given a certain system snapshot, select CAAs from
the CAA set A, so as to maximize the system throughput, while adhering to the following 
constraints:
Cl: At any time slot, the total consumed BS power by all the selected CAAs should be no more 
than the maximum BS power Pss.max!
C2: At any time slot, the total consumed power of a RS n (n — 1, ..., |Y(/ by all the selected CAAs 
should be no more than the maximum RS power PRSn.maxi
C3: For any user k, k e K, the aggregate bits of all the selected CAAs from its RX-TS-CAAS 
A f t ^  should be no less than its minimum rate requirement Rk;
C4: At any time slot, for any sub-carrier n, n e N, the selected CAAs from its SC-TS-CAAS 
ASi}sc,TS) should be at most one;
C5: For each RS n (n= 1,..., |Y[), the incoming throughput in time slot V/, i.e, the throughput of 
all the chosen CAAs belonging to ARs,hV/ RX'TS\  should equal to the outgoing throughput in time slot 
v2, i.e., the throughput of all the chosen CAAs belonging to ARS„iV2(TX’TS).
Mathematically, the problem can be formulated as follows:
Maximize
Based on the approach employed in Chapters 3 and 4, we can easily conclude that the above 
problem is NP-hard, and thus extremely complex to be solved optimally.
(5-1)
Subject to
(5-2)
I  Prs„ (a) -x(a)< PRSn >max Vw e N; v = v,, v2
aeA™ (5-3)
(5-4)v=v„v2 a e V ™
(5-5)
(5-6)
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In the following sections, to aid the design of a practical RRA algorithm for OFDMA-based 
MCNs, we discuss routing, sub-canier allocation, bit loading, power allocation, load balancing, 
and their interactions. Based on the conclusions, a heuristic algorithm, named Integrated Radio 
Resource Allocation (IRRA), is derived.
5.3 Key Issues of the RRA Design
5.3.1 Routing
In the literature, various routing algorithms have been proposed for MCNs, e.g. distance-based 
routing [8], pathloss-based routing [8], and power-based routing [9]. In Chapter 3, a novel routing 
approach, Load Cost Indicator (LCI)-based routing is proposed, where the LCI of a route 
corresponds to the resource consumption per unit traffic delivery over this route. It has been 
shown in Chapter 3 that the LCI can well reflect the most beneficial route for a user in terms of 
resource efficiency, and thus is a good indicator for the route quality.
The concept of LCI can also be applied in OFDMA-based MCNs, however the resource 
efficiency of a route is more difficult to estimate than in single-carrier systems, since it might be 
quite different i f  different sub-carriers are allocated to that route. This is one of the major 
challenges for the route determination in OFDMA-based MCNs.
To solve this problem, we introduce a concept of expected sub-camer set (ESS). An ESS of a 
particular transmission (direct, first-hop or second-hop) means the set of sub-carriers that is likely 
to be granted to the transmission.
To produce an accurate estimation, ESSs of individual transmissions should be as close to the 
final sub-carrier allocation as possible. However, due to the strong inter-dependency between sub- 
canier allocation and route determination, the final sub-carrier allocation is hard to obtain without 
finalizing the routes of users. Hence, some compromises need to be made here to break this 
deadlock. A practical approach is to include the best sub-carriers of a transmission into its ESS. 
The number of sub-carriers can be the minimum number of sub-carriers needed to satisfy the QoS 
requirement.
An example scenario is illustrated in Figure 5.3, where a user has three candidate routes, 1-3. 
Routes 1 and 3 are two-hop transmission routes, whereas route 2 is in direct transmission. The 
channel gains of different route segments are shown in Figure 5.4. Note that the channels of a 
two-hop user in time slots A and B (For simplicity, we refer the slots Vi and v2 in the problem 
formulation as slots A and B  in the rest of the chapter) are different, due to the fact that the first 
hop (in time slot A) is from the BS to the RS, and the second hop (in time slot B) is from the RS
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to the user. By contrast, for a direct transmission, the channels in two time slots are assumed to be 
the same, as both of them are from the BS to the user. It is assumed in this example that the user 
needs three sub-carriers to meet its QoS requirement, and therefore the best three sub-carriers in 
each transmission are included in the ESS, as indicated by the red bins in the figure.
RS1
Figure 5.3 A simple routing scenario
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Figure 5.4 ESSs of candidate routes of a user
It is worth mentioning that due to the competition from other transmissions, the sub-carriers in a 
transmission’s ESS may not be granted to it in the end. This may therefore lead to some degree of 
inaccuracy to the route quality estimation. The problem can be somehow mitigated i f  some extra 
considerations are taken while determining whether a sub-carrier should be included in the ESS of 
a transmission, e.g. how many other users/RSs are competing for this sub-carrier, and what are the 
chance of this current transmission to win over other competitors. However, these will then incur 
extra computational complexity to the routing algorithm.
Based on ESSs, the resource consumption per unit traffic delivery for the routes in Figure 5.3 can 
be estimated, as illustrated in Figure 5.5. The unit of traffic here is considered as one QPSK 
symbol.
Multi-hop Gain
\  ,
Route 1 
(Two-hop)
Route 2 
(Direct)
Route 3 
(Two-hop)
Consumed Resource Delivered Traffic 
'TOPSi
Multi-hop Loss
Multi-hop Gain
Figure 5.5 Illustration of multi-hop gains and losses
To deliver one QPSK symbol, i f  the direct transmission route, Route 2, is employed, one sub­
carrier in time slot A or B and some BS power will be consumed. The amount of consumed BS 
power depends on the channel conditions of the sub-carriers assigned to this route. To deliver one 
QPSK symbol via a two-hop route, i.e. Route 1 or 3, some BS power and a sub-carrier in time slot 
A are consumed for the first hop, and a sub-carrier in time slot B and some RS power are 
consumed for the second hop. Therefore, it is not hard to see a two-hop route always consumes 
extra sub-carrier and RS power resources, and these are marked as the Multi-hop Loss in Figure
5.5. However, it is important to note that it may require significantly less BS power resources than 
the direct transmission route, as shown by the Multi-hop Gain in Figure 5.5. In the case where the 
BS power is the bottleneck of the system capacity, this may improve the system performance 
considerably.
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Therefore, we can regard multi-hop relaying as a means of reducing the BS power consumption at 
the cost of consuming extra sub-carriers and RS power. When the BS power is the limiting factor 
of system capacity, we may switch some users into multi-hop relaying mode to translate spare 
sub-carriers and RS power into available BS power resources, in order to relieve the bottleneck of 
the system performance. In general, the users that are switched to multi-hop mode should be those 
which can bring significant reduction in BS power consumption with small extra consumption of 
sub-carriers and RS power.
In the case where the BS power is sufficient to fully load all the sub-carriers, for instance, when 
all the users are very close to the BS, we should keep all the users in direct transmission mode, 
since trading off sub-carriers and RS power for BS power will degrade the system throughput 
performance.
5.3.2 Sub-carrier Allocation
The problem of sub-carrier allocation in OFDMA single-hop systems has been intensively studied 
in the literature recently [13], [14], [16], and [44].
Three static sub-carrier allocation approaches are evaluated in [13], named OFDM-TDMA, 
OFDM-FDMA, and OFDM Interleaved-FDMA. It has been shown these static sub-carrier 
allocation can not effectively cope with system dynamics, and thus generally perform worst than 
adaptive schemes when adequate channel state information is available.
In [44], a low complexity adaptive sub-carrier allocation approach was proposed. The general idea 
is to adaptively assign each sub-carrier to the best user in a greedy fashion, as shown in Figure
5.6, where the channel cuive and the assigned sub-canier of a particular user are in the same 
colour. This kind of mechanisms can achieve the instantaneous maximum throughput by taking 
advantage of channel diversity among different users. This gain achieved by selectively assigning 
sub-caniers to users is nomially known as multi-user diversity gain.
107
Chapter 5. Radio Resource Allocation for OFDMA-based Multi-hop Cellular Networks
Channel Gain
Frequency
Figure 5.6 Greedy sub-carrier allocation
However, one major problem of the above greedy mechanism is that users’ QoS requirements are 
not guaranteed, i.e., some of the users might be assigned a large number of sub-carriers due to 
their good radio channel conditions whereas some others in relatively worse channel conditions 
are left starving.
Some recent publications addressed this QoS satisfaction problem. For instance, in [14], the 
problem of sub-carrier, bit and power allocation is addressed with users’ QoS guarantee. The 
proposed algorithm firstly distributes the total BS power equally to each sub-carrier, and then 
greedily allocates each sub-carrier to the user who can achieve the maximum loaded bits based on 
the pre-assigned power on that sub-carrier. Afterwards, sub-carrier reallocation is employed to 
improve the greedy sub-carrier allocation in order to satisfy all the users.
The above concept of sub-carrier reallocation can be employed in OFDMA-based MCNs for the 
QoS satisfaction after greedy sub-carrier allocation. However, a few major updates are foreseen.
Firstly, in OFDMA-based MCNs, besides the QoS satisfaction for users, RSs should also be 
satisfied with their QoS requirements in order to guarantee the traffic delivery for their connected 
users. The QoS requirement of an RS can be defined as the summation of the traffic demands 
from all its connected users, as shown in Figure 5.7, where the traffic demand of a user x is 
defined as max(bx,qx), where bx and qx denote the loaded bits and QoS requirement of user x 
respectively. It is generally a dynamic value varying with routing, sub-carrier allocation and bit 
loading decisions.
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User z  
Load Bits: bz 
QoS Req.:^
Figure 5.7 Illustration of the QoS requirement of a RS
Secondly, the reception and transmission of an RS take place in time slots A and B respectively, 
i.e. using time-division forwarding. This should be respected during the sub-carrier reallocation, 
i.e., sub-carrier resources in time slot A should not be reallocated to two-hop users, whereas those 
in time slot B should not be reallocated to first-hop transmissions.
Based on the above, we can extend the procedure from [14] to a more generic form for OFDMA- 
based MCNs, as shown in Figure 5.8:
• Step 1: Categorize users/RSs into satisfied and unsatisfied;
• Step 2: For each sub-carrier belonging to a satisfied user or RS, generate all the possible 
sub-carrier reallocation actions together with their potential costs, e.g. BS transmission 
power increments;
• Step 3: Select and perform the most beneficial sub-carrier reallocation actions in order to 
satisfy all the users and RSs with the least costs.
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Unsatisfied MSs/RSs
Figure 5.8 A generic sub-carrier reallocation for O FDM A-based M CN s
5.3.3 Bit Loading
In [13], the optimal bit loading algorithm was presented in the context of single-user OFDM. This 
algorithm loads bits to sub-carriers one bit at a time, and in each loading, the sub-carrier that 
requires the least additional power is selected. This algorithm can load the given number of bits 
with the least power consumption or load the highest number of bits with a given amount of 
power.
A simple variation from the above algorithm is: Firstly load all the sub-carriers with the maximum 
number of bits, and then remove bits from sub-carriers one bit at a time, and in each time, the sub­
carrier that frees the highest amount of power is selected. This variation is also optimal, and might 
be more efficient in the scenarios where the system load is heavy and thus the bits on sub-carriers 
are likely to be close to the maximum value in the end.
In OFDMA-based MCNs, the above algorithms can be employed, but should normally be 
performed after the determination of routes and the allocation of sub-carriers. For instance, after 
the routing and sub-carrier allocation, the above second bit-loading algorithm can be carried out in 
the following way:
a) I f  the BS power allows, the maximum number of bits should be loaded to each sub-carrier in 
order to make the maximum contribution to the system throughput;
110
Chapter 5. Radio Resource Allocation for OFDMA-based Multi-hop Cellular Networlcs
b) Otherwise, the bit loading should be carried out in the following two steps: Firstly, the 
maximum number of bits is loaded to each sub-carrier, and then the loaded bits on some sub­
carriers are reduced in order to bring the BS power consumption down to the maximum allowed 
threshold. In this context, reducing the loaded bits can be regarded as a means of trading 
throughput for BS power. Therefore, the process should start from the most power expensive bits 
in order to achieve the biggest reduction on BS power consumption with the least throughput 
penalty. I f  the bit to be unloaded belongs to a direct transmission, it can then be unloaded 
straightaway, but i f  it is associated with a multi-hop link, a bit of each hop of the link may need to 
be unloaded, in order to keep balance of the incoming and outgoing traffic of the RS. It is 
however worth mentioning that multi-hop transmissions normally have good BS power 
efficiency, and therefore bit reductions on multi-hop links are unlikely to happen.
5.3.4 Power Allocation
For the power allocation to sub-carriers, some of the strategies proposed in the literature employ 
equal power distribution to individual sub-carriers [14], or to the power budgets of individual 
users [16]. These approaches can reduce the overall computational complexity of RRA problem, 
however, they may lead to underutilization of power resources, since the pre-assigned power to 
individual sub-carriers or users can hardly match perfectly with the loaded bits on them later on, 
and thus some portion of the pre-assigned power will be wasted.
To avoid this problem, power allocation on each sub-camer should be carried out based on the 
loaded bits on the sub-carrier.
5.3.5 Load Balancing
In some cases, too many users may connect to the same RS (e.g. because the routing algorithm is 
not aware of the loads on RSs), and as a result, the RS may fail to deliver the traffic of connected 
users due to the hardware limitation on transmission power. In this case, some of the connected 
multi-hop users need to be switched to under-loaded RSs, or back to the BS.
The load on a BS should also be properly controlled to prevent overloading. Note, unlike RSs, 
which transmit only in time slot B, the BS transmits in both time slots A and B, and thus the BS 
loads in both time slots should be controlled properly.
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5.4 Integrated Radio Resource Allocation
As discussed earlier, the components of the RRA function are strongly inter-dependent with each 
other, as a result, the optimal RRA problem in OFDMA-based MCNs are extremely difficult to 
solve.
To tackle this problem with reasonable complexity, we combine the proposed algorithms from 
Chapters 3 and 4, and further develop into a complete algorithm framework, named Integrated 
Radio Resource Allocation (IRRA) algorithm, which can be broken down into a few sub­
functions: Preliminary Routing (PR), Preliminary Sub-carrier B it and Power Allocation (PSBPA), 
QoS Satisfaction (QoSS), RS Load Balancing (RSLB), Time Domain Load Balancing (TDLB), 
and BS Load Control (BSLC).
5.4.1 Preliminary Routing (PR)
The operating procedure of the Preliminary Routing is shown in Figure 5.9.
The route determination is earned out for individual users one by one. For each user, firstly the 
average LCI of the direct transmission route is estimated based on the ESS, and then compared to 
the average LCI of the link between the BS and the best RS of the user. I f  the following inequality 
is satisfied, the user should be switched to multi-hop mode, otherwise, it should be kept in direct 
transmission:
Where, Cdt denotes the average LCI of the direct transmission link, (ss-Best rs represents the 
average LCI of the link between the BS and the best RS of the current user, and a represents the 
mode-switching threshold, which should normally be a factor bigger than 2.0, in order to make 
sure the multi-hop links consume much less BS power than its direct alternative, i.e. having 
significant multi-hop gains, therefore, the multi-hop loss, e.g. the consumption of an extra sub­
carrier and some RS power, can be justifiable.
The average LCI of a link / is calculated based on the ESS of the link, as follows:
Where ESSi is the ESS of link /, Q denotes the average LCI of the link /, and tjiS represents the LCI 
of the link I on sub-canier s, which can be derived in the way presented in Section 3.4.2.1.
It is worth mentioning that routes determined for individual users in this step are not final ones, 
and may be modified later on by subsequent functions, e.g. the RSLB.
Cdt > a * ( iBS-BestRS (5-7)
(5-8)
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Figure 5.9 Operating procedure of the Preliminary Routing
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5.4.2 Preliminary Sub-carrier Bit and Power Allocation (PSBPA)
In the PSBPA, the sub-carrier, bit and power is allocated in a greedy fashion in order to maximize 
the system overall resource efficiency, without considering the constraints of BSs’ and RSs’ 
transmission power limits, and the constraints of users’ QoS requirements.
Specifically, each sub-carrier in time slots A and B is firstly allocated individually to its best 
user/RS that has the best radio channel condition on it. Then each sub-carrier is loaded with the 
maximum number of bits in order to maximize the system throughput because power constraints 
are not considered in this step, and finally, transmit power is assigned to each sub-carrier based on 
the loaded bits.
The operating procedure of the PSBPA is shown in Figure 5.10.
Figure 5.10 Operating procedure of the Prelim inary Sub-carrier B it and Power Allocation
5.4.3 QoS Satisfaction (QoSS)
After greedy sub-carrier bit and power allocation, the system throughput can be maximized with 
the least power consumption, as each sub-carrier is assigned to the user/RS having the best 
channel on it.
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However, the allocation actions are earned out independently in a greedy fashion without 
considering users’ QoS constraints, thus it is veiy likely some of the users are over-satisfied 
whereas some others are left starving.
In order to satisfy all users’ QoS requirements, we employ sub-camer reallocation to shift some 
sub-carriers from over-satisfied users/RSs to the unsatisfied users/RSs. Note that each such sub­
carrier reallocation action will bring a unsatisfied user closer to the QoS satisfaction, however 
with the price of extra power consumption, and thus we can define the profit of a reallocation 
action as the throughput increment on the unsatisfied iiser/RS, whereas its cost as the resulted 
power increment.
Therefore, in order to keep the overall resource efficiency, we should perform those reallocation 
actions that can bring the same amount of profit with the least cost.
The operating procedure of the QoSCS is shown in Figure 5.11. In general, the procedure is 
similar to the QoSCS employed in the ISBPA, as discussed in Section 4.4.2. However, there are a 
few major differences, as follows:
• The reallocation actions are performed not only for users, but also for RSs;
• During the reallocation process, the QoS requirements of RSs may vaiy with the 
loaded bits on its connected users. As a result, the reallocation actions relevant to 
those RSs may need to be updated when the reallocation process proceeds.
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Based on the loaded bits to users and RSs, 
categorize users/RSs into satisfied users/RSs 
and unsatisfied users/RSs
Find all the flexible sub-carriers, which can be safely 
reallocated to a unsatisfied user/RS without violating the 
original owner’s QoS requirements 
?
For each flexible sub-carrier, find the best 
reallocated action, i.e. the reallocation causing the 
least power increment, and save it into a list X
i  .
Sort the list X  in ascending order
of power increment
  ▼ _______
Move to the first reallocation action in the list AT
— ____  -  . t«   ............. ........
Perform the reallocation action, i.e. reallocate the sub- 
camer from the original owner Z  to the new owner Z*. 
Note that Z and Z ’ are users/RSs in the same time slot
Stop consider Z in the subsequent reallocation 
process. Remove the reallocation actions relevant to 
Z from list X
Move to the 
next 
reallocation 
action in X
Stop consider Z’ in the subsequent reallocation 
process. Remove the reallocation actions relevant to 
Z’ from list AT
Update the QoS requirement of the connected 
RS, and then update the relevant reallocation 
actions for the RS if necessary
N
(  End ~)
Figure 5.11 Operating procedure of the QoS Constraint Satisfaction
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5.4.4 RS Load Balancing (RSLB)
Since in the previous preliminary routing, RSs’ power constraints are not considered. Therefore, 
in some cases, a large number of multi-hop users may be switched to the same RS, which then 
becomes overloaded.
In this step, the needed power of each RS is estimated based 011 the previous decisions on route, 
sub-carrier, bit and power allocation. I f  the needed power is beyond the maximum value that the 
RS can afford, some connected users should be switched away from the RS. The users to be 
switched away should be those who bring the least multi-hop gain, i.e., BS power reduction, to the 
system. These users should be switched to under-loaded RSs or to the BS, depending on which 
consumes the least BS power while not overloading the network nodes they are switched to.
The operating procedure of the R S LB  is shown in Figure 5.12. In general, the procedure is similar 
to the R SLB  algorithm described in Section 3.3.4, and the same priority function (3-9) can be 
employed to find out from which user to start the overloading relief process. However, the 
overloading relief approach of this algorithm is to switch the users from the overloaded RSs to 
under-loaded RSs or to the BS. This is different from the R SLB  algorithm described in Section
3.3.4, which reduces the data rates of users to relieve the overloading of the connected RSs. This 
is because in the system scenario of this study, the load of an RS in fact is limited by its 
transmission power, and thus the overloading can be relieved easily by handing over users, since 
those users will not consume transmission power of the RS anymore, whereas the work in Chapter 
3 deals with a scenario where the load of an RS is limited by its receiving interference, and the 
load therefore cannot be reduced merely by user switching, and in the cases where the user is 
switched to a further away RS/BS, more interference may be generated to the original RS, which 
will then be overloaded even more severely.
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Figure 5.12 Operating procedure of the RS Load Balancing
5.4.5 Time Domain Load Balancing (TDLB)
The TD LB  is a newly introduced function, which does not exist in the IRRA described in Chapter 
4 or the ISBPA presented in Chapter 5. The main task of this function is to make sure loads of the 
BS at time slots A and B  are appropriately balanced.
The main reason to have such a function is that after the previous steps, a lot of users/sub-carriers 
may be switched to the multi-hop mode, due to the fact that RSs normally have much better 
channel conditions to the BS, i.e. the direct and relaying transmissions might be severely 
unbalanced, as shown by the example in Figure 5.13, where all the sub-carriers are assumed to use
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the same modulation scheme, and in time slot A, 80% and 20% of the sub-carrier resource are 
occupied by relaying and direct links respectively, and in time slot B, 80% of the sub-carriers 
have to be used for relaying links in order to make sure the relayed traffic can be delivered 
effectively, which then leaves only 20% of the sub-carriers for the direct transmissions. In terms 
of BS loading, in time slot A, all the sub-carriers contribute to the load on the BS, whereas in time 
slot B, only 20% of the sub-carriers contribute to the load on the BS. This will cause a situation 
where the needed BS power is much higher in time slot A than in time slot B.
Time Slot A Time Slot B
80% sub-carrier 
resource is occupied by 
the BS-to-RS links
20% 
resource 
the B
sub-carrier 
is occupied by 
>-to-MS links
Figure 5.13 Tim e domain BS load unbalance
Generally, the BS loading situation in time slots A and B can be categorized into three cases, as 
shown in Figure 5.14. In case 1, the needed BS power is less than the BS power limit in both time 
slots. In case 2, the needed BS power is beyond the limit in time slot A, but below the limit in 
time slot B. In case 3, the needed BS power is beyond the limit in both time slots.
For cases 1 and 2, some of the BS power resource in time slot B has not been used. This is due to 
the fact that relaying links consume too many sub-carriers in time slot B. Therefore, in these two 
cases, we should free some sub-carriers from over-satisfied multi-hop users and their connected 
RSs, and then reallocate them to single-hop users. This process increases system throughput, and 
should continue until the BS power consumption in time slot B reach the limit. Note that during 
the process, the BS power consumption in time slot A may go beyond the max limit and this is 
left for the next step, the BSPCS, to deal with.
For case 3, we should not reallocate sub-carriers from multi-hop to direct transmissions, since the 
BS power consumption is already beyond the limit in both time slots.
119
Chapter 5. Radio Resource Allocation for OFDMA-based Multi-hop Cellular Networks
Time Slot A Time Slot B
.........................................................................  Max BS power
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Max BS power
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Figure 5.14 Time domain BS load unbalance after the QoSCS 
The operating procedure of the Time Domain Load Balancing is shown in Figure 5.15.
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Figure 5.15 Operating procedure of the Time Domain Load Balancing
5.4.6 BS Load Control (BSLC)
The BS Load Control should make sure the BS power consumption by the direct transmissions is 
below the maximum limit.
I f  the needed BS power is beyond the threshold, the following approaches can be normally 
employed: user dropping, and sub-carrier and bit reallocation. In general, the BSLC algorithm 
employed in this work is similar as the PCS algorithm described in Section 4.4.3. However, the 
BSLC needs to be performed for the direct transmissions in both time slots A and B.
5.4.7 Overall Procedure
The overall algorithm operating procedure is shown in Figure 5.16.
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Figure 5.16 IRRA for OFDMA-based MCNs
In the step of RS Load Balancing, the routes of multi-hop users may change, and i f  any change 
happens, it is necessaiy to go back to repeat the PSBPA and the QoSS based on the updated user 
routes.
In the step of BS Load Control, some users in very bad radio condition may be dropped, and in 
this case we should go back to perform the PSBPA, QoSS, RSLB, and TD LB  again based on the 
updated user list. However, it is worth mentioning that in practical systems, i f  admission control is 
appropriately performed, the user dropping in the RRA stage is rare, i.e. the repetition of the 
process due to user dropping is unlikely.
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5.5 Performance Evaluation
By system level simulations, the proposed IRRA  algorithm is evaluated and compared with a non­
relaying case employing a benchmark algorithm from [14] and also a non-relaying case 
employing our proposed ISBPA algorithm in Chapter 4.
The evaluation is firstly conducted in single-cell scenario, and then extended to multi-cell 
scenario with different frequency reuse situations.
The simulation parameters are shown in Table 5.1. More details about the employed simulation 
platform can be found in Appendix A.2.
Parameters Settings/Explanations
Cell deployment 
Number of users 
Number of sub-carriers 
Carrier frequency (GHz)
Bandwidth (MHz)
Useful symbol duration (us)
Cell radius R  (km)
Propagation model (dB)
Channel type
Std. deviation of slow fading (dB)
BS antenna gain plus cable loss (dBi) 
User antenna gain (dBi)
Maximum BS power (W)
Modulation schemes
User QoS (minimum rate) requirement 
Number of RSs 
Deployment of RSs
Single cell, Omni-directional 
15 
128 
5
5
22.4 
1.0
143.4 + 351og (R [km]) [27]
IT U  Pedenstrail B 3 km/h [33]
8.0
14
0
5; 10;15;20;25; 30; 35; 40; 45; 50
4-QAM; 8-QAM; 16-QAM; 32-QAM; 
64-QAM
30 bits per symbol
6
Symmetrically located on the perimeter of 
a circle centred at the cell centre
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BS-to-RS distances 65%; 75% of the cell radius
Maximum RS power (W) 5.0
Table 5.1 Simulation parameters
Figure 5.17 and Figure 5.18 demonstrate the obtained average cell throughput and user 
satisfaction ratio with different BS power limits. We observe that in general, as the BS power 
limit increases, all the algorithms perform better in terms of user satisfaction ratio and average 
cell throughput. This is because more power resources are available for individual users to deliver 
the traffic. It can also be clearly seen that our proposed IRRA algorithm can consistently achieve 
much better performance in terms of average cell throughput and user satisfaction ratio, compared 
to the non-relaying benchmark algorithm. As for the ISBPA, IRRA algorithm can still achieve 
significant gains against it in terms of user satisfaction ratio, especially in those cases with limited 
maximum BS power.
The gains of our proposed IRRA  algorithm are due to the fact that it can effectively coordinate the 
strongly coupled components of the RRA function, and enable the system to effectively benefit 
from multi-hop relaying and OFDMA transmissions. Specifically, the proposed IRRA algorithm 
can switch the most appropriate users into multi-hop mode to effectively translate spare sub­
carriers and RS power into available BS power resources. As a result, the system performance is 
less likely to be limited by the BS power. Moreover, the IRRA algorithm can also effectively 
coordinate the sub-camer, bit and power allocation for individual users in order to satisfy users’ 
QoS requirements. Thirdly, the load on the BS and RSs are properly controlled, and when 
overloading occurs, the relief actions to be taken are based on resource efficiency, so that the 
overloading can be relieved with the lowest impact on the overall performance.
It can be observed that the performance gains of the IRRA against the benchmark and the ISBPA  
decrease with the BS power limit. This is due to the fact that when the maximum BS power 
increases, the system performance will be less likely to be limited by the BS power, and hence the 
benefits of relaying will be less visible.
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Cell throughput v.s. BS power limit
Figure 5.17 Cell throughput vs. BS power limit
User satisfaction ratio v.s. BS power limit
BS power limit (W)
Figure 5.18 User satisfaction ratio vs. BS power limit
125
Chapter 5. Radio Resource Allocation for OFDMA-based Multi-hop Cellular Networks
In order to evaluate the performance of the proposed IRRA algorithm in multi-cell scenario, the 
following system is considered, as shown in Figure 5.19, where two tiers of cells are included 
with wraparound. The central seven cells are ones of interest, and the others are the virtual cells 
for wraparound purposes.
The interferences from 1-tier neighbouring cells are considered in this evaluation. For instance, 
the inter-cell interferences of cell 1 comprise those from cells 3, 5, 4, 2, 0, 6, where the first three 
are virtual cells.
Figure 5.19 System scenario for multi-cell evaluation (2 tiers with wraparound)
Figure 5.20 and Figure 5.21 demonstrate the obtained average cell throughput and user 
satisfaction ratio performance under different sub-carrier reuse factors. It can be seen when the 
maximum number of reuse for sub-carriers increases, the IRRA, the ISBPA, and the benchmark 
algorithm all experience performance degradations. However, the proposed IRRA still performs 
consistently better than the benchmark algorithm with considerable amount of gains in terms of 
average cell throughput and user satisfaction ratio, and also better than the ISBPA algorithm in 
terms of user satisfaction ratio.
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Cell throughput v.s. BS power limit
BS power limit (W)
Figure 5.20 Average cell throughput vs. BS power limit (BS-to-RS distance = 65% cell radius)
Figure 5.21 User satisfaction ratio vs. BS power limit (BS-to-RS distance = 65% cell radius)
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5.6 Summary
In this chapter, the problem of Radio Resource Allocation (RRA) in the context of OFDMA-based 
Multi-hop Cellular Networks is discussed. The components of the RRA function are then 
described individually and the main challenges are outlined. Afterwards, the RRA algorithms 
developed in previous Chapters 3 and 4 are combined and further developed into a complete 
algorithm framework for OFDMA-based MCNs, named Integrated Radio Resource Allocation. 
The proposed algorithm is evaluated in different system scenarios, and the results demonstrate 
considerable gains in terms of average cell throughput and user satisfaction ratio, in comparison to 
a non-relaying benchmark algorithm, and also considerable gains in terms of user satisfaction 
ratio compared to the proposed ISBPA algorithm in Chapter 4.
Like the algorithms proposed in Chapters 3 and 4, the proposed algorithm in this Chapter is also 
based on centralised decision-making, and the issue of its resulted signalling overhead will be 
discussed in Chapter 6 as a part of the future work.
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Chapter 6
6 Conclusions and Future Work
In this thesis, the radio resource management for the next generation mobile communication 
systems was studied, and the radio resource allocation for multi-hop and multi-earner 
transmissions was selected as the focus of our study, due to the fact that these two techniques 
have been widely envisioned as promising solutions to achieve the ambitious capacity and 
coverage goals of the next generation mobile networks.
To directly tackle the radio resource allocation for multi-hop and multi-carrier transmissions is 
highly complex, and therefore in our work, we approached the problem gradually in three steps: 
Firstly, we investigated the radio resource allocation for multi-hop relaying without considering 
multi-carrier transmissions, and then we studied the radio resource allocation for one typical kind 
of multi-carrier systems, OFDMA (Orthogonal Frequency Division Multiple Access)-based 
systems, without considering multi-hop relaying, and finally we merged and further developed the 
two pieces of work for the radio resource allocation for multi-hop and multi-carrier transmissions.
The main technical contributions from the above three steps were presented in Chapters 3 - 5, as 
outlined in the following paragraphs.
• Chapter 3: Integrated Radio Resource Allocation (IRRA) Algorithm for Single­
carrier Multi-hop Cellular Networks (MCNs)
In this piece of work, two-hop single-carrier Multi-hop Cellular Networks (MCNs) with 
frequency-division and decode-and-forward relaying were considered as the system scenario. 
It was also assumed that an additional frequency band is introduced for the links between the 
Relay Stations (RSs) and the Base Station (BS), in order to avoid the self-interference of RSs. 
The optimal radio resource allocation problem with the objective of throughput maximization 
was formulated mathematically and proven to be NP (Non-deterministic Polynomial)-hard in 
Section 3.2. Considering the prohibitive complexity of finding the optimal solution for such 
an NP-hard problem, we proposed an efficient heuristic algorithm in Section 3.3.4, named 
Integrated Radio Resource Allocation (IRRA), to find sub-optimal solutions.
The proposed IRRA  algorithm in this work is featured as a low-complexity algorithm that 
involves not only base station (BS) resource scheduling, but also routing and relay station (RS) 
load balancing. Specifically, a load-based scheme was developed for routing. A mode-aware
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BS resource-scheduling scheme was proposed for handling links in different transmission 
modes, i.e. direct or multi-hop. Moreover, a priority-based RS load balancing approach was 
proposed for the prevention of the overloading of RSs. Within the framework of the IRRA, 
the above three functions operate periodically with coordinated interactions.
To prove the effectiveness of the proposed IRRA algorithm, a case study was carried out 
based on HSUPA (High Speed Uplink Packet Access) with fixed relay stations in Section 3.4. 
The IRRA was evaluated through system level simulations, and compared with two other 
cases: 1) non-relaying, 2) relaying with a benchmark approach. The results showed that the 
proposed algorithm can ensure significant gains in terms of cell throughput.
The exact complexity of the proposed algorithm is dependent on the underneath conventional 
cellular technique. Nevertheless, it is envisioned to be “low complex” in general, as indicated 
by the analysis in Section 3.4.2.4 for the case study. The proposed algorithm is based on 
centralised decision-making, which will lead to a certain amount of signalling overhead, and 
this issue will be addressed in the future work.
• Chapter 4: Integrated Sub-carrier, Bit and Power Allocation (ISBPA) Algorithm for 
OFDMA-based Single-hop Systems
In the second part of my research work, the radio resource allocation algorithms for OFDMA- 
based single-hop systems were investigated: The optimal radio resource allocation problem 
with the objective of throughput maximization was mathematically formulated and linearized. 
Its proof of NP-hardness was given by reducing the problem into a classical NP-hard problem, 
namely Multiple Choice Knapsack Problem (MCKP) in Section 4.2. A novel mathematical 
analysis was carried out based on its similarity to the MCKP in Section 4.3, and a heuristic 
algorithm, named Integrated Sub-canier, Bit, and Power Allocation (ISBPA), was proposed 
in Section 4.4 to find sub-optimal solutions for it.
Specifically, the proposed ISBPA comprises three functions: Preliminary Sub-carrier, Bit, and 
Power Allocation (PSBPA), QoS Constraint Satisfaction (QoSCS), and Power Constraint 
Satisfaction (PCS). In the PSBPA, the BS power and user QoS constraints are ignored, the 
preliminary “optimal” radio resource allocation is then achieved by allocating each sub-canier 
to the user having the highest channel gain on it, and then load each sub-carrier with the 
highest number of bits, and afterwards allocate power to each sub-carrier based on the loaded 
bits. This preliminary solution achieves the upper bound of the system throughput, as every 
sub-canier is fully loaded. It also consumes the least possible power given the achieved 
throughput, because each sub-canier is allocated to the most power efficient user. In the 
QoSCS, user QoS constraints are taken into account on top of the above preliminary radio 
resource allocation. I f  any of the users are unsatisfied, sub-carriers should be reallocated from
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over-satisfied users to unsatisfied users. The reallocation process should start from the 
reallocation action inducing the least BS transmission power increment. In the PCS, the BS  
power constraint is taken into account. I f  the needed BS transmission power is beyond the 
threshold, some sub-carriers are taken from over-satisfied users to just-satisfied users, which 
then unload their most power expensive bits in order to reduce their BS power consumption. 
User dropping is employed as the last resort after the above process fails to bring the BS  
power consumption down to the maximum BS power limit.
The proposed ISBPA algorithm was evaluated through simulations and compared to 
benchmark algorithms in Section 4.5. The results showed that the proposed ISBPA algorithm 
can ensure considerable gains in terms of cell throughput and user satisfaction ratio. The 
proposed algorithm has higher complexity than the benchmark algorithm, but can still be 
considered as a low-complexity algorithm based on the complexity estimation in Section
4.4.5, and can be easily implemented into practical systems. The signalling overhead of the 
proposed algorithm will be addressed in the future work.
• Chapter 5: Integrated Radio Resource Allocation (IRRA) Algorithm for OFDMA- 
based Multi-hop Cellular Networks (MCNs)
In the third part of my research work, OFDMA-based MCNs with time-division and decode- 
and-foiward relaying was considered as the system scenario, the optimal RRA problem with 
the objective of throughput maximization was mathematically formulated in Section 5.2. An 
Integrated Radio Resource Allocation (IRRA) was proposed in Section 5.4 to find sub- 
optimal solutions for this problem.
In general, the proposed algorithm is a combination of our previous two algorithms with some 
modifications and additions. It comprises five components: Preliminary Routing (PR), 
Preliminary Sub-carrier B it and Power Allocation (PSBPA), QoS Satisfaction (QoSS), RS  
Load Balancing (RSLB), Time Domain Load Balancing (TDLB), and BS Load Control 
(BSLC). Within the framework of the IRRA, the above functions operate iteratively with 
coordinated interactions. The PR is responsible for making preliminary decisions on the 
transmission routes of individual users, and the employed approach is similar to the L B R  in 
the previously proposed IRRA algorithm, apart from the fact that the PR employs an 
upgraded routing cost function to cope with the frequency selectivity of OFDMA. The 
PSBPA is carried out to determine a preliminary sub-carrier, bit and power allocation for 
individual transmission links and the employed approach is similar as the one in the ISBPA  
algorithm. In the QoSS, sub-carrier reallocation is employed to satisfy all the QoS 
requirements in the systems. This is similar to the ISBPA algorithm but should apply to both 
users and RSs. The TD LB  is performed in order to prevent the unbalanced BS loads in
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different time slots resulted from multi-hop relaying. The R S LB  is carried out in order to 
prevent the overloading of RSs, and similar approach from the previous proposed IRRA  
algorithm can be employed. The BS load control is performed in order to make sure the 
needed BS transmission power in different time slots is below the maximum limit and it can 
employ the similar approach proposed in the ISBPA.
The proposed IRRA algorithm was evaluated by system level simulations in Section 5.5, and 
the results showed significant improvements against a non-relaying benchmark algorithm in 
terms of cell throughput and user satisfaction ratio, and also considerable gains against our 
previously proposed non-relaying ISBPA algorithm in terms of user satisfaction ratio. The 
proposed algorithm possesses higher computational complexity than benchmark algorithms, 
but can still be easily implemented in BSs, which normally have high processing capability. 
The signalling overhead of the proposed algorithm will be addressed in the future work.
Some interesting future work of our studies is envisioned as follows:
• Evaluation of the Signalling Overhead
The proposed radio resource allocation algorithms in our work are based on centralised 
decision-making, which requires different types of measurement reports from distributed 
network nodes on, e.g. channel qualities and buffer occupancies, thereby leading to some 
degree of signalling overhead. Consequently, it would be an interesting issue to evaluate the 
amount of signalling overhead in different scenarios, and thus to more accurately estimate the 
overall perfonnance gains of the proposed algorithms.
In order to appropriately evaluate the signalling overhead of an algorithm, normally the 
following issues are to be considered:
1) How many input variables are needed by the algorithm?
2) Among the needed variables, which can be derived from the information already 
available and which require extra signalling exchanges? This issue normally depends 
on the system scenarios. For instance, in TDD-based systems, the quality of downlink 
channels can be derived from the uplink ones, whereas in FDD-based systems, the 
quality of downlink channels normally shall to be reported from the user tenninals 
through signalling.
3) For each of those requiring extra signalling exchanges, what is the number of bits 
needed in the signalling? This is usually related to the range and required accuracy of 
the variable.
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4) For each of those requiring extra signalling exchanges, how frequent the 
measurement report should be? This is usually related to the system dynamics, e.g. 
user mobility, traffic burstness, and radio channel environment.
It is worth mentioning that in our work, we assume there are maximally two hops between the 
BS and the user terminal. Therefore, the problem of signalling overhead is not envisioned to 
be serious.
• Consideration of More Number of Hops
Another interesting issue is to extend the proposed radio resource allocation algorithms to the 
scenarios involving more number of hops between the source and the destination. Towards 
that end, some changes to the algorithm architecture may be required. This is due to the 
following facts: Firstly, under the centralised strategy, the gathering of measurements will 
become more costly when the number of hops increases, and at some point, the resulted 
signalling overhead may even overwhelm the throughput gains of the proposed algorithms. 
Secondly, the latency of information gathering increases with the number of hops, and as a 
result, when the gathered measurements arrive at the central node, they may become less 
accurate or even out-of-date i f  significant dynamics are envisioned in the system.
One possible solution is to break the BS-based algorithm architecture into a few parts, and 
distribute them into lower level network nodes, e.g. relay stations. The major advantage of 
this is that some resource allocation decision-makings are closer to user terminals, and 
therefore, the measurement gathering becomes faster and less costly. However, there is also a 
noticeable disadvantage of this distributed strategy: Each individual decision-maker at a lower 
level network node has only limited knowledge about the overall network status. As a result, 
considerable top-level management may be needed to coordinate the low-level decision­
makings.
• Application to Practical Multi-carrier Systems
In our work, the proposed ISBPA/IRRA algorithms for OFDMA-based systems are based on 
sub-carriers. However, the emerging multi-camer mobile systems, e.g. WiMax and L TE ,  
normally carry out resource allocation based on sub-channels or resource blocks, each of 
which comprises a group of sub-carriers. Two sub-carrier grouping strategies are currently 
under considerations by WiMax/LTE: adjacent sub-canier grouping (localised grouping) and 
random sub-carrier grouping (distributed grouping).
In the case of localised sub-canier grouping, the frequency-selective fading is still present 
across different sub-channels due to the channel coherence of adjacent sub-caniers. Our 
proposed ISBPA algorithm can be used in this case, but the sub-caniers in the algorithm shall
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be replaced by sub-channels, which can be somehow regarded as “enlarged” sub-carriers 
carrying more number of bits with more transmission power consumption. Under distributed 
sub-carrier grouping, the frequency-selective fading is no longer visible due to the fact that 
sub-carriers are randomly grouped together, and as a result, there is no need for the proposed 
ISBPA/IRRA in this case, and conventional radio resource allocation algorithms for single­
carrier systems are normally sufficient to achieve satisfactoiy performance.
In addition, in our work, the ISBPA/IRRA algorithms consider simple link-level performance 
equations, which reflect the relationship between the SIR  target and the modulation scheme 
on each sub-carrier. However, in practical systems e.g. WiMax and L T E ,  more complicated 
link-level performance equations are considered, which reflect the relationship between the 
SIR target and the modulation-and-coding scheme (MCS) over a sub-channel or a resource 
block. Therefore, the link-level performance equations of the ISBPA/IRRA algorithms shall 
be updated accordingly before they can be applied to practical systems.
Furthermore, the ISBPA/IRRA algorithms are proposed for the scenario where the objective 
of the resource allocation is to maximize the cell throughput while respecting the users’ QoS 
requirements and the B S ’s power limit etc. The allocation decisions are largely based on the 
channel qualities/resource efficiencies. In practical systems, some other parameters, e.g. 
users’ priorities and buffer occupancies, may also be considered in the resource allocation in 
order to take the fairness between users into account. Therefore, in order to apply the 
proposed ISBPA/IRRA algorithms into the above practical scenarios, a proper mechanism 
shall be established to map those parameters to users’ QoS requirements, or/and some 
modifications shall be done to the procedure of the algorithms in order to accommodate those 
extra parameters into the decision-making process.
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A nnex
A. Description of Simulation Platform
Two system level simulators have been employed for the algorithm evaluations in this PhD work. 
The first one is based on Enhanced Uplink UTRA-FDD and used for the evaluation in Chapter 3. 
The second simulator is constructed based on OFDMA and used for the evaluation in Chapters 4 
and 5.
In this annex, these two simulators are described in detail individually.
A .l Simulator based on Enhanced Uplink UTRA-FDD  
A. 1.1 Simulation Methodology
This simulator employs dynamic approach as the simulation methodology. At the beginning of a 
simulation run, mobile users are randomly and uniformly distributed over the whole simulation 
area. These mobile users remain active for the whole simulation duration. During a simulation 
nm, the mobile users can move around in the simulation area according to certain mobility model. 
A mobile user is usually severed by one cell (if it is not in soft handover), and can be handed over 
from one cell to another when it moves. A mobile user can transmit and receive packets, which 
are generated according to certain traffic model.
Two types o f cell layout are supported in this simulator: omni-directional and tri-sector. In the 
case of omni-directional cell layout, the simulated network composes of 19 cells, each of which is 
governed by a BS. In the case of tri-sector cell layout, the simulated network is constituted of 57 
sectors (19 tri-sector cells). The network deployment with the two types of cell layouts is 
illustrated by Figure A. 1 and Figure A.2.
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Figure A .l  Network deployment with omni-directional cell layout
Figure A.2 Network deployment with tri-sector cell layout
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Within one cell, a number of relay stations are deployed. Generally, a relay station can be located 
anywhere within a cell by setting its coordinates to the desired value. However, in the 
performance evaluation carried out in this PhD work, fixed relay stations are assumed to be 
located on the perimeter of a circle symmetrically, as shown in Figure A.3, where the cell radius 
is denoted as R, the distance between the BS and a RS is donated as r. R and r can be adjusted to 
create different simulation scenarios.
  WCDMA/FDD, f1
 WCDMA/FDD, f2
A.1.2 Main Features
The main features of the simulation platform are as follows:
■ 3 GPP standard antenna pattern
■ 3 GPP standard propagation models
■ 3GPP standard traffic models
■ Full buffer option support
■ Mixed traffic support
■ Mixed propagation conditions support
■ Uncorrelated 2-antenna Rx diversity
■ Soft handover
■ Uplink inner and outer-loop power control with TPC signalling error explicitly modelled
■ Uplink interference model based on rake receiver 
The main simulation procedures are as follows:
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>  For each time slot:
o channels are updated 
o fast power control is performed
>  For each TTI:
o packets are generated according to traffic models 
o mobile user mobility is performed 
o packet transmission is performed 
o packet reception is performed
>  For each scheduling period
o scheduling is performed
> For each soft handover period
o soft handover is performed 
Main simulation results are as follows:
■ Average cell throughput (bits per second per cell)
■ Average user throughput (bits per second per cell) vs. downlink path loss (dB)
A. 1.3 Validation of the Basis Platform
In order to validate the simulator, some simulation runs have been carried out to reproduce some
simulation results of 3GPP Release-99 system as presented in [31], as shown in the following
sections.
A.l.3.1 Basic Assumptions
■ 19 tri-sector cells with wrap-around
■ Full queue mode
■ No TFC control
* All UEs transmit with 384 kbps
■ Pedestrian mobility with speed 3km/h
■ Closed loop inner and outer loop power control
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A. 1.3.2 Simulation Results 
A.l.3.2.1 User Geographic Distribution
User distribution in the simulation system
Distance (m)
Figure A .4 User geographic distribution (10 UEs per cell)
Figure A.4 shows an example UE distribution in the simulation. It can be seen that the users are 
uniformly distributed in the simulation area and each cell has the same number of UEs, which is 
“10” for above example.
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A.l.3.2.2 RoT vs. Number o f UEs per Cell
RoT vs. number of UEs per cell
25
20
m 15 ■o
10
4 6 8
Number of UEs per cell
10 12
♦  Our simulator ♦  Release-99 Performance
Figure A.5 R oT vs. number o f UEs per cell
Figure A.5 represents the average RoT as a function of the number of UEs per cell. It can be seen 
that as the number of UEs increases, the RoT increases. Clearly, simulation results of our 
simulator matches very well with the results of 3GPP release-99 system.
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A. 1.3.2.3 UE Throughput vs. Downlink Path Loss
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Figure A.6 User throughput vs. downlink path loss from our simulator
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Figure A.7 User throughput vs. downlink path loss of 3GPP release-99 systems
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Figure A.6 and Figure A.7 show the scatter plot o f the user throughputs for 5, 10 and 15 users per 
cell as a function of the best downlink path loss. From them, it can be seen that as the number of 
UEs increases, the cell coverage decreases, and moreover, our simulation results are consistent 
with the results o f 3GPP release-99 system.
147
A n n e x
A.2 Simulator based on OFDM A  
A.2.1 Simulation Methodology
This simulator employs static simulation methodology. A simulation run composes of large 
number of snapshots, each of which represents an independent observation for the system. For 
each snapshot, firstly mobile users are generated according to a certain distribution, and then the 
channels between different network nodes are updated according to certain channel models, and 
finally the resource allocation algorithm is performed. Performance metrics, e.g. cell throughput, 
user satisfaction ratio, are collected in the end of every snapshot and then averaged over the whole 
simulation duration as the final results. Under this simulation methodology, there is no need to 
perform user mobility or handover etc. This simplifies the implementation o f the simulator and 
also speeds up the evaluation.
A.2.2 Link-to-system Level Interface
Basically, the required energy per QAM symbol is a function of the BER requirement and the 
employed modulation scheme (i.e., number of bits per symbol), as shown in the following 
equations [12]:
Where c is the number of bits per symbol, Pc is the BER requirement, and N0 is the noise power 
spectrum density.
Further derive equation (A-2), we could get:
Given Pe = le-4, we can easily work out: x = 4.05562. Based on this a; value, as well as equation 
(A-l), we could formulate the equation of Es/N0 target as follows:
(A-l)
(A-2)
Pe = 4 - 2 [ l  +erf (-*=)] (A-4)
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( e j n j , = 4,0535622 -( 1;  (a-5)
Then we get:
(Es/N0), (4-QAM) = 12.1611 dB (2 bits per symbol)
(Es/N0)t (16-QAM) = 19.1508 dB (4 bits per symbol)
(Es/N0)t (64-QAM) -  25.3833 dB (6 bits per symbol)
Considering the following equation in [28]: Eb / N0 = SNR'Bsc / Rsc , where Bsc is the
bandwidth and Rsc is the data rate of the sub-carrier, we could further drive the SNR target as 
follows:
SNR, = (Eb/ N J , - R sc/ B te J J L H A  . Z / l J J / J M l
C  B sc S ' sc
Considering TS*BSC is 1, we get
SNRt (4-QAM) = 12.1611 dB (2 bits per symbol)
SNRt (16-QAM) = 19.1508 dB (4 bits per symbol)
SNRt (64-QAM) = 25.3833 dB (6 bits per symbol)
A.2.3 Generation of Frequency Selective Fading Channels for OFDM 
Simulations
A .2.3.1 Generation of Time Domain Channel
The main procedure for generating a time domain multi-path channel composes of the following 
steps:
a) Generate the real/imaginary parts of each path using Jakes model;
b) Multiply the real/imaginary parts with the square root of path power (e.g. according to 
the channel power-delay profile from 3GPP standards);
c) Place the generated path components to the corresponding timing delay instants (e.g. 
according to the channel power-delay profile from 3GPP standards).
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Figure A.8 Theoretical PDF of path amplitude (3GPP Pedestrian B 3km /h)
Figure A.9 Simulated PDF of path amplitude (3GPP Pedestrian B 3km/h)
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As shown by Figure A.8 and Figure A.9, the PDFs of the channel coefficients generated by 
our simulator match well with the theoretical ones (To generate theoretical Rayleigh channel 
with the given power/delay profile, 100000 complex Gaussian samples are generated for each 
path.)
A.2.3.2 Conversion of Channel Coefficients from Time Domain to 
Frequency Domain
To convert the channel coefficients from time domain to frequency domain, the following steps 
are carried out in our work: firstly, do the sampling and zero padding, and then perform DFT, as 
follows:
Fn = Y j  f ke - ln ' " k"N =]T ( fkreal + i • f kMg)• (— 2mik /  N )+  i  ■ /  N )]
k=0 k=0
N - 1
= 1
k=0
f k r e a l  ■ C O S ( ~  2 m k  / N ) ~  f k M g  ■ S i n ( ~  2 7 m k  f  N ). 
f k r e a l  '  s i n ( ~  2 m k  1  N ) +  f k M g  '  C O S ( ~  2 m k  f  N )
+
Where Fn denotes the channel fading of sub-carrier n, fr is the time domain channel coefficient 
sample k, and N  is the FFT length.
We consider the following typical settings: Nfft = 128, BW = 5 MHz, Tb = Nfftl(Ros*BW) = 22.4e-6 
(Ros = 8/7). The inputs of the DFT are assumed as in Figure A. 10.
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Figure A.10 Assumed inputs of D F T
The DFT results respectively from Matlab and from our simulator are shown in Figure A.l 1 and 
Figure A. 12. It can be observed that they agree with each other.
Matlab results of DFT
Figure A.11 M atlab  results of D F T
Simulation result of DFT
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Figure A.12 Simulation results of D F T
The frequency selective fading for different types of channels are shown in Figure A. 13, Figure 
A. 14, and Figure A. 15.
Frequency domain fading (3GPP PB3)
 !------------------ 1------------------ 1------------------ 1------------------ r
f=
~5>
§
O
S u b -carrie r index
-*—  User 0
-■—  User 1 -
♦ —  User 2 
-*—  User 3 -
- 20
User 4
Figure A.13 A  snapshot of frequency domain fading results for 3GPP Pedestrian B 3km/h
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Figure A.14 A  snapshot of frequency domain fading results for 3GPP Vehicular A  30km/h
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Figure A.15 A  snapshot of frequency domain fading results for 3GPP Vehicular A  120km/h
Frequency domain fading (3GPP VA120)
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