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Abstract
In this paper, we describe our contributions and efforts to develop Turkish re-
sources, which include a new treebank (BOUN Treebank) with novel sentences,
along with the guidelines we adopted and a new annotation tool we developed
(BoAT). The manual annotation process we employed was shaped and imple-
mented by a team of four linguists and five NLP specialists. Decisions regarding
the annotation of the BOUN Treebank were made in line with the Universal Depen-
dencies framework, which originated from the works of De Marneffe et al (2014)
and Nivre et al (2016). We took into account the recent unifying efforts based
on the re-annotation of other Turkish treebanks in the UD framework (Türk et al,
2019). Through the BOUN Treebank, we introduced a total of 9,757 sentences
from various topics including biographical texts, national newspapers, instruc-
tional texts, popular culture articles, and essays. In addition, we report the parsing
results of a graph-based dependency parser obtained over each text type, the total
of the BOUN Treebank, and all Turkish treebanks that we either re-annotated or
introduced. We show that a state-of-the-art dependency parser has improved scores
for identifying the proper head and the syntactic relationships between the heads
and the dependents. In light of these results, we have observed that the unification
of the Turkish annotation scheme and introducing a more comprehensive treebank
improves performance with regards to dependency parsing 1.
1Our material regarding our treebank and tool as well as our code regarding R and Python scripts are
available online. The links are provided within the text.
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1 Introduction
The field of Natural Language Processing (NLP) has seen an influx of various tree-
banks following the introduction of the treebanks in Marcus et al (1993), Leech and
Garside (1991), and Sampson (1995). These treebanks paved the way for today’s
ever-growing NLP framework, consisting of NLP applications, treebanks, and tools.
Among the many languages with a growing treebank inventory, Turkish—with its rich
morpho-syntax—was one of the less fortunate languages. Due to its complex network
of inflectional and derivational morphology, as well as its non-strict SOV word order,
Turkish has posed an enormous challenge for NLP studies. One of the first attempts
to create a structured treebank was initiated in the studies of Atalay et al (2003) and
Oflazer et al (2003). Following these studies, many more Turkish treebanking efforts
were introduced (among others Megyesi et al, 2010; Sulger et al, 2013; Sulubacak
et al, 2016). However, most of these efforts either contained a small volume of Turkish
sentences or they were reformulations of already existing treebanks.
This paper aims to contribute to the limited NLP resources in Turkish by annotating
a part of a brand new corpus that has not been approached with a syntactic perspective
before, namely the Turkish National Corpus (henceforth TNC) (Aksan et al, 2012).
TNC is an online corpus that contains 50 million words. The BOUN Treebank, which
is introduced in this paper, includes 9,757 previously non-analyzed sentences extracted
from five different text types in this corpus, i.e. essays, broadsheet national newspa-
pers, instructional texts, popular culture articles, and biographical texts. We annotated
the inflections and POS tags semi-automatically using a morphological disambiguator
(Sak et al, 2008) as an initial filter and later manually checked every word and its mor-
phological representation. The syntactic dependency relations of the sentences were
manually annotated following the up-to-date Universal Dependencies (UD) annotation
scheme.
Through a discussion of the annotation decisions made in the creation of the BOUN
Treebank, we present our take on one of the most debated Turkish constructions: ver-
bal and nominal clitics, and consequently their syntactic and morphological representa-
tions. Even though their unique behavior is observed and accounted for within Turkish
linguistic studies, Turkish treebanking studies have avoided addressing such structures,
with the exclusion of (c.f. Çöltekin, 2016).
In addition, we present our efforts to create an annotation tool that integrates a
tabular view, a hierarchical tree structure, and extensive morphological editing. We
believe that in addition to Turkic languages, other agglutinative languages that offer
challenging morphological problems may benefit from this tool.
Lastly, we report the results of an NLP task, namely dependency parsing, where our
new treebank and previous re-annotations that we have completed are used. The results
show that using the UD annotation scheme more faithfully and in an unified manner
within Turkish UD treebanks offers an increase in the UAS (Unlabeled Attachment)
F1 and LAS (Labeled Attachment) F1 scores. We also report individual scores for
different text types within our new treebank.
This paper is organized as follows: In Section (2), we briefly explain the morpho-
logical and syntactic properties of Turkish. In Section (3), we present an extensive
review of previous treebanking efforts in Turkish and locate them with regards to each
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Table 1: Possible morphological analyses of the word alın from Sak et al (2008).
The symbol ‘-’ indicates derivational morphemes, and ‘+’ indicates inflectional mor-
phemes.
Root
Category
of the root Features
alın [Noun] +[A3sg]+[Pnon]+[Nom]
al [Noun] +[A3sg]+Hn[P2sg]+[Nom]
al [Adj] -[Noun]+[A3sg]+Hn[P2sg]+[Nom]
al [Noun] +[A3sg]+[Pnon]+NHn[Gen]
al [Adj] -[Noun]+[A3sg]+[Pnon]+NHn[Gen]
alın [Verb] +[Pos]+[Imp]+[A2sg]
al [Verb] +[Pos]+[Imp]+YHn[A2pl]
al [Verb] -Hn[Verb+Pass]+[Pos]+[Imp]+[A2sg]
other in terms of their use and their aim. In Section (4), we report the details of the
BOUN Treebank, morphological and syntactic decisions, and our process. We lay out
our tool BoAT in Section (5) and, in Section (6), we introduce our experiments and
their results. In Section (7), we present our conclusions and discuss the implications of
our work.
2 Turkish
Turkish is a Turkic language spoken mainly in Asia Minor and Thracia with approx-
imately 75 million native speakers. As an agglutinative language, Turkish makes ex-
cessive use of morphological concatenation. According to Bickel and Nichols (2013),
an average Turkish word may have 8-9 inflectional categories, making Turkish an out-
lier among the world’s languages. The number of morphological categories increases
even more when considering derivational processes. Kapan (2019) states that Turkish
words may host up to 6 different derivational affixes at the same time. The complexity
of morphological analysis, however, is not limited to the sheer numbers of inflectional
and derivational affixes. In addition to such affixes, syncretisms, vowel harmony pro-
cesses, elisions, and insertions create an arduous task for researchers in Turkish NLP.
Table 1 lists the possible morphological analyses of the verb alın. The table shows
that despite the shortness of the word, the morphological analysis can be toilsome; and
due to the syncretisms, even such a short item may be parsed to have different possible
roots.
With respect to syntactic properties, Turkish has a relatively free word order which
is constrained by discourse elements and information structure (Erguvanlı-Taylan, 1986;
Hoffman, 1995; Is¸sever, 2003; Öztürk, 2008; Özsoy, 2019). Even though SOV is the
base word order, other permutations are highly utilized, as exemplified below2.
2Abbreviations used in the paper are as follows: 1 = first person, ABL = ablative, ACC = accusative, AOR
= aorist, COM = comitative, COP = copula, DAT = dative, EMPH = emphasis, FOC = focus, FUT = future,
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(1) a. Fatma
Fatma
Ahmet’i
Ahmet-ACC
gör-dü.
see-PST
(SOV 48%)
‘Fatma saw Ahmet.’
b. Ahmet’i Fatma gör-dü. (OSV 8%)
c. Fatma gör-dü Ahmet’i. (SVO 25%)
d. Ahmet’i gör-dü Fatma. (OVS 13%)
e. Gör-dü Fatma Ahmet’i. (VSO 6%)
f. Gör-dü Ahmet’i Fatma. (VOS <1%) (adapted from Hoffman, 1995)
As for the case system, every element in a sentence needs to host a case according
to its syntactic role, semantic contribution, or the lexical selection of the phrasal head
(Erguvanlı-Taylan, 2015). These groupings, however, are not clear cut and there is not
always a one-to-one correspondence between cases and their roles.
Moreover, Turkish is a pro-drop language in which the subject is almost always
elided when it is retrievable from the given discourse (Kornfilt, 1984; Özsoy, 1988).
Overt subjects are used only to convey certain semantic effects, such as a change in
context or focus. However, the subject is also retrievable from the agreement marker
on the verb. In addition to these properties, Turkish is also a null object language,
even though the language does not have an overt agreement marker available for this
process (Öztürk, 2006). If the object of a sentence is retrievable from the given dis-
course, speakers may omit the object without any overt marking on the verb. The final
issue with Turkish syntax lies in the fact that it frequently makes use of nominaliza-
tion processes for embedded clauses, which may modify nouns and verbs (Göksel and
Kerslake, 2005). This sentence embedding strategy complicates the annotation process
since the final form of the construction is a noun which is derived from a verb. How-
ever, these constructions encode complex predication and may act as a subject, object,
adjective, adverb or even predicate on their own.
3 Previous Treebank Initiatives
Following the studies on treebanks for languages such as English, Chinese, Arabic, and
many more (Leech and Garside, 1991; Marcus et al, 1993; Sampson, 1995; Maamouri
et al, 2004; Xue et al, 2005), the initial groundwork for Turkish treebanks was laid in
Atalay et al (2003) and Oflazer et al (2003). The first of its kind, the Metu-Sabancı
Treebank (MST) consisted of 5,635 sentences, a subset of the METU corpus that in-
cluded 16 different text types, including newspaper articles, novels, and many more
(Say et al, 2002). They both encoded morphological complexities and syntactic rela-
tions. Due to the productive use of derivational suffixes, they explicitly spelled out ev-
ery inflection and derivation within a word. As for the syntactic representation, Atalay
et al (2003) used a dependency grammar in order to bypass the problem of constituency
in Turkish, which arises from the relatively free word order of the language.
GEN = genitive, LOC = locative, NEC = necessity, NEG = negative, NMLZ = nominalizer, PL = plural, POSS =
possessive, PRF = perfect, PST = past, SG = singular.
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Branching off the work of Atalay et al (2003) and Oflazer et al (2003), MST was
re-annotated by Sulubacak et al (2016) from ground up with revisions made in syntac-
tic relations and morphological parsing. The latest version was renamed as the ITU-
METU-Sabancı Treebank (IMST). Due to certain limitations, they only employed one
linguist and several NLP specialists. The annotation process was arranged in such a
way that there was no cross-checking between the work of other annotators. More-
over, they did not include inter-annotator agreement scores, details regarding the de-
cision process among annotators, or the adjudication process. Nevertheless, their re-
annotation solved many issues regarding MST by proposing a new annotation scheme.
Even though problems such as semantic incoherence in the usage of annotation tags
and ambiguous annotation were resolved to a great extent, the non-communicative na-
ture of the annotation process led to a handful of inconsistencies.
These inconsistencies were also carried over to the IMST-UD, which utilizes auto-
matic conversions of the tags from the IMST to the UD framework (Sulubacak et al,
2016). Their attempt was the first to adapt the dependencies of the UD framework to a
Turkic language. They included mappings of syntactic and morphological representa-
tions. Following such changes, IMST-UD was made more explanatory and clear thanks
to the systematically added additional dependencies. While IMST had 16 dependency
relations, 47 morphological features, and 11 parts of speech types, IMST-UD upped
these numbers to 29, 67, and 14, respectively. However, these changes created two
main problems: (i) the number of non-projective dependencies nearly tripled and (ii) it
created more scenarios in which morpho-phonological syncretisms may lead to wrong
dependency types. They circumvented the problem of dependency relation edges that
cross each other, namely the problem of non-projectivity, by not including them in
the experiments. However, the erroneous dependency tagging resulting from morpho-
phonological syncretisms lingered long after the publication of the treebank. Moreover,
they did not include any mention of post-editing. Even though there have been four
updates since the first release of the IMST-UD treebank, there are still mistakes that
can easily be corrected through a post-editing process, such as the punctuation marks
tagged as roots, reversed head-dependent relations and typos in the names of syntactic
relations.
Apart from those stemming from the MST, many other treebanks have emerged.
These can be deemed as the parallel treebanks. The first of these parallel treebanks
is the Swedish-Turkish parallel treebank (STPT). Megyesi et al (2008) published their
parallel treebank containing 145,000 tokens in Turkish and 160,000 in Swedish. Fol-
lowing this work, Megyesi et al (2010) published the Swedish-Turkish-English parallel
treebank (STEPT). This treebank included 300,000 tokens in Swedish, 160,000 tokens
in Turkish, and 150,000 tokens in English. Both of these treebanks utilized the same
morphological and syntactical parsing tools. For Swedish morphology, the Trigrams
’n’ Tags tagger (Brants, 2000), trained on Swedish (Megyesi, 2002), was used. On the
other hand, Turkish data was first analyzed using the parser in Oflazer (1994), and its
accuracy was enhanced through the morphological parser proposed in Yüret and Türe
(2006). Both of them were annotated using the MaltParser (Nivre et al, 2006a) and
were trained with the Swedish treebank Talkanben05 (Nivre et al, 2006b) and the MST
(Oflazer et al, 2003), respectively.
Another parallel treebank introduced for Turkish is the PUD, which adopts the UD
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Table 2: Composition of the written component of TNC, adapted from Aksan et al
(2012).
Domain % Medium %
Imaginative 19 Books 58
Social Science 16 Periodicals 32
Art 7 Miscellaneous published 5
Commence/Finance 8 Miscellaneous unpublished 3
Belief and Thought 4 To-be-spoken 2
World Affairs 20
Applied Science 8
Nature Science 4
Leisure 14
framework. The Turkish PUD Treebank was published as part of a collaborative effort,
the CoNLL 2017 Shared Task on Multilingual Parsing from Raw Text to Universal De-
pendencies (Zeman et al, 2017). Sentences for this collaborative treebank were drawn
from newspapers and Wikipedia. The same 1,000 sentences were translated into more
than 40 languages and manually annotated in line with the universal annotation guide-
lines of Google. After the annotation, the Turkish PUD Treebank was automatically
converted to the UD style.
Lastly, there are also two other independent treebanks. The first is the Grammar
Book treebank (GB) introduced in Çöltekin (2015). In this treebank, data were col-
lected from a reference grammar book for Turkish written by Göksel and Kerslake
(2005). It includes 2,803 items that are either sentences or sentence fragments from the
grammar book. It utilized TRMorph (Çöltekin, 2010) for morphological analyses and
the proper morphological annotations were manually selected amongst the suggestions
proposed by TRMorph. The sentences were manually annotated in the native UD-
style. The other independent treebank is the Turkish-German Code-Switching Tree-
bank (TGCST) (Çetinog˘lu and Çöltekin, 2016). This treebank includes 1,029 bilingual
Turkish-German tweets that had already been annotated with respect to the language in
use. They also utilized the UD syntactic relation tags to represent dependency relations.
4 The BOUN Treebank3
In this paper, we introduce a treebank that consists of 9,757 sentences which form a
subset of the Turkish National Corpus (Aksan et al, 2012). The TNC includes 50 mil-
lion words from various text types, and it encompasses sentences from a 20 year period
between 1990 and 2009. They followed the principles of the British National Corpus in
terms of their selection of domains. Table 2 shows the percentages of different domains
and media used in the TNC.
In our treebank, we included the following text types: essays, broadsheet national
3Our treebank is freely available online in https://github.com/boun-tabi/UD_Turkish-BOUN
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Table 3: The Kappa measures of inter-annotator agreement with regards to head-
dependent relation and dependency tags.
Annotator
Pair
κHead κLabel
1-2 0.82 0.83
newspapers, instructional texts, popular culture articles and biographical texts. Ap-
proximately 2,000 sentences were randomly selected from each of these registers. All
of the selected sentences were written items and were not from the spoken medium.
Our motivation for using such registers was to cover as many domains as possible
using as few registers as possible while not compromising a variation in length, for-
mality, and literary quality. Sampling our sentences from all of the registers available
in the TNC would result in a treebank that is inconsistent due to the small sample size
of the existing registers.
In the annotation of the Treebank, we used the morphological disambiguator pro-
posed by Sak et al (2008) in order to create a set of alternative morphological parses.
These alternatives were automatically translated into UD morphological features. Later
on, annotators chose one of the proposed representations for the morphological repre-
sentation in the treebank. As for syntactic annotation, we also followed the UD syntac-
tic relation tags. First, we have reviewed the dependency relations in use within the UD
framework. We created a list of sentences that we believe are representative of the UD
dependency relations in Turkish. Later on, we compared our sentences with the exam-
ples from already existing Turkish UD treebanks. If found problematic, the definition
of a dependency relation has been discussed with all the linguists within the team.
After settling on the definitions of dependency relations, two Turkish native speaker
linguists manually annotated the BOUN Treebank using our tool that will be presented
in Section 5. Following the annotation process, 3 linguists who were assigned parts
of the BOUN Treebank cross-checked the syntactic annotations of 2 linguists. When
a problematic sentence or an inconsistency is encountered, discussions with regards to
the exact sentence and related sentences were held among the team members. After
a decision was made, the necessary changes were applied uniformly. In addition to
the cross-checking process, the annotators also performed an additional annotation for
a set of 1,000 randomly selected sentences from the each other’s sentences. Table 3
shows the kappa measures of inter-annotator agreement for finding the correct heads
(κHead) and the correct dependency label of the syntactic relations (κLabel).
4.1 Levels of Annotation
4.1.1 Morphology
As mentioned above, Turkish makes use of affixation much more frequently than any
other word-formation process. Even though it adds an immense complexity to its word
level representation, patterns within the Turkish word-formation process allowed previ-
ous research to formulate morphological disambiguators that dissect word-level depen-
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dencies. One such work is introduced in Sak et al (2008). Their morphological parser
is able to run independently of any other external systems and is capable of providing
the correct morphological analysis with 98% accuracy using the contextual cues, i.e.
the two previous tags.
Instead of opting for manual annotation, we decided to use the morphological an-
alyzer and the disambiguator of Sak et al (2008). Our decision was motivated by the
fact that manual annotation may give rise to mis-annotations due to morphological
complexity. By using an automated parser and making annotators to choose among the
alternatives that are pre-determined, we aim to overcome the problem of time and to
minimize the human-error.
In our treebank, in addition to strings of words, we encoded the lexical and gram-
matical properties of the words as sets of features and values for these features. We
also encoded the lemma of every word separately, following the UD framework. Fig-
ure 1 shows an example of encoding within the CoNLL format. The lemmas and the
morphological features are also provided by the morphological analyzer and disam-
biguator.
# sent_id = 66
# text = İşte basit bir beyaz gömlek, bir gri kumaş ceket ya da etek, bir de mavi kravat.
1 İşte işte ADV Adverb _ 5 advmod _ _
2 basit basit ADJ Adj _ 5 amod _ _
3 bir bir NUM ANum NumType=Card 5 det _ _
4 beyaz beyaz ADJ Adj _ 5 amod _ _
5 gömlek gömlek NOUN Noun Case=Nom|Number=Sing|Person=3 0 root _ SpaceAfter=No
6 , , PUNCT Punc _ 10 punct _ _
7 bir bir NUM ANum NumType=Card 10 det _ _
8 gri gr ADJ NAdj Case=Nom|Number=Sing|Person=3 10 amod _ _
9 kumaş kumaş ADJ Adj _ 10 compound _ _
10 ceket ceket NOUN Noun Case=Nom|Number=Sing|Person=3 5 conj _ _
11 ya ya CCONJ Conj _ 13 cc _ _
12 da da CCONJ Conj _ 11 compound _ _
13 yelek yelek NOUN Noun Case=Nom|Number=Sing|Person=3 10 conj _ SpaceAfter=No
14 , , PUNCT Punc _ 18 punct _ _
15 bir bir ADV Adverb _ 18 advmod _ _
16 de de CCONJ Conj _ 15 advmod:emph _ _
17 mavi mavi ADJ Adj _ 18 amod _ _
18 kravat kravat NOUN Noun Case=Nom|Number=Sing|Person=3 5 conj _ SpaceAfter=No
19 . . PUNCT Punc _ 18 punct _ SpacesAfter=\n
Figure 1: An example sentence from our treebank encoded in ConLL-U format.
In the BOUN Treebank, we maximally used the morphological features from the
UD framework. When there is no clear-cut mapping between the features that we ac-
quired from the morphological disambiguator and features proposed in the UD frame-
work, we used the features previously suggested in the works of Çöltekin (2016); Tyers
et al (2017b); Sulubacak and Eryig˘it (2018). Table 4 shows the automatic conversion
from the results of the Sak et al (2008)’s morphological disambiguator. Due to varying
linguistic concerns, the depth of morphological representation in Sak et al (2008) and
the UD framework does not align perfectly. When necessary, we used the morphologi-
cal cues provided by the disambiguator to decide on UPOS and lemma.
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Table 4: Mappings of morphological features from the notation of Sak et al (2008) to
the features used in the UD framework.
Sak et al (2008) UD Sak et al (2008) UD
A1sg Number=Sing|Person=1 Recip Voice=Rcp
A2sg Number=Sing|Person=2 Able Mood=Abil
A3sg Number=Sing|Person=3 Repeat Mood=Iter
A1pl Number=Plur|Person=1 Hastily Mood=Rapid
A2pl Number=Plur|Person=2 EverSince
A3pl Number=Plur|Person=3 Almost Mood=Pro
Pnon Stay Mood=Dur
P1sg Number[psor]=Sing|Person[psor]=1 Start
P2sg Number[psor]=Sing|Person[psor]=2 Pos Polarity=[Pos
P3sg Number[psor]=Sing|Person[psor]=3 Neg Polarity=Neg
P1pl Number[psor]=Plur|Person[psor]=1 Past Tense=Past|Evident=Fh
P2pl Number[psor]=Plur|Person[psor]=2 Narr Evident=Nfh
P3pl Number[psor]=Plur|Person[psor]=3 Fut Tense=Fut
Abl Case=Abl Aor Tense=Aor
Acc Case=Acc Pres Tense=Pres
Dat Case=Dat Desr Mood=Des
Equ Cond Mood=Cnd
Gen Case=Gen Neces Mood=Nec
Ins Case=Ins Opt Mood=Opt
Loc Case=Loc Imp Mood=Imp
Nom Case=Nom Cop
Pass Voice=Pass Prog1
Caus Voice=Cau Prog2
Reflex
4.1.2 Syntax
In the BOUN Treebank, we decided to represent relations amongst the parts of the
sentences within a dependency framework. This decision has two main reasons. The
main and the historical reason is the fact that the growth of the Turkish treebank has
been mainly within the frameworks where the syntactic relations have been represented
with dependencies (Oflazer, 1994; Çetinoglu, 2009). The other reason is the fact that
Turkish allows for phrases to be scrambled to pre-subject, post-verbal, and any clause-
internal positions with specific constraints (Kural, 1992; Aygen, 2003; Is¸sever, 2007).
With these in mind, we wanted to stick with the conventional dependency framework
and use the recently rising UD framework. One of the main advantages of the UD
framework is that it creates directly comparable sets of treebanks with regards to their
syntactic representation due to its very nature.
By following the UD framework, we encode two different syntactic information:
the category of the dependent and the function of this dependent with regards to its syn-
tactic head. Within the function information, the UD framework differentiates between
nominal and verbal heads, with a one more level of classification within the verbal
heads: whether the dependent is core or non-core. As for the category of the depen-
dent, we identified function words, modifier words, nominals, and clausal elements.
In addition to this classification there are some other small groupings which may be
listed as: coordination, multiword expressions, loose syntactic relation, sentential, and
extra-sentential. Table 5 shows the version of UD framework we are employing in this
treebank.
Every dependency forms a relation between two segments within the sentence,
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Table 5: The UD v2 syntactic relations.
Nominals Clauses Modifier words Function words
Core Arguments
nsubj
obj
iobj
csubj
ccomp
xcomp
Non-core dependents
obl
vocative
exp
dislocated
advcl
advmod
discourse
aux
cop
mark
Nominal dependents
nmod
appos
nummod
acl amod
det
clf
case
Coordination MWE Loose Special Other
conj
cc
fixed
flat
compound
list
parataxis
orphan
goeswith
reparandum
punct
root
dep
building up to a non-binary and hierarchical representation of the sentence. This rep-
resentation is exemplified in Item 2 using the sentence in Figure 1.
(2) I˙s¸te basit bir beyaz gömlek , bir gri kumas¸ ceket ya da yelek , bir de lacivert kravat .
advmod
amod
det
amod
punct
det
amod
compound
conj
cc
compound
conj
punct
advmod
advmod:emph amod
conj
punct
I˙s¸te
see
basit
basic
bir
a
beyaz
white
gömlek,
shirt,
bir
a
gri
gray
kumas¸
fabric
ceket
jacket
ya
or
da
FOC
yelek,
vest,
bir
a
de
FOC
mavi
blue
kravat.
tie.
‘See, a simple white shirt, a gray blazer or a vest, and also a blue tie.’
Even though the syntactic representation scheme is discussed lengthily within the
UD framework, previous applications of this scheme on Turkish data were problem-
atic. In recent works on the re-annotation of Turkish UD treebanks, we have pointed
out these issues (Türk et al, 2019; Türk et al, 2019). These issues mainly revolve
around embedded clauses, compounds, and the distinction between core and non-core
arguments. In addition to such problems, we believe that the UD framework needs
fine-tuning between the usage of case, fixed, and advmod for segments that can be
marked either of those regarding the sentence-level discourse.
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4.2 Challenges in Annotation Process
In this section, we provide the justifications of our linguistic decisions for some reoc-
curring problems. One of the main concerns for us was to reflect linguistic adequacy
in the BOUN Treebank. We also paid great attention to follow the unified and already
in use solutions to the problems in the annotation of the BOUN Treebank and the re-
annotation of IMST and Turkish PUD Treebanks. In the following sections, we will
touch upon our decisions on splitting the copular verb as a new syntactic head, repre-
senting the syntactic depth of the embedded clauses with more transparency, having a
more thorough analysis of compounds, and dealing with other issues that rely on the
grey area between some dependency relations. We will first talk about the issues that
originated in the re-annotation of the previous treebanks, and then the ones that came
up while annotating the BOUN Treebank from ground-zero.
4.2.1 Transparency of Embedded Clauses
In the previous treebanks, the annotation of embedded clauses did not reflect the inner
hierarchy that a clause by definition possesses. This is mostly due to the morphological
aspect of the most common embedding strategies in Turkish: nominalization. Due to
excessive use of nominalization, embedded clauses in Turkish can be regarded as nom-
inals since they behave exactly like nominals: They can be marked with a case, can be
substituted with any other nominal, and show nominal stress patterns. Thus, previous
treebanks in the UD framework used dependency relations such as obj, nsubj, amod,
or advmod instead of ccomp, csubj, acl, or advcl to mark its relation with the matrix
verb. Moreover, dependents of the embedded nominalized verb, like oblique adjuncts,
may be either attached to the matrix verb wrongly or represented with erroneous de-
pendency relations. For example, an oblique of an embedded verb used to be attached
to the root since the embedded verb is seen as a nominal, and not as a verb as in Item 3.
Likewise, the subject of the embedded clause is wrongly marked as a possessee nom-
inal modifier. This wrong annotation in the previous treebanks are due to the fact that
Turkish makes use of genitive-possessive cases for marking the agreement in an em-
bedded clause as in Item 4.
(3) Tünele girmeden önce geçtig˘im manzarayla burası bambas¸ka ...
ROOT
NMOD
OBL
ADVCL
CASE ACL OBL CASE PUNCT
Tünel-e
tunnel-DAT
gir-me-den
enter-NEG-NMLZ
önce
before
geç-tig˘-im
pass-NMLZ-1SG
manzara-yla
scenery-COM
burası
here
bam~bas¸ka...
EMPH~different...
‘The scenery that I passed before I entered the tunnel was completely different
from here.’
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(4) Senin de gelmeni isterdim
ROOT
CCOMP
ADVMOD:EMPH
NSUBJ
NMOD:POSS
Sen-in
you-GEN
de
too
gel-me-ni
come-NMLZ-POSS
iste-r-di-m.
want-AOR-PST-1SG
‘I would have wanted you to come, as well.’
4.2.2 Compound
Another inconsistent annotation was with regards to the compounds and their classifi-
cations. The UD framework specifies the use of compound as a dependency relation
between two heads that have the same syntactic category. Mostly in Turkish PUD, but
also in other Turkish treebanks in UD, not only constructions that are formed with two
heads, but also constructions that involve genitive-possessive suffixes are marked with
the compound dependency as in Item 5. We have modified these dependency relations
as nmod:poss, which is already a convention in use.
(5) Bunların ellisi pazar alanı -ydı
ROOT
NSUBJ
NMOD:POSS COP
NMOD:POSS
COMPOUND
Bun-lar-ın
this-PL
elli-si
fifty-POSS
pazar
market
alan-ı-ydı
place-POSS-COP
‘50 of these were marketplaces’
4.2.3 Core Arguments
Turkish proposes a unique problem with regards to the detection of core arguments.
Unlike many other languages, Turkish can drop its object without any marking on
the verb when it is available in the discourse. This null marking of the contextually
available core argument yields a new problem for the canonical tests for distinguishing
between dependency relations such as obl and obj as in Item 6. In our annotations,
we have used the recently proposed dependency relation obl:arg for such cases. We
also modified the existing treebanks in such fashion.
(6) Ütüden anlamam
ROOT
OBL:ARG
OBL
12
Ütü-den
ironing-ABL
anla-ma-m.
understand-NEG-1SG
“I do not know a thing about ironing."
4.2.4 Clitic Treatment
Due to its agglutinating nature, the line between the syntax and morphology is not
crystal clear in Turkish. This grey area is even more visible with the issue is Turkish
copula i- (be). The verb i- has three allomorphs in Turkish: i-, -y, and - /0. Regardless
of the category of its base, the verb i- always behaves the same in terms of its stress
assignment and the features they can host. Moreover, it is always detachable meaning
that the allomorph i- and the two others are in free variation as shown in Figure 2 and
Figure 3. The selection between the /0 and -y is governed by the previous segment; if
the previous segment is a consonant /0 is used, otherwise -y is used.
(7) Okula gelecek idim .
ROOT
OBL COP
PUNCT
Okul-a
school-DAT
gel-ecek
come-FUT
i-di-m.
be-PST-1SG
‘I was going to come to school.’
(8) Okula gelecek -tim .
ROOT
OBL COP
PUNCT
Okul-a
school-DAT
gel-ecek-ti-m.
come-FUT-PST-1SG
‘I was going to come to school.’
Figure 2: Syncretism between -i and /0.
(9) Okulda ög˘renci idim .
ROOT
OBL COP
PUNCT
Okul-da
school-LOC
ög˘renci
student
i-di-m.
be-PST-1SG
‘I was a student in the school.’
(10)
Okulda ög˘renci -ydim .
ROOT
OBL COP
PUNCT
Okul-da
school-LOC
ög˘renci-ydi-m.
student-PST-1SG
‘I was a student in the school.’
Figure 3: Syncretism between -y and /0.
Even though the previous Turkish treebanks are consistent in the decision with
regards to the verb i- within categories, they lack a unified treatment of the verb i-
when it surfaces as a clitic as in Item 9 and Item 8. In previous treebanks, all of the
i- verbs were analyzed within the same word with their host and thus not segmented.
However, when the i- verb is attached to a nominal base, annotation was made as such
that the i- verb were analyzed as a separate syntactic unit. In the BOUN Treebank,
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we segmented all instances of the verb i- as a copula (cop) regardless of the category
of the base or its surface form. The reason we use cop instead of aux was because
of the limited number of TAME (Tense-Aspect-Mood-Evidentiality) markers that the
verb i- can host. Turkish be verb can only host -mIs¸, -DI, -ken, and -sA whereas Turkish
auxiliary, like ol-, can host every TAME marker. Another reason is the fact that both i-
and ol- can occur at the same time as in Item 11 and we cannot use two auxiliaries at
the same time.
(11) Okula gelmis¸ olacak -tım .
ROOT
OBL AUX
COP
PUNCT
Okul-a
school-DAT
gel-mis¸
come-PRF
ol-acak-tı-m.
become-FUT-PST-1SG
‘I was going to have come to school.’
4.2.5 Fine-tuning
One of the problems that we have encountered while annotating the BOUN Treebank
and re-annotating previous treebanks was to find a fool-proof criterion of distinguish-
ing between fixed and case or case and advmod in certain environments. This is
mostly due to grammaticalization of some adverbs as postpositions in Turkish. For
example, sentences as in Item 12 have an adverbial phrase which is a grammaticalized
multiword expression, bu kadar. However, we see that the same element kadar can
be a proposition in sentences like Item 13. We found that these types of discrepancies
are not limited to kadar and almost visible with every postpositions. In order to dis-
tinguish between when a postposition is a part of fixed multiword expression or when
it has a case dependency relation with a nominal, we have used the case on the pre-
vious noun phrase as a clue. When the previous NP is bare nominal, we annotated it,
the deictic term bu in our example Item 12, as the advmod to the root and the kadar
with the dependency relation of fixed. If the previous NP is marked with a case, as
in dative in düne from our Item 13, the whole phrase is annotated with obl to the root,
and postposition, here kadar, is annotated with the dependency relation of case.
(12) Bu kadar zor olmamalı .
ROOT
AMOD
ADVMOD
FIXED PUNCT
Bu
this
kadar
much
zor
hard
ol-ma-malı.
be-NEG-NEC.
‘It should not be this hard.’
(13) Düne kadar hasta -ydı .
ROOT
COPCASE
OBL PUNCT
Dün-e
yesterday-DAT
kadar
until
hasta-y-dı.
sick-COP-PST
14
‘She was sick until yesterday.’
As for case and advmod, we also used the case related cues to distinguish between
them. When the noun phrase prior to the problematic segment, sonra in our examples
below, is marked with a case that is lexically determined by the postposition, we used
the dependency relation case as in Item 15. However, these postpositions can also be
an adverbial modifier (advmod) to the matrix verb. In these cases, instead of the lexical
case of the postposition, previous noun phrases are marked with other cases introduced
by other elements as in Item 14.
(14) Bana sonra ag˘lama .
ROOT
PUNCT
OBL
ADVMOD
Ban-a
me-DAT
sonra
after
ag˘lama.
cry-NEG.
‘Do not cry to me later on.’
(15) Benden sonra ag˘lama .
ROOT
CASE
OBL
PUNCT
Ben-den
me-ABL
sonra
after
ag˘la-ma.
cry-NEG
‘Do not cry after I am gone.’
5 Annotation Tool
Annotation tools are fundamental to facilitate the annotation process of many NLP
tasks including dependency parsing. Treebanks are re-annotated or annotated from
scratch in line with the annotation guidelines of the UD framework (Nivre et al, 2016).
We present the BoAT annotation tool for dependency parsing that is specialized for
annotating CoNLL-U files.
5.1 Related Tools
There are several annotation tools that are showcased within the UD framework. These
tools include both web-based and desktop annotation tools. Some of them are general
purpose annotation tools whereas plenty of them are specialized for the UD framework.
BRAT is a browser-based, online, general purpose text annotation tool developed
by Stenetorp et al (2012). It provides graphics-based visualization in flat graph mode.
Dependency relations are edited via mouse clicks and dragging.
UD Annotatrix (Tyers et al, 2017a) is specialized for dependency parsing. It is a
browser-based manual annotation tool which can be used both online and offline. The
aim of the UD Annotatrix is to be simple, uncluttered, and fast. It offers certain dis-
tinctive features such as two-level segmentation tailor-made for the UD framework.
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Furthermore, it supports other input formats besides the CoNLL-U format. Each sen-
tence is projected in flat graph mode and text/table mode. Dependency relations can
be edited using these modes. Dependency relations and part-of-speech tags are also
validated.
ConlluEditor (Heinecke, 2019) is a browser-based manual annotation tool designed
for the UD framework. It provides graphic view in both tree mode and flat mode
but text and table views are not available. In addition, it offers an advanced search
feature. Validation mechanism is also provided via a button. Moreover, mouse clicks
are reqiured for editing.
5.2 Motivation
The motivation behind our tool is to present a user-friendly, compact, and practical
manual annotation tool that is build upon the desires of the annotators. While devel-
oping BoAT, we received feedback from our annotators every step of the way. One of
the crucial points of annotation is speed. Unlike the other existing tools within the UD
framework, almost every possible action within the BoAT can be made using keyboard
shortcuts. We aim to decrease the time-wise and ergonomic load introduced by the use
of mouse and to increase speed accordingly. We believe that both the graph view and
the text view have certain advantages alongside with certain drawbacks, which lead us
utilizing both view types. For the graph view, the tree mode is favored against the flat
mode by our annotators. For the text view, table view is selected rather than simple text
view. Moreover, each annotator can customize the table view of the tool by selecting
the columns they believe is fit for their workflow at a specific time. Furthermore, we en-
abled our annotators to split or join words within our tool using UI option or keyboard
shortcuts, which permitted a better analysis of multiword expressions. Moreover, new
tokens can be added or existing ones can be deleted to overcome tokenization problems
generated during the pre-processing of the text. Last but not the least, we added the
option of taking notes that is specific to every item. This feature enabled our annotators
to have better communication and have better reporting power.
5.3 Features
BoAT is a desktop annotation tool which is specifically designed for CoNLL-U files.
It provides both tree view and table view as shown in Figure 4. The upper part of the
screen shows the default table view while the lower part of the screen shows the tree
view.
Tree View: The dependency tree of each sentence is visualized as a graph. Instead
of using flat view, hierarchical tree view is used. The tree view accompanied by the
linearly readable tree is favored in order to increase readability and clarity. The tree
view is based on the hierarchical view in the CoNLL-U Viewer offered by the UD
framework.
Table view: Each sentence is shown along with its default fields which are ID,
FORM, LEMMA, UPOS, XPOS, FEATS, HEAD, DEPREL, DEPS, and MISC. Mor-
phological features denoted by the FEATS field are parsed into specific fields for exist-
ing morphological features in the UD framework. These fields are optional in the table
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Figure 4: A screenshot from the tool.
view; annotators can choose which features, if any, they want to see. They are stored
in the CoNLL-U file concatenated.
Customizing the table view: Annotators can customize the table view according
to their needs by using the checkboxes assigned to the fields shown above the parse of
the sentence. In this way, a user can organize the table view easily and obtain a clean
view without the unnecessary fields at the time of annotating. This customization ame-
liorates readability, thereby the speed of the annotation. An example of a customized
table view is shown in Figure 4.
Moves in the table view: In this example, all the fields except DEPS, and MISC
and the three morphological features Case, Number, and Person were made visible. To
ease the annotation process, most frequently used functions are assigned to keyboard
shortcuts. Arrow keys are used to move between cells in the table view. “Prev” and
“Next” buttons are used to move between sentences. The “Prev” button has shortcut
“Alt+O”, and The “Next” button has shortcut “Alt+P”. There is no explicit Save button;
advancing to the next sentence or going back to the previous sentence automatically
save the CoNNL-U file and applies the validation tests. Moreover, annotators can go
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to any sentence by simply typing the ID of the sentence and clicking “Go".
Editing the table view: The value in a cell is edited by directly typing when the
focus is on that cell. To finish editing, press “Enter”. If one of the features is edited,
the FEATS cell is updated accordingly.
Editing multiword expressions: One of the biggest challenges in the annotation
process is keeping up with the changes in the segment IDs when new syntactic seg-
mentations are introduced. Annotating multiword expressions often comes with the
cost of updating the segment IDs within a sentence. Annotators may need an easy way
to split a word into two different syntactic unit. In our tool, the cells in the first column
of the table (written “+” or “-”) are clickable and used for MWE manipulation. “-”
button is used for splitting and “+ " button is used for joining. Dependency relations
and segment IDs are updated automatically.
Validation: Each tree is validated with respect to the field values before saving the
sentence. If an error is detected in the annotated sentence, an error message is issued
such as “unknown UPOS value", “invalid UPOS tag", and so on. An example error is
shown in Figure 4 between the table view and the tree view. If the error is fatal, the
annotation tool will not save the sentence.
Taking notes: With the note feature, the annotator is able to take notes for each
sentence as in Figure 4. Each note is attached with the corresponding sentence and
stored in a different file with a specified sentence ID. Shortcut for writing notes is
“Alt+M”.
Adding and deleting rows: Annotators are able to add a new token or delete an
existing token by adding or deleting rows to correct tokenization errors. For adding a
new row, a row ID is entered and “Add Row" button is clicked. A new row is added
above the row with the given ID. For deleting an existing row, a row ID is entered and
“Delete Row" button is clicked. The row with the given ID is deleted. For both of the
cases, the entered row ID must not belong to a multiword expression.
5.4 Implementation
BoAT4 is an open-source desktop application. The software is implemented in Python
3 along with PySide2 and regex modules. In addition, CoNLL-U viewer is utilized by
adapting some part of the UDAPI library (Popel et al, 2017). Resources consisting of
data folder, the tree view, and validate.py are adopted from the UD-maintained tools5
for validation check. Data folder is used without any change while some modifications
are made to validate.py. BoAT is a cross-platform application since it runs on Linux,
OS X, and Windows.
The BoAT tool was designed in accordance with the needs of the annotators, and it
increased the speed and the consistency of annotation. Currently, BoAT only supports
the ConLL-U format of UD since the tool is designed specifically for dependency pars-
ing. In the future, it may be improved to support other formats and tasks.
4BoAT is available in https://github.com/boun-tabi/BoAT
5https://github.com/universaldependencies/tools
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6 Experiments
We performed the first parsing experiments on the BOUN Treebank. In addition to the
brand-new BOUN Treebank, we performed parsing experiments on our re-annotated
versions of IMST (Türk et al, 2019) and PUD (Türk et al, 2019). The dependency
parser used in these studies is Stanford’s graph-based neural dependency parser (Dozat
et al, 2017). This parser uses unidirectional LSTM modules to generate word embed-
dings and bidirectional LSTM modules to create possible head-dependency relations.
It uses ReLu layers and biaffine classifiers to score these relations. For more informa-
tion, see Dozat et al (2017).
For the automatic morphological analysis of the sentences, we used the Turkish
morphological analyzer and disambiguator tool by Sak et al (2008). Unlike TRMorph
(Çöltekin, 2010) that analyzes one word at a time, Sak et al (2008)’s tool takes the
whole sentence as input and analyzes the words with respect to their corresponding
meanings in the sentence. This feature is very useful for Turkish because most of the
word forms in Turkish have multiple morphological analyses which can be correctly
disambiguated only by considering the context the word is in.
The BOUN Treebank consists of 9,757 sentences from five different text types.
These text types almost equally contribute to the total number of sentences. Table 6
shows these text types and gives the treebank statistics in detail.
Table 6: Word statistics of the different sections of the BOUN Treebank. The differ-
ence between the numbers of tokens and forms is due to multi-word expressions being
represented with a single token, but with multiple forms.
Treebank Num. of sentences Num.of tokens Num. of forms
Essays 1,953 27,010 27,576
Broadsheet National Newspapers 1,898 29,307 29,386
Instructional Texts 1,969 20,382 20,565
Popular Culture Articles 1,965 21,096 21,295
Biographical Texts 1,972 23,391 23,553
Total 9,757 121,186 122,375
For the parsing experiments, we randomly assigned each register to the training,
development, and test sets with the percentages as %60, %20, and %20 respectively.
Table 7 shows the number of sentences in each set of the BOUN Treebank, as well as
the re-annotated versions of the IMST-UD Treebank and the Turkish PUD Treebank.
19
Table 7: Division of the Turkish treebanks to training, development, and test sets for
the experiments.
Treebank Training set Development set Test set Total
Essays 1,173 389 391 1,953
Broadsheet National Newspapers 1,137 380 381 1,898
Instructional Texts 1,182 391 396 1,969
Popular Culture Articles 1,176 394 395 1,965
Biographical Texts 1,183 394 395 1,972
BOUN 5,851 1,948 1,958 9,757
Re-annotated version of IMST-UD 3,685 975 975 5,635
Re-annotated version of Turkish PUD 600 200 200 1,000
We first experimented with the dependency parser on each register separately. Then,
we measured the performance of the parser on parsing the entire BOUN Treebank. As
a final experiment, we combined the training, development, and test sets of the BOUN
Treebank with the corresponding sets of the re-annotated versions of the IMST-UD and
PUD treebanks. The aim of this experiment is to see the effect of the newly introduced
BOUN Treebank on the current state-of-the-art parsing performance of Turkish.
In all the experiments, both projective and nonprojective sentences were included
in the training and test phases. Previous studies in Turkish treebanking usually ex-
cluded non-projective sentences. The reason we included them in our parsing study
was to have more realistic results. As for the pre-trained word vectors used by the
dependency parser, we used the Turkish word vectors supplied by the CoNLL-17 orga-
nization (Ginter et al, 2017).
In the evaluation of the dependency parser, we used word-based unlabeled attach-
ment score (UAS) and labeled attachment score (LAS) metrics. The UAS is measured
as the percentage of words that are attached to the correct head, and the LAS is de-
fined as the percentage of words that are attached to the correct head with the correct
dependency type.
6.1 Results
Table 8 shows the first parsing results on the test sets of each section in the BOUN
Treebank in terms of the labeled and unlabeled attachment scores.
Table 8: UAS and LAS scores of the parser on each of the five sections of the BOUN
Treebank.
Treebank UAS F1-score LAS F1-score
Essays 63.77 54.44
Broadsheet National Newspapers 75.75 69.22
Instructional Texts 74.04 65.29
Popular Culture Articles 75.04 66.80
Biographical Texts 70.46 62.32
We observed that the highest and the lowest parsing scores are achieved on the
Broadsheet National Newspapers section and the Essays section of the BOUN Tree-
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Figure 5: The average token count and the average dependency arc length in a sentence
for the five different sections of the BOUN Treebank.
bank, respectively. The second best section according to the parsing scores is the Pop-
ular Culture Articles. The parsing performance of the parser on the Instructional Texts
section is approximately 1 point below from its performance on the Popular Culture
Articles. The Biographical Texts is in the fourth place in this comparison.
To understand the possible reasons behind the performance differences between
the parsing scores of the five sections of the BOUN Treebank, we compared them with
respect to the average token count and the average dependency arc length in a sen-
tence. Figure 5 shows these statistics for the five sections of the BOUN Treebank.
We observed that both the average token count and the average dependency arc length
metrics are the highest in the Broadsheet National Newspapers section. The second
highest on both metrics is the Essays section. The average token count and the av-
erage dependency arc length of the Instructional Texts and Popular Culture Articles
sections are very close to each other and the lowest ones. Both of the metrics for the
Biographical Texts section are in the middle being higher than the scores of the In-
structional Texts and Popular Culture Articles sections and lower than the scores of the
Broadsheet National Newspapers and Essays sections.
We anticipate that the higher these two metrics are in a sentence, the harder the
task of constructing the dependency tree of that sentence. From Figure 5, we observe
that all of the sections except the Broadsheet National Newspapers follow this hypoth-
esis. However the Broadsheet National Newspapers which has the highest numbers of
these metrics, holds the best parsing performance in terms of UAS and LAS scores.
We believe that this increase in scores are due to the interaction between the lack of
interpersonal differences in writing in journalese and the editorial process behind the
journals and magazines.
In Table 9, we present the success rates on the BOUN Treebank, the re-annotated
version of the IMST-UD Treebank, and the re-annotated version of the PUD Treebank,
when each treebank is used separately to train and test the parser, as well as when they
are used together in the training and the evaluation phases.
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Table 9: UAS and LAS scores of the parser on the Turkish treebanks. First three
rows show the performance on each of the re-annotated versions of IMST-UD and
PUD treebanks and the newly introduced BOUN Treebank separately. The fourth row
depicts the performance when all three treebanks are joined together.
Treebank Num. of sentences UAS F1-score LAS F1-score
IMST-UD 5,635 75.49 65.53
PUD 1,000 78.70 70.01
BOUN 9,757 75.55 68.16
IMST-UD, PUD, BOUN 16,465 76.88 68.90
We observe that the performance of the parser on the BOUN Treebank is better
than its performance on the re-annoated version of the IMST-UD Treebank in terms of
the LAS score. The UAS scores reached on these treebanks are more or less the same.
Considering their similar annotation styles and domains, we can infer that an increase
in the size of the treebank leads to better parsing performances in terms of the LAS
score with the exception of PUD Treebank.
We first inquired this oddity by looking at a possible confound: the differences in
the percentages of certain dependency relations. Table 10 presents the distribution of
the dependency relation types across the re-annotated versions of the IMST-UD and the
PUD treebanks, and the BOUN Treebank. We observe that there is not a noteworthy
difference in the distribution of the relation types across the three treebanks.
When comparing the BOUN Treebank and the re-annotated version of the IMST-
UD Treebank, we observed that the percentages of the case, compound, and nmod
types were lower more than 1% in the BOUN Treebank. The root was also lower in
the BOUN Treebank by more than 2% which indicates that the average token count
was higher in this treebank with respect to the re-annotated version of the IMST-UD
Treebank. However, the percentages of the nmod:poss type were higher by more than
2% and the obl type was higher by more than 3% in the BOUN Treebank.
Moreover, when comparing the BOUN Treebank with the re-annotated version of
the Turkish PUD Treebank, we observed that the highest percentage difference was for
the obl type which was higher in the BOUN Treebank by more than 7%. The other
relation types whose percentages were higher in BOUN by more than 1% were the
conj and root types. This indicates that the average token count was higher in the
re-annotated version of the PUD Treebank when compared to the BOUN Treebank and
there were more conjunct relations in the BOUN Treebank which sometimes increased
the complexity of a sentence in terms of dependency parsing. These observations sug-
gest that the differences in the success rates on these two treebanks did not stem from
the varying percentages of the dependency relations, rather they stem from the com-
plexity expressed in the text and how well this complexity is handled.
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Table 10: Comparison of the re-annotated versions of the IMST-UD and PUD tree-
banks, and the BOUN Treebank on the distribution of dependency relation labels. The
black numbers represent the counts and the gray numbers show their percentages.
Relation type IMST-UD PUD BOUN
acl 1,538 (%2.65) 515 (%3) 3,500 (%2.86)
advcl 926 (%1.59) 435 (%2.6) 2,589 (%2.12)
advcl:cond 110 (%0.19) 13 (%0.07) 268 (%0.22)
advmod 2,423 (%4.17) 1,624 (%9.6) 5,277 (%4.31)
advmod:emph 976 (%1.68) 143 (%0.8) 1,721 (%1.41)
amod 3,337 (%5.74) 1,318 (%7.8) 7,864 (%6.43)
appos 136 (%0.23) 166 (%1) 506 (%0.41)
aux 1 (%0.002) 4 (%0.02) 39 (%0.03)
aux:q 211 (%0.36) 1 (%0.01) 269 (%0.22)
case 2,242 (%3.86) 697 (%4.1) 3,303 (%2.70)
cc 879 (%1.51) 520 (%3.1) 2,799 (%2.29)
cc:preconj 3 (%0.005) 8 (%0.05) 134 (%0.11)
ccomp 626 (%1.08) 171 (%1) 1,510 (%1.23)
clf 8 (%0.01) 10 (%0.06) 122 (%0.10)
compound 1,978 (%3.40) 314 (%1.9) 2,382 (%1.95)
compound:lvc 523 (%0.90) 186 (%1.1) 1,218 (%1.0)
compound:redup 219 (%0.37) 9 (%0.05) 456 (%0.37)
conj 3,529 (%6.07) 696 (%4.1) 7,248 (%5.92)
cop 851 (%1.46) 496 (%2.9) 1,291 (%1.05)
csubj 82 (%0.14) 93 (%0.5) 545 (%0.45)
dep 1 (%0.002) 3 (%0.02) 9 (%0.01)
det 1,975 (%3.39) 680 (%4) 4,936 (%4.03)
det:predet - 8 (%0.05) -
discourse 150 (%0.26) 5 (%0.03) 377 (%0.31)
dislocated 20 (%0.03) 5 (%0.03) 28 (%0.02)
fixed 25 (%0.04) 1 (%0.01) 12 (%0.01)
flat 902 (%1.55) 409 (%2.4) 2,033 (%1.66)
goeswith 3 (%0.005) 1 (%0.01) 4 (%0.002)
iobj 354 (%0.61) 138 (%0.8) 165 (%0.13)
list - - 40 (%0.03)
mark 86 (%0.15) 5 (%0.03) 117 (%0.10)
nmod 1,870 (%3.22) 174 (%1) 1,386 (%1.13)
nmod:poss 3,599 (%6.19) 1,881 (%11) 10,392 (%8.49)
nsubj 4,430 (%7.63) 1,238 (%7.3) 8,498 (%6.94)
nummod 567 (%0.98) 263 (%1.6) 1,567 (%1.28)
obj 3,743 (%6.44) 945 (%5.6) 7,379 (%6.03)
obl 3,824 (%6.58) 412 (%2.4) 12,009 (%9.81)
orphan 12 (%0.02) 8 (%0.05) 83 (%0.07)
parataxis 11 (%0.02) 15 (%0.09) 208 (%0.17)
punct 10,257 (%17.65) 2,148 (%12.7) 20,116 (%16.44)
root 5,635 (%9.69) 1,000 (%5.9) 9,757 (%7.97)
vocative - - 87 (%0.07)
xcomp 39 (%0.07) 128 (%0.7) 125 (%0.10)23
Considering the best performance of the parser is on the re-annotated version of the
PUD Treebank, we believe that the question of how well the complexity of the text is
handled may be answered if we take a look at the text selection. This treebank includes
sentences translated from different languages by professional translators and hence,
the sentences have different structures than the sentences of the other two treebanks.
This difference in structures is a result of the different environments that these texts are
brewed, namely a living corpus (BOUN and IMST-UD) and a well-edited translations
(PUD). Our evaluation style for this treebank is also different. Due to the insufficient
amount of annotated sentences in the treebank, we used 5-fold cross validation in the
evaluation of the PUD Treebank.
Lastly, we observe that combining these three treebanks improves the parsing per-
formance in terms of the attachment scores. The increase in the training size resulted
in better parsing scores, contributing to the discussion of correlation between the size
of the corpus and the success rates in parsing experiments (Foth et al, 2014; Ballesteros
et al, 2012).
7 Conclusion
In this paper, we presented the largest and the most comprehensive Turkish treebank
with 9,757 sentences: the BOUN Treebank. In the treebank, we encoded the surface
form of the sentences, universal part of speech tags, lemmas, and morphological fea-
tures for each segment, as well as syntactic relations between these segments. We
explained our annotation methodology in detail. We present our data online with the
history of changes we applied and our guidelines. We also present an overview of
other Turkish treebanks. Moreover, we explained our linguistic decisions and anno-
tation scheme that are based on the UD framework. We provided examples for the
challenging issues that are present in the BOUN Treebank as well as other treebanks
that we re-annotated.
In addition to such contributions, we provided a detailed presentation of our anno-
tation tool: BoAT. We explained our motivation for such an initiative in detail. We also
provide the tool and the documentation online.
Lastly, we provide an NLP task where our new treebank and previous re-annotations
have been used. We report UAS and LAS F1-scores with regards to specific text types
and treebanks. We also showcase scores of all the treebanks used together. All the
tools and materials that are present in the paper are freely available in our webpage
https://tabilab.cmpe.boun.edu.tr/boun-pars.
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