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Systems operating out of equilibrium exchange energy and matter with the environment, thus
producing entropy in their surroundings. Since the entropy production depends on the current
flowing throughout the system, its quantification is affected by the level of coarse-graining we adopt.
In particular, it has been shown that the description of a system via a Fokker-Planck equation
(FPE) lead to an underestimation of the entropy production with respect to the corresponding one
in terms of microscopic transition rates. Moreover, such a correction can be derived exactly. Here
we review this derivation, generalizing it when different prescriptions to derive the FPE from a
Langevin equation are adopted. Then, some open problems about Gaussian transition rates and
underdamped limit are discussed. In the second part of the manuscript we present a new approach to
dealing with the discrepancy in entropy production due to the coarse graining by introducing enough
microscopic variables to correctly estimate the entropy production within the FPE description. We
show that any discrete state system can be described by making explicit the contribution of each
microscopic current.
PACS numbers:
A. Entropy Production for coarse-grained
dynamics
Different levels of description can be adopted to char-
acterize a physical system, depending on the details we
are unaware of or deliberately decided to neglect. In
particular, when random variables are introduced to en-
code the uncontrollable degrees of freedom, the energy
balance is properly captured by the concepts proper of
the stochastic thermodynamics, when the system is small
enough [1–3]. In this field, a physical system can be de-
scribed using two different paradigms: Master Equation
(ME) and Fokker-Planck equation (FPE) [4–7]. The for-
mer deals with the probability of occupation of each state
i at time t, Pi(t), and a set of microscopic transition rates
between pair of states i and j, Wi→j(t). It has the fol-
lowing form:
P˙i(t) =
∑
j
(Pj(t)Wj→i(t)− Pi(t)Wi→j(t)) (1)
which states the the probability to be in the state i
evolves according to the balance between the ingoing and
the outgoing probability flux of the state itself. Here we
assume that Wi→j > 0 implies Wj→i > 0, which en-
sures the ergodicity of the system. Note that here and
throughout the manuscript we set Wi→i = 0 even though
it never enters in the ME above.
On the other hand, a Fokker-Planck equation described
the system via continuous variables by means of a diffu-
sive dynamics:
P˙ (x, t) = −∂x (A(x)P (x, t)) + ∂2x (D(x)P (x, t)) (2)
where P (x, t) is the probability to be in the state x at the
time t, A(x, t) is the drift coefficient and D(x, t) is called
the diffusion coefficient. The continuum limit, obtained
through a coarse-graining procedure, to derive the latter
equation from Eq. (1) is called Kramers-Moyal expan-
sion [4]. It relies on the assumption that the first two
“pseudo”-moments [54] of the transition rates are the
only ones that are non-negligible, and they are related
to A and D respectively.
Although the two descriptions appears be equivalent
for certain aspects (e.g. equilibrium properties, dynam-
ics, non-equilibrium steady states), they are not com-
pletely interchangeable, since under coarse-graining some
information is lost [8–15] and some observables might
differ in the two descriptions. Among all the possible
quantities of this kind, we are particularly interested in
the entropy production. The thermodynamic uncertainty
relations [16, 17] and the fluctuations theorems [18–27]
are examples of fundamental theoretical concepts inti-
mately related to it, which have recently stimulated a lot
of experimental invetigations, e.g. estimating the non-
equilibrium activity of biological systems [28] and build-
ing efficient molecular engines [29–32].
An enormous amount of studies have investigated
how the entropy production gets affected by the coarse-
graining [8, 13–15]. Some of them have also analyzed the
possibility to build a consistent diffusive limit starting
from a microscopic picture, containing more information
about the system [33–36]. In [37] it has been shown,
in a general setting, that the entropy production esti-
mated using a diffusive description (FPE) is always less
(or equal) to the one estimated starting from a more de-
tailed description (ME). Moreover, this discrepancy can
be evaluated explicitly in term of the transition rates.
Let us now recall the essential point of this work.
Consider first a system described by Eq. (1). The total
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2entropy production can be estimated using the Schnaken-
berg’s formula [38–40]
S˙ME(t) =
∑
ij
WijPj(t) log
(
WijPj(t)
WjiPi(t)
)
(3)
where Wij ≡ Wi→j . Let us assume that the states form
an 1D lattice of points separated by a distance ∆x. In or-
der to consistently apply the Kramers-Moyal expansion,
we introduce the following form for the transition rates:
Wij =
{
W
(i)
±kδj,i±k, k = 1, ..., n
0 otherwise.
(4)
with:
W
(i)
±k =
(
1 +
β
(i)
k ± α(i)k
2
∆x
)w(i)k
∆x2
, (5)
where w
(i)
k ≥ 0 and β(i)k ≥ |α(i)k | to ensure that W±k ≥
0 for all ∆x. Notice that we are assuming that, quite
generally, the transition rates are state dependent.
Even if usually only nearest-neighbor jumps are consid-
ered, in general, particularly when dealing with system
evolving in a generic state space, also long-range interac-
tion can be present [4, 38, 40–43].
The proposed transition rates in Eq. (5) exhibit a gen-
eral functional form in order to have a non-zero drift
and diffusion coefficient in the diffusive limit, i.e. when
∆x → 0, and, at the same time, the higher order mo-
ments that tend to zero. From a physical perspective,
∆x can be interpreted as the spacing associated to the
spatial discretization [55]. As ∆x approaches zero, the
jumps have to become shorter and more frequent [4]. The
corresponding FPE has
A(x = i∆x) =
n∑
k=1
kα
(i)
k w
(i)
k
D(x = i∆x) =
n∑
k=1
k2w
(i)
k (6)
Thus performing the diffusive limit, ∆x→ 0, to Eq. (3),
and comparing the result with the entropy production of
the FPE [44–46]
S˙FPE(t) =
∫
dx
(A(x)P (x, t)− ∂x(D(x)P (x, t)))2
D(x)P (x, t)
=
∫
dx
J(x, t)2
D(x)P (x, t)
(7)
we get the following inequality:
S˙∆x→0 ≡ lim
∆x→0
S˙ME =
∑
k
∫
dx
Jk(x, t)
2
Dk(x)P (x, t)
≥ S˙FPE
(8)
Here Jk(x, t) is the flux associated to each microscopic
process and Dk(x, t) the corresponding diffusion coeffi-
cient, such that
∑
k Jk(x, t) = J(x, t) and
∑
kDk(x) =
D(x), which can expressed in terms of parameters α’s
and β’s appearing in eq.(5).
The derivation of the inequality in Eq. (8) fol-
lows directly from the Cauchy-Schwarz inequality:∑
k a
2
k
∑
i b
2
i ≥ (
∑
k akbk)
2 with ai = Ji/
√
Di and bi =√
Di. The equality holds if and only if ai is proportional
to bi that is Ji = cDi with c being a constant. For exam-
ple this happens when only nearest-neighbor jumps are
involved, as in [47]. This conclusion qualitatively agrees
with the result found in [36] about the protocol mini-
mizing the heat released in a continuous-time Markov
process, when the continuum limit is considered.
Consider now a system with a continuous state space,
whose dynamics can be described by a continuous ME:
P˙ (x, t) =
∫
dr (W (x− r, r)P (x− r, t)−W (x,−r)P (x, t))
(9)
where W (x, r) is the density of the transition rate from
the state x to the state x + r. In the same spirit as the
discrete-case, we introduce the following general form for
the transition rates:
W (x, r) =
1

1√
d(x)
e−f(z(x,r)), (10)
where f is a generic symmetric function [56] and z(x, r) =
(r −A(x))/√d(x).
Eq. (10) can be seen as the continuous-state counter-
part of a discrete-state system with a continuous jump
distribution. The term A(x) represents the determinis-
tic part of the jump whereas
√
d(x) is the amplitude of
the random noise.
The functional form in Eq. (10) is also suitable for the
Kramers-Moyal expansion, i.e. the first two “pseudo”-
moments are the only ones different from zero in the dif-
fusive limit, i.e.  → 0. Indeed, the scaling introduced
by the parameter  has been chosen so that this latter
condition holds. The physical interpretation of  can be
understood when f(z) = z2, i.e. for a Gaussian form of
the transition rates. In this case, since W (x, r) should
correspond to the short-time propagator divided by the
time spacing ∆t [4], we can obtain immediately this re-
sult by identifying  = ∆t. This means that, in this case,
 has to be related to the temporal coarse-graining we
are performing on the dynamics [57]. Without loss of
generality we have chosen f(0) such that
∫
dze−f(z) = 1.
Then, the corresponding drift and diffusion coefficient are
A(x) and D(x) = (1/2)d(x)〈z2〉, respectively.
Performing the diffusive limit, we end up with the fol-
lowing entropy production:
3S˙→0 ≡ lim
→0
S˙ME(t) =
∫
dy
(A(y)P (y)− ∂y (D(y)P (y)))2
D(y)P (y)
+
+
(〈z2〉〈(∂zf(z))2〉 − 1) ∫ dyA(y)2
D(y)
P (y) +
+
(
3− 〈z2(∂zf(z))2〉
) ∫
dy
A(y)∂yD(y)
D(y)
P (y) +
+
1
4
(
−9 + 〈z
4(∂zf(z))
2〉
〈z2〉
)∫
dy
(∂yD(y))
2
D(y)
P (y) (11)
where 〈·〉 = ∫ dz · e−f(z). Because of the diffusive limit
the only surviving terms - the ones reported in Eq. (11)
- are of order 0, as the drift and the diffusion coefficient
in the corresponding FPE.
The detailed derivation of this formula is presented in
[37]: the entropy production for the ME is evaluated via
the Schnakenberg’s formula [38], and then the diffusive
limit is performed. This allows to get the entropy produc-
tion, Eq. (11), without relying directly on the expression
of the FPE, which would lead to a different expression for
it, S˙FPE (see beolw). We can see, in fact, that the amount
of information loss does not vanish in the diffusive limit,
as it is evident from the last three lines in Eq. (11). This
picture emerges also at the level of discrete-state systems,
as it was seen in Eq. (8), for which a naive interpretation
in terms of microscopic currents is clear and intuitive.
Since the general formula is quite cumbersome, it is
useful to restrict ourselves to some simple yet interesting
cases:
• Constant diffusion D:
S˙→0 = S˙FPE +
(〈z2〉〈(∂zf)2〉 − 1) ∫ dyA2
D
P (12)
Notice that the correction is always positive (it is
enough to apply the Cauchy-Schwartz inequality to
1 = 〈z∂zf(z)〉2) except when W (x, r) is Gaussian,
i.e. f(z)− f(0) ∝ z2.
• Spatial dependent diffusion D(x) and zero drift
A(x) = 0:
S˙→0 = S˙FPE +
1
4
( 〈z4(∂zf)2〉
〈z2〉 − 9
)∫
dy
(∂yD)
2
D
P
(13)
Also in this case it is possible to show that the
correction is positive [37].
• Non-constant diffusion D(x) and Gaussian transi-
tion rates:
S˙→0 = S˙FPE +
3
2
∫
dy
(∂yD)
2
D
P (14)
These are the main results of [37]. At this point we can
state that, in order to have a consistency between ME
and FPE in terms of entropy production, the transition
rate density has to be Gaussian, and the diffusion has to
be space independent.
1. From Ito to Stratonovich prescription
The FPE can be also derived from a suitable Langevin
equation. Since the transition rates W (x, r) in Eq.
(10) have been evaluated at the starting position x, the
Langevin equation corresponds to the Ito prescription.
As mentioned above, the FPE associated to the transi-
tion rates in Eq. (10) is:
P˙ (x, t) = −∂x (A(x)P (x, t)) + 1
2
∂2x (2D(x)P (x, t)) (15)
whereas the corresponding Langevin equation turns out
to be
x˙(t) = A(x) +
√
2D(x)ξ(t), (16)
with the Ito prescription. The whole machinery pre-
sented in the previous section can be nevertheless ex-
tended when the Stratonovich prescription is adopted.
To this aim, we introduce the mid-point rule in the defi-
nition of the transition rates as follows:
W (x, r) =
1

1√
d(x+ r/2)
e−f(z(x+r/2,r)) (17)
Expanding Eq. (17) in powers of r one can derive the
corresponding FPE as before [58], obtaining:
P˙ (x, t) = −∂x (AStrat(x)P (x, t)) + 1
2
∂2x (2D(x)P (x, t))
(18)
where:
AStrat(x) = A(x)− 1
2
∂xD(x) (19)
As expected, this FPE corresponds to the same
Langevin equation, Eq. (16), interpreted according to the
Stratonovich prescription.
Performing the Kramers-Moyal expansion on Eq. (17),
we can estimate the entropy production of the system
4of interest when it is described using the Stratonovich
prescription, S˙→0Strat. Up to the zeroth order in , we end
up with the following expression:
S˙→0Strat = S˙
→0∣∣
A(x)⇒AStrat(x) (20)
It is worth noting that our procedure to implement a
given prescription from a microscopic perspetive is con-
sistent, since it resembles the entropy production ob-
tained just changing prescription at the level of the
Langevin equation. The coarse-graining corrections are
the same discussed before. Clearly the difference between
the Ito and the Stratonovich prescription appears only
when we have a space-dependent diffusion.
In general, different prescriptions are possible to inter-
pret a Langevin equation [4, 48], each one affecting the
value of the entropy production. The general form of the
transition rates is:
W (y, r) =
1

1√
d(x+ λr)
e−f(z(x+λr,r)) (21)
This means that we have to evaluate d(x) and A(x) at an
intermediate point between x and x+r when performing
the diffusive limit. The choice λ = 0 corresponds to the
Ito prescription, while λ = 1/2 to the Stratonovich one.
The resulting entropy production in this more general
case is simply:
S˙→0λ = S˙
→0∣∣
A(x)⇒A(x)−λ∂xD(x) (22)
Using Eq. (22) and Eq. (14), and considering the case of
Gaussian transition rates, it is clear that does not exist
a prescription, i.e. a choice of λ ∈ [−1, 1], such that the
correction terms due to the coarse-graining vanish.
2. Open problems: Gaussian transition rates and
underdamping
The problem of the coarse-graining procedure leaves
behind some open questions which we think deserve a
discussion.
The first one concerns the particular case of Gaussian
transition rates. In fact, we have seen that, when the dif-
fusion does not depend on space, having Gaussian transi-
tion rates W (y, r) leads to a null correction to the entropy
production with respect to the one obtained directly from
the FPE. In other words, this is the only case in which
we have no loss of information during the coarse-graining
procedure. We guess that this result is related to the fact
that, in order to describe a microscopic dynamics as a
Fokker-Planck equation, one needs to assume a Gaussian
white noise, in order to prevent the onset of inconsisten-
cies in non-equilibrium quantities [49, 50].
As a second point, we want to discuss the applicability
of our result. First of all notice that our formalism can
be consistently applied also when the FPE is used to
describe an evolution over an abstract state space. In
particular, interacting ecological and social systems (e.g.
bacteria, species, humans) are examples for which both
the microscopic descriptions, in terms of the ME and
the FPE formalism, are typically used [42, 43]. Thus,
a thermodynamic (or information-theoretic) approach to
population dynamics could lead to a better evaluation of
the non-equilibrium activity of the system and a more
careful identification of the physical quantities in play
(e.g. energy, heat dissipated).
However, one of the most straightforward application
is related to the diffusion of a particle in the real space.
In this case we know that the description in term of an
overdamped process (1D FPE) is not able to capture all
the essential physical features of the system of interest
[45, 51, 52] when a space-dependent diffusion in present,
D(x). It will be therefore interesting to generalize our
approach to the underdamped case, a 2D FPE in the
position-velocity space, and we will investigate this topic
in future works.
B. Coarse-graining without information loss
Since the ME describes a process from a microscopic
perspective, it is not obvious that a specific form of the
transition rates exists such that the corresponding FPE
and respective entropy production exhibit no coarse-
graining corrections. In fact, it is easy to see that, when
the diffusion coefficient depends on space, the corrective
term in the last line of Eq. (11) does not vanish even for
Gaussian transition rates (see Eq. (14)), for which all the
other corrections vanish. In fact, it is possible to show
that it is always positive [37] for any choice of W (y, r)
that is consistent with the Kramers-Moyal expansion.
On the contrary, it is a well-posed question to ask
whether it is possible to introduce a new coarse-graining
procedure, other than the standard Kramers-Moyal, so
that the least information is lost in the diffusive limit.
In what follows, we present a possible approach in this
direction.
1. Dynamics of the microscopic processes
We deal with this problem in the case of a discrete
state system whose dynamics is described by Eq. (5).
As we have shown in Eq. (8), the excess entropy produc-
tion with respect to the one obtained directly from the
FPE is due to the presence of different channels through
which the system can jump. In other words, instead of
using a coarse-grained current J =
∑
k Jk, the Schnaken-
berg’s entropy production keeps track of all the micro-
scopic currents separately. Here we decompose the ME
into a dynamical evolution of different state subspaces,
where the information about the microscopic currents is
retained also in the diffusive limit. This procedure allows
us to reconstruct the correct entropy production starting
from a new set of coupled diffusive equations.
5Consider first the simplest case k = 1, 2, i.e. a ran-
dom walk with jumps only to the first and second-nearest
neighbors. For sake of simplicity, but without loss of
generality, we restrict ourselves to the case in which the
transition rates does not depend on the state i. Let us
write the ME for the probability to be in the odd, P2i−1,
and even, P2i, states:
P˙2i = W+1P2i−1 +W−1P2i+1 − (W+1 +W−1)P2i +
+ W+2P2i−2 +W−2P2i+2 − (W+2 +W−2)P2i
P˙2i−1 = W+1P2i−2 +W−1P2i − (W+1 +W−1)P2i−1 +
+ W+2P2i−3 +W−2P2i+1 − (W+2 +W−2)P2i−1
(23)
If the Kramers-Moyal expansion were performed on both
equations, it would lead to two identical FPE, since, in
the diffusive limit, we have no distinction between odd
and even states. For sake of simplicity, let us write such
a diffusion equation through its operator:
P˙ = L(A,D)P =
(
−A∂x + 1
2
D∂2x
)
P (x) (24)
where:
A = lim
∆x→0
∆x
n∑
k=−n
kWk
D = lim
∆x→0
(∆x)2
n∑
k=−n
k2Wk (25)
However a Fokker-Planck operator can be associated to
each microscopic process: the one involving jump of size
k will be denote by Lk, such that:
L(A,D) =
n∑
k=1
Lk (26)
where:
Lk = −Ak∂x + 1
2
Dk∂
2
x
Ak = lim
∆x→0
∆x k (W+k −W−k)
Dk = lim
∆x→0
(∆x)2 k2 (W+k +W−k) (27)
In this simple situation, n = 2.
We want to point out that the splitting of the FPE
operator L into the subset {Lk}k=1,...n is a natural choice
when jumps of different size are involved. Moreover, the
form of Ak and Dk coincides with the one that appears
in Eq. (8), such that
∑
k Ak = A and
∑
kDk = D.
Alternatively, we can consider P2i and P2i−1 as two
independent quantities. We recall that, in the diffusive
limit, i = x/∆x, P2i = P1(x)∆x, and P2i−1 = P2(x)∆x.
In order to formulate the system of Eq.s (23) as a function
of P1 and P2 only, we expand all the terms involved in
the process with k = 1 for P1 around P2, and viceversa
for P2, obtaining:
P˙1 = W+1P2 +W−1(P2 + 2∆x∂xP2 + 2∆x2∂2xP2) +
− (W+1 +W−1)(P2 + ∆x∂xP2 + 1
2
∆x2∂2xP2) + L2P1 = L1P2 + L2P1
P˙2 = W−1P1 +W+1(P1 − 2∆x∂xP1 + 2∆x2∂2xP1) +
− (W+1 +W−1)(P1 −∆x∂xP1 + 1
2
∆x2∂2xP1) + L2P2 = L1P1 + L2P2
(28)
where the last equalitites have been derived by explicit-
ing the form of the transition rates and performing the
limit ∆x → 0. Notice that we have derived two coupled
diffusive equations involving the operators that govern
the microscopic processes, L1 and L2 in this simple case.
As a consequence, the system is described in terms of
four parameters, two microscopic drift and two diffusion
coefficients. Indeed, these latter are needed to match
the correct entropy production directly from the diffu-
sive description in Eq. (28), noting that P1 + P2 evolves
according to the standard FPE.
It is straightforward to generalize this procedure for
processes with jumps of size k = 1, ...n. Thus, we end
up with n different differential equations, for P1, ...Pn,
depending on 2n parameters, Ak and Dk, for k = 1, ...n.
However, notice that, also in the general case, only the
sum of all the probabilities, ΣP =
∑n
j=1 Pj , satisfies the
standard FPE of the system. It is then immediate to
see that, again, the entropy production in Eq. (8) can
be estimated from the set of parameters {Ak, Dk}k=1,...n
and ΣP .
6C. Conclusions
In the present manuscript we have discussed how the
entropy production gets affected by the coarse-graining
that we perform on the dynamics of a stochastic system.
As expected, since in passing from a ME to a FPE we
neglect some information, the entropy production will be
underestimated when directly evaluated within a diffu-
sive formalism.
We have generalized this derivation to the case in
which a different prescription is used to describe the sys-
tem in terms of a Langevin equation. This completes the
formulation in a consistent way, involving all the frame-
works commonly used to characterize a stochastic sys-
tem, ME, FPE and stochastic differential equations.
In the last part we propose a novel approach to the
coarse-graining of a microscopic system, which, in prin-
ciple, is able to capture all the information that are ne-
glected performing the standard Kramers-Moyal expan-
sion. This result also suggest that the source of discrep-
ancy comes from the microscopic fluxes flowing through
the system, which are averaged in a diffusive description.
The experimental work of Battle et al. [45] can be consid-
ered as an important step in this direction, since it quan-
tifies the breakage of detailed balance due to microscopic
fluxes in a specific system operating out of equilibrium.
D. Acknowledgements
We acknowledge U. Seifert, C. Jarzynski, C. Maes, J.
Hidalgo and S. Suweis for useful comments and discus-
sions. A.M. was supported by “Excellence Project 2017”
of the Cariparo Foundation.
[1] K. Sekimoto, Stochastic energetics, vol. 799 (Springer,
2010).
[2] O. Penrose, Reports on Progress in Physics 42, 1937
(1979).
[3] U. Seifert, The European Physical Journal E 34, 26
(2011).
[4] C. Gardiner, Stochastic methods, vol. 4 (springer Berlin,
2009).
[5] U. Seifert, Physical review letters 95, 040602 (2005).
[6] C. Van den Broeck and M. Esposito, Physical Review E
82, 011144 (2010).
[7] M. Esposito and C. Van den Broeck, Physical Review E
82, 011143 (2010).
[8] M. Esposito, Physical Review E 85, 041125 (2012).
[9] E. L. Haseltine and J. B. Rawlings, The Journal of chem-
ical physics 123, 164115 (2005).
[10] S. Pelesˇ, B. Munsky, and M. Khammash, The Journal of
chemical physics 125, 204104 (2006).
[11] S. Pigolotti and A. Vulpiani, The Journal of chemical
physics 128, 154114 (2008).
[12] M. Santilla´n and H. Qian, Physical Review E 83, 041130
(2011).
[13] A. Gomez-Marin, J. Parrondo, and C. Van den Broeck,
EPL (Europhysics Letters) 82, 50002 (2008).
[14] G. Nicolis, Physical Review E 83, 011112 (2011).
[15] S. Bo and A. Celani, Physics reports 670, 1 (2017).
[16] A. Dechant and S.-i. Sasa, Journal of Statistical Mechan-
ics: Theory and Experiment 2018, 063209 (2018).
[17] A. C. Barato and U. Seifert, Physical Review X 6, 041053
(2016).
[18] J. L. Lebowitz and H. Spohn, Journal of Statistical
Physics 95, 333 (1999).
[19] G. Gallavotti and E. G. D. Cohen, Physical Review Let-
ters 74, 2694 (1995).
[20] C. Maes, Journal of statistical physics 95, 367 (1999).
[21] J. Kurchan, Journal of Physics A: Mathematical and
General 31, 3719 (1998).
[22] C. Jarzynski, Physical Review Letters 78, 2690 (1997).
[23] G. E. Crooks, Physical Review E 60, 2721 (1999).
[24] U. Seifert, Reports on Progress in Physics 75, 126001
(2012).
[25] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Physical
review letters 71, 2401 (1993).
[26] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith,
I. Tinoco Jr, and C. Bustamante, Nature 437, 231
(2005).
[27] S. Ciliberto and C. Laroche, Le Journal de Physique IV
8, Pr6 (1998).
[28] J. Li, J. M. Horowitz, T. R. Gingrich, and N. Fakhri,
arXiv preprint arXiv:1809.02118 (2018).
[29] J. Howard, Nature 389, 561 (1997).
[30] W. R. Browne and B. L. Feringa, Nature nanotechnology
1, 25 (2006).
[31] O. Raz, Y. Subas¸ı, and C. Jarzynski, Physical Review X
6, 021022 (2016).
[32] D. M. Busiello, C. Jarzynski, and O. Raz, New Journal
of Physics 20, 093015 (2018).
[33] J. M. Horowitz, The Journal of chemical physics 143,
044111 (2015).
[34] G. L. Eyink, J. L. Lebowitz, and H. Spohn, Journal of
Statistical physics 83, 385 (1996).
[35] J. L. Lebowitz, E. Presutti, and H. Spohn, Journal of
Statistical Physics 51, 841 (1988).
[36] P. Muratore-Ginanneschi, C. Mej´ıa-Monasterio, and
L. Peliti, Journal of Statistical Physics 150, 181 (2013).
[37] D. M. Busiello, J. Hidalgo, and A. Maritan, arXiv
preprint arXiv:1810.01833 (2018).
[38] J. Schnakenberg, Reviews of Modern physics 48, 571
(1976).
[39] T. Tome´ and M. J. de Oliveira, Physical review letters
108, 020601 (2012).
[40] D. M. Busiello, J. Hidalgo, and A. Maritan, Physical Re-
view E 96, 062110 (2017).
[41] E. W. Montroll and G. H. Weiss, Journal of Mathemati-
cal Physics 6, 167 (1965).
[42] S. Azaele, S. Suweis, J. Grilli, I. Volkov, J. R. Banavar,
and A. Maritan, Reviews of Modern Physics 88, 035003
(2016).
[43] A. J. McKane and T. J. Newman, Physical review letters
94, 218102 (2005).
[44] S. Pigolotti, I. Neri, E´. Rolda´n, and F. Ju¨licher, Physical
review letters 119, 140604 (2017).
7[45] R. E. Spinney and I. J. Ford, Physical Review E 85,
051113 (2012).
[46] A. Dechant and S.-i. Sasa, Physical Review E 97, 062101
(2018).
[47] T. R. Gingrich, G. M. Rotskoff, and J. M. Horowitz,
Journal of Physics A: Mathematical and Theoretical 50,
184004 (2017).
[48] A. W. Lau and T. C. Lubensky, Physical Review E 76,
011123 (2007).
[49] P. Mazur and D. Bedeaux, Physica A: Statistical Me-
chanics and its Applications 173, 155 (1991).
[50] P. Mazur, Physical Review A 45, 8957 (1992).
[51] A. Celani, S. Bo, R. Eichhorn, and E. Aurell, Physical
review letters 109, 260603 (2012).
[52] P. Muratore-Ginanneschi and K. Schwieger, Physical Re-
view E 90, 060102 (2014).
[53] K. G. Wilson and J. Kogut, Physics reports 12, 75
(1974).
[54] We called them “pseudo-moments”, since W (y, r) is not
a distribution.
[55] This form of the transition rates has been also used and
justified in [4, 33]
[56] The symmetry condition on f ensures that 〈z〉 = 0. This
condition is necessary to have the drift coefficient of the
corresponding FPE of order 1.
[57] The scaling of the model parameters is an unvoidable con-
sequence of the coarse-graining procedure, in the same
spirit of what has been shown in the context of the renor-
malization group [53].
[58] the method to carry on the analytic calculations are the
ones adopted in [37], so we refer to this for a detailed
discussions.
