Consider a decentralized estimation problem whereby an ad hoc network of K distributed sensors wish to cooperate to estimate an unknown parameter over a bounded interval [−U, U ]. Each sensor collects one noise-corrupted sample, performs a local data quantization according to a fixed (but possibly probabilistic) rule, and transmits the resulting discrete message to its neighbors. These discrete messages are then percolated in the network and used by each sensor to form its own minimum mean squared error (MMSE) estimate of the unknown parameter according to a fixed fusion rule. In this paper we propose a simple probabilistic local quantization rule: each sensor quantizes its observation to the first most significant bit (MSB) with probability 1/2, the second MSB with probability 1/4, and so on. Assuming the noises are i.i.d. across sensors and are bounded to [−U, U ], we show that this local quantization strategy together with a fusion rule can guarantee a mean squared error of 4U 2 /K, and that the average length of local messages is bounded (no more than 2.5 bits). Compared to the Cramer-Rao lower bound of U 2 /K (even for the centralized counterpart), this is within a factor of at most 4 to the minimum achievable MSE. Moreover, the proposed scheme is isotropic and universal in the sense that the local quantization rules and the final fusion rules are independent of sensor index, noise distribution, network size or topology. In fact, the proposed scheme allows sensors in the network to operate identically and autonomously even when the network undergos changes in size or topology. *
Introduction
A typical sensor network consists of a large number of nodes deployed in an environment being sensed and/or controlled. In many cases, each node contains a low-cost sensor (or sensors) with limited dynamic range, resolution, power or wireless communication capability. In addition, sensor nodes are usually prone to failures, and the network topology changes dynamically. Moreover, in the absence of basestations (or other network infrastructure), sensor networks have to operate in the ad hoc mode whereby communication is local and peer-to-peer. Such highly decentralized and dynamic network architecture presents significant challenges in the design of signal processing algorithms, communication protocols, as well as methods to ensure information security. This paper deals with the signal processing aspect of ad hoc network research in which the main design objectives are performance, bandwidth efficiency, scalability and robustness to changes in the network or environment. The bandwidth efficiency is important due to sensor's low-power budget, and is usually achieved via local data quantization (or compression) [3, 11, 12, 5] . To enable scalability and robustness, we consider in this paper a class of distributed signal processing algorithms which let each sensor node operate identically (i.e., uses the same algorithm), and are independent of network size or topology. Such distributed algorithms, called isotropic herein, are attractive from network management point of view since they eliminate the need to re-program the sensors as network size or topology varies. To ensure robustness to environment changes (e.g., the variability in noise distributions), we further require the signal processing algorithms to be universal in the sense that they are independent of noise distributions. Such algorithms do not require the expensive training (or tuning) of sensors to account for different noise characteristics in the environment. This is important since the sensor observations are usually corrupted by noises whose distribution can be difficult to characterize in practice, especially for large networks. As a result, a main signal processing challenge in ad hoc network research is to design isotropic universal decentralized algorithms with low bandwidth requirement and optimal performance.
For a decentralized algorithm implemented over an ad hoc network, the total bandwidth requirement can be measured naturally by the amount of information that need to be exchanged in the network. Ideally, we hope to achieve a local compression rate of O(1) bits per sample per node. To assess the performance of a decentralized algorithm, we can compare it with the optimal performance of a centralized algorithm to which all sensor data are made available at no cost. Not surprisingly, there is usually a performance loss due to the decentralized architecture and bandwidth limitation in ad hoc networks. To quantify and minimize this performance loss is of fundamental interest in distributed signal processing research. In this paper, we quantify this performance loss for a simple decentralized estimation problem. estimate an unknown parameter over a bounded interval [−U, U ]. Each sensor collects one noise-corrupted sample, performs a local data quantization according to a fixed (but possibly probabilistic) rule and transmits the resulting discrete message to its neighbors. These discrete messages are then percolated in the network and used by each sensor to form its own minimum mean squared error (MMSE) estimate of the unknown parameter according to a fixed final fusion rule. In this paper, we investigate optimal local data quantization and final fusion rules which minimize the mean squared estimation error at each sensor while requiring a minimal average local message length. In particular, we propose a simple probabilistic local quantization rule: each sensor quantizes its observation to the first most significant bit (MSB) with probability 1/2, the second MSB with probability 1/4, and so on. Assuming the noises are i.i.d. across sensors and are bounded to [−U, U ], we show that this local quantization strategy together with a fusion rule can guarantee a mean squared error of 4U 2 /K, and that the average length of local messages is bounded (no more than 2.5 bits). Compared to the Cramer-Rao lower bound of U 2 /K (even for the centralized counterpart), this is within a factor of at most 4 to the minimum achievable MSE. Moreover, the proposed decentralized estimation scheme (DES) is isotropic and universal in the sense that the local quantization rules and the final fusion rules are independent of sensor index, noise distribution, network size or topology. In fact, the proposed DES allows sensors in the network to operate identically and autonomously with no need to maintain global network information. These features greatly simplify the deployment and management of sensor networks.
The problem of decentralized estimation has also been well-studied, first in the context of distributed control [1, 15] and tracking [16] , later in data fusion [2, 7] , and most recently in wireless sensor networks [11, 12] . Among these studies, the prevailing assumption has been that the joint distribution of the sensor observations is known, with some also making the additional assumption that the communication links can transmit real values and are distortionless. In the case where the communication links can only transmit discrete signals, the work of [3, 11, 12, 5] addressed various design and implementation issues using the knowledge of joint distribution of sensor data. Without the knowledge of noise distribution, the work of [9] proposed to use a training sequence to aid the design of local data quantization strategies. Our work differs from these studies in that it does not require the knowledge of noise distributions nor the use of a training sequence. Recently, the author proposed [6] a DES for sensor networks with a fusion center (or basestation) under bandwidth constraint. This DES is universal and suggests allocating 1/2 of the sensors to estimate the first bit of the unknown parameter, 1/4 of the sensors to estimate the second bit, and so on. However, it is not isotropic since the knowledge of network size is required to specify the quantization operations of each sensor.
Our paper is organized as follows. In Section 2, we introduce the basic mathematical formulation of decentralized estimation scheme and the notion of isotropic universal estimator. Section 3 introduces a new probabilistic isotropic universal DES, and Sections 4 presents its performance analysis. A simplified isotropic universal DES with bandwidth requirement of only 1 bit per sample per node is described and analyzed in Section 5. Section 6 contains simulation results of the proposed DES. The final section (Section 7) contains some concluding remarks.
Our notations are fairly standard. For any real number x ∈ R, we use x to signify the smallest integer upper bound of x (also known as the ceiling of x). For a real valued function g : R → R, we use use Supp(g) = {u : g(u) = 0} to denote the support of g (i.e., the region where g is non-vanishing). Finally, for any random variable x, we use E(x) and Var(x) to denote their mean value and variance respectively.
Formulation and Preliminaries
Consider an ad hoc network of K distributed sensors. Each sensor collects exactly one noisy observation about an unknown parameter θ. Let us denote the sensor observation by x k ∈ R, where k is the sensor index. The goal of the sensors is to jointly estimate θ based on the observations {x k : k = 1, 2, ..., K}. This is accomplished in three major steps outlined as follows.
• First, each sensor computes a local message m k (x k , a k ) based on its observation x k and the outcome of an auxiliary random variable a k at sensor k, where m k is a discrete message function. Both m k and the distribution of a k are to be designed. Notice that here we have allowed the message function m k to be probabilistic in the sense its value may depend on the outcome of the random variable a k at sensor k (see Section 3) . If the local message functions are deterministic, then we can drop a k from the notation and simply use m k (x k ) to denote the message function at sensor k. Operationally, this is accomplished as follows. First, each sensor k collects the observation x k and flips a coin a k . Then the value of x k and the outcome of a k are both used to compute the discrete message m k (x k , a k ). Without loss of generality, we assume that each message value is a binary string (i.e., m k (x k , a k ) ∈ {0, 1} * ), and we will use (m k (x k , a k )) to denote the length of the message m k (x k , a k ). Thus, the expected message length is E( (m k (x k , a k ))), where the expectation is taken with respect to the distribution of x k and a k .
• Second, the local messages {m k (x k , a k )} are percolated within the network with the help of a communication protocol. For example, the sensors may employ the so called neighborhood-flooding protocol where each node passes all "new" information to all its neighbors. An alternative choice is the "gossip" type protocol [4] which can spread the information in the network more rapidly. Throughout this paper, we do not specify the network topology nor the communication protocol with which sensors exchange information. However, we do assume that (a) the sensor network is connected in the sense that each sensor can communicate with any other sensor in the network through a path;
(b) each message has a header containing the sender's ID, and will eventually reach all sensor nodes in the network.
• Third, suppose sensor k has received a total of i (0
Then sensor k proceeds to fuse these messages and produce an estimate of θ
where f k,i is a real-valued fusion function to be designed. We will refer to the collection of local message functions and fusion functions {f
as a decentralized estimation scheme, or DES for short.
Notice that in the above formulation of decentralized estimation, the local message functions and fusion functions are independent of the noise pdf. In other words, they are universally applicable to all noise distributions. Moreover, if the local message functions and the fusion functions are independent of the sensor index k, then we will say the corresponding DES is isotropic. For an isotropic universal DES, each sensor in the network operates identically, independently from each other, and completely oblivious of noise distribution or the condition of the rest of the network. Since we will focus on isotropic DES in this paper, we will drop the index k from the notations m k , f k,i andθ k,i , and simply denote the scheme by {m, f i : i = 0, 1, 2, ..., K − 1}. Isotropy and universality are two attractive features for distributed processing since they allow a DES to be implemented most easily without the need of tracking or maintaining global network information or tuning the sensors to adapt to specific noise characteristics in the environment. The sensors can be added or deleted without affecting the operation of the rest of the network. As a result, isotropic universal DESs are well suited for implementation in an ad hoc peer-to-peer network (infrastructure-less).
Our goal in this paper is to design an efficient isotropic universal DES {m, f i : 0 ≤ i ≤ K−1} so that the resulting estimates
are as close to θ as possible in a statistical sense. Throughout this paper, we shall adopt the Mean Squared Error (MSE) criterion to measure the quality of an estimator for θ. Such a criterion is commonly used in statistical estimation [13] . In what follows, we shall callθ i an
where the expectation is taken with respect to the (possibly unknown) noise pdf, and with respect to the auxiliary random variables {a k }.
The total communication requirement of a DES depends on the network topology and the choice of network protocol. Since we do not specify either of them, it is natural to use
to measure the bandwidth requirement of a DES, where the expectation is taken with respect to the distributions of sensor noise and the auxiliary random variables. A related notion is the average message length
The average message length directly impacts the sensor's buffer size in the network. For practical reasons, it is desirable to have a constant average message size which is independent of network size and noise pdf.
The estimation of θ at sensor k depends on the number of received messages from the rest of the network. For efficiency consideration, it is desirable to have a recursive estimation strategy at each sensor. This means that f i+1 should be a function of f i , x k and m k i+1 (x k i+1 ) (the most recently received message). Typically, we expect the MSE will decrease as i increases. When all the sensor messages have been received, then the final MSE reaches its minimum which is equal to E(θ K−1 − θ) 2 . Our design objective is then to design an isotropic universal DES {m, f i : 0 ≤ i ≤ K − 1} which achieves a minimum MSE E((θ K−1 − θ) 2 ) and with a small total (average) message size.
Cramer-Rao lower bound on MSE
Let us assume that the unknown parameter θ lies in the interval [−V, V ], with V > 0 a given constant characterizing the range of θ. Furthermore, let us assume that the observations are corrupted by noises and are described by
where {n i : i = 1, 2, ..., K} are additive noise random variables. Suppose that the noise random variables are i.i.d., zero mean, and bounded to, say, [−U, U ] with a probability density function (or pdf for short) p(u), where U > 0 is a given constant. Let
denote the noise standard deviation. Throughout this paper, we will assume V = U , i.e., the range of the unknown parameter is the same as that of the noise. This assumption simplifies our notations and technical analysis considerably. The extension to the case V < U is straightforward. The other case of V > U can be treated by first dividing the interval [−V, V ] into equal sized subintervals with size smaller than or equal to U , and then applying the results for the case V ≤ U to each of the subintervals. Given the bounded nature of noise and the finite range of θ, it follows that the observations x k ∈ [−2U, 2U ], for all k.
If the local sensors have sufficient computational power and the communication links between the sensors have sufficient bandwidth, then the sensors can send their real-valued observations {x k : k = 1, 2..., K} in whole to each other. In other words, we can use the deterministic message functions as m k (x k ) = x k , k = 1, 2, ..., K. Upon receiving, say i, of these real-valued messages
, sensor k can simply perform the linear minimum MSE estimation to recover θ. In the above setup (2.4), this leads to [13] the following samplemean estimator
A simple calculation shows that this well known sample-mean estimator has a mean squared estimation error of
This implies that, for a sensor network of size K, it is possible to estimate θ with an MSE of σ 2 /K after all local messages have been exchanged in the network (i.e., all sensors receive K messages). In fact, the well known Cramer-Rao lower bound [13] shows that this is the best one can do with any unbiased estimator. It is important to note that, to achieve this bound, our choice of the fusion function and local message functions {f i , m} are actually independent of the noise pdf p(u). Only the MSE estimate and the final bound (2.5) is dependent on σ. In this sense, this DES is universal as it does not require the explicit knowledge of the noise pdf. Moreover, since the local message functions and the fusion functions are independent of the sensor index k, it is also an isotropic DES.
The above discussion shows that, for a network with K sensors, the final MSE is lower bounded by O(1/K) for any DES, even if the messages are allowed to be real-valued (i.e., no bandwidth constraint). The DES described above achieves this bound, but the total message size (measured in bit model) is infinity. Somewhat surprisingly, this lower bound of O(1/K) is also achievable with an isotropic universal DES whose total message size is no more than 2.5078K and average message size is at most 2.5078 bits (per sensor per sample). This is our main result which we present next in Sections 3, 4 and 5.
An Isotropic Universal Decentralized Estimation Scheme
Let us now consider the case where the communication between the sensors is constrained to be binary, and we measure the bandwidth requirement of a DES by its total message size as defined by (2.2). For a sensor network of size K, we are interested to determine an optimal isotropic universal DES which can estimate θ with the smallest MSE, and with smallest bandwidth requirement. Our study is motivated by the desire to understand the impact of bandwidth constraint and network size on the minimum achievable MSE.
Recall that, if there is a special node in the network which acts like a fusion center and if all other nodes send their local messages to the fusion center, then the results of [6] show that the fusion center can estimate θ with an MSE roughly equal to 4U 2 /K, even if each sensor sends only one-bit information to the fusion center, where U specifies the range of sensor noise and parameter θ. The DES that achieves this bound allocates 1/2 of the sensors to estimate the first most significant bit (MSB) of the unknown parameter, 1/4 of the sensors to estimate the second MSB, and so on. Obviously, the total message size of this DES is O(K).
However, the implementation of the aforementioned DES of [6] requires selecting (or electing) a specific node as the fusion center. As well, it requires the knowledge of network size in order to be able to specify which sensor should quantize its observation to the first MSB and so on. Moreover, the sensors in this DES do not operate isotropically since sensors are programmed to quantize their observations to a specific but possibly different MSB ahead of time. This makes it difficult to implement the DES of [6] in an ad hoc sensor network where there is little or no coordination among sensors. To overcome this difficulty, we introduce a probabilistic DES in which each sensor flips a coin and, with probability 1/2, quantizes its observation to the first MSB, and with probability 1/4 quantizes its observation to the second MSB, and so on. Intuitively, with this probabilistic local message function, there will be roughly 1/2 of the sensors in the network quantizing their observations to the first MSB, about 1/4 of the sensors in the network quantizing their observations to the second MSB, and so on. Thus, this probabilistic DES should closely approximate the MSE performance of the DES of [6] . Moreover, it is isotropic and universal in that all sensors operate identically and independently of network topology and sensor noise pdf.
We now formally describe this isotropic universal DES by specifying the operations of each sensor in the network. Since all sensors operate isotropically, we drop the sensor index k in our subsequent notations.
• First, we specify the auxiliary random variable a used at each sensor. We let a have the following distribution:
All sensors in the network use the same (albeit independent copies of) auxiliary random variable a.
• Second, suppose x is the local observation and a is the local auxiliary random variable.
Then the local message function is given by
where the notation b(z; i) denotes the i-th bit of a real number z. In other words, the message consists of two parts: the first part is the a-th bit of the real number 2U + x, and whereas the second part is simply the (random) integer a. Notice that for notational (and conceptual) simplicity, we have not written the local message m(x, a) as a sequence of binary bits. However, it is understood that for implementation purpose the message will need to be encoded as a binary sequence and we measure the message length as (m(x, a)) = 1 + log a .
• Third, suppose a sensor has received a total of i independent messages. 1 For notational simplicity, we denote these i messages by m(x 1 , a 1 ), m(x 2 , a 2 ),..., m(x i , a i ). Each of these messages is of the form (3.2). Based on these messages, the sensor can first form the sets
Notice that N j simply denotes the subset of received messages carrying information on the j-th bit of sensor observations. Then, based on the received messages and its own observation x, the sensor can proceed to form
and perform the following estimate of θ:
Notice that if the unknown parameter θ lies in [−V, V ] (with V ≤ U ), then the observation x k must be in the interval [−(U + V ), (U + V )]. In this case, we need to modify the above expressions (3.4)-(3.5) by replacing 2U with (U + V ) and 4U with 2(U + V ) respectively. By assumption, the sensor network is connected and all messages eventually reach every node in the network. Moreover, we assume that the network protocol appends to each message a header containing the sender's ID, hence sensors in the network are capable of deciding if an arriving message is new or has been seen earlier. In the latter case, the incoming message must be deleted and not passed on to its neighbors. Once a sensor has received all of (K − 1) messages from the other sensors in the network, it can generate the final estimate f K−1 (x, m(x 1 , a 1 ), m(x 2 , a 2 ), ..., m(x K−1 , a K−1 )).
Dynamic DES with recursive update
The sensors in the network can perform local fusion operation recursively. In particular, suppose a sensor has already received i messages m(x 1 , a 1 ), m(x 2 , a 2 ),..., m(x i , a i ), and has fused them according to (3.4)-(3.5). We let each sensor maintain the values of N j , y j , j = 1, 2, 3, .... Then, if a new message m(x i+1 , a i+1 ) arrives, the sensor can simply update N j and y j according to
and compute a new estimate f i+1 (x, m(x 1 , a 1 ), m(x 2 , a 2 ), ..., m(x i+1 , a i+1 )) according to (3.5) . Such recursive updating scheme allows dynamic estimation of θ when messages arrive in asynchrony.
Analysis
We show in this section that the decentralized estimators described in Section 3 are unbiased and have an expected MSE of 4U 2 /K, where K is the number of sensors in the network.
Unbiasedness
Suppose there are K sensors in the network. Let us assume the sensor observations are given by
We first show that the fusion results f i (x, m(x 1 , a 1 ), m(x 2 , a 2 ), ..., m(x i , a i )), i = 0, 1, ..., K − 1 are unbiased estimators of θ for all noise pdf p(u) and all θ ∈ [−U, U ].
where the expectation E(·) is taken with respect to the distribution of a i (3.1) and the unknown noise pdf p(u), and the set M U is defined as
Proof. First, we notice that every number in [0, 4U ] can be represented in binary as
where the notation b(u; j) denotes the j-th MSB of u. As a result, we have
Now we can compute the expectation of f i (x, m(x 1 , a 1 ), m(x 2 , a 2 ) , ..., m(x i , a i )) as follows. By (3.4)-(3.5) and using the fact that x, x 1 , x 2 ,...,x i are i.i.d., we obtain E(f i (x, m(x 1 , a 1 ), m(x 2 , a 2 ), ..., m(x i , a i ) 
where we have used the property x = θ + n with n being the additive noise (see (4.1)). Now we use (4.3) to further obtain
where the third step follows from the fact that the noise n has zero mean. The proof is complete.
Theorem 4.1 shows that the decentralized estimators given by (3.3)-(3.5) are unbiased. Let us now estimate the mean squared error performance.
Expected mean squared error
We now show that the MSE performance of the isotropic universal DES is within a factor of 4 to being optimal. Theorem 4.2. Let θ i be the decentralized estimator given by (3.3)-(3.5). Then
where the expectation is taken with respect to the distributions of noises {n j : 1 ≤ j ≤ i} and the auxiliary random variables {a j : 1 ≤ j ≤ i} Proof. We first bound the conditional variance ofθ i when the auxiliary random variables {a 1 , ..., a i } are fixed. In this case, N j (as defined by (3.3)) are also fixed. Now, using (3.3)-(3.5) and the fact x, x 1 , x 2 ,..., x i are i.i.d., we can bound the conditional MSE ofθ i by
where in the last step we have used the fact that, as a binary ({0, 1}) random variable, b(2U + x; a) has a variance of at most 1/4. Consequently, we can bound the (unconditioned) MSE as follows:
It remains to bound E(1/(N j + 1)). Recall that there are a total of i received sensor messages, and N j , as defined by (3.3) , denotes the number of such messages obtained from the j-th bit of the respective sensor observations. Since each sensor quantizes its observation to the j-bit with probability 2 −j , it follows that N j is a random variable with the distribution
Therefore, we have
where the last step follows from the binomial identity. Substituting this into (4.5) yields
The proof is complete.
Setting i = K − 1 in Theorem 4.2, we obtain an upper bound of 4U 2 /K for the expected MSE. This shows that the final MSE (after all local messages have been exchanged) decreases inversely with the network size K. Recall from the Cramer-Rao bound (2.5)
This bound applies to the centralized as well as decentralized estimation schemes. Clearly, any universal DES must also satisfy the above bound for all possible choices of p ∈ M U . Thus, we have
where we have used the fact that the maximum variance for a zero mean random variable
Comparing bounds (4.6) and (4.4), we conclude that our decentralized estimation scheme is within a factor of 4 to optimal. Also, these bounds show that the binary message constraint essentially results in a factor of 4 increase in the total number of required sensors.
For the case where θ lies in the interval [−V, V ] with (V ≤ U ), then the same argument leads to the following bound
Expected message size
Recall that each local message has the form of (3.2). As such, the message length (m(x, a)) is equal to 1 + log a. Since the distribution of the auxiliary random variable a is given by
it follows that average message length = max
In other words, the isotropic universal DES described in Section 3 has a constant average message length and a linear total message size. This is clearly optimal (up to a constant factor of 2.5).
As an aside, we note that the channel from neighboring sensors to a particular sensor is multi-access in nature, and there is a need to separate the signals from different neighboring sensors. Any of the standard multi-access techniques such as CDMA/TDMA/OFDMA/FDMA can be applied here. However, we emphasize that if two neighboring nodes quantize their observations to the same bit position (i.e., the two sensors have the same coin tossing outcome), then they can simply use the same CDMA code/time slot/subcarrier etc. The resulting two signals will be simply added "in the air" and received correctly by the sensor. This strategy can significantly reduce the communication resource required to implement the DES.
A Simplified Isotropic Universal DES
The DES described in Section 3 requires each sensor to specify the outcome of a random coin tossing in its message function. This extra information is used in the sensor fusion step (3.3)-(3.5), and causes 1.5 bits (per sample per node) bandwidth requirement over average. In this section, we show that there is in fact no need to convey the random coin tossing outcome in the sensor message functions, thus substantially simplifying the implementation of DES.
Recall that the previous final sensor fusion function (3.5) is given by
where m(x i , a i ) is the local message function given by (3.2) , N j denotes the number of received messages with random coin tossing value = j. Notice that the local coin tosses are i.i.d. with distribution given by (3.1) . By the law of large numbers, N j should be roughly equal to i2 −j .
Thus, we have 2 −j /(N j + 1) ≈ 1/(i + 1) for large i. This suggests the following simplified fusion function
Since this fusion function does not depend on the coin tosses explicitly, there is no longer a need for the local messages to carry this information. In other words, each sensor can simply send the (randomly) quantized bit:
where a i is a discrete random variable with distribution given by (3.1). Upon receiving i binary messages, a local sensor can simply fuse them according tō
The DES defined by (5.1)-(5.2) is clearly isotropic and universal, with a bandwidth requirement of 1 bit per sample per node. Moreover, f i can be easily updated recursively, so the memory requirement (measured in bits) is quite minimal (in fact only proportional to log 1/ , where is the desired estimation accuracy).
We now analyze this simplified isotropic universal DES. We first show that the estimator (3.5) is unbiased. To this end, we notice that for each j
where the third equality is due to the binary representation
Taking expectation of (5.2) and using (5.3) we easily see that
which establishes the unbiasedness ofθ i . Moreover, we can use (5.2) to bound the variance of f i as follows:
where the last step follows from the fact that binary (0, 1) random variables m(x j , a j ) has a variance of at most 1/4. Since the random variable x is bounded to the interval [−U, U ], we have Var(x i ) ≤ U 2 . Thus, the above bound can be further simplified as
This shows that this isotropic universal DES achieves the same estimation performance as the one presented in Sections 3 and 4. A major advantage of this simplified DES is the lower bandwidth requirement (1 bit per sample per node). Moreover, in case of wireless ad hoc sensor networks, the above simplified DES allows sensor fusion operation (5.2) to be performed through "analog mixing of messages in the air", thus eliminating the need to separate the incoming messages with multi-access techniques (e.g., CDMA).
Simulations
In this section, our main purpose is to use computer simulation to compare the MSE performance of the isotropic universal DES described in Sections 3 and 5, with the universal DES proposed in [6] . Assume the noise is bounded within the range [−U, U ] and the unknown parameter θ is bounded to [−V, V ], with V ≤ U . Then, theoretically, the MSE of all these methods are bounded from below by σ 2 /K, and from above by (U + V ) 2 /K. This motivates the following definition of asymptotic efficiency for any DES:
By the Cramer-Rao lower bound, we have η ≤ 1/σ 2 < ∞. Obviously, the larger the asymptotic efficiency, the more efficient is the DES.
In all of simulation runs, the noise source is chosen as Gaussian truncated to the range [−U, U ]. Given the unknown parameter θ and the number of sensors K, we first generate K noise samples {n k : k = 1, 2, ..., K}, and proceed to estimate θ based on the observations x k = θ + n k either by the isotropic universal DES or the method of [6] . Letθ k denote the resulting estimator. Each data point in Figures 1 and 2 represents the mean value averaged from 5000 independent simulation runs.
For comparison, in Figure 1 , the left subfigure plots the MSE curves of the universal DES of [6] the isotropic universal DES of Section 3, and the simplified isotropic universal DES of Section 5, along with the MSE theoretical upper bound of (U + V ) 2 /K and the CramerRao lower bound of σ 2 /K. The right subfigure plots the corresponding asymptotic efficiency curves. Note that the theoretical lower bound of the asymptotic efficiency 1/(U + V ) 2 and the Cramer-Rao upper bound for the asymptotic efficiency is 1/σ 2 . Gaussian noise with σ=1.7, U=5; θ=2. From Figure 1 we can see that the isotropic universal DES and the universal DES of [6] have very close MSE error and asymptotic efficiency. Especially when the number of sensors K is large, their performances are statistically indistinguishable. In addition, the simplified isotropic universal DES performs closely to the MSE upper bound, and is not as efficient as the isotropic universal DES of Section 3, though the latter requires longer average message length.
To understand the effect of K on the performance of the isotropic universal DES, we plot in Figure 2 , the curves of asymptotic efficiency versus θ ∈ [−U, U ] for K = 4, 16, 64, 256. These figures confirm the theoretical bounds of Section 4 and show that the upper bounds are actually tight. In addition, it can be seen that for small network size K, the isotropic universal DES performs slightly better. This is due to the fact that in the latter method each sensor can make use of its own (unquantized) observation data.
Conluding Remarks
Typically, individual nodes in ad hoc sensor networks can be unreliable and the network topology can change dynamically and possibly frequently. As a result, it is desirable to have decentralized estimation schemes which do not depend on the network topology or network size. Moreover, from a network management point of view, it is desirable to allow sensors in the network to operate autonomously and identically, and be oblivious of the rest of the network which may expand or shrink dynamically.
Our proposed isotropic universal DES operates precisely in this manner. Moreover, it possesses several attractive features which make its implementation particularly easy over an ad hoc sensor network: (1) it does not require the knowledge of noise distribution, nor network size or topology, thus making the costly process of sensor training/re-training unnecessary; (2) it has bounded compression delay (i.e., compression on a per sample basis) as well as low bandwidth requirement (average message length is no more than 2.5 bits per sample per node); (3) and it achieves an MSE that is within a factor of 4 to that achievable by an optimal centralized algorithm. In addition, the isotropic property of our proposed DES greatly simplifies the deployment and management of large scale sensor networks.
Our work may provide insight on how to design DES for more complex signal processing problems. For example, if the goal of the network is to estimate a vector or to track a random process, then it is necessary to exploit not only the spatial redundancy (as done in this paper), but also the temporal correlation of the observation data; see the distributed compression work of [10, 14] . It will be interesting to see if the isotropic universal DES can be extended to this context. Moreover, in practical applications, sensor noise variance may vary from sensor to sensor, depending on sensor qualities as well as sensing environments. Based on the techniques developed in this paper and [6] , we have devised an efficient isotropic universal DES which can fully exploit the differences in local sensor resolutions [8] . Such scheme is well suited for applications in distributed target tracking. Finally, the universal DES developed in this paper can also be applied to decentralized detection, resulting in a universal detection scheme for bandwidth constrained sensor networks [17] .
