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Abstract
This work continues our study in [L. Lei, Identification of parameters through the approximate periodic
solutions of a linear parabolic system, preprint, 2005] on the identification problem for the coefficients for
the lower order terms in a parabolic system, through its approximate periodic solutions. Different from the
work in [L. Lei, Identification of parameters through the approximate periodic solutions of a linear parabolic
system, preprint, 2005], our system now is nonlinear and the coefficients to be detected are from the first
order term. From the application point of view, we now try to determine the diffusion coefficients for the
system by the observation over a subregion of the physical domain. The existence and uniqueness problem
of the approximate periodic solutions is studied in the first part of the paper.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω ⊂ Rn be a bounded domain with C2-smooth boundary ∂Ω and let ω ⊂ Ω be a subdo-
main. Write Q = Ω×(0, T ) with T > 0, Qt = Ω×(0, t) with t > 0, and write Qω = ω×(0, T ).
Consider the following nonlinear parabolic equation:{
∂u
∂t
(x, t)+Lu(x, t) = f (x, t), in Q = Ω × (0, T ),
u(x, t) = 0, on Σ = ∂Ω × (0, T ),
(1.1)
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Lu(x, t) = L0u(x, t)+A
(
x, t, u(x, t)
)
,
A
(
x, t, u(x, t)
)= A0(x, t, u(x, t))+ div(B(x, t)u) (1.2)
with B = (B1, . . . ,Bn), div(Bu) =
n∑
j=1
∂(Bju)
∂xj
,
L0u(x, t) = −
n∑
i,j=1
Dj
(
aij (x)Diu(x, t)
)+ n∑
i=1
bi(x)Diu(x, t)
−
n∑
i=1
Di
(
bi(x)u(x, t)
)+ c(x)u(x, t).
Here and in what follows, we write Dj = ∂∂xj . Throughout of the paper, we make the following
regularity assumptions for the coefficients:
(H1) aij (x) ∈ Lip(Ω), aij (x) = aji(x), and λ∗|ξ |2  aij (x)ξiξj  1λ∗ |ξ |2, for ξ ∈ Rn with λ∗
a certain positive constant. bi(x) ∈ Lip(Ω), c(x) ∈ L∞(Ω), and f (x, t) ∈ L2(Q).
(H2) A0(x, t, z) ∈ C(Ω × [0, T ] × R1), |A0(x, t, z)|  μ|z| n+2n + ϕ1(x, t), where ϕ1 ∈ L2(Q),
μ is a nonnegative constant.
(H3) A0(x, t, z)z−|z|2ϕ2(x, t) − ϕ23(x, t), where ϕ2 ∈ L
n+2
2 (Q), ϕ3 ∈ L2(Q).
(H4) |A0(x, t, z1) − A0(x, t, z2)|  ϕ4(x, t)|z1 − z2|, where ϕ4 ∈ L∞(0, T ;Lq(Ω)) with
q > n+22 . Here and in what follows, we assume ess supt∈(0,T ) ‖ϕ4(x, t)‖Lq(Ω) M0, where
M0 is a constant.
(H5) For any positive number M , define
M1,∞ =
{
h ∈ L∞(0, T ;W 1,∞(Ω)): ess sup
t∈(0,T )
∥∥h(·, t)∥∥
W 1,∞(Ω) M
}
.
We assume that Bj ∈M1,∞ for each j for a certain fixed M .
The work in [11] and that in the present paper are concerned with an inverse problem associ-
ated with (1.1). Namely, we would like to determine certain coefficients in (1.1) with important
physical backgrounds by giving, over a subregion, the approximate value of a certain solution
of (1.1).
In applications, one often encounters various problems, such as the above mentioned inverse
problem and the Pontryagin maximum principle, related to the periodic solutions of (1.1). (See
[8,11,12,14,15], etc.) Here we recall that a periodic solution is a solution satisfying the following
condition: u(x,0) = u(x,T ). In the above (1.1), the coefficients of the principal part L0 of the
operator L is t-independent and linear. But the nonlinear perturbation term A(x, t, u(x, t)) may
well depend on the time variable t and be highly nonlinear. It is known that for (1.1), when the
operator L is not positive (see [11, Example 3.4]), the periodic solution of (1.1) may not exist
for a generic choice of f (x, t). In [11], we initiated the study of what we call the approximate
periodic solutions for the system (1.1) when A(t, x,u) is linear in u, which play the role of
periodic solutions when L may not be positive. We proved the existence and the uniqueness
of (1.1) in the linear case and applied them to study the identification problem for the zeroth
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sciences, this problem is to identify the heat conducting coefficient if the system models a heat
flow system.)
In this paper, we will continue the work in [11] to the nonlinear case. As a first step, we
restrict ourselves to the semi-linear situation with A(t, x,u) satisfying (H1)–(H4). As an appli-
cation, we will show that the coefficient of the first order term, which is usually related to the
so-called diffusion coefficient, can also be identified through the approximate periodic data over
a subregion.
To state our result, we next recall the concept of K-approximate periodic solutions of (1.1),
where K is a nonnegative integer, first introduced in [11]. First, we notice that L0 is a symmetric
operator. Consider the eigenvalue problem of L0:{
L0v(x) = λv(x),
v(x)|∂Ω = 0. (1.3)
It is well known (see [6]) that (1.3) has a complete set of eigenvalues {λj }∞j=1 with the associate
eigenvectors {Xj(x)}∞j=1 such that L0Xj(x) = λjXj (x), −∞ < λ1  λ2  · · · λj  · · · < ∞,
limj→∞ λj = ∞, Xj(x) ∈ H 10 (Ω). Choose {Xj(x)}∞j=1 so that it serves an orthonormal basis
of L2(Ω). Therefore, ∀u(x, t) ∈ L2(Q), we have u(x, t) = ∑∞j=1 uj (t)Xj (x), where uj (t) =∫
Ω
u(x, t)Xj (x) dx ∈ L2(0, T ).
Definition 1.1. We call u(x, t) is a K-approximate periodic solution of (1.1) with respect to its
principal part L0 if
(a) u ∈ C([0, T ];L2(Ω)) ∩L2(0, T ;H 10 (Ω)) is a weak solution of (1.1);
(b) u ∈ SK := {u ∈ C([0, T ];L2(Ω)); uj (0) = uj (T ) for j  K + 1, uj (t) =
∫
Ω
u(x, t)×
Xj(x)dx}.
Here, we recall that u(x, t) is said to be a weak solution of (1.1) with the initial value u(x,0) =
ψ(x) if u ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H 10 (Ω)) and for any testing function ϕ ∈ H 1,10 (Q) =
{h ∈ L2(Q); ∂th ∈ L2(Q), Dih ∈ L2(Q) for all i = 1,2, . . . , n, h(x, t)|∂Ω = 0}, we have,
for all t ,
(
u(·, t), ϕ(·, t))− t∫
0
(u,ϕτ ) dτ +
t∫
0
(Lu,ϕ)dτ = (ψ,ϕ(·,0))+ t∫
0
(f,ϕ)dτ. (1.4)
Write A = A0 + div(Bu). By the Hölder inequality and Sobolev embedding theorem, we
notice that the above integrals make sense. (See [3].) When K = 0, we will always regard∑0
j=1 = 0. Hence, a 0-approximate periodic solution of (1.1) is a regular periodic solution.
In the above formula and in what follows, we write (u(·, t), ϕ(·, t)) = ∫
Ω
u(x, t)ϕ(x, t) dx,
(u(·, t), u(·, t)) = ‖u(·, t)‖2, and we denote ut for the derivative of u(x, t) with respect to t .
Our first result of this paper can be stated as follows:
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exists an integer K0 ≡K0(L0,A0,M)  0 such that for any KK0 and any initial value aI =
(a1, a2, . . . , aK) ∈ RK, we have a unique weak solution to the following equation:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂u(x, t)
∂t
+L0u(x, t) +A0
(
x, t, u(x, t)
)+ div(Bu) = f (x, t), in Q,
u(x, t) = 0, on Σ,(
u(x,0),Xj (x)
)= aj , for j K,
u ∈ SK.
(1.5)
Moreover, u(x, t) ∈ H 1,10 (Q) and we have the following energy estimate:
sup
t∈[0,T ]
∥∥u(·, t)∥∥2 + ∫
Q
(∣∣∇u(x, t)∣∣2 + |ut |2)dx dt
 C(L0,A0,M,Ω)
(
|aI |2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
.
(1.6)
In the second part of this paper, we will identify (B, aI ) from Mn1,∞ × RK with |aI |  M˜
via the observation of solutions for (1.4) on the subdomain ω ⊂ Ω , where M˜ is a constant. Our
second main result can be stated as follows:
Theorem 1.3. Let K be as in Theorem 1.2. Then there exist B∗(x, t) ∈Mn1,∞ and a∗I ∈ RK with
|a∗I | M˜ such that∫
Qω
∣∣u(B∗, a∗I ;x, t)− u˜∣∣2 dx dt = inf
B∈Mn1,∞, |aI |M˜
∫
Qω
∣∣u(B, aI ;x, t)− u˜∣∣2 dx dt.
Here u˜ ∈ L2(Qω) is a given function and u(B, aI ;x, t) is the solution of Eq. (1.5) with(
u(B, aI ; ·,0),Xj (·)
)= aj , where aI = (a1, . . . , aK).
System (1.1) models a large class of physical processes, where u(x, t) represents the tempera-
ture or other physical quantity, the vector B is closely related to the diffusion factor of the system.
The identification problems associated with system (1.1) with initial condition u(x,0) = u0(x),
where u0(x) is a given function, were studied by many authors ([1,2,5,13], etc.). See [4,7,9,10],
etc., where the observations were taken in the whole domain Ω . However, in many applications,
one may only be able to measure the quantity on a subdomain ω ⊂ Ω and does not have enough
information about the initial value. One may still be asked to determine B in the physical process
through the approximate value of the solutions over ω. When the approximate value comes from
approximate periodic solutions, then our results of the present paper can be applied.
The paper has been greatly motivated by the work of Gengsheng Wang and Lijuan Wang [14].
2. The existence and uniqueness of the solution
In this section, we prove the existence and uniqueness of the solution to system (1.5) basically
along the same lines as developed in [11]. However, the nonlinearity now makes the estimates
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will be very brief and refer the reader to [11].
We will use the Galerkin method for constructing solutions in the SK-space for (1.1). Recall
that L0Xj(x) = λjXj (x), λj → ∞, Xj(x) ∈ H 10 (Ω). Let GN = {g(x, t) ∈ L2(Q); g(x, t) =∑N
j=1 gj (t)Xj (x), gj (t) ∈ L2(0, T )}. We first look for an approximate solution uN(x, t) of
(1.1) in the GN -space, which also has the K-approximate periodicity as defined before. Here
K depends only on L0, A0, M , Ω and will be determined later. N is always assumed to be
sufficiently large (N K).
Assume uN =∑Nj=1 uNj (t)Xj (x) such that ∂tuN + LuN − f has 0 projection to GN in the
following sense:(
∂tu
N +LuN − f,ϕ)= 0, for 0 < t < T and any ϕ ∈ GN. (2.1)
Letting ϕ = Xj for j = 1,2, . . . ,N , we get the following system of nonlinear ordinary differen-
tial equations:
duNj (t)
dt
+ λjuNj (t)+
∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx = fj (t), j = 1,2, . . . ,N,
where fj (t) = (f,Xj ) =
∫
Ω
f (x, t)Xj (x) dx.
We put some initial condition on uNj (t) and consider the following system of nonlinear ordi-
nary differential equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
duNj (t)
dt
+ λjuNj (t)+
∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx = fj (t),
j = 1, . . . ,N,(
uN1 (0), u
N
2 (0), . . . , u
N
N(0)
)= (a1, a2, . . . , aN) ∈ RN.
(2.2)
We write
u(t) = (uN1 (t), uN2 (t), . . . , uNN(t)), f (t) = (f1(t), f2(t), . . . , fN(t)),
Bj
(
t, u(t))= fj (t)− λjuNj (t)− ∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx,
j = 1,2, . . . ,N,
B(t, u(t))= (B1(t, u(t)),B2(t, u(t)), . . . ,BN (t, u(t))).
The system (2.2) is equivalent to the following:⎧⎨⎩
d u(t)
dt
= B(t, u(t)),
u(0) = (a1, a2, . . . , aN) ∈ RN.
(2.2)′
Next, we need the following:
Claim 2.1. Let ϕ4 be as in (H4) and B be as in (H5). Suppose that v1, v2 ∈ H 10 (Ω). Then:
(I) There are constants C(Ω,q) depending only on Ω,q and Cs(ε) and Cl(ε), depending only
on ε with Cs(ε) → 0 as ε → 0, Cl(ε) → ∞ as ε → 0, such that
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Ω
∣∣ϕ4(x, t)v1(x)v2(x)∣∣dx  C(Ω,q)M0{Cl(ε)(‖v1‖2L2(Ω) + ‖v2‖2L2(Ω))
+Cs(ε)
(‖∇v1‖2L2(Ω) + ‖∇v2‖2L2(Ω))}.
(II)
∫
Ω
∣∣div(Bv1(x)) · v2(x)∣∣dx MCl(ε)‖v1‖2L2(Ω) +Cs(ε)‖∇v2‖2L2(Ω).
Proof. The proof of part (II) is an easy application of the Hölder inequality and integration by
part. Part (I) is the content of [11, Claim 2.2]. 
In what follows, we will use Cs(ε), Cl(ε) for small and large constant depending only on ε,
which may be different in different contexts.
By Claim 2.1, we have∣∣Bj (t, u1(t))−Bj (t, u2(t))∣∣
 |λj |
∣∣u1(t)− u2(t)∣∣+ ∣∣∣∣ ∫
Ω
A
(
x, t,
∑
u
N,1
k (t)Xk(x)
)
Xj(x)dx
−
∫
Ω
A
(
x, t,
∑
u
N,2
k (t)Xk(x)
)
Xj(x)dx
∣∣∣∣
 |λj |
∣∣u1(t)− u2(t)∣∣+ ∫
Ω
∣∣ϕ4(x, t)∣∣ · ∣∣∣∑(uN,1k (t)− uN,2k (t))Xk(x)∣∣∣ · ∣∣Xj(x)∣∣dx
+
∣∣∣∣ ∫
Ω
div
(
B
(∑(
u
N,1
k (t)− uN,2k (t)
)
Xk(x)
))
· Xj(x)dx
∣∣∣∣
 |λj |
∣∣u1(t)− u2(t)∣∣+ C(Ω,q)∑∣∣uN,1j (t)− uN,2j (t)∣∣{MCl(ε)
+Cs(ε)
(‖∇Xk‖2L2(Ω) + ‖∇Xj‖2L2(Ω))}
 C(L0,A0,M,N)
∣∣u1(t)− u2(t)∣∣. (2.3)
By (2.3), we get | B(t, u1(t)) − B(t, u2(t))| C(L0,A0,M,N)|u1(t)− u2(t)|, ∀t ∈ [0, T ].
Now, by the standard theory for ordinary equations, we conclude that the initial value problem
for (2.2) has a unique absolutely continuous solution which is globally defined over [0, T ].
Now, we put the following condition on uNj (t):
uNj (0) = uNj (T ) for j >K with K independent of N and being determined later.
Consider the following system of ordinary differential equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
duNj (t)
dt
+ λjuNj (t)+
∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx = fj (t), j = 1, . . . ,N,
uI (0) = aNI ∈ RK,
uII(0) = aNII ∈ RN−K.
(2.4)
Here and in what follows, uI (t) = (uN1 (t), uN2 (t), . . . , uNK(t)), uII(t) = (uNK+1(t), uNK+2(t),
. . . , uN(t)).N
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there exists an integer K depending only on L0, A0, M such that for any fixed N > K, the
operator
J : RN−K → RN−K, J (aNII )= uII(T ),
is contractive. Namely, for any aN,iII ∈ RN−K, i = 1,2,∣∣J (aN,1II )− J (aN,2II )∣∣ μ0∣∣aN,1II − aN,2II ∣∣ with μ0 fixed and 0 μ0 < 1.
Proof. Let uN(x, t) =∑Nj=1 uNj (t)Xj (x) be the solution of (2.4) with initial value (aNI , aN,1II ),
and vN(x, t) =∑Nj=1 vNj (t)Xj (x) be the solution of (2.4) with initial value (aNI , aN,2II ). We have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d(uNj (t)− vNj (t))
dt
+ λj
(
uNj (t)− vNj (t)
)+ ∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx
−
∫
Ω
A
(
x, t,
∑
vNk (t)Xk(x)
)
Xj(x)dx = 0, j = 1, . . . ,N,
(uI − vI )(0) = 0,
(uII − vII)(0) =
(
a
N,1
II − aN,2II
) ∈ RN−K.
(2.5)
Multiplying 2(uNj (t) − vNj (t)) to the first equation of (2.5) and summing up with respect to j
from 1 to N , we get
d(‖uN(·, t)− vN(·, t)‖2)
dt
+ 2(L0(uN − vN ), uN − vN )
+ 2
∫
Ω
[
A
(
x, t, uN
)−A(x, t, vN )](uN − vN )dx = 0.
As before, we use ‖ · ‖ to denote the usual L2(Ω)-norm. After some calculation involving the
Green formula, we have the following Gärding inequality (see [6]):
2
λ∗
∥∥∇(uN − vN )∥∥2 +C∥∥uN − vN∥∥2  (L0(uN − vN ), uN − vN )
 λ
∗
2
∥∥∇(uN − vN )∥∥2 −C∥∥uN − vN∥∥2. (2.6)
By (2.6), (H4) and Claim 2.1, we obtain
d(‖(uN − vN)(·, t)‖2)
dt
+ λ∗∥∥∇(uN − vN )∥∥2 −C∥∥uN − vN∥∥2
− Cs(ε)
∥∥∇(uN − vN )∥∥2 − Cl(ε)M∥∥uN − vN∥∥2  0.
We choose ε such that Cs(ε) < λ
∗
2 . Then we get, for a large constant Cl ,
d(‖(uN − vN)(·, t)‖2)
dt
+ λ
∗
2
∥∥∇(uN − vN )∥∥2 −Cl∥∥uN − vN∥∥2  0.
Applying the Gronwall inequality, we have
d (∥∥(uN − vN )(·, t)∥∥2e−Clt)+ λ∗ e−Clt∥∥∇(uN − vN )∥∥2  0,
dt 2
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0
∥∥∇(uN − vN )(·, τ )∥∥2 dτ C∥∥(uN − vN )(·,0)∥∥2, ∀t ∈ [0, T ].
In particular,
∥∥(uN − vN )(·, T )∥∥2 + T∫
0
∥∥∇(uN − vN )(·, t)∥∥2 dt  C∥∥(uN − vN )(·,0)∥∥2
= C∣∣aN,1II − aN,2II ∣∣2. (2.7)
Next, multiplying 2(uNj (t) − vNj (t)) to the first equation of (2.5) and summing up with respect
to j from K+ 1 to N , and letting
(
uNII − vNII
)
(x, t) =
N∑
j=K+1
(
uNj (t)− vNj (t)
)
Xj(x),
then we get
d(‖(uNII − vNII )(·, t)‖2)
dt
+ 2(L0(uN − vN ), uNII − vNII )
+ 2
∫
Ω
[
A
(
x, t, uN
)−A(x, t, vN )](uNII − vNII )dx = 0.
Notice that(
L0
(
uN − vN ), uNII − vNII )= (L0(uNII − vNII ), uNII − vNII )= N∑
j=K+1
λj
(
uNj (t) − vNj (t)
)2
.
Hence, together with Claim 2.1, we have∣∣∣∣ ∫
Ω
[
A
(
x, t, uN
)− A(x, t, vN )](uNII − vNII )dx∣∣∣∣
MCl(ε)
(∥∥(uN − vN )∥∥2 + ∥∥(uNII − uNII )∥∥2)
+Cs(ε)
(∥∥∇(uN − vN )∥∥2 + ∥∥∇(uNII − uNII )∥∥2)
MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2
+Cs(ε)
{
2C
λ∗
∥∥(uNII − uNII )∥∥2 + 2λ∗ (L0(uNII − uNII ), (uNII − uNII ))
}
MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2
+Cs(ε)
{
2C
λ∗
∥∥uN − vN∥∥2 + 2
λ∗
N∑
j=K+1
λj
(
uNj (t) − vNj (t)
)2}
MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2
+Cs(ε)
{
2C
λ∗
∥∥uN − vN∥∥2 + 2
λ∗
N∑
λj
(
uNj (t)− vNj (t)
)2}
j=1
1404 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2
+Cs(ε)
{
2C
λ∗
∥∥uN − vN∥∥2 + 2
λ∗
(
L0
(
uN − vN ), uN − vN )}
MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2
+Cs(ε)
(
4C
λ∗
∥∥uN − vN∥∥2 + 4C
λ∗2
∥∥∇(uN − vN )∥∥2)
MCl(ε)
∥∥uN − vN∥∥2 +Cs(ε)∥∥∇(uN − vN )∥∥2.
Notice that to get the last inequality, we applied the other part of the Gärding estimate. Also, we
recall that Cl(ε) and Cs(ε) may be different in different contexts. We have
d(‖(uNII − vNII )(·, t)‖2)
dt
+ 2λK
∥∥uNII − vNII ∥∥2 − MCl(ε)∥∥uN − vN∥∥2
− Cs(ε)
∥∥∇(uN − vN )∥∥2  0.
By the Gronwall inequality, we get
e2λKt
∥∥(uNII − vNII )(·, t)∥∥2 − ∥∥(uNII − vNII )(·,0)∥∥2
MCl(ε)
t∫
0
e2λKτ
∥∥uN − vN∥∥2 dτ
+Cs(ε)
t∫
0
e2λKτ
∥∥∇(uN − vN )∥∥2 dτ, ∀t ∈ [0, T ].
We obtain
e2λKT
∥∥(uNII − vNII )(·, T )∥∥2 − ∥∥(uNII − vNII )(·,0)∥∥2
MCl(ε)
T∫
0
e2λKt
∥∥uN − vN∥∥2 dt + Cs(ε) T∫
0
e2λKt
∥∥∇(uN − vN )∥∥2 dt,
∥∥(uNII − vNII )(·, T )∥∥2  e−2λKT ∥∥(uNII − vNII )(·,0)∥∥2 + MCl(ε) T∫
0
e2λK(t−T )
∥∥uN − vN∥∥2 dt
+Cs(ε)
T∫
0
e2λK(t−T )
∥∥∇(uN − vN )∥∥2 dt
 e−2λKT
∣∣aN,1II − aN,2II ∣∣2 +Cl(ε) · C · ∣∣aN,1II − aN,2II ∣∣2
×
(
1 − e
−2λKT )
+ Cs(ε) · C ·
∣∣aN,1II − aN,2II ∣∣2.2λK 2λK
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such that e−2λKT < 14 and MCl(ε) · C · ( 12λK − e
−2λKT
2λK ) <
1
4 . (Apparently, the choice of such K
depends only on the operator L0, M , Ω .) We then obtain∣∣uII(T )− vII(T )∣∣2 = ∥∥(uNII − vNII )(·, T )∥∥2  34 ∣∣aN,1II − aN,2II ∣∣2.
Since J (aN,1II ) = uII(T ), J (aN,2II ) = vII(T ), we see the proof of Lemma 2.2. 
Proposition 2.3. LetK be choose as above. Then for any aNI ∈ RK, there exists a unique solution
uN(x, t) =∑Nj=1 uNj (t)Xj (x) of the following mixed boundary value problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
duNj (t)
dt
+ λjuNj (t)+
∫
Ω
A
(
x, t,
∑
uNk (t)Xk(x)
)
Xj(x)dx = fj (t), j = 1, . . . ,N,
uI (0) = aNI ∈ RK,
uII(0) = uII(T ).
(2.8)
Proof. By Lemma 2.2, J is a contractive map and has a unique fixed point a˜NII . Namely,
J (a˜NII ) = a˜NII . Then (2.4) has a solution uN(x, t) with uII(0) = a˜NII = uII(T ). The uniqueness
also follows from the uniqueness of the fixed point of J . The proof of the proposition is com-
plete. 
Proposition 2.4. Let uN(x, t) =∑Nj=1 uNj (t)Xj (x) be the unique solution of system (2.8). We
have the following energy estimate:
sup
t∈[0,T ]
∥∥uN(·, t)∥∥2 + T∫
0
∥∥∇uN(·, t)∥∥2 dt
 C(L0,A0,M)
(∣∣aNI ∣∣2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
.
(2.9)
Proof. Multiplying 2uNj (t) to the first equation of (2.8) and summing up with respect to j from
1 to N , we get
d(‖uN(·, t)‖2)
dt
+ (L0uN,uN )+ ∫
Ω
A
(
x, t, uN
)
uN dx = (f,uN ).
By (H3)–(H5) and Gärding inequality, we have
d(‖uN(·, t)‖2)
dt
+ λ∗∥∥∇uN∥∥2 −Cl(ε)∥∥uN∥∥2 −Cs(ε)∥∥∇uN∥∥2 − ‖ϕ3‖2
−
∫
Ω
∣∣uN ∣∣2ϕ2(x, t) dx  ‖f ‖2 + ∥∥uN∥∥2.
We choose ε such that Cs(ε) < λ
∗
. Then we get2
1406 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416d(‖uN(·, t)‖2)
dt
+ λ
∗
2
∥∥∇uN∥∥2 − C∥∥uN∥∥2 − ‖ϕ3‖2 − ∫
Ω
∣∣uN ∣∣2ϕ2(x, t) dx
 ‖f ‖2 + ∥∥uN∥∥2.
By the Gronwall inequality and Hölder inequality, we obtain
∥∥uN(·, t)∥∥2 + t∫
0
∥∥∇uN(·, τ )∥∥2 dτ
 C
(∥∥uN(·,0)∥∥2 + ∫
Qt
|ϕ3|2 dx dτ +
∫
Qt
∣∣uN ∣∣2ϕ2 dx dτ + ∫
Qt
|f |2 dx dτ + ∥∥uN∥∥2)
 C
(∥∥uN(·,0)∥∥2 + ∫
Qt
|ϕ3|2 dx dτ +
∫
Qt
|f |2 dx dτ
+Cs(ε)
∥∥uN∥∥2
L
2(n+2)
n (Qt )
+ Cl(ε)‖ϕ2‖2
L
n+2
2 (Qt )
)
.
We remark that the constant C in the above estimates and in what follows may well depend on M .
Since L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H 10 (Ω)) ↪→ L
2(n+2)
n (Q) (see [3]), we can choose ε > 0 such
that Cs(ε) is small enough. We thus get, for any t > 0,
∥∥uN(·, t)∥∥2 + t∫
0
∥∥∇uN(·, τ )∥∥2 dτ
 C
(∥∥uN(·,0)∥∥2 + ∫
Qt
|ϕ3|2 dx dτ +
∫
Qt
|f |2 dx dτ + ‖ϕ2‖2
L
n+2
2 (Qt )
)
. (2.10)
In particular, we have, for ∀t ∈ [0, T ],
∥∥uN(·, t)∥∥2 + T∫
0
∥∥∇uN(·, t)∥∥2 dt
 C
(∥∥uN(·,0)∥∥2 + ‖ϕ3‖2L2(Q) + ∫
Q
|f |2 dx dt + ‖ϕ2‖2
L
n+2
2 (Q)
)
. (2.11)
Multiplying 2uNj (t) to the first equation of (2.8) and summing up with respect to j from K+ 1
to N , and letting
uNI (x, t) = uN(x, t)− uNII (x, t) =
K∑
j=1
uNj (t)Xj (x),
then we get
d(‖uNII (·, t)‖2)
dt
+ 2
N∑
j=K+1
λj
(
uNj (t)
)2 + 2∫ A(x, t, uN )(uN − uNI )dx = 2(f,uNII ),
Ω
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dt
+ 2
N∑
j=K+1
λj
(
uNj (t)
)2 + 2∫
Ω
A
(
x, t, uN
)
uN dx
= 2(f,uNII )+ 2∫
Ω
A
(
x, t, uN
)
uNI dx.
As what we did before involving the use of (2.6), we have
d(‖uNII (·, t)‖2)
dt
+ 2λK
∥∥uNII ∥∥2 −Cl(ε)∥∥uN∥∥2 − Cs(ε)∥∥∇uN∥∥2 − 2∫
Ω
∣∣uN ∣∣2ϕ2(x, t) dx
 C‖f ‖2 + μ
∫
Ω
∣∣uN ∣∣ n+2n · uNI dx + 2∫
Ω
ϕ23(x, t) dx +
∫
Ω
ϕ1(x, t) · uNI dx,
d(‖uNII (·, t)‖2)
dt
+ 2λK
∥∥uNII ∥∥2
 C‖f ‖2 + 2‖ϕ1‖2 + 2‖ϕ3‖2 + Cs(ε)
∥∥∇uN∥∥2 +Cl(ε)μ∥∥uN∥∥2
+Cs(ε)μ
∫
Ω
∣∣uN ∣∣ 2(n+2)n dx + 2∫
Ω
∣∣uN ∣∣2ϕ2(x, t) dx.
By the Gronwall inequality, we get
e2λKt
∥∥uNII (·, t)∥∥2 − ∥∥uNII (·,0)∥∥2
 C
( t∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dτ + t∫
0
∫
Ω
∣∣uN ∣∣2ϕ2(x, t) dx dτ
+Cs(ε)μ
t∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dτ)+Cl(ε)μ t∫
0
e2λKτ
∥∥uN∥∥2 dτ
 C
t∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dτ +C ·Cs(ε)μ t∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dτ
+Cl(ε)μ
t∫
0
e2λKτ
∥∥uN∥∥2 dτ +C · Cl(ε′)‖ϕ2‖2
L
n+2
2 (Qt )
+C ·Cs(ε′)
∥∥uN∥∥2
L
2(n+2)
n (Qt )
.
Then we obtain
e2λKT
∥∥uNII (·, T )∥∥2 − ∥∥uNII (·,0)∥∥2
 C
T∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dt +C ·Cl(ε′)‖ϕ2‖2
L
n+2
2 (Q)
+Cl(ε)μ
T∫
e2λKt
∥∥uN∥∥2 dt +C ·Cs(ε′)∥∥uN∥∥2
L
2(n+2)
n (Q)0
1408 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416+C ·Cs(ε)μ
T∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dt,
∥∥uNII (·, T )∥∥2  e−2λKT ∥∥uNII (·,0)∥∥2 + C T∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dt
+C ·Cl(ε′)‖ϕ2‖2
L
n+2
2 (Q)
+Cl(ε)μ
T∫
0
e2λK(t−T )
∥∥uN∥∥2 dt
+C ·Cs(ε′)
∥∥uN∥∥2
L
2(n+2)
n (Q)
+C ·Cs(ε)μ
T∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dt
 e−2λKT
∥∥uNII (·,0)∥∥2 + C T∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dt
+C ·Cl(ε′)‖ϕ2‖2
L
n+2
2 (Q)
+Cl(ε)μ
∥∥uN(·,0)∥∥2( 1
2λK
− e
2λK(t−T )
2λK
)
+C ·Cs(ε′)
∥∥uN∥∥2
L
2(n+2)
n (Q)
+C ·Cs(ε)μ
T∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dt. (2.12)
We choose ε and ε′ sufficient small such that C · Cs(ε)μ < 14 , C · Cs(ε′) < 14δ with δ  1. By
making K 1, we can also have e−2λKT < 14 and Cl(ε)μ( 12λK − e
2λK(t−T )
2λK ) <
1
4 . Notice that
uNII (·, T ) = uNII (·,0). We then obtain
∥∥uNII (·,0)∥∥2 = ∥∥uNII (·, T )∥∥2  C T∫
0
(‖f ‖2 + ‖ϕ1‖2 + ‖ϕ3‖2)dt + 14∥∥uNII (·,0)∥∥2
+C‖ϕ2‖2
L
n+2
2 (Q)
+ 1
4
T∫
0
∫
Ω
∣∣∇uN ∣∣2 dx dt + δ
4
∥∥uN∥∥2
L
2(n+2)
n (Q)
. (2.13)
By (2.11) and (2.13), we get
∥∥uN(·, t)∥∥2 + T∫
0
∥∥∇uN(·, t)∥∥2 dt
 C
(∥∥uNI (·,0)∥∥2 + ‖ϕ3‖2L2(Q) + ∫
Q
|f |2 dx dt + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ1‖2L2(Q)
)
+C‖ϕ2‖2
L
n+2
2 (Q)
+ 1
4
T∫ ∥∥∇uN∥∥2 dt + δ
4
∥∥uN∥∥2
L
2(n+2)
n (Q)
.0
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sup
t∈[0,T ]
∥∥uN(·, t)∥∥2 + T∫
0
∥∥∇uN(·, t)∥∥2 dt
 C
(∣∣aNI ∣∣2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
.
The proof of Proposition 2.4 is complete. 
The following higher order energy estimate will play a crucial role in proving the convergence
of the approximate solutions, which is not needed in the linear case.
Lemma 2.5. With the same notation and assumption as in Proposition 2.4, we further have the
following
T∫
0
∥∥uNt (·, t)∥∥2 dt  C(L0,A0,M)(∣∣aNI ∣∣2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
. (2.14)
Here C(L0,A0,M) depends only on L0, A0, M but not on N .
Proof. Multiplying
duNj (t)
dt
to (2.8) and then summing over j from 1 to N , we obtain
2
∥∥uNt (·, t)∥∥2 + ((L0uN,uN ))′t + 2∫
Ω
A
(
x, t, uN
)
uNt dx = 2
∫
Ω
f uNt dx.
As argued before, making use of the Gärding inequality, (H2), the Sobolev embedding lemma,
a small–big constant argument, it then gives the following:∥∥uNt (·, t)∥∥2 + ((L0uN,uN ))′t C(A0,M)(∥∥uN∥∥2 + ‖∇u‖2 + ‖f ‖2 + ‖ϕ1‖2).
Integrating the above over (0, T ) and using the approximate periodicity, we get
T∫
0
∥∥uNt (·, t)∥∥2 dt + (L0uNI (·, T ), uNI (·, T )) C(L0,A0,M)(∥∥uN∥∥2L2(Q) + ‖∇u‖2L2(Q)
+ ‖f ‖2
L2(Q) +
∣∣aNI ∣∣2 + ‖ϕ1‖2L2(Q)).
Thus, applying (2.9), we get the proof of Lemma 2.5. 
Now, we can provide a convergence proof for theK-approximate periodic solution uN(x, t) in
Proposition 2.3. Since the argument is quite similar to the linear case (see [11]), we will be very
brief. We fix aNI = aI = (a1, a2, . . . , aK) and K such that Propositions 2.3–2.4 and Lemma 2.5
hold. As in the linear case (see [11]), we have∣∣uNj (t + t)− uNj (t)∣∣ Cl(ε)√t +Cs(ε).
1410 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416Now for ∀ε′ > 0, we can find ε > 0 such that Cs(ε) < ε′2 . Then fixing such ε, we can find δ > 0
such that when |t | < δ, Cl(ε)
√
t < ε
′
2 . Hence, when |t | < δ, |uNj (t + t) − uNj (t)| < ε′.
Note that δ is independent of N . We proved that {uNj (t)}∞N=1 is equi-continuous. Since for
any N  1, ∑Nj=1 |uNj (t)|2  ‖uN(·, t)‖2  C, {uNj (t)}∞N=1 is uniformly bounded. Now by the
Ascoli–Arzela Theorem and the diagonal-element picking method, we can find a subsequence
{Nl} such that for each j , uNlj (t) → uj (t) uniformly over [0, T ].
Next, for any fixed m < Nl , we have
m∑
j=1
(
u
Nl
j (t)
)2  Nl∑
j=1
(
u
Nl
j (t)
)2 = ∥∥uNl (·, t)∥∥2  C.
Letting Nl → ∞, we get ∑mj=1(uj (t))2  C, and thus ∑∞j=1(uj (t))2  C. Let u(x, t) =∑∞
j=1 uj (t)Xj (x). We have u(x, t) ∈ L∞(0, T ;L2(Ω)). Now, for j K,
uj (0) = lim
Nl→∞
u
Nl
j (0) = lim
Nl→∞
aj = aj .
For j >K,
uj (0) = lim
Nl→∞
u
Nl
j (0) = lim
Nl→∞
u
Nl
j (T ) = uj (T ).
Since uNl (x, t),∇uNl (x, t) ∈ L2(Q) with∥∥uNl (x, t)∥∥
L2(Q) C,
∥∥uNlt ∥∥L2(Q),∥∥∇uNl (x, t)∥∥L2(Q)  C,
without loss of generality, we can assume that uNl (x, t) → u∗(x, t) weakly in H 1,10 (Q) and
strongly convergent in Lq ′′(Q) with q ′′ sufficiently close to 2n
n−2 . Let θj (t) ∈ C∞[0, T ], and
Φr(x, t) =∑rj=1 θj (t)Xj (x), Nl > r . We have, as in [11], that
T∫
0
(
u∗(·, t),Φr(·, t))dt = T∫
0
(
u(·, t),Φr(·, t))dt.
Since the set of all such Φr(x, t)’s is dense in L2(0, T ;H 10 (Ω)), we get u(x, t) ≡ u∗(x, t).
Hence, u(x, t) ∈ H 1,10 (Q) and thus u(x, t) ∈ C([0, T ];L2(Ω)), too.
We next prove u(x, t) is a weak solution. The argument will be identical to the linear case
[11] if we can show the following:
lim
Nl→∞
t∫
0
(
A0
(
τ, x,uNl
)
,Φr
)
dτ =
t∫
0
(
A0(τ, x,u),Φ
r(·, τ ))dτ.
Indeed,
t∫
0
∣∣A0(τ, x,uNl )−A0(τ, x,u)∣∣∣∣Φr ∣∣dτ

t∫ ∣∣ϕ4(uNl − u)∣∣∣∣Φr ∣∣dτ
0
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( ∫
Qt
|ϕ4|β dτ
)1/β( ∫
Qt
∣∣uNl − u∣∣q ′′ dτ)1/q ′′ → 0, as Nl → ∞.
Here we can choose β with 1/β + 1/q ′′ = 1 and β > n
n+2 . Also, we used the property that for
our eigenvalue problem, Xj(x) ∈ C(Ω) for each j (and thus Φr ∈ C(Q)). (See [6].)
Summarizing the above, we proved the existence part Theorem 1.2.
Completion of the proof of Theorem 1.2. We first assume that u(x, t) is a solution of (1.5)
obtained above and proceed to prove the energy estimate in (1.6) of Theorem 1.2 holds for such
u(x, t).
By (2.9), we have
sup
t∈[0,T ]
∥∥uN(·, t)∥∥2 + T∫
0
∥∥∇uN(·, t)∥∥2 dt
 C
(
|aI |2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
.
Since uNl (x, t) → u(x, t) weakly in H 1,10 (Q), we have
T∫
0
∥∥ut (·, t)∥∥2 dt + T∫
0
‖∇u‖2 dt
 lim
Nl→∞
T∫
0
∥∥∇uNl∥∥2 dt + lim
Nl→∞
T∫
0
∥∥uNlt (·, t)∥∥2 dt
 C
(
|aI |2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
, (2.15)
∥∥uNl (·, t)∥∥2 = Nl∑
j=1
(
u
Nl
j (t)
)2
 C
(
|aI |2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
.
Letting Nl → ∞, we can easily get
∞∑
j=1
(
uj (t)
)2 = ∥∥u(·, t)∥∥2
 C
(
|aI |2 + ‖ϕ1‖2L2(Q) + ‖ϕ2‖2
L
n+2
2 (Q)
+ ‖ϕ3‖2L2(Q) +
∫
Q
f 2 dx dt
)
. (2.16)
By (2.15) and (2.16), we have the estimate in (1.6).
Now, to complete the proof of Theorem 1.2, it suffices to prove the uniqueness part of Theo-
rem 1.2. This can also be done similarly as in the linear case by using the Lipschitz continuity of
A0 in z. We briefly argue as follows.
1412 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416Let u(x, t) =∑∞j=1 uj (t)Xj (x) and v(x, t) =∑∞j=1 vj (t)Xj (x) be any two solution of (1.5)
with the same initial value aI . We then need to show that u(x, t) ≡ v(x, t). We consider the
following system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂(u − v)(x, t)
∂t
+L0
(
u(x, t)− v(x, t))+A(x, t, u(x, t))
− A(x, t, v(x, t))= 0, in Q,
(u− v)(x, t) = 0, on Σ,(
(u − v)(·,0),Xj
)= 0, j K,(
(u − v)(·,0),Xj
)= ((u− v)(·, T ),Xj ), j >K.
(2.17)
Multiplying 2(u(x, t) − v(x, t)) to both sides of the first equation of (2.17) and then integrating
over Ω , it follows from the same computation as before (involving the Green formula and the
Gärding inequality):
d(‖(u− v)(·, t)‖2)
dt
+ λ∗∥∥∇(u− v)∥∥2 −C‖u− v‖2
− Cs(ε)
∥∥∇(u− v)∥∥2 −Cl(ε)‖u− v‖2  0.
We choose ε such that Cs(ε) < λ
∗
2 . Applying the Gronwall inequality, we have∥∥(u− v)(·, t)∥∥2 + t∫
0
∥∥∇(u− v)(·, τ )∥∥2 dτ  C∥∥(u− v)(·,0)∥∥2, ∀t ∈ [0, T ]. (2.18)
Multiplying Xj(x) to both sides of the first equation of (2.17) and then integrating over Ω , we
get ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
d(uj (t) − vj (t))
dt
+ λj
(
uj (t)− vj (t)
)+ ∫
Ω
A
(
x, t,
∞∑
k=1
uk(t)Xk(x)
)
Xj(x)dx
−
∫
Ω
A
(
x, t,
∞∑
k=1
vk(t)Xk(x)
)
Xj(x)dx = 0, j = 1,2, . . . ,∞,
(uI − vI )(0) = 0,
(uII − vII)(0) = (uII − vII)(T ),
(2.19)
where
(uI − vI )(0) =
((
(u− v)(·,0),X1
)
,
(
(u− v)(·,0),X2
)
, . . . ,
(
(u− v)(·,0),XK
))
,
(uII − vII)(0) =
((
(u− v)(·,0),XK+1
)
,
(
(u− v)(·,0),XK+2
)
, . . .
)
.
Write
(u− v)m(x, t) =
m∑
j=K+1
(
(u− v),Xj
)
Xj(x)
=
m∑
j=K+1
(
uj (t)− vj (t)
)
Xj(x), m >K+ 1.
Then (u− v)m(x,0) = (u− v)m(x,T ).
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respect to j from K+ 1 to m, we get
d(‖(u− v)m(·, t)‖2)
dt
+ 2(L0(u− v), (u− v)m)
+ 2
∫
Ω
(
A(x, t, u) −A(x, t, v))(u− v)m dx = 0.
By the same arguments as those in the proof of Lemma 2.2 and applying the Gronwall inequality,
we have from (2.18)
(
e2λKT − 1)∥∥(u− v)m(·,0)∥∥2
 Cs(ε)
T∫
0
e2λKt
∥∥∇(u− v)∥∥2 dt + Cl(ε) T∫
0
e2λKt
∥∥(u− v)∥∥2 dt
 Cs(ε)e2λKT
∥∥(u− v)(·,0)∥∥2 +Cl(ε) (e2λKT − 1)2λK ∥∥(u− v)(·,0)∥∥2.
So ∥∥(u− v)m(·,0)∥∥2  Cs(ε) e2λKT
e2λKT − 1
∥∥(u− v)(·,0)∥∥2 + Cl(ε) 12λK ∥∥(u − v)(·,0)∥∥2.
Letting m → ∞, we obtain
lim
m→∞
∥∥(u− v)m(·,0)∥∥2 = lim
m→∞
m∑
j=K+1
(
uj (0) − vj (0)
)2 = ∣∣(uII − vII)(0)∣∣2
 Cs(ε)
∥∥(u− v)(·,0)∥∥2 +Cl(ε) 12λK ∥∥(u− v)(·,0)∥∥2.
We first choose ε such that Cs(ε) < 14 , then we choose K0  1 such that Cl(ε) 12λK < 14 . Notice
that |(uII − vII)(0)|2 = ‖(u− v)(·,0)‖2. We have∥∥(u− v)(·,0)∥∥2  1
4
∥∥(u− v)(·,0)∥∥2 + 1
4
∥∥(u− v)(·,0)∥∥2.
It says ‖(u − v)(·,0)‖2 ≡ 0. By (2.18), we apparently get u(x, t) − v(x, t) ≡ 0. The proof of
Theorem 1.2 is complete. 
3. Proof of Theorem 1.3
In this section, we give a proof of Theorem 1.3. The main ingredient here is the energy es-
timate established in the previous section. We choose K as in Theorem 1.2 and first prove the
following:
1414 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416Lemma 3.1. Let Bm ∈ Mn1,∞, amI = (am1 , . . . , amK) ∈ RK with m = 1,2, . . . . And let um (m =
1,2, . . .) be the unique solution of the following:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂um(x, t)
∂t
+ L0um(x, t)+A0(t, x,um) + div
(
Bmum
)= f (x, t), in Q,
um(x, t) = 0, on Σ,(
um(·,0),Xj
)= amj , j K,(
um(·,0),Xj
)= (um(·, T ),Xj ), j >K.
(3.1)
Assume that |amI | M˜ with M˜ independent of the choice of m. Suppose that Bm → B∗ ∈Mn1,∞
in the C0(Q)-norm and DjBm → DjB∗ for any j in the weak-star topology of L∞(Q). Suppose
that amj → a∗j for j = 1,2, . . . ,K. Then there is a subsequence {mk} such that {umk } converges
in the weak H 1,10 (Q)-topology to u
∗ ∈ C([0, T ];L2(Ω)) ∩H 1,10 (Q) with⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂u∗(x, t)
∂t
+L0u∗(x, t)+ A0(t, x,u∗)+ div
(
B∗u∗(x, t)
)= f (x, t), in Q,
u∗(x, t) = 0, on Σ,(
u∗(·,0),Xj
)= a∗j , j K,(
u∗(·,0),Xj
)= (u∗(·, T ),Xj ), j >K.
(3.2)
Proof. By the energy estimates in (1.6) in Theorem 1.2, we have
sup
t∈[0,T ]
∥∥um(·, t)∥∥2 + T∫
0
(∥∥∇um(·, t)∥∥2 + ∥∥(um)t (·, t)∥∥2)dt  C(L0,A0,M,M˜),
where C depends only on L0,A0,M,M˜ . By the assumption in Lemma 3.1, without loss of
generality, we can assume um(x, t) → u∗(x, t) in the weak H 1,10 (Q)-topology and converges in
the strong Lq ′′(Q)-topology for a certain q ′′ sufficiently close to 2n
n−2 (by the Sobolev embedding
theorem).
Write
um(x, t) =
∞∑
j=1
umj (t)Xj (x) and u
∗(x, t) =
∞∑
j=1
u∗j (t)Xj (x).
As in [11, Lemma 3.1], we know that {umj (t)}∞m=1 is an equi-continuous family and uniformly
bounded for each j . By the diagonal-element picking method and the Ascoli–Arzela Theorem,
we can find a subsequence {mk} such that for each j , umkj (t) → u˜∗j (t) uniformly over [0, T ].
Now, we let u˜∗(x, t) =∑∞j=1 u˜∗j (t)Xj (x). Apparently, from the estimate:
N∑
j=1
(
u
mk
j (t)
)2  C for any N, it follows that ∞∑
j=1
(
u˜∗j (t)
)2 = ∥∥u˜∗(·, t)∥∥2  C.
Now as in Section 2 (or, see [11, Lemma 3.1]), we conclude that u˜∗(x, t) = u∗(x, t) a.e. In
particular, we can see that u∗(x, t) ∈ C([0, T ];L2(Ω)) ∩H 1,1(Q).0
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(
umk (·, t),Φr(·, t)
)− t∫
0
(
umk (·, τ ),Φrτ (·, τ )
)
dτ
+
t∫
0
(
L0umk (·, τ )+ A0(τ, x,umk ),Φr(·, τ )
)
dτ
+
t∫
0
(
div
(
Bmkumk
)
(·, τ ),Φr(·, τ ))dτ
= (umk (·,0),Φr(·,0))+ t∫
0
(
f (·, τ ),Φr(·, τ ))dτ.
Now, by what we did in Section 2, to show that u∗(x, t) is the weak solution of (3.2), it suffices
to show that
lim
k→∞
T∫
0
∫
Ω
div
(
Bmkumk
)
(x, τ )Φr(x, τ ) dx dτ =
T∫
0
∫
Ω
div
(
B∗u∗
)
(x, τ )Φr(x, τ ) dx dτ.
(3.3)
Notice that for j K,(
u∗(·,0),Xj
)= u∗j (0) = lim
k→∞u
mk
j (0) = lim
k→∞a
mk
j = a∗j ,
for j >K,(
u∗(·,0),Xj
)= lim
k→∞
(
umk (·,0),Xj
)= lim
k→∞
(
umk (·, T ),Xj
)= (u∗(·, T ),Xj ). (3.4)
Hence, the proof of the lemma will be complete if we can prove (3.3). But this follows easily from
the integration by parts and the strong convergence assumption of {umk } in Lq ′′(Q)-topology.
(Notice that Xj ∈ C1(Ω) from the Lp-elliptic theory.) 
Proof of Theorem 1.3. Let d = infB∈Mn1,∞, |aI |M˜
∫
Qω
|u(B, aI ;x, t) − u˜|2 dx dt . It is obvious
that d < ∞. Thus there exists a sequence {(Bm,amI )}∞m=1 such that
d 
∫
Qω
∣∣um(Bm,amI ;x, t)− u˜∣∣2 dx dt  d + 1m, (3.5)
and ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂um(Bm,amI ;x, t)
∂t
+L0um(x, t) +A(t, x,um)um
(
Bm,amI ;x, t
)= f (x, t), in Q,
um
(
Bm,amI ;x, t
)= 0, on Σ,(
um
(
Bm,amI ; ·,0
)
,Xj
)= amj , j K,(
um
(
Bm,amI ; ·,0
)
,Xj
)= (um(Bm,amI ; ·, T ),Xj ), j >K.
(3.6)
1416 L. Lei / J. Math. Anal. Appl. 328 (2007) 1396–1416Now, we can assume that there is a subsequence {mk} such that amkI → a∗I , Bm → B∗ ∈Mn1,∞
in the C0(Q)-norm and DjBm → DjB∗ for any j in the weak-star topology of L∞(Q). Making
use of Lemma 3.1, we can assume that there is a subsequence {mk} such that {umk } converges
in the weak H 1,10 (Q)-topology to u
∗ ∈ C([0, T ];L2(Ω)) ∩ H 1,10 (Q) with u∗ satisfying (3.2).
By (3.5), we obtain
d 
∫
Qω
∣∣u∗(x, t)− u˜∣∣2 dx dt  lim
k→∞
∫
Qω
∣∣umk (x, t)− u˜∣∣2 dx dt  d.
So ∫
Qω
∣∣u(B∗, a∗I ;x, t)− u˜∣∣2 dx dt = inf
B∈Mn1,∞, |aI |M˜
∫
Qω
∣∣u(B, aI ;x, t)− u˜∣∣2 dx dt.
The proof of Theorem 1.3 is complete. 
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