This paper proposes an anomaly prediction method based on k-means clustering that assumes embedded devices with memory constraints. With this method, by checking control system behavior in detail using k-means clustering, it is possible to predict anomalies. However, continuing clustering is difficult because data accumulate in memory similar to existing k-means clustering method, which is problematic for embedded devices with low memory capacity. Therefore, we also propose k-means clustering to continue clustering for infinite stream data. The proposed k-means clustering method is based on online k-means clustering of sequential processing. The proposed k-means clustering method only stores data required for anomaly prediction and releases other data from memory. Due to these characteristics, the proposed k-means clustering realizes that anomaly prediction is performed by reducing memory consumption. Experiments were performed with actual data of control system for anomaly prediction. Experimental results show that the proposed anomaly prediction method can predict anomaly, and the proposed k-means clustering can predict anomalies similar to standard k-means clustering while reducing memory consumption. Moreover, the proposed k-means clustering demonstrates better results of anomaly prediction than existing online k-means clustering.
Introduction
Embedded systems are equipped with various sensors and acquire a wide variety of data. Currently, such systems communicate with the cloud and process data using machine learning because they are frequently connected to the Internet due to the increasing popularity of the Internet of Things (IoT) [2] , [3] . Processing has been performed in the cloud because embedded systems typically have limited computing power [4] , [5] . However, with modern semiconductors, it has become possible to perform machine learning with embedded devices because processor performance is rising [6] - [9] . There are three merits of machine learning with embedded systems. First, it is possible to reduce the amount of traffic with the cloud. Second, real-time process-ing can be performed since the data source is close. Thirdly, learning can be done using optimal data for individuals. Although popular data are gathered in the cloud, data with characteristics of the users are gathered in embedded devices. Machine learning using the data will provide optimal learning results for the users.
Anomaly prediction is one of applications that performs machine learning in embedded systems [10] . Anomalies are defined as patterns in data that do not conform to normal behavior. Therefore, the direct anomaly detection approach is to define an area representing normal behavior and declare anomaly data not belonging to this normal area. Anomaly prediction is used in various fields such as system failure prediction and anomalous behavior detection. In an embedded system that incorporates sensor data, time series data is utilized, and it is used for system failure prediction. However, problems arise when performing anomaly prediction using machine learning in embedded systems. Machine learning requires a large amount of data, and embedded devices have low memory capacity. Therefore, to perform anomaly prediction in embedded devices, it is necessary to use a machine learning algorithm with lower memory requirements. In addition, an appropriate design to predict anomalies is also required. If a system demonstrates anomalous behavior, it must be controlled as quickly as possible.
To address these problems, we propose an anomaly prediction method based on k-means clustering that can predict system anomalies for time series data. We use k-means clustering for finely dividing a state of the system and observing it. By evaluating anomalous behavior in a system in detail, it is possible to predict anomalies before the system becomes anomalous.
We also propose k-means clustering with reduced memory consumption for anomaly prediction. k-means clustering accumulates data as clustering progresses, which is problematic for embedded devices with low memory capacity. Therefore, to allow clustering continue, the proposed k-means clustering method retains only the data required for anomaly prediction. Furthermore, by improving initialization and data addition of existing online k-means clustering, anomalies can be predicted as effectively as standard k-means clustering.
Contributions: Our main contributions are summarized as follows.
criminators by repeating learning because the proposed method uses machine learning.
• We propose k-means clustering on an infinite data stream for anomaly prediction in embedded devices with low memory capacity.
• The proposed k-means clustering demonstrates better anomaly prediction than the existing online k-means clustering.
Organization: The remainder of this paper is organized as follows. Section 2 proposes a system model and provides background information about k-means clustering, k-means++ clustering, and online k-means clustering. Section 3 describes the design and implementation of anomaly prediction based on k-means clustering and the proposed k-means clustering method. Evaluations of the proposed methods are presented in Sect. 4. Section 5 describes the work related to k-means clustering and anomaly prediction. Conclusions are presented in Sect. 6. Figure 1 shows the anomaly prediction system model. The difficulty of the problem to be solved in this paper is to predict anomalies by reducing memory consumption so that it can be implemented with embedded systems. We predict anomalies with time series data. Anomalies of the target system are detailed in Sects. 3 and 4. In the system model, normal and anomalous data are collected from the target system. Note that only normal data are used as training data, and both normal and anomalous data are used as test data.
System Model
Next, the proposed k-means clustering ( Fig. 1, right ) is performed. In the proposed k-means clustering, initialization is performed in the same manner as the k-means++ clustering algorithm [11] . Then, clustering is performed in the same manner as online k-means clustering [12] . In this system model, online k-means clustering is used because small amounts of data from the target system are read many times. This clustering method sequentially processes data to be added. We use this technique which can update the positions of centroids sequentially because there is a step of discarding the data and the centroids position cannot be up- dated in offline k-means. We adopt k-means clustering as a learning method because the target anomaly prediction requires less data dimension. After k-means clustering, k normal spaces are defined for each cluster. k clusters indicate the space where the system is normal because we learn data that are determined to be normal. In order to judge whether it is normal or anomalous, we create a normal space for each cluster. Then, data that are not required to construct a normal space are released from memory. These processes are then repeated, and a discriminator is created.
After defining the normal space in the proposed kmeans clustering, test data are input, and anomaly prediction is performed using the normal space result.
k-Means Clustering
k-means clustering can be classified as a nonhierarchical and unsupervised learning method. k-means clustering is a batch process that is referred to as offline k-means clustering. k-means clustering partitions a dataset into k clusters. Hartigan-Wong method [13] is popular, but we use the most basic Lloyd's method [14] . The k-means clustering algorithm is used to solve the following optimization problem.
Here, k is the number of clusters,
is an input of data, N is the number of inputs, S j is the j-th cluster and a set of vectors according to x i , and c j is the centroid of the j-th cluster. The k-means clustering algorithm is shown in Algorithm 1. This algorithm obtains the local optimal solution depending on the initial centroids.
The k-means clustering algorithm works as follows. k centroids are selected randomly from input dataset X (Algorithm 1, line 1), which is known as Forgy initialization method. When k centroids are separated, we can eventually obtain a clustering result that reduces Cost in Eq. (1) [11] . The convergence condition of Algorithm 1 can be expressed as follows (Algorithm 1, line 2). Here, each cluster centroid (c 1 , c 2 , . . . , c k ) moves a small amount or the number of iterations exceeds threshold e.g., 300 iterations. k
between data x i and k centroids (c 1 , c 2 , . . . , c k ) are respectively calculated (Algorithm 1, line 4). x i belongs to a cluster based on the minimum distance. (Algorithm 1, line 5). For example, when data x i are closest to the centroid c j (1 ≤ j ≤ k), data x i belong to cluster S j . Each centroid is calculated again because it is likely that the cluster belonging to each data has changed (Algorithm 1, line 7). With this algorithm, the clustering results vary greatly depending on the initial cluster centroids.
2.1.1 k-Means++ Clustering k-means++ clustering improves the initial selection of centroids for k-means clustering [11] . It selects initial centroids such that the distance between centroids is as large as possible. In order to select such k initial centroids, a probability distribution is introduced. This probability distribution is defined by the distance to the centroids for each data, and data with a large distance to the currently selected centroids are more likely to be selected as the next centroid. Although k-means++ clustering takes time to determine initial centroids, Cost in Eq. (1) becomes smaller and convergence speed is faster than standard k-means clustering. The k-means++ clustering algorithm is shown in Algorithm 2.
In the k-means++ clustering algorithm, one centroid is selected randomly (Algorithm 2, line 1), and a cluster centroid counter j is set to one (Algorithm 2, line 2). Then, j distances between x i and j centroids are calculated. Here, the minimum distance is D(x i ) of j distances (Algorithm 2, line 5). A probability distribution based on the distance is then calculated (Algorithm 2, line 8). The probability distribution increases as the data farther from the centroids. According to the probability distribution (P = {p 1 , p 2 , . . . , p N }), one centroid is selected, and the cluster counter j is incremented by one (Algorithm 2, line 10 and 11). k-means clustering is performed using the k centroids selected in the above process (Algorithm 2, line 13).
Online k-Means Clustering
An online algorithm processes data sequentially, i.e., it does not require an initial input from the entire dataset [15] . Thus, data do not need to be prepared or read in advance. Therefore, an online algorithm is often used for large or sequential data. The online k-means algorithm is shown in Algorithm 3 [12] . This algorithm can perform clustering on an infinite data stream. Cluster centroids and clusters belonging to the input data are determined sequentially in online k-means clustering.
The online k-means clustering algorithm works as follows. k cluster centroids are initialized in any way (Algorithm 3, line 1). k centroid counters are initialized as n 1 , n 2 , . . . , n k to zero (Algorithm 3, line 2). They represent the cluster weights. New data x belong to cluster S j (1 ≤ j ≤ k) based on the minimum distance between the centroid c j (1 ≤ j ≤ k) and x (Algorithm 3, line 5 and 6). Then, the centroid counter of the j-th cluster is increased Algorithm 2: k-means++ clustering algorithm [11] Input: dataset:X = {x 1 , x 2 , . . . , x N }, cluster number:k Output: k cluster centroids, cluster belongings of all data 1 Initialize one centroid at random c 1 ; 2 j ← 1; 3 while Until k cluster centroids are selected ( j < k) do 4 for i ← 1 to N do 5 Calculate the nearest distance D(x i ) between an object x i and j centroids c 1 , c 2 , . . . , c j ; 6 end 7 for i ← 1 to N do 8 Calculate the weighted probability distribution
Using probability distribution P = {p 1 , p 2 , . . . , p N }, select a new cluster centroid;
12 end 13 Perform standard k-means clustering with selected cluster centroids as initial centroids;
Algorithm 3: Online k-means clustering algorithm [15] Input: infinite data stream, cluster number:k Output: k cluster centroids, cluster belongings of all data 1 Initialize k cluster centroids c 1 , c 2 , . . . , c k in any way; 2 Initialize cluster number counter n 1 , n 2 , . . . , n k to 0; 3 while TRUE do 4 Get new data x;
5
Calculate the nearest centroid c j ( 
Design and Implementation
In this section, we describe the design and implementation of the proposed anomaly prediction and the proposed kmeans clustering. The proposed anomaly prediction method is designed to predict anomalies, and the proposed k-means clustering method is designed to predict anomalies while reducing memory consumption even for infinite stream data.
Design of the Proposed Anomaly Prediction
We use k-means clustering to perform anomaly prediction. k-means clustering is performed using data when a system is in a normal state. By k-means clustering, the normal state of the system is classified as k sections. Classification by k allows us to observe the state of the system in detail. If k is increased, the state of the system can be observed more finely.
After k-means clustering, a normal space is defined for each cluster. The normal space is used as a threshold for anomaly judgment. Let NS j be the normal space of j th
. . , a n ) be the n dimension data, and a j l,min and a j l,max be minimum and maximum value of a l axis of jth cluster. Normal space NS j is defined as follows.
The normal space is composed of the minimum value to the maximum value of each dimension of the cluster. By introducing the normal space, it becomes easy to determine whether the test data are normal or anomalous. The anomaly assessment with the input test data is as follows. If the test data are inside the normal space, the data are considered normal. If not, the data are considered anomalous. The test data inside the normal space are considered normal because the system experienced the data. On the contrary, test data out of normal space are anomalous because the system has never experienced those data. Therefore, it is important to increase the amount of training data to expand the normal space.
The reason for designing the proposed anomaly prediction method is to detect signs of anomalies. In order to detect signs of anomalies, it is necessary to look at the state of the system in detail. For this purpose, k-means clustering is employed. It is performed to analyze the system of a normal state in detail. Therefore, if k is increased, signs of anomalies can be detected at an early stage, leading to anomaly prediction. Figure 2 shows an example of k-means clustering implementation on time series data. Here, the clustered data have time and a position, and the number of clusters is 20. The horizontal and vertical axes represent a position and velocity, respectively. A cluster is represented by a color. The area inside the dashed rectangle expresses normal space. The normal space is within the cluster from the minimum to maximum values on the horizontal and vertical axes. Therefore, the normal space becomes a rectangle. The colorful lines are thick because multiple training data are input. If the test data deviate from normal spaces, they represent anomalous data. When k increases, the number of normal spaces increases.
Implementation of the Proposed Anomaly Prediction
There are two important parameters in the implementation of the proposed anomaly prediction method. The first is the number of clusters k. Whether anomalies can be predicted quickly depends on k. If k is small, anomalies can be overlooked when test data are input because the normal space is not finely divided. Therefore, k must be increased to avoid overlooking anomaly indicators. The second parameter is the number of training data N. If N is small, erroneous classification increases. Specifically, test data whose true class is normal are erroneously recognized as anomalous. Misclassification occurs because the normal space becomes small. Thus, N must be increased to avoid reducing the size of the normal space. These parameters are experimentally decided because the optimum value depends on the data.
Proposed k-Means Clustering
Algorithm 4 shows the proposed k-means clustering, which is designed for embedded devices with memory constraints to perform anomaly prediction. The proposed k-means clustering has four features.
The first feature is that an initialization of k-means++ clustering is employed (Algorithm 4, line 2). k-means++ initialization improves clustering results better than random initialization. To use k-means++ initialization, a preprocess to accumulate data is needed (Algorithm 4, line 1). Data are accumulated until memory is full to initialize k cluster centroids because k centroids are initialized far from each other.
The second feature is that clustering is performed in the same manner as that for online k-means clustering after accumulating the data and randomizing the order of the data. In the process of accumulating data for clustering, data are stored up to near the memory capacity limit in order to make the accumulated data equal or larger than the number of data required for the creation of normal space (Algorithm 4, line 4). After accumulating data, a preprocess to randomize the order of the data is performed before online k-means clustering (Algorithm 4, line 5). If online k-means clustering is performed in the order in which data are entered, the centroids will be biased. Specifically, cluster centroids are easy to move at the beginning of clustering; as time progresses, the centroids become fixed and are difficult to move (Algorithm 3, line 9). To prevent this bias, the order is randomized. After randomizing the order of the data, online k-means clustering is performed. Online k-means clustering is suitable for processing additional data. In the loop process of Algorithm 4, clustering is performed by adding a small amount of data. Therefore, the clustering process of the proposed method is the same as online k-means clustering.
The third feature is that normal spaces are defined to expand as learning is repeated (Algorithm 4, line 7). Data that give the minimum and maximum values for each axis of clusters are components of a normal space. In an iterative process, the data farther from the centroid are selected as elements of the normal space by comparing the data that originally formed the normal space and the data that can become elements of the normal space. In other words, the absolute values of a j l,min and a j l,max will increase as the number of learning increases. By keeping data in this manner, the size of the normal space becomes adequately large as data are input. Figures 3 and 4 show examples in which the number of learning times is increased for a certain dataset and the normal space has expanded. Whether the expansion of normal space is appropriate or not is determined by the anomaly prediction metrics shown in Sect. 4.
The fourth feature is that only data necessary for anomaly prediction are kept; other data are released from 
Algorithm 4: The proposed k-means clustering
Input: infinite data stream, cluster number:k Output: k cluster centroids and normal spaces 1 Data for initialization are accumulated until a memory is full; 2 k cluster centroids are initialized using k-means++ clustering; 3 while TRUE do 4 Data for clustering are accumulated until a memory is full;
5
The order of accumulated data is randomized;
6
Clustering is performed using online k-means clustering; 7 k normal spaces are defined;
8
Data other than constituting a normal space are discarded; 9 end memory (Algorithm 4, line 8). Note that data are acquired in an infinite stream. If online k-means clustering is continued, data will be accumulated, and the available memory capacity will approach the limit. Therefore, clustering cannot be executed unless a process to discard data is employed. Thus, we release data that are unnecessary for anomaly prediction from memory. Specifically, data to become elements of normal space are kept, and the remaining data are freed from memory. After discarding data, it returns to the process of accumulating clustering data.
With these features of the proposed k-means clustering, anomaly prediction can be performed even in embedded devices with memory constraint.
Evaluation
We evaluated anomaly prediction based on k-means clustering. Whether an anomaly can be predicted was evaluated using anomaly prediction evaluation index and actual data. We conducted experiments with data obtained from physics simulation in the past [1] . Moreover, we describe the amount of memory required for the proposed k-means clustering. Figure 5 shows the target system. This system attempts to transfer a cup of water as quickly as possible. As a constraint, we must transport the cup without spilling the water and must bring the cup to the goal point as quickly as possible. In this system, we define cup transport delay and leak- age of water as anomalies and perform anomaly prediction for this system.
Target System

Obtained Data
Data were collected when the cup was carried from the start point to the goal point. The data were obtained as one dataset in one trial, and the dataset contained approximately 3,000 instances. One instance has time, actual position, velocity, and a label indicating whether water has spilled or not.
The anomaly or normality of this system is defined for each dataset because we can determine whether water was spilled or not in each trial. If at least one anomalous instance is included in a dataset, the dataset is defined as anomalous. Otherwise, the dataset is defined as normal. The anomalous instance means an instance whose label indicates that water was spilled. We acquired 60 normal datasets and 43 anomalous datasets from the target system.
Clustering and Normal Space Results
We performed k-means clustering using the normal datasets obtained from the target system. Here, we compare the experimental results of offline k-means clustering [16], online k-means clustering [12] , and the proposed k-means clustering.
Offline k-Means Clustering
The offline k-means clustering and normal space results are shown in Fig. 6 . Offline k-means clustering was implemented using scikit-learn [16] . In scikit-learn's k-means clustering implementation, initialization is performed using k-means++. The characteristics used were an actual position and velocity, and k-means clustering was performed using two-dimensional data. In Fig. 6 , the horizontal and vertical axes represent the position and velocity, respectively. The cup begins near the position of 750 mm and accelerates to a constant speed. The cup then decelerates and approaches the goal point of −750 mm. This is why velocity is negative. In Fig. 6 , the number of training datasets is 10 and the number of clusters is 10. Cluster division is indicated by color and normal space is defined for each cluster. The normal space is inside the dashed rectangle. The normal space in each cluster consists of values between the minimum to maximum positions and the minimum to maximum velocity. Therefore, the normal space forms a rectangle. If the test data are inside the normal space, the data are considered normal; otherwise, the data are considered anomalous.
Increasing the number of training datasets will change the normal spaces. In Fig. 7 , the number of datasets is 50 and the number of clusters is 10. Colored clusters are a bit thicker than in Fig. 6 . When the number of training datasets increases, the normal spaces expand. Expansion of normal space leads to improvements in anomaly prediction results. Specifically, test data whose true class is normal are correctly predicted because test data are likely to be in the normal space.
Changes to normal spaces with an increasing number of clusters are shown in Fig. 8 . In Fig. 8 , the number of datasets is 50 and the number of clusters is 50. When the number of clusters increases, the number of normal spaces increases. As a result, it is possible to quickly find data leaving the normal space. If data can be found outside of the normal space, we can control the speed of the cup and prevent spilling of cup water.
Online k-Means Clustering
Online k-means clustering must be initialized without looking at the input data (Algorithm 3, line 1). This initialization degrades the clustering results and causes the normal space to become irregular. Furthermore, cluster centroids are easy to move at the beginning of clustering, and as time passes, the centroids become fixed and difficult to move (Algorithm 3, line 9). Therefore, if the centroids are processed according to the input order, the centroids will be biased, resulting in undesirable clustering and biased normal spaces.
The online k-means clustering and normal space results are shown in Fig. 9 . Here, the number of datasets is 50 and the number of clusters is 50. We initialized cluster centroids using 50 pairs of data where the horizontal axis are between −800 and 800 mm and the vertical axis is between −1 and 0, because it is unknown how much range of data is input. Due to the problem of online k-means clustering initialization, the clustering results deteriorate and the normal spaces become irregular in Fig. 9 . Owing to the irregular of the normal spaces, it is difficult to predict anomalies. The black triangles in Fig. 9 show the cluster centroids. Several clusters consisting of only the cluster centroid can be seen in Fig. 9 because they are initialized randomly. Therefore, it becomes difficult to predict anomaly because the number of normal spaces decreases.
Proposed k-Means Clustering
As shown in Sect. 3.3, initialization of the proposed k-means clustering is performed using k-means++ initialization. For initialization, one trial dataset is used because one trial dataset gives overall data distribution. As a result, cluster centroids are initialized apart from each other. Then, clustering was performed in the same manner as that for online k-means clustering. In the process of accumulating data for clustering, data are accumulated up to near the memory capacity limit. In this experiment, we assume that the memory capacity limit is 10 trial datasets (approximately 30,000 instances)
† . If the memory capacity is reached, data that will be elements of normal space are calculated, and normal spaces are defined. After defining normal spaces, data that are not required for anomaly prediction are released from memory. Then, we return to the process of accumulating data for clustering. Data that are elements of the normal space are calculated again. The normal space continues to expand because data apart from cluster centroids are always selected as elements of the normal space. Figure 10 shows proposed k-means clustering and normal space result. Here, the numbers of datasets and clusters in Fig. 10 are 50 and 50. As shown in Fig. 10 , most data do not exist in normal spaces, and the normal space expands because of the third and fourth features in the proposed algorithm. It shows that only data comprising normal space remain. Although the proposed k-means clustering is based on existing online k-means clustering, as shown in Figs. 9 and 10, normal spaces are totally different. Rather, the normal spaces of the proposed method are similar to the normal spaces of offline k-means clustering shown in Fig. 8 . We evaluate anomaly prediction in the following subsection to determine the correctness of the normal space with three clustering algorithms.
Anomaly Prediction Evaluation Index
The following evaluation index is used to evaluate anomaly prediction [17] . A true positive (TP) is a number that can be judged as anomalous for data whose true class is anomalous. A true negative (TN) is a number that can be judged as a normal class for data whose true class is normal. A false positive (FP) is a number that can be judged as anomalous for data whose true class is normal. A false negative (FN) is a number that can be judged as normal for data whose true class is anomalous. These metrics are known as a confusion matrix. Table 1 shows the confusion matrix. In Table 1 , + indicates anomalous and − indicates normal. Using these indicators, Accuracy, Precision, and Recall are defined as follows.
In this experiment, the test dataset was input and a prediction class was obtained. Whether the prediction class is normal or anomalous is defined as follows. When the prediction class is anomalous, anomalous behavior is predicted before the water spills. Specifically, there are some instances in the test dataset that are out of the normal space before the water is spilled. When the prediction class is normal, all instances of the test dataset are in normal space.
Whether the normal space has been appropriately expanded or not is evaluated from TN and FN which are metrics of anomaly prediction. Normal spaces will become larger as we learn more. Then, the value of TN will increase. However, at the same time, the value of FN should also increase. It can be said that the expansion such that TN increases and FN decreases is appropriate.
Anomaly Prediction Results
Here, we show the results of anomaly prediction with offline k-means clustering, online k-means clustering, and the proposed k-means clustering. We performed three experiments where the numbers of datasets and clusters were 10 and 10, 50 and 10, and 50 and 50, respectively. In this experiment, 53 test datasets were used. The true class of 43 datasets was anomalous and the true class of the remaining 10 datasets was normal. One test dataset was classified as TP, TN, FP, and FN by anomaly prediction.
The anomaly prediction results with 10 datasets and 10 clusters are shown in Table 2 and Fig. 11 . The numbers of TPs and TNs are small because the numbers of training datasets and clusters were small. Figure 11 shows that the Accuracy, Precision, and Recall values are low for all three algorithms.
The anomaly prediction results with 50 datasets and 10 clusters are shown in Table 3 and Fig. 12 . Comparing Ta- 
Fig. 11
Comparison of the three algorithms (10 datasets, 10 clusters). bles 2 and 3, the number of TPs decreases and the number of TNs increases with the offline k-means and the proposed k-means clustering methods because the number of training datasets increased and the normal space was expanded. Due to the expansion of the normal space, the data are more likely to be considered normal. Conversely, it becomes difficult to identify anomalous; thus, the test data are less likely to be considered anomalous. As a result, Recall decreases. In addition, the number of TPs does not decrease with online k-means clustering. It is considered that anomaly prediction is not performed in a stable way because the normal space is irregular. The anomaly prediction results with 50 datasets and 50 clusters are shown in Table 4 and Fig. 13 . The number of TPs and TNs increase because the numbers of training datasets and clusters are large. Compared to the results in Table 3 , the number of TPs increases (Table 4) because the number of normal spaces increased. The increase in the number of normal space leads to early prediction of an anomalous sign. Furthermore, the number of TNs is large because many training datasets were used. Figure 13 shows that Accuracy, Precision, and Recall increase in all three algorithms. Even if the number of clusters was increased to more than 50, the evaluation result did not change. From these results, it is important to appropriately increase the number of training datasets and clusters to improve Accuracy, Precision, and Recall. The evaluation value of the proposed k-means clustering is close to that of standard k-means clustering. Moreover, the proposed k-means clustering demonstrates better evaluation values than that of online k-means clustering. It is considered that the evaluation value of the proposed k-means clustering is close to standard k-means clustering because the proposed k-means clustering improves a method of initialization and adding data (randomizing the order of data), and creating a normal space from existing online k-means clustering.
Reduced memory usage is realized by the proposed kmeans clustering method. Figure 14 shows the amount of data required for creation of normal space. Assuming that one instance of the dataset is a float type, offline k-means and online k-means result in 614,928 bytes because data are kept stored in memory, but the proposed k-means results in 124,800 bytes because it discards data that are not necessary for creation of the normal space. Online k-means processes data sequentially, but the data remains as part of the cluster. Therefore, memory consumption is the same as offline kmeans. Memory consumption of the proposed k-means will be maximum of two values. First is the amount of data for maintaining normal space, second is for updating normal space.
Data necessary for maintaining normal space are 4 × (2 × 2 × k) = 32 × k bytes. 4 represents data amount of float. The first 2 represents the number of dimensions. The second 2 represents two data giving the maximum and minimum values of a normal space. k represents the number of clusters. Data necessary for updating normal space are the near memory capacity limit of an embedded device. These memory consumption can be set so that the user does not exceed the memory capacity of the embedded device.
Related Work
This survey paper [18] provides a structured and comprehensive overview on anomaly detection. Anomaly detection is widely used in a wide range of applications such as intrusion detection of cyber security, fault detection of safety critical system, sensor network, image processing, insurance or healthcare, and credit card fraud detection. Anomalies are defined as patterns in data that do not conform to normal behavior. Therefore, the direct anomaly detection approach is to define an area representing normal behavior and declare anomaly data not belonging to this normal area. This fundamental approach is also used in our anomaly prediction. This paper adds two more categories of anomaly detection techniques, information theoretic and spectral techniques, to the four categories discussed in [19] and [20] . For each of the categories, they identify not only the technology but also unique assumptions about the nature of the anomaly. In addition, for each category, they identify the advantages and disadvantages of the technology, and also discuss the computational complexity.
Studies related to anomaly detection based on machine learning will be introduced. Anomaly detection evaluation experiments are often performed using the KDDcup99 dataset [21] . The KDDcup99 is a network intrusion detection dataset with approximately 4,900,000 samples and 42 features. The learning data comprise 23 types of data, 1 type of ordinary data and 22 types of attack data. The evaluation data include 17 types of attack data in addition to the learning data.
An anomaly detection method that combines feature selection and k-means clustering has also been proposed [22] . NSL-KDD [23] dataset, which is similar to the KDDcup99 dataset, is used to perform anomaly detection. Information gain is used for feature selection. It has been demonstrated that the evaluation value of anomaly detection improves by feature selection. Furthermore, by selecting features, it is possible to reduce execution time and mem-ory consumption because the amount of data required for processing decreases.
k-means clustering and naive Bayes have been combined to perform anomaly detection [24] using the ISCX2012 dataset [25] . ISCX dataset is an intrusion detection evaluation dataset similar to KDDcup99 dataset. By combining multiple machine learning algorithms, the evaluation index of anomaly detection is improved.
k-means-integrates k-means clustering and outlier detection [26] . Using synthetic data and an intrusion detection dataset of KDDcup99, this algorithm calculates an outlier detection result with better accuracy than the k-nearest neighbors (k-NN) algorithm. It is possible to perform anomaly detection using this algorithm because outliers are efficiently detected.
Intrusion detection is also performed in embedded systems [27] . It is difficult to build Intrusion Detection System (IDS) because memory capacity of embedded devices is small. By using smart meters, it becomes obvious whether there are components of the system that are more vulnerable to attacks than the others. This makes it possible to build IDS that selectively covers a subset of the system, which can reduce the memory consumption.
Research into anomaly-based intrusion detection that considers energy efficiency for embedded systems has also been conducted [9] . In that method, feature extraction and feature selection are employed to reduce energy consumption. Anomaly-based intrusion detection is performed using three machine learning algorithms (i.e., a decision tree, naive Bayes, and k-NN) in an embedded device.
Conclusions
This paper presented an anomaly prediction method based on k-means clustering and proposed a k-means clustering method. The proposed anomaly prediction method can observe the state of a system in detail using k-means clustering and can predict anomalies before the system becomes anomalous. Furthermore, with the proposed k-means clustering method, it is possible to predict anomalies while reducing memory consumption. The experiments were performed with actual data of control system for anomaly prediction. The evaluation of anomaly prediction was nearly equal to that of standard k-means clustering. Therefore, anomaly prediction can be executed in an embedded device with small memory capacity.
In the future, we will perform k-means clustering on high-dimensional data and change defining normal spaces. We will compare with other algorithms and perform evaluations. Furthermore, we propose an algorithm based on Hartigan-Wong algorithm.
