Feature augmentation is a well-known method for domain adaptation and has been shown to be effective when tested on several NLP tasks (Daume III, 2007) . However, a limitation of the method is that it requires labeled data from the target domain and very often such data is unavailable. In this paper, we propose to use training data selection to divide the source domain training data into two parts, pseudo target data (the selected part) and source data (the unselected part), and then apply feature augmentation on the two parts of the training data. This approach has two advantages: first, feature augmentation can be applied even when there is no labeled data from the target domain; second, the approach can take advantage of all the training data including the part that is not selected by training data selection. We evaluate the approach on Chinese word segmentation and part-of-speech tagging and show that it outperforms the baseline where no feature augmentation is applied.
Introduction
The goal of domain adaptation is to alleviate the degradation of NLP systems when training and test data are from different domains. There have been many approaches to domain adaptation, and two of well-known ones are feature augmentation and training data selection. Feature augmentation makes three copies of each feature in the original feature set (one for the source domain, one for the target domain, and one for the general domain) so that features appeared in the source and the target domains can be differentiated in case they behave differently in the two domains; the method has been shown to be effective for several NLP tasks (Daume III, 2007) . However, a limitation of the method is that it requires labeled data in the target domain, a condition that is hard to meet when creating labeled data in the target domain is expensive and time-consuming.
Training data selection addresses the differences between the source and target domains by choosing a subset of the training data in the source domain that is similar to the data in the target domain. When the amount of source training data is large, this method often provides better performance than using the entire training data (Moore and Lewis, 2010; Axelrod et al., 2011; Plank and van Noord, 2011; . However, when the amount of the training data is small, the selected subset is unlikely to outperform the entire training data because the trained model cannot benefit from unselected labeled data.
To address the limitations of both methods, we propose to divide the whole source training data into two subsets via training data selection. We then treat the selected subset as coming from a pseudo target domain (i.e., a pseuodo domain that is similar to the target domain) and keep the unselected data in the source domain. Now we have labeled data from both domains, we can apply feature augmentation in the usual way; that is, we distinguish features from the source domain and the ones from the pseudo target domain. Notice that the 'unselected subset' is also used by the trainer, unlike the standard training data selection method where the unselected part is totally discarded by the trainer. In addition, we propose a coverage-based measure for training data selection. We evaluate our approach on two NLP tasks, Chinese word segmentation (CWS) and part-ofspeech (POS) tagging, and show that it outperforms the systems which use the entire training data without training data selection or feature augmentation.
The reminder of this paper is organized as fol-lows. Section 2 presents previous work on training data selection and feature augmentation. Section 3 describes our approach in details and introduces a coverage-based measure for training data selection. Section 4 reports experimental results on two NLP tasks with discussion on the results.
Related Work
Two main aspects of our work are dividing training data and applying feature augmentation. In this section, we discuss related work in these aspects.
Training Data Selection
Training data selection is a common approach to domain adaptation. Moore and Lewis (2010) proposed to rank training sentences according to the difference of the cross entropy values of a given sentence, and showed that training data selection improved the performance of statistical machine translation systems. Axelrod et al. (2011) used cross entropy in three ways: the first one directly measured cross entropy for the source side of the text; the second one was similar to (Moore and Lewis, 2010) and ranked the data using cross entropy difference; the third one took into account the bilingual data on both the source and the target side of translations. Both studies showed that the selected subset of training data worked better than the entire training corpus for machine translation. In addition to these studies, there has been other work (e.g., Munteanu and Marcu, 2005; Hildebrand et al., 2005; Lu et al., 2007) ) that shows training data selection is an effective way to improve MT. Plank and van Noord (2011) experimented with several training data selection methods to improve the performance of dependency parsing and POS tagging.
These methods fell into two categories: probabilistically-motivated and geometrically-motivated. Their experiments demonstrated that the proposed training data selection methods outperformed random selection.
In our previous study , we proposed several entropy-based measures for training data selection, including averaged entropy gain (AEG), cross entropy, difference of entropy, and description length gain (DLG)-based measures. Among them, AEG worked well on CWS and POS tagging and outperformed other measures including difference of cross entropy. In this study, we are using the same data sets as in that study and we will compare our new coveragebased measure with AEG.
Feature Augmentation
Feature augmentation (Daume III, 2007 ) is a wellknown domain adaptation method in the supervised setting, when labeled data exist for both source and target domains. The idea is to distinguish instances from the source and target domains by making three copies of each original feature: one copy for the source domain, one copy for the target domain and a third copy for the general domain that contains both the source and target domains. Daume evaluated the method on several sequence labeling tasks (e.g., named entity recognition, POS tagging and shallow parsing) and showed that this method outperformed several baselines and previous approaches. The method is easy to implement and does not require modifications to the trainer.
Our Approach
In order to perform feature augmentation on the whole training data, the very first step is to split the training data into two subsets. Training data selection is an effective way to choose a subset from the whole source domain data that is similar to the target domain. The question is what measures should be used for calculating similarity between a source sentence and the target domain. In this section, we discuss some existing entropy-based measures and propose a novel coverage-based measure. Then we explain how we apply feature augmentation to the two subsets.
Entropy-based Measures
Among the existing similarity measures used by training data selection, many of them focus on the similarity of probability distributions from the training and test data and use entropy-based formulas (Moore and Lewis, 2010; Axelrod et al., 2011; . Cross entropy is the most prevailing metric to evaluate the probability distribution similarity between a training sentence and the test data. Eq. 1 shows the formula for cross entropy for a language (marked as CEL, as in the context of evaluating a language model), where n is the length of sentence s, p is an ngram language model, and x i represents the i-th word in the sen-tence given the previous words.
The difference of cross entropy (DCE) for a sentence s is formulated as
where p and q are two language models, built from the source domain and the target domain respectively. For training data selection, sentences are sorted by DCE scores and the ones with low scores are considered to be similar to the target domain (Moore and Lewis, 2010; Axelrod et al., 2011) .
Another well-performed measure is AEG . Let C be a corpus and s be a sentence from the source domain; we define entropy gain (EG) of s according to C as in Eq 3, where q is a probability distribution estimated from C and q1 is one estimated from C + s, a new corpus formed by adding s to C. Intuitively, if s is similar to C, q1 will be very similar to q and EG(s, c) will be small.
H(X, p) follows the standard definition of entropy in information theory, where X is a discrete random variable with m possible outcomes {x 1 , ..., x m } and p is a probability distribution of X. Given a corpus C, one can collect a set of ngrams (in words or characters) from C and X is then derived from the set.
Average entropy gain (AEG) is EG normalized by sentence length, shown in Eq 5.
Coverage-based Data Selection
We propose a coverage-based measure, which differs from the entropy-based measures in two aspects. First, this measure uses ngram coverage, not probability similarity, as the criterion for selecting training data. The rationale is that we would like the selected data to have a good coverage of the test data, because in many NLP tasks, especially in CWS and POS tagging, out-of-vocabulary (OOV) is a main problem affecting system performance and the problem is more severe when the training and test data come from different domains. Second, existing training data selection methods (such as the ones listed in Section 3.1) select the current sentence without considering the effect of adding that to the previously selected sentences. Our method tackles this problem by considering the overall effect of the selected subset. As checking all the subsets is computationally expensive, we use a greedy search to find the best training sentence based on the current selected subset. The coverage-based data selection is presented in Algorithm 1. Here, L, T , and p refer to the original training data, test data and the proportion (in percentage) of training data to be selected. L s and L u are the output, which refer to the selected and unselected subsets of the training data respectively. By conducting such selection method, training data is divided into two parts.
end for
In Algorithm 1, coverage function cov(C, T ) represents the coverage of ngrams in a test data T given a corpus C, as shown in Eq. 6. Here, ng is an ngram 1 and N gramSet(T ) refers to the set of ngram types in T , and the denominator | N gramSet(T ) | is the size of the set. 2
To handle the problem of data sparsity, we use the following back-off counting method to find partial covered low order ngrams inside the high order ngram. The idea of such ngram counting is similar to back-off methods in language modeling. Given an ngram t i−n+1 ...t i−1 t i in T , we calculate the count( ) function as in Eq. 7. α is used to determine the value of the "partial credit" given to a substring of the ngram appearing in C. The value of α is set to 0.5 empirically. 3
In Eq. 7, t i is a token in the ngram, i.e., a character in the CWS task and a word in the POS tagging task. If a high order ngram is not found in C, the count( ) function is called recursively until a shorter ngram inside the original ngram is found. The value of the count( ) function is zero only if the token t i itself is an OOV. For the experiments in this paper, we use trigram to count the ngram coverage.
Feature Augmentation
As we mentioned before, a limitation of feature augmentation (Daume III, 2007) is that it requires labeled data from the target domain, and very often such data is not available. To overcome this limitation, we use training data section on the source domain data, treat the selected part of data as from a pseudo target domain, and leave the unselected part in the source domain. Then a feature augmentation is performed on such two "new" domains; that is, it makes three copies of each original feature: f s for the source domain, f t for the target domain, and f g for the general domain. Following Daume (Daume III, 2007) , the general domain is simply the union of the source and the target domains. In this case, the target domain refers to our pseudo target domain; the features associated to the pseudo target domain and the test data are augmented as in Eq. 8, and the features associated to the unselected source domain data are shown in Eq. 9.
Another potential issue with feature augmentation is that making several copies of all the features could worsen the problem of data sparsity. It is worth exploring whether duplicating only certain features would produce better performance than duplicating all the features. To test out the idea, we ran another set of experiments where only unlexicalized features (e.g., word type, POS tags of previous words) are duplicated. The experimental results in Section 4 confirmed our intuition and showed that augmenting only unlexicalized features works better.
Experiments
In this study, we ran several sets of experiments. We compared our training data selection with other methods, and then evaluated our revised feature augmentation method on the CWS and POS tagging tasks.
Data
The Chinese Penn Treebank (CTB) version 7.0 4 (Xia et al., 2000) is used in our experiments. It contains about 1.2 million words from five genres: Broadcast Conversation (BC), Broadcast News (BN), Magazine (MZ), Newswire (NW), and Weblog (WB). The details of the five genres of CTB 7.0 are shown in Table 1 .
We divide the data in each genre into ten folds based on character counts, and use the first eight folds for training, the next fold for development, and the last fold for testing. In order to make the size of the training data for each genre to be the same, we set the training size to be the size of the training folds in the BC genre (the smallest genre in the CTB 7.0). We do the same for the development data. For testing, we use the whole test fold for each genre. The sizes of the data sets used in the experiments are shown in Table 2 . 5 Without loss of generality, we use BC and NW as the test genres; for each test genre, we use the union of training folds from other four genres as the training data. 
Training Data Selection
To demonstrate our coverage-based training data selection method, we first compare its performance on POS tagging with other two methods, AEG and random selection. 6 The selected proportion of training data range from 10% to 90%, based on character counts. Here, we use Stanford POS Tagger (Toutanova et al., 2003) . The results on BC and NW are shown in Table 3 and 4, with comparison to random selection methods. 7 Our coverage-based training data selection method outperforms random selection on both BC and NW. It also outperforms AEG when a low percentage of data is selected, while its performance is comparable or slightly lower than AEG when a higher percentage of data is selected. To understand this behavior, we compare some statistics of the data sets, as in Table 5 .
Since OOV rate is important for CWS and POS tagging, we want to compare our coverage-based method and AEG for this factor, and the results are presented in Table 6 .
The table shows that when a small percentage 6 Song et al. (2012) showed that AEG works better than cross entropy, as well as difference of cross entropy, on CWS and POS tagging. Therefore we only compare our method with AEG in this paper. 7 For each percentage, the result of random selection are the average of three runs of random selection.
(e.g., 10%, 20%) of source-domain data is selected, the OOV rate of the test data is much lower when Cov is used. In contrast, when a large percentage (e.g., 80% and 90%) of training data is selected, the OOV rates are similar between Cov and AEG. This could be the reason why Cov outperforms AEG when a small percentage of training data is selected, but not so when more training data is selected.
For the rest of the experiments, we will use Cov for training data selection and test whether our revised feature augmentation approach provides some improvement for CWS and POS tagging.
Chinese Word Segmentation
To evaluate feature augmentation on CWS, we use a conditional random fields (CRF) word segmenter as described in . A nice property of the segmenter is that it incorporates unsupervised learning to identify possible new words in the test data in order to enhance the segmenter's performance on OOVs. To be more specific, the segmenter uses description length gain (DLG) (Kit and Wilks, 1999) for lexical acquisition as that was performed in (Kit, 2000; Kit, 2005) . Then the decision of the unsupervised word segmentation is represented as features T i 0 , which indicates the tag of the current character C 0 when it belongs to a word whose length i ranges from 1 to 5 charac- Table 6 : The OOV rate (in words) when a different percentage (10%, 20%, 80% and 90%) of training data is selected by coverage-based method (Cov) and AEG against test data on BC and NW.
ters. These features are added to the standard feature set for supervised learning. The new feature set is in Table 7 , where the subscript -1, 0, and +1 refer to the previous, current and next character, respectively. For feature augmentation, we compare two settings: one duplicates all the features and the other duplicates only the unlexicalized features. The results when tested on BC are in Table 8 . It shows that augmenting unlexicalized features provides better performance than augmenting all features. For the rest of experiments, feature augmentation will duplicate only the unlexicalized features. Table 9 shows the performance of using feature augmentation on CWS when tested on NW. Table 8 and 9 both show that our approach on divided training data improves system performance significantly (e.g., over 0.6% when tested on BC) without using any external resources. For Tables  9 and 11 , we use a ten-partition two-tailed paired Student t-test for significance test.
POS Tagging
To evaluate feature augmentation on POS tagging, we used an in-house CRF tagger. 8 Table 10 shows the feature set used by the tagger, where subscript -1, 0, and +1 refer to the previous, current and % of data Table 9 : Performance of feature augmentation on CWS, with unlexicalized features augmented. The pseudo target data is selected by coverage-based method. The segmenter is tested on NW, and trained on the other four genres in CTB 7.0. Fscore (F), Precision (P) and Recall (R) are presented. F-scores higher than the baseline are in bold. Symbols * and ** indicate significance at p=0.05 and p=0.01 against the baseline, respectively.
next word, respectively. This feature set is similar to the one used in the Stanford POS tagger, but our tagger does not include some hard coded treatment and rules (e.g., bidirectional transition rules) used by the Stanford tagger. As a result, the performance of our tagger is slightly lower than the Stanford tagger. For instance, when tested on BC and trained on the other four genres, the tagging accuracy of our tagger is 91.95%, compared to 92.30% by the Stanford tagger (see the last row in Table 11 and Table 3) . Table 11 shows the results of POS tagging with feature augmentation. The test genre is BC or NW, and the training data come from the other four genres. The first row lists the percentage of training data chosen by our coverage-based training data selection. The baseline shows the performance of our CRF tagger when the whole training set is used without training data selection and feature augmentation. In the table, the higher-than-baseline tagging accuracy in each test are marked in boldface. Similar to CWS, training data selection followed by feature augmentation improves the performance of the POS tagger.
Discussion
In all, there are several observations from Tables  8 and 9 for CWS, and Table 11 ). Second, duplicating only a subset of features outperforms duplicating all the features, as the large number of features for the latter strategy could aggravate the data sparsity problem. Augmenting some features (e.g., lexicalized) could actually hurt the performance. Third, with regard to the percentage of training data selected for the pseudo target domain, system performance improves when the percentage of selected data increases from 10% up to a certain point (70% for testing on BC and 30% for testing on NW on POS tagging), and afterwards it starts to degrade because newly added pseudo target domain data is no longer quite similar to the target domain. The optimal size of the selected subset may depend on how similar the training data is to the test data. Fourth, when comparing CWS and POS tagging, we can find the same trend in feature augmentation across different tasks. That is, when feature augmentation on CWS has higher improvement, usually it also brings higher improvement on POS tagging when comparing across different test data (e.g., the improvement on BC is higher than NW for CWS, and the same is true for POS tagging).
Conclusion
This study has made two contributions to domain adaptation. First, we proposed an approach that combines training data selection and feature augmentation. It tackles the limitations of both feature augmentation and training data selection methods as it does not require labeled data from the target domain while it takes advantage of the entire training data. Consequently, it significantly improves system performance over the baseline. We also demonstrate that augmenting some features works better than augmenting all the features because the latter setting triples the number of features which could lead to severe data sparsity problem. Our experimental attempts confirmed the fact that augmenting less-sparse features (unlexicalized one, e.g., prefix and suffix, character type) led to better performance than all features. Second, we proposed a new measure for training data selection, which selects training sentences to maximize the coverage of ngrams on the test data. It showed a better performance than other measures especially when a small subset of training data is selected. The approaches has been evaluated on two NLP tasks, namely, Chinese word segmentation and part-of-speech tagging. Both tasks confirmed the effectiveness of our approaches and yield better performance than the baseline settings. For future work, we would like to apply automatic feature selection to determine what kind of features should be duplicated to boost the benefits of feature augmentation. We would also like to evaluate our approach on other NLP tasks, and test its performance with other machine learning algorithms.
