Owing to the fact that HOC cost functions are multimodal, global optimisation techniques offer the important advantage of avoiding local minima. An adaptive simulated annealing (ASA) algorithm is applied to optimise an HOC cost function. A simulation study demonstrates that this ASA is accurate and has a fast convergence rate compared with standard simulated annealing (SA).
Introduction: An important class of blind identification techniques for nonminimum phase channels is based on the higher order cumulant (HOC) fitting method [l, 21. HOC cost functions are, however, multimodal, and conventional gradient methods [3, 41 may converge to give 'wrong' solutions. To overcome the problem of local minima, a simulated annealing (SA) algorithm has been applied to optimise an HOC cost function [5] . Although SA represents a general global optimisation technique, it suffers from the serious drawback of being too slow. An improved version of SA, known as adaptive simulated annealing (ASA) [6, 71, provides a significant improvement in convergence speed. We use this ASA algorithm for blind channel identification. Simulation results confirm that this ASA achieves faster convergence in the HOC fitting process.
We will assume a real-valued channel and a PAM symbol constellation. The channel is modelled as a finite impulse response fdter with an additive white Gaussian noise:
[6, 71 is a very fast version of SA. We apply ASA to optimise the cost function (eqn. 2). A flow chart of the algorithm is depicted in In the initialisation, an initial i 3 is randomly generated; the temperature of the acceptance probability function T, is set to the initial value of the cost function, and the temperatures of the parameter generating probability functions, T , 0 2 i 5 i,, are set to 1.0. Two control parameters in annealing, the coefficient c and the quenching factor Q, are also given, and the annealing times, k, for 0 2 i 2 ria and k,, are all set to 0.
The algorithm generates a new point in the parameter space with:
where A, and B, are the lower and upper bounds for a,, respectively; yz is calculated as HOC cost functions are well known as being multimodal, and gradient optimisation methods may fail to work. Using a global optimisation method, such as SA, has the advantage of guaranteeing that a global optimal channel estimate will be found. Global optimisation algorithms however, usually, suffer from the drawbacks of slow convergence and high computational cost. ASA After every N,,,,, acceptance point, the algorithm performs reannealing by rescaling k, according to the sensitivity aJ/aa, and resetting k, to the current optimal value of the cost function (see [6, 71 for details). The derivatives dJ/da, are actually calculated using the fist-order difference approximations. After every N,,,,,, generated points, annealing takes place with k, = k, + 1 for 0 5 i 5 ria and k, = k, + 1:
0 5 r 5 6, ( 6 ) and T&) = TJO) exp,(-c:'('+fi"))
The algorithm is terminated if either the parameters have remained unchanged for a few successive reannealings, or a preset maximum number of function evaluations has been reached. 
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Conclusions: An ASA algorithm has been implemented for blind identification of nonminimum phase channels based on the HOC fitting approach. ASA is a global optimisation method that is considerably faster than standard versions of SA. Our simulation study has confirmed that ASA offers a viable global optimisation tool for obtaining an accurate channel estimate using only noisy received signals.
