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ABSTRACT 
Markov chains have always constituted an efficient tool to model discrete systems. 
Many performance criteria for discrete systems can be derived from the steady-state 
probability vector of the associated Markov chain. However, the large size of the state 
space of the Markov chain often allows this vector to be determined by iterative 
methods only. Various iterative methods exist, but none can be proved a priori to be 
the best. In this paper, we propose a practical measure which allows the convergence 
rate of the various existing methods to be compared. This measure is an approxima- 
tion of the modulus of the second largest eigenvalue of the iteration matrix and can be 
determined a priori. The model of a queueing network is used as an example to 
compare the convergence of several iterative methods and to show the accuracy of the 
measure. 
1. INTRODUCTION 
Markov chains have always constituted an efficient tool to model discrete 
systems. If the system can be completely characterized by a state variable, 
then its behavior is completely described by the matrix Q of transition 
probabilities between the possible values (states) of that state variable. Most 
of the performance measures of the system could then be derived from the 
steady-state vector x of that matrix Q. The determination of that vector x 
constitutes therefore a key problem. 
The state space, i.e. the set of possible values of the variable which 
describes the status of the system, is often very large. For example, the 
Markov chain of an open queueing network with m exponential queues, each 
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with b buffers, presents as many as (b + 1)” states. Except for small values 
of b and m, the size n of the state space does not allow the steady-state 
vector x of Q to be determined by direct methods. Such methods present 
indeed a computational complexity of 0(n3). Fortunately, even when the 
number of states is large, the number of possible transitions out of any single 
state usually remains small. In the above queueing-network example, each 
state is connected to at most (m + 1)’ other states. This feature favors the use 
of iterative methods, since they present a computational complexity of 
O(n X s) per iteration, where s is the average number of nonnull transitions. 
Numerous iterative methods have been proposed. Among the best-known 
are the Power method, the Jacobi method, and the Gauss-Seidel method. 
None of these iterative methods can be proved to present, a priori, better 
performance than the others. The determination of the best method must 
therefore take into account the peculiarities of the problem under study. This 
paper aims at providing a practical criterion which allows one to compare the 
convergence rates of these various methods. This criterion is based on 
theoretical bounds derived by Seneta [22] and by Rothblum and Tan [20] on 
the subdominant eigenvalue of nonnegative matrices. Related work can also 
be found in [lo] and [ 161. 
The paper is organized as follows. In Section 2, the problem of computing 
the steady-state probability vector x of a Markov chain is defined and a 
general framework for iterative methods is presented. Section 3 deals with 
the determination of the convergence rate of an iterative algorithm and 
shows that tight theoretical bounds on this rate can be obtained by consider- 
ing the Markov chain associated with the algorithm. On the basis of these 
theoretical bounds, a practical measure of the convergence rate of an 
iterative algorithm is given in Section 4. Finally, Section 5 gives a numerical 
example which illustrates the accuracy of the measure. 
2. PROBLEM DESCRIPTION 
2.1. Homogeneous Linear System 
The determination of the steady-state distribution x (X E Rrx”) of a 
Markov chain with transition probability matrix Q (Q E Rnx”) is a problem 
which can be algebraically formulated as a Pen-on-Frobenius eigenvalue 
problem 
SOLVE xQ=x, (1) 
x 
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or as a singular linear problem 
SOLVE x(1-Q) = 0, 
x 
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where the matrix Q is stochastic, 
QaO, 
Ql* = l*, 
and where I and l* respectively denote the identity matrix and a vector of all 
ones. 
A Markov chain which is not ergodic can be reduced to smaller indepen- 
dent Markov chains that are ergodic by elimination of the possible transient 
states. We may therefore restrict our attention to ergodic Markov chains. 
Mathematically, a Markov chain is ergodic if and only if its transition 
probability matrix Q is irreducible, a property that can be formulated as 
follows: 
v I c {ill ( i < n} : QJT < I*, (3) 
where QII denotes the matrix of transition probabilities between the states of 
subset 1. This condition simply requires that it must always be possible to 
leave any proper subset of states. The ergodicity of the Markov chain 
ensures that the problem (1) or (2) admits a unique normalized solution x. 
Furthermore, the nonnegativity of the matrix Q guarantees the positivity of 
x. This problem has been extensively studied by many authors (see for 
example [29, 23, 3, 221). 
2.2. lterative Methods 
Various approaches exist to determine the solution r of (1) or of (2). 
Direct methods (see for example [ll]) present a computational complexity 
O(n3), while iterative methods [5, 9, 11-16, 21-23, 26, 281 perform at each 
iteration n X s operations, where n X s is the number of nonnull elements of 
Q. This clearly shows the advantage of iterative methods over direct methods 
when s is small compared to 72. 
Such methods build a sequence of iterates x(+) which is expected to 
converge to the solution r. The iterates are generally computed according to 
the following general procedure. Let the set 
S%?==(l)...) 1,1+1,..., N) 
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be a proper ordered partition of the state space (ill < i < n), and let xi” 
denote the part of the iterate r(‘) which corresponds to the components in 1. 
The new iterate x(‘) is then computed as follows: 
FOR 1=1,2,...,N: 
$’ = c X$-Q/~ + c xy)Qlz. (4) 
J E S(Z) JES(Z) 
The subvector ry) is thus determined on the basis of the previous iterate 
rCr-l) for the components in S(Z) and on the basis of the current iterate x(‘) 
for the components in S(Z). For each I, the precedence set S(Z) is thus, with 
its complement s(Z), a partition of 5%’ and is constrained by 
since an iterated subvector x:” which has not yet been computed cannot be 
used in the computation of xy’. Therefore, the choice of a particular iterative 
algorithm reduces to the definition of the ordered partition 9 and of the 
precedence sets S(Z). Table 1 gives the precedence sets S(Z) for the Power 
method, for the Jacobi method, and for the Gauss-Seidel method. 
For the Power and Jacobi methods, the precedence sets S(Z) do not 
imply an order of the state subsets Z in the partition 9. That allows the 
different parts xi” of the same iterate x(‘) to be determined in parallel. For 
the Gauss-Seidel method, on the other hand, the definition of the precedence 
sets makes use of this order; the subvectors xi’) must in this case be 
determined sequentially. This order will prove to be of major importance. 
Other choices for the precedence sets can be thought of. For example, 
one processor can be dedicated to the determination of each subvector r(Ir), 
Method 
Power 
Jacobi 
Gauss-Seidel 
TABLE 1 
CLASSICAL ALGORITHMS 
Precedence sets Splitting 
S(Z) =0 M=I 
N=Q 
SW = {I) M=%-Q) 
N=-_f(I-Q)-%(1-Q) 
S(Z) = {./IJ < Z) M = 9(1-Q)+ %(1-Q) 
N=--/(I-Q) 
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all the processors being synchronized at the end of each iteration. Each 
processor can compute the components ~jrj~ of rj” sequentially, using each 
newly computed value in the subsequent computations. The corresponding 
precedence sets S(Z, i,> are then defined by 
S(Z,i,) = {i,li, E I, i, ,( ik}. 
If the initial partition 5%’ is the set of indices itself, i.e. if each subset Z of 
9 has a cardinality #Z equal to one, then the equation (4) shows that the 
components of the new iterate r(‘) are computed one by one. In this case, 
the method is said to be point iterative. If there exists a subset Z with 
#I>1 and ZeS(Z), 
then the assignment (4) becomes a system of equations that has to be solved 
at each iteration, and the method is said block iterative. Block iterative 
methods present thus a larger computational complexity, especially when the 
subsets I are large. On the other hand, they usually converge more quickly. 
The advantages of block iterative methods over point iterative methods are 
emphasized when the Markov chain presents certain structural properties 
such as nearly complete decomposability [6, 12, 14, 24, 251. 
2.3. Zteration Matrices 
An iterative algorithm can also be defined by its associated iteration 
matrix A. Let us define the matrices A and N as follows: 
i 
,. 
M,, = 0, 
VZ,JEL@: A 
NJ, = Q,I if JES(Z), 
M,, = QJI, N,, = 0 if JES(Z). 
(6) 
The equation (4) can then be rewritten as 
+) = xc’-- “N + x(‘)$fe (7) 
The constraint (5) on the precedence sets implies that the matrix $I is block 
upper triangular. Furthermore, since Q is irreducible, the condition (3) 
ensures that the matrix 
(8) 
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is invertible and the equation (7) can be rewritten as 
where the matrices N, M- ‘, and A are nonnegative by construction. Thus, an 
iterative algorithm reduces to implicit successive multiplications of the 
iterate by the iteration matrix A = NM-‘. The equations (6), (B), and (9) 
show that the characterization of an iterative method by the ordered partition 
L%’ and the precedence sets S(Z) or by the structure of the matrices M and N 
is equivalent. 
In the literature [29, 3, 4, 181, the matrices M and N are generally 
introduced through the concept of splittings. By splitting the matrix I-Q 
into two parts 
I-Q=M-N, 
the system (2) can be rewritten as 
xM = xN, (10) 
leading to the formal iteration scheme (9). Note that all the splittings 
considered here are called regular, since they satisfy M-’ > 0 and N > 0. 
Table 1 gives the splittings corresponding to the best-known iterative meth- 
ods (the operators g, J, and ??z respectively denote the diagonal, the 
strictly lower triangular part, and the strictly upper triangular part of their 
matrix operand). 
The characterization of an iterative method by its iteration matrix makes 
its analysis easier: the convergence and the rate of convergence of an 
iterative method can be easily defined in terms of the spectrum of the 
iteration matrix. In practice, however, the iteration matrix A is never used 
(the matrix A is indeed much less sparse than Q), and the expression (4) is 
used to determine the new iterate. The practical implementation of (4) must 
be kept in mind in order to know the limitations on the choice of a peculiar 
iteration matrix and the numerical implications resulting from that choice. 
If a relaxation factor w is introduced in an iteration method, the resulting 
algorithm can still be characterized by an iteration matrix 
Other iterative methods based on aggregation/disaggregation techniques 
([5], [26], or [ZS]) can also be characterized by an iteration matrix. 
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3. CONVERGENCE RATE 
As already mentioned in the previous section, the characterization of an 
iterative method by its iteration matrix provides a theoretical means to 
analyze its convergence. 
Since A is a nonnegative matrix, its spectral radius p(A) belongs to the 
spectrum a(A) of A. Furthermore, the equation (10) and the positivity of x 
prove that p(A) = 1. The following lemma gives the necessary and sufficient 
conditions for the convergence of an iterative method characterized by such 
an iteration matrix A. 
LEMMA 1. For any iteration matrix A with 
p(A) = 1 E u(A), 
the iterative scheme 
(11) 
converges for any x(O) to a unique solution (up to a normulization constant) if 
and only if 
(i) ra&(I - A)2] = rank(1 -A), 
(ii) $ A E a(A) and IhI = p(A), then A = p(A). 
Condition (i) guarantees the existence of exactly one left eigenvector 
associated to the eigenvalue 1. Condition (ii) prevents the existence of any 
other eigenvalue of same modulus. The matrix A is therefore guaranteed to 
have exactly one left eigenvector x associated with an eigenvalue of modulus 
1. The sequence of iterates is therefore guaranteed to converge to the part of 
X(O) which is parallel to X. 
Condition (i> can be derived from the irreducibility of the original matrix 
Q and is therefore always satisfied. On the other hand, condition (ii), i.e. the 
acyclicity of A, depends on the matrix Q and on the iterative method which is 
used, and cannot be stated a priori. 
The behavior of any iterative method is thus completely characterized by 
the modulus of the second largest eigenvalue 
,$(A) Ef my { IAl, A E U(A), A + P(A) = 1) 2 
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which is usually referred to as the coeficient of ergodicity of the matrix A 
[22, 201. If t(A) = 1, th en the iteration matrix is cyclic and no global 
convergence can be guaranteed.’ If ,$(A) < 1, then the iterative algorithm 
(11) converges. In this case, the rate of convergence is determined by the 
value of t(A): the smaller ((A) is, the faster the algorithm converges. The 
asymptotic rate of convergence R,(A) is usually (see for example [29]) defined 
as 
R,(A) ?ff -lnt(A), 
and its reciprocal, R,‘(A), is an estimate of the average number of iterations 
needed to reduce the norm of the error vector by a factor e. The parameter 
t(A) appears thus as a perfect criterion to compare the performance of 
different iterative algorithms. However, since no iterative method can 
a priori be proved to present better performance than the others, the 
parameter [(A) should b e evaluated for each problem instance. The evalua- 
tion of t(A) for a given iterative method and for a given problem must 
therefore remain cheaper than the resolution of this problem by this iterative 
method. This strongly constrains the ways t(A) can be evaluated. 
The following subsections successively deal with the characterization of 
t(A), with the determination of accurate theoretical bounds on E(A), and 
with the definition of a practical measure of ((A). 
3.1. Characterization of t(A) 
Let us first consider the iterative methods described by an iteration 
matrix of the form A = NM- ‘. Since the spectra of two similar matrices are 
identical, we can write 
a(A) = a(M-‘AM) = a(M-‘N) 
and thus 
t(A) = [(M-‘N) = 5(H). 
‘Under weak conditions, some subconvergence can however be identified for block iterative 
methods (see for example [7]). 
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The advantage of studying HdLf M- ‘N instead of Adzf NM- ’ lies in the 
stochasticity of the former. It is indeed easily verified that 
H=M-‘N>O; 
HIT= M-‘NIT= M-‘(M-I+Q)lT 
= M-‘(M)lT 
lT = . 
This matrix has already been studied by Rose [19] and Schneider [21], who 
derived conditions to prevent the cyclicity of an iteration method. Here, we 
will go further by trying to obtain a convergence measure of an iterative 
method. 
Thus, to the matrix H-called here the stochastic iteration mutrix-cor- 
responds a Markov chain. Since H and A have the same spectrum, 1 is a 
simple eigenvalue of H, and the associated Markov chain has only one 
ergodic class. This Markov chain is closely related to the original Markov 
chain defined by Q. Indeed, Equation (8) yields 
(12) 
The transitions of Q are split between M and N. Schneider [21] called the 
transitions which belongs to M red arcs and the transitions which belong to 
N blue arcs. The series expansion (12) allows us to characterize the nonnull 
transition probabilities of the new Markov chain. Any two states i, and i, 
which are connected by a red path followed by one single blue arc are 
directly connected in M- ’ N. 
This color interpretation will prove extremely useful in analyzing the 
new Markov chain. An immediate consequence is that a state ik which can 
be reached only by red arcs becomes a transient state of the new Markov 
chain. Indeed, the i,th column of N is null, and so is the ikth column of 
M- ‘N. This corresponds to a zero eigenvalue of A. That column and the 
corresponding row can be discarded during the determination of t(H). 
This Markov chain completely characterizes the behavior of the corre- 
sponding iterative method. If, for example, the Markov chain is periodic, 
t(H) is equal to 1 an d so is e(A). The asymptotic rate of convergence is then 
equal to zero. Whereas the computation of e(H) remains too expensive in 
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practice, the fact that the matrix H is stochastic allows t(H) to be well 
approximated. 
When some relaxation factor w is introduced, the same argument leads to 
the following matrix: 
H = (l- w)I+ oM-‘N, (13) 
which, for 0 Q w < 1, is stochastic, and to which also corresponds a Markov 
chain. For SOR, w > 1, the matrix H is no longer guaranteed to be nonnega- 
tive, and no associated Markov chain can then be defined. In this case, the 
technique described below cannot be applied, since the iteration matrix loses 
not only its stochasticity but also its nonnegativity.” 
3.2. Theoretical Bounds on s(H) 
The excellent paper [20] provides us with bounds on t(H): 
THEOREM 2. Any stochastic iteration matrix H satisfies 
6) ((HI G bk,jCH)dzf max ,,y, III,II,=I(IIyHkIIj)“~, 
(ii) limk --rm b,,j(H) = 5(HX 
where II* IJj denotes any compatible norm, and where 9 is the left invariant 
subspace of H constituted by the vectors orthogonal to lT: 
Two remarks need to be immediately made about these bounds. First, the 
bounds require the right eigenvector associated with the spectral radius of 
the matrix H to be known. This shows the importance of the stochasticity of 
H. Secondly, the cost of computing the iteration matrix H amounts for most 
iterative schemes to O(n2) operations and appears therefore as expensive as 
the execution of the iterative scheme itself. This shows that any bounds or 
estimation of f(H) based on the exact value of the components of H is, most 
often, not reasonable. The same argument obviously applies to the powers of 
H. This emphasizes the theoretical character of the bounds b,,j(H) in this 
context. The study of these bounds will nevertheless allow a practical 
criterion to be derived. 
‘However, in the absence of any additional information, the fact that all the eigenvalues 
belong to the unit disk makes usually underrelaxation more attractive than overrelaxation. 
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3.2.1. Bow& b,,j(H). Using the l-norm with k = 1 in the general 
expression for b,,j(H) leads to the bound b,,,(H), which can be reduced to 
b,,,(H) dzf ycay IIIJHIII = $ max CIH,j -H,sjI> 
llvll, I1 r,s .i 
which is the classical bound obtained by Bauer using the theory of fields of 
values [l, 2, 81. 
In certain cases, the bound b,,,(H) is sufficient to guarantee the global 
convergence of an iterative method. For example, if the stochastic iteration 
matrix H associated with an iterative method has a positive column,3 
3 .i(Hij >e>O,l<i<n, 
then the stochasticity of H implies that b,,,(H) is strictly smaller than 1: 
g(H) =G b,,,(H) < 1-e < 1. 
As an example, assume that the states of the original Markov chain described 
by Q are ordered in such a way that the last state f is reachable from any 
other state i by at least one path which visits states of increasing indices 
only. Consider then the point Gauss-Seidel iteration method associated with 
this order. The series expansion of M-’ 
M-’ = [9(1-Q) + %(I-Q)I-' 
= j, b@(Q) + Q(Q)lk 
with the assumption on the state ordering proves that the last column f of 
M-i is positive. Since it must be possible to leave this final state f (Q is 
irreducible), the matrix H = M-‘N presents at least one positive column. 
That guarantees the convergence of the Gauss-Seidel iteration algorithm 
based on this order. This property of Bauer’s bound was pointed out by Mitra 
and Tsoucas in [16] for another stochastic matrix and constitutes the basis of 
their convergence criterion. The bound b, , allows in this case the conver- 
gence of an iterative algorithm to be stated. However, the approach cannot 
be followed to derive a practical bound on e(A), since the quantity E is 
3Such matrices are often referred to as scrambling matrices 1221. 
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generally too expensive to compute (more than n2 operations). Furthermore, 
in most cases, the bound b,,, is a rather poor estimator of t(H). In that 
respect, the following property of the Gauss-Seidel iterative algorithm pro- 
vides an efficient test to compare the accuracy of bounds or estimations 
of t(H). 
THEOREM 3. Consider the Gauss-Seidel iteration algorithm associated 
with the two following ordered partitions of the state space: 
Lzi=(l,..., I-l,z )..., N}, 
W,={Z ,...) N,l)..., Z-l}, 
which differ by a rotation only. Zf H, and H, denote the corresponding 
stochastic iteration matrices. then 
4Hl) = e%!)~ 
and thus 
E(H,) = k(Hd. 
Proof. A formal proof is given in Appendix A. Here is an intuitive 
explanation of this result, which first considers point Gauss-Seidel iteration 
algorithms. By definition, a point Gauss-Seidel algorithm computes a new 
iterate component x I’+ i) on the basis of the most recent value of each 
component, i.e., it never uses an update xj (‘) when a more recent one x!~+‘) 
is available. Given an initial guess r co), the algorithm working with’ 92i 
updates successively the components of the iterate. After i - 1 component 
updates, the current iterate is 
(x(11),.. . , x,!?,, p,. . .,x’n”‘). (14) 
At this point, the algorithm working with 9i and the algorithm working 
with ~22~ continue in the same way: they successively update the compo- 
nents of the current iterate in the order 
i ,..., n,l,,.., i-1,i ,..., n,l,..., i-1,; ,..., n,l,..., 
using always the more recent update components. These two algorithms are 
thus identical except that they start with different initial guesses, i.e. (14) for 
the first algorithm and x co) for the second. These two algorithms have 
therefore the same spectrum. This intuitive proof does not require the iterate 
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components to be updated one by one, and the same result holds for block 
Gauss-Seidel iterative methods. n 
Two Gauss-Seidel algorithms, if they differ only by a rotation of the 
ordered partition 9, thus present the same spectrum. A good bound or 
estimation of the modulus of the second largest eigenvalue should therefore 
be independent of such rotations. In Appendix B we give a small example 
which shows that the bound b,,, d oes depend on such a rotation. In this 
example, composed of five states, the bound b,,,(H) takes values ranging 
from 5 to 1 according to the rotation performed on 9. This emphasizes the 
weakness of the bound b, 1 which in this example is not even always able to 
guarantee the convergence of the Gauss-Seidel algorithm. The bound b,,, 
appears therefore as a rather poor t(H) estimator and cannot therefore be 
used as a criterion to compare the convergence of different iterative methods. 
Compatible norms different from the l-norm can be used (see for 
example [27]). However, for large systems, most of these norms lead to 
bounds which are larger than one and therefore useless. In comparison, the 
bound b, 1 never exceeds one. 
3.2.2. Bounds b,,j(H). By Theorem 2, the quantities b,,j(H) provide, 
for increasing k, tighter and tighter upper bounds on t(H). The series 
(b,JH)], 3 1 does not converge monotonically. The example in Appendix C 
illustrates this fact. However, the following relation can be easily shown to 
hold: 
This proves that the subseries {b,i, j(H)}i ~ r converges monotonically to t(H) 
and that any bound b,,j(H) is at least as good as b,,j(H). Compared to 
b,, j(H), the bound b,,j(H) appears, for sufficiently large k, as a much safer 
convergence measure. Since it is based on Hk, the bound b,, j(H) can also be 
proved to depend much less on a rotation of W than b,,j(H) does (the 
example in Appendix B illustrates this fact). However, we are now faced with 
the problem of finding a cheap and as accurate as possible approximation of 
b,,j(H). 
We consider two norms only. First, since Hk is stochastic, the l-norm 
seems adequate. This leads to the bound 
t(H) < bk,l(H) = $s (IIyHkIIl)“’ = (im= zIH;j-HijI) l/k ’ (15) 
r,s 
IlYlll = 1 
j 
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where Hfj denotes the (i,j) component of Hk. If one starts the Markov chain 
defined by H in states i, then H:j gives the probability of reaching the 
particular state j in exactly k steps. The faster the convergence of iterative 
algorithm is, the more parallel the rows of the stochastic iteration matrix Hk 
are, i.e. the more independent of the starting state the probability of being in 
a particular state after k steps gets. This interpretation becomes even clearer 
with the use of the m-norm: 
bk,-(H) d2f Fzg (llyHkllm)l'k. 
llyllm= 1 
The maximum will be reached for a vector y which presents [n/21 compo- 
nents equal to + 1 and ln /2J components equal to - 1. This maximum can 
be determined as follows. For each column j of Hk, let Pj and gj denote 
the sets of row indices corresponding respectively to the 1 n /21 largest and to 
the [n/2] smallest components of that column j. Then it can be shown that 
The bound b,,,(H) will be small when the differences between the elements 
of the same column of Hk are small, i.e. when the rows of Hk are almost 
parallel. 
This shows that both bounds constitute measures of the nonparallelism of 
the rows of Hk. Since these bounds converge with k to t(H), a measure of 
the nonparallelism of the rows of Hk constitutes, fm a suficiently large k, a 
measure of t(H). This is also supported by the following argument. 
The nonparallelism of the rows of Hk can be measured by the largest 
difference between the elements of the same column of Hk. If, for example, 
then, in most cases, such a difference ek will allow [(Hk) to be bounded 
away from 0. Indeed, when all the rows of Hk are parallel, its spectrum is 
given by a(Hk> = { 1,O) and therefore t(Hk> = 0. When some positive differ- 
ence .sk exists, the rows are no longer parallel. In this case, there exists 
either a nonnull subdominant eigenvalue or a Jordan block associated to the 
eigenvalue 0. This last case is not likely to happen in practice, since a 
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relatively large power k of H is considered. When a nonnull subdominant 
eigenvalue exists, its modulus decreases with E, since all the rows can 
become parallel when E tends to zero. In most cases, there must thus exist an 
increasing function of E that bounds l(H) from below. The largest difference 
between the elements of the same column of Hk appears therefore, for a 
sufficiently large k, as an acceptable measure of ((Hk), and the quantity 
1 
-Ins= --lnek 
k 
(16) 
provides a reasonable measure of the convergence rate. In any case, since 
both bounds satisfy 
& G bk,l(H)7 
E < b/&H)> 
(17) 
these bounds do not allow a convergence rate better than (16) to be 
guaranteed. 
In the next section, we propose a practical measure c(H) of t(H) which 
is based on a measure of the nonparallelism of the rows of Hk and which is 
easy to determine. 
4. THE CONVERGENCE MEASURE c(H) 
Although the matrix H and its powers are unavailable, a measure of the 
nonparallelism of the rows of Hk can be determined by considering the 
Markov chain associated with H. Indeed, on the one hand, it can easily be 
determined whether a component of Hk is null: Hfj = 0 if it is not possible 
to reach the state j from the state i in exactly k steps of that Markov chain. 
On the other hand, a lower bound on the largest element of the column j of 
Hk is provided by the following theorem. 
THEOREM 4. Any stochastic matrix H which admits a steady-state 
probability vector v satisfies 
Vkal, V#c{I,...,n}: 
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Proof. The steady-state eigenvector u of H satisfies 
vHk = v, l<k, 
cvj=l, 
which allows the following inequality to be written: 
Note that the bound is independent of k and is positive only if the set # 
contains an ergodic state, i.e. a state j with uj > 0. By taking ,,E = {j}, this 
theorem guarantees that on each column j of Hk, there exists at least one 
element equal to or greater than vj. This quantity vj constitutes thus a lower 
bound on the largest element of that column j. If some Hfj equals zero, then 
the largest difference between the elements of column j of Hk is at least LJ~, 
which is nonnull if j is an ergodic state of H. This constitutes the foundation 
of the convergence-rate measure. 
We can now define the measure c(H) of the convergence rate. Given an 
iterative algorithm, consider the Markov chain defined by the associated 
stochastic iteration matrix H, and define 2(H) as 
where & denotes the set of ergodic (nontransient) states. The integer Z(H) is 
thus the largest power of H which still presents a null transition probability 
towards an ergodic state. Define also the sets 
(18) 
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By construction, at least one of the sets Al(H) is not empty. The conver- 
gence rate of the iterative algorithm defined by H is then measured by 
c Vj) 1”or) 
j E A’(“) 
1 
= Z(H) 
--lnm,ax c vjEf-&lnP(H). 
j E A’(“) 
The following theorem shows that the bound b,(,,,, cannot guarantee a 
convergence rate better than c(H). 
THEOREM 5. Any stochastic matrix H which admits a steady-state 
probability vector v satisfies 
Proof. See Appendix D. n 
The inequality stated in Theorem 5 is valid for any power k. The 
convergence measure c(H) has been defined on the basis of the power Z(H) 
for two reasons. First, the larger k is, the closer to t(H) the bound bk ,(H) 
is. One has therefore chosen the largest power k for which some ik is 
nonempty. Secondly, since the sum of the steady-state probabilities does not 
depend on k, one can expect that the larger k is, the tighter to bk,l(H) the 
quantity _bk,l(H) is. This is supported by the following algebraic reasoning. 
Assume that one is interested in an estimate of a quantity a and that an 
available technique yields 
d=a(l+e), 
where E denotes the relative error. If the same technique can be applied to 
estimate ak with the same relative error, one obtains 
;;i;=a’(l+e), 
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which leads to the approximation 
(2)“” = a(1-t p, 
which is all the more accurate when k is large. 
The convergence measure c(H) depends on two parameters: Z(H) and 
P(H). The properties of these two parameters are analyzed in the two 
following subsections. 
4.1. The parameter l(H) 
PROPERTY 1. 
c(H) > 0 e H is acyclic. 
Proof. Since the matrix H is stochastic, it can be shown that 
Qi,k: Ak#K 
and thus that 
P(H)=my c vj<l. 
j GA'(H) 
(19) 
By definition of c(H), Property 1 can now be rewritten as 
Z(H) <a - H is acyclic, (20) 
which is true, since the stochastic matrix H admits only one ergodic class 
(see, for example, Property 5.9.6 in [15]). n 
Property 1 guarantees that a positive convergence measure c(H) will be 
determined if and only if the iterative method is convergent. Such a property 
should characterize any function which aims at measuring the convergence. 
Property 1 could be established because of the definition of Z(H). This 
quantity Z(H) also presents an interesting probabilistic interpretation. In- 
deed, if one considers the Markov chain associated with H, one can deter- 
mine the shortest paths (in number of transitions) between any pair (i,j) of 
states, where j is an ergodic state. By definition, Z(H) is the length of the 
longest of these paths minus 1. The fact that the state i can be transient is 
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not very important, since it can be shown that 
where a,,, E (0, 1). Thus Z(H) g ives the number of transitions (possibly minus 
1) which separate the most distant ergodic states of the Markov chain 
associated with H. Since all the states (and especially the most distant ones) 
have to be visited several times in order to guarantee some level of 
convergence, the number of iterations needed to satisfy to convergence test 
should be proportional to this quantity Z(H). This is in complete agreement 
with the fact that the reciprocal of c(H), w ic 1s mear in Z(H), is a measure h h 1’ 
of R,‘(A) which gives the average number of iterations needed to reduce 
the norm of the error vector by a factor e. 
Since a good convergence measure should be independent of a rotation of 
the state space for the Gauss-Seidel iterative method, the following property 
of Z(H) is welcome. 
PROYERTY 2. lf H, and H, denote the stochastic iteration matrices of 
two Gauss-Seidel iterative algorithms which differ by a rotation of the ordered 
partition 9%’ only, then 
IZ(H,) - Z(H,) ) < 1. 
Proof. See Appendix E. n 
A last property shows that the comparison of different algorithms must be 
done with extreme care. 
PROPERTY 3. Zf H,=M,‘N, and H,=M,‘N, denote the stochastic 
iteration matrices of two iterative algorithms derived from two regular split- 
tings with 
then, V i, j (j E F), if 
3 1,: [H:Llij > 0, 
then 
3 1, < 1,: [H$] ij > 0. 
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Proof. By path inspection. n 
This property says that if I, steps (products) are needed to connect i and 
j with Hi, an equal or smaller number of steps is sufficient with H,. One is 
naturally tempted to generalized this result as saying that Z(H,) < Z(H,). 
This is certainly true for most cases, but certainly not for all. The Power (H,) 
and the Jacobi (H,) methods constitute a typical example in which N, > N, 
and Z(H,) Q Z(H,). Indeed, withdrawing the diagonal from the iteration 
matrix can in some cases introduce cycles in the system. The resulting Jacobi 
system can become globally cyclic or present a very slow convergence rate 
when cycles of different lengths exist in a globally acyclic system. The same 
argument applies when comparing other algorithms: Property 3 tempts us to 
use iterative algorithms with the smallest possible N matrices (use Gauss- 
Seidel instead of Jacobi, block methods instead of point methods, etc.); this 
tendency should however be tempered by the risk of introducing cycles in 
the system. Since both aspects determine the value of Z(H), this parameter 
seems, from this point of view, to be a good criterion. 
4.2. The parameter /3(H) 
The evaluation of /3(H) requires the steady-state probability vector v of 
the stochastic matrix H to be known. We first rewrite the quantity /I(H) in 
terms of the solution vector x and then propose several ways to estimate it 
a priori. 
Since 
H = M-‘AM, 
the vector v is related to the solution x by 
XM XN 
v=-=- 
XMIT xNIT’ 
where the last equality results from (10). This allows the quantity Z?(H) to be 
rewritten as 
P(H) = m=@,(H), 
r 
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These quantities cannot be exactly determined a priori, since they depend 
on the solution x that is searched for. Two facts however allow this problem 
to be solved. First, since c(H) does depend on the logarithm of /3(H) only, 
an estimation of the order of magnitude of P(H) is sufficient. Secondly, by 
definition of Z(H), only a few (most often only one) sets grLCH) are nonempty. 
Furthermore, they are composed of extreme states, such as the empty or the 
full state. Indeed, these states must be, by definition, the most distant states 
of the Markov chain associated with H. The set of states i for which 
(21) 
can thus be easily identified, and the order of magnitude of the steady-state 
probabilities of these states can generally be rather well approximated. This 
is certainly the case when these states are stable, i.e. when the steady-state 
probability of these states is rather high. This is confirmed by the numerical 
results of Section 5. 
In any cases, when confronted with the selection of the best iterative 
scheme, one is more often interested in a criterion to compare the conver- 
gence of various methods than in an accurate estimation of the convergence 
of a given method. Estimations of the relative orders of magnitude of P(H,) 
and P(H,) can generally be obtained without requiring accurate estimation 
of the steady-state probabilities involved. 
In the absence of any information, the following approximation can be 
used for P(H). 
def max i #AzcH) 
P(H) d(H) = #B > 
where ## indicates the cardinality of J? The approximation consists in 
assuming that all the states are equally probable. This leads to the following 
approximated convergence measure: 
c’(H) = 
-1n p(H) 
I(H) . 
This approximation will prove sufficiently accurate in the numerical example 
dealt with in next section. 
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FIG. 1. Open exponential blocking queueing network. 
5. NUMERICAL RESULTS 
Let us consider the open exponential queueing network depicted in 
Figure 1. This example presents several advantages. First, it is simple 
enough to allow an easy evaluation of c(H) or of c’(H). Indeed, adding 
backward transitions only unduly complicates the computation of the most 
distant states, without changing the computational complexity of this evalua- 
tion. Secondly, this kind of network was already studied by Mitra and 
Tsoucas in [16]. They give intuitive arguments to conclude that the Gauss- 
Seidel iterative method with the antilexicographical ordering is a good 
choice. Furthermore, from their numerical experiments, they identify a linear 
growth of the number of iterations with a system parameter. The same 
conclusions will be drawn here on the basis of the a priori criteria c(H) or 
E(H). Finally, this example will clearly show the present computer limits: 
systems with up to one million states can be dealt with (on a workstation). 
Although this number can vary with the type of computer used, the order of 
magnitude remains approximately correct. 
The blocking network depicted in Figure 1 is composed of two Poisson 
input processes and six exponential single servers with finite queues of equal 
size b. The Markov chain associated with this queueing network has (b + 1j6 
states: 
i = (i,,,i, 2,i,,~,,~4,,i4,), 
each of them being connected to at most nine other states. The steady-state 
probability vector x of this Markov chain can therefore be efficiently 
determined by iterative methods. Since no decomposable structure exists, 
only point iterative methods will be considered. We will furthermore restrict 
ourselves to point Gauss-Seidel iterative methods, since they require only 
one copy of the iterative x(‘) to be kept in memory. The discussion therefore 
concerns the order according to which the iterative components must be 
updated. Here are the three different orders which were considered. 
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TABLE 2 
GS, 
for id2=O-+b 
for i,, = 0 + b 
for i3=0+b 
for iz=O+b 
for i,,=O+b 
for i,, = 0 + b 
5.1. GS, 
The states are updated according to the antilexicographical order as 
described by the embedded loops of Table 2. This corresponds to the 
following order function: 
CL,(i) = $11 
+ (b + 1)4 x i,, 
In order to determine Z(H), let us first remember Schneider’s color 
interpretation. All the transitions of the matrix M are called red, and those of 
N are called blue. The (i, j) component of the stochastic iteration matrix H is 
nonnull if and only if state j can be reached from state i by a (possibly 
empty) red path followed by a single blue transition. Therefore, the states 
which cannot be reached by a blue arc are transient, and if k blue transitions 
are needed to go from i to j, then k steps of the Markov chain associated 
with H are needed to go from i to j. This provides an easy way to determine 
Z(H). 
With the state ordering /.~r, all the possible transitions go from a state i to 
a state j which has a higher index [pr( j> > PI(i)] except for the transitions 
by which customers leave the system (the services s4r,a and s4a,a). All the 
transitions are thus red except for the system departures, which are blue 
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transitions. The states with both terminal queues full (i,, = b and i,, = b) 
are therefore transient, and the most distant pair of states is 
i=(b,b,b,b,b,b), 
j = (0,0,0,0,0,0) Efc$, 
since 6b blue transitions (departures) are required to go from i to j. 
Furthermore, by at least one of the two sequences of transitions 
it is possible to leave any ergodic state and come back in exactly one step. 
The diagonal components of H corresponding to ergodic states are therefore 
positive, and the columns of H6’ corresponding to ergodic states are there- 
fore all positive. The convergence-rate measure c(H,) is therefore given by 
-lnv4 -lnx+ 
c(H,)=~=~. 
This indicates that the number of iterations for the algorithm to converge 
grows linearly with 6b, i.e. with the number of buffers and with the number 
of stations, if the steady-state probability of the empty state does not vary too 
much with the system size (as is the case with ergodic systems). This is 
confirmed by the numerical results presented at the end of the section. The 
convergence measure also shows that the algorithm GS, will present better 
performance for saturated systems, i.e. for systems in which the probability 
x9 is very small. 
Using the approximated convergence measure, one obtains 
l(H,) = 6b - 1, 
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which leads to the following value for the convergence-rate measure: 
1 1 
E(H,) = - - 
6b-1 
In 
(b+ly-P 
=iln(b+l). 
5.2. GS, 
The states are updated according to the embedded loops of Table 3. This 
corresponds to the following ordering function: 
l-Q(i) = 211 
+(b+l)‘xi,, 
The only blue transitions correspond to services s~,~. States with i, = b or 
i, = 0 are transient in H,, and the most distant pairs of states are pairs of the 
form 
i=(b,b,b;;;), 
j = (O,O,O,Z, .) *) E’j,, l>O, 
TABLE 3 
GS2 
for i,=b+O 
for idI = b + 0 
for id2 =b+O 
for i,=O+b 
for i,, =O-+b 
for i,, = 0 + b 
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or of the form 
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i=(.;;,O,O,O), 
j=(.,. ,Z,b,b,b)%fj2, l<b, 
which are separated by 3b blue transitions. Since from any ergodic state it is 
also possible to come back in one step, the columns of matrix H3h corre- 
sponding to ergodic states are positive and one has 
Z(H,) = 3b - 1, 
#A(3h-1)=(b+1)2b, 
#8 = (b + 1)4b”, 
which leads to the following value for the convergence-rate measure: 
1 
c’(H,) = - - 
3b-1 
The algorithm GS, presents thus a measure of the convergence rate close to 
that of GS,. The same conclusion can be derived from a refined estimation of 
P(H), since one has approximately 
NH,) = bw2)12 
when /3(H,) is defined on the basis of states of the form (O,O, 0, . , . , .I. The 
criterion c(H,) also shows that the best performance of the algorithm is 
reached for systems in which server 2 constitutes the bottleneck. Indeed, in 
such systems, the steady-state probabilities of states of the form j, and j, 
are minimum. 
5.3. GS, 
The states are updated according to the lexicographical order as de- 
scribed by the embedded loops of Table 4. This corresponds to the following 
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TABLE 4 
GS, 
for ii=O+b 
for i,,=O-tb 
for i2=O+b 
for iS=O+b 
for i,, =o-tb 
for iez=O+b 
ordering function: 
+(b+l)eXi3 
+(b+1)‘x i,, 
+ x i,,. 
With this state ordering, only the arrivals in the system are red arcs; any 
other transition constitutes a blue transition. This Gauss-Seidel iterative 
algorithm GS, is cyclic. Indeed, if it is possible to go from i to j in k steps, 
then it is also possible to reach j in k +4m steps but not in any other 
number of steps. In other words, all the circuits have lengths which are 
multiples of 4, which is the sign of a periodicity 4 of the Markov chain. It is 
therefore not possible to find a finite value 1 for which HL is positive. Some 
relaxation factor w must therefore be introduced in order to guarantee the 
convergence. The resulting algorithm, denoted GSR,, has a stochastic itera- 
tion matrix of the form (13). The relaxation only guarantees that if two states 
can be connected in k steps, they remain connected in any larger number of 
steps. 
The only transient state of GSR, is the “full” state. As for GS,, the most 
distant states are 
i = (b,b,b,b,b,b), 
j = (O,O,O,O,O,O), 
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which require L5b blue transitions to be connected. One has thus 
Z(H,(o))=15b-1, 
#A ) (15h-1) = 1 
#B=(b+l)‘%, 
which leads to the following value for the convergence-rate measure: 
@3(4) = - j&q ln( (b+:)6_l) =&(b+l), 
which indicates that the number of iterations needed by GSR, to reach a 
given precision would be 2.5 times greater than with GS,. Note that since 
Z(H,) and Z(H,(w)) are defined by the same state j, P(H,) and P(H,(w)) 
are approximately equal and the factor 2.5 results from the comparisons of 
the Z(H)‘s: 
c(H,( 0)) = 2.5c( Hi). 
If the convergence rate E(H,(o)) had been measured on the basis of states of 
the form 
i=(b;;;;,*), 
j=(O,-,-,-,.,*), 
which are separated by 4b bl ue transitions, then one would have obtained 
which indicates a convergence rate 4 times slower with GSR, than with GS, 
or GS,. 
In our numerical experiments, two different convergence tests have been 
used. They are respectively based on the l-norm of the difference between 
two successive iterates and on the maximum relative variation of each 
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TABLE 5 
NUMERICAL DATA 
so,11 
2a 
so, 12 
2a 
s11.2 s12.2 S2.3 s3.41 
4a 4a 6a 3a 
‘3,42 s41.0 ‘42.0 
3a 4a 4a 
component of the solution: 
Test 2: 
$+ 1) - xy’ 
max il 1 x!” ,<a,. I 
The numerical results obtained, for the data given in Table 5, with the 
three different Gauss-Seidel iterative algorithms, are given in Figures 2, 3, 
and 4. These numerical results confirm the expectations: 
(1) For all three algorithms, the number of iterations needed to satisfy 
some convergence criterion grows almost linearly with the buffer size b. 
0 
d 
I I I 1 I I I 1 I 
b_ 
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 6.0 9.0 
FIG. 2. GS, and GS, with stopping test 1. 
94 
i 1 1 iterations 
PIERRESEMAL 
0 
d 
I I 1 1 I I I i I 
b, 
0.0 1.0 2.0 3.0 1.0 5.0 6.0 7.0 6.0 9.0 
FIG. 3. GS, and GS, with stopping test 2. 
Both criteria c(H) and E(H) predicted this result. This is an important result 
if one considers that the size of the state space grows with the sixth power 
of b. 
(2) The speeds of convergence of GS, and of GS, are almost identical, as 
predicted by c(H) and by E(H). Table 6 gives the reciprocals of the 
convergence rates c(H) of the first two algorithms, computed a posterior-i on 
the basis of the exact values of P(H). These values are in complete agree- 
ment with the numbers of iterations needed by the two algorithms to satisfy 
the test (test 1) based on the l-norm of the difference of two successive 
iterates. They also show that whereas the approximation p(H) can be quite 
rough in absolute value [the steady-state probability of the empty state is 
almost independent of b and does not decrease with increasing b as 
l/Mb + 1) does], th eir relative values are quite accurate. 
(3) The fact that GS, and GS, present similar performance can be 
generalized. It could be shown that any state ordering function which 
preserves the normal direction of flow will present the same convergence 
measure. 
(4) For w = 0.95, a factor of about 3.2 exists between the performance of 
GSR,(o) and that of GS,, as illustrated by Table 7. In the range 0.80-0.98, 
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0 
d , I I I 1 
b_ 
I I I I 
0.0 1.0 2.0 3.0 4.0 .5.0 6.0 7.0 8.0 9.0 
FIG. 4. GSR,(0.95). 
TABLE 6 
EXAm AND APPROXIMATED CONVERGENCE MEASURES 
b c-'(H,) c-'(H,) E-'(H,)= E-'(H,) 
2.43 1.75 1.82 
3.49 2.78 2.16 
4.58 3.88 2.49 
5.71 5.04 2.79 
6.88 6.23 3.08 
8.06 7.45 3.37 
9.26 8.70 3.64 
10.46 9.96 3.91 
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TABLE 7 
NUMBER OF ITERATIONS FOR 6, = lo-* 
b GS, GSR,(0.95) 
26 94 
47 145 
71 224 
97 308 
122 391 
146 469 
167 540 
185 605 
only slight variations of the performances of GSR,(w) were observed. This in 
agreement with the convergence-rate measure, which foresaw a factor rang- 
ing between 2.5 and 4. 
6. CONCLUSION 
Iterative methods are a classical tool for solving large sparse homoge- 
neous linear systems, such as the Markov chains resulting from the modeling 
of queueing networks. In this paper, we presented a practical criterion to 
compare the convergence rates of different iterative methods for a given 
problem instance. The criterion is based on tight theoretical bounds on the 
modulus of the second largest eigenvalue of the iteration matrix and there- 
fore appears very secure. 
Whereas the convergence-rate measure has been defined for iterative 
methods which aim at solving the system rQ = x with Q stochastic, it can be 
easily extended to systems with nonnegative matrices Q. 
APPENDIX A. PROOF OF THEOREM 3 
Let us prove the equalities 
H, = YZ, 
H, = ZY, 
which guarantee that H, and H, have the same spectrum. 
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By ordering the states according to S1 = 11,. . . ,I - 1, I,. . . , N}, the matrix 
(I-Q>i can be written in the following block form: 
(I-Q)1 = (+# 
where the square blocks A and D correspond to the states which belong to 
the subsets 1 2 , ,..‘, I - 1 and I, Z + 1,. . . , N respectively. by using the matrix 
operators __/ and 9% to denote respectively the strictly lower triangular 
part and the nonstrictly upper triangular part of their matrix operands, the 
stochastic iteration matrix H, of the block Gauss-Seidel iterative algorithm 
working with 9, is given by 
g%,(A) B -’ d’(A) 0 =- 
0 9%(D) l( C 1 J(D) ’ 
= _ ww) I 1-l - [9%(A)] -‘B[_F%(D)] -’ 0 P~(D)l-l 
which can be rewritten as 
H,=- [~~(I-Q)~]-~-~(I-Q),, 
H, = YZ, 
with 
-f(A) 0 
C 1 -f(D) ’ 
[-@Q(A)] -‘B k=(A)] -‘-J(A) , 
-I 0 
.%k-‘(D)C F%‘(D)mzf(D) 
-I 0 
By ordering the states according to &@a = {Z, I + 1,. . . , N, 1,. . ., Z -l), the 
matrix (I-Q), has the block form 
(I-Q>z = (,x)> 
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and the stochastic iteration matrix Ha of the block Gauss-Seidel iterative 
algorithm working with 9a is given as for Hi by 
- [-=W>] -‘C[ g%(A)] -’ J(D) 
L=Jw)l -l li B 
which can be rewritten as 
H,=ZY. 
APPENDIX B. EXAMPLE 1 
Gauss-Seidel iterative algorithms which differ by a rotation of the ordered 
partition 9 have identical spectra. They present therefore the same c(H), 
which is thus independent of such rotations. For the following example, 
Table 8 gives the values of the bound b,,, on t(H) for the Gauss-Seidel 
iterative algorithms corresponding to all possible rotations of 9 = {I, 2,&J, 5). 
The results show that b,,,(H) does depend on such rotations: 
TABLE8 
9 5(H) b,.,(H) b,.,(H) b,,,(H) b,,(H) b,,,,(H) 
(1,2,3,4,5} 0.3333 1.0000 0.5774 0.4387 0.3824 0.3570 
{2,3,4,5,1) 0.3333 1.0000 0.5774 0.4387 0.3824 0.3570 
{3,4,5,1,2} 0.3333 1.0000 0.5774 0.4387 0.3824 0.3570 
{4,5,1,2,31 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 
(5,1,2,3,4} 0.3333 0.3333 0.3333 0.3333 0.3333 0.3333 
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APPENDIX C. EXAMPLE 2 
The following example shows that the bounds b,,,(H) and b,,,(H) do not 
converge monotonically to t(H). We consider the iterative method defined 
by the stochastic iteration matrix H given below [t(H) = 0.87851: 
0 1 0 o\ 
0 010 
H= 1 0 0 0 1’ L 1 2 2 0 0 
The results are shown in Table 9. 
TABLE 9 
k b,,,(H) b,,,(H) 
1 1.0 1.0 
2 1.0 1.0 
3 1.0 1.0 
4 1.0 1.0 
5 0.9441 1.0 
6 0.9532 0.9532 
7 0.9057 0.9597 
8 0.9170 0.9170 
9 0.8967 0.9259 
10 0.9066 0.9330 
11 0.9147 0.9276 
12 0.9076 0.9334 
13 0.9144 0.9144 
14 0.8971 0.9203 
15 0.9036 0.9036 
16 0.8905 0.9007 
100 
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Let us prove the more general result 
For any set x of column indices, let r *(/) denote the row index which 
satisfies 
The definition of b,,,(H), 
bk,l(H) = (a iT s 
l/k 
max CIHFj -HtjI , 
’ j 
allows the following development to be made for any given i: 
l/k 
bk,l(H) 2 i c IH:*(Ak)j -HFjI 
f 
l/k 
where the last inequality results from the definition (18) of A” and from 
Theorem 4. This gives the desired result, since the inequality is valid for 
all i. 
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APPENDIX E. PROOF OF PROPERTY 2 
By definition of l(H,), 
Vj E&(HJ, V i: [H;orl)+l]ij > 0, 
and the [I(H) + 11th power of H 1 has the structure 
(22) 
where E is square and E and F are positive. Assume now by contradiction 
that 
Since 
3 s=B(H,), 3 r: [H$Hl)+2] Ts = 0. 
[H ;“1)+2] Ts = [ZH 
and since any power of H, larger than l(H,) + 1 keeps the same structure 
(221, one obtains 
Vk>.(H,)+2: [H;],,=O, 
which is in contradiction with the fact that s is an ergodic state of H,. One 
has therefore 
V s E W(H,), V r: [H$H1)+2]rs > 0, 
which guarantees that 
Z(H,) d Z(H,) + 1. 
The same argument, started with HzHz)+ ‘, leads to the inequality 
(23) 
I@,) Q Z(H,) + 1, 
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which with (23) gives the desired result: 
/W-V - W&J 1 Q 1. 
The author would like to thank Pierre-Jacques Courtois, PRLB, Brussels, 
fm his constructive comments on an earlier version of this paper. 
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