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In a one-dimensional (1D) superconductor, zero temperature quantum fluctuations destroy phase
coherence. Here we put forward a mechanism which can restore phase coherence: power-law hop-
ping. We study a 1D attractive-U Hubbard model with power-law hopping by Abelian bosonization
and density-matrix renormalization group (DMRG) techniques. The parameter that controls the
hopping decay acts as the effective, non-integer spatial dimensionality deff. For real-valued hopping
amplitudes we identify analytically a range of parameters for which power-law hopping suppress
fluctuations and restore superconducting long-range order for any deff > 1. A detailed DMRG anal-
ysis fully supports these findings. These results are also of direct relevance to quantum magnetism
as our model can be mapped onto a S=1/2 XXZ spin-chain with power-law decaying couplings,
which can be studied experimentally by cold ion-trap techniques.
PACS numbers: 74.78.Na, 74.40.-n, 75.10.Pq
According to the Mermin-Wagner-Hohenberg theo-
rem quantum and thermal fluctuations in low dimen-
sions prevent the spontaneous breaking of a continu-
ous symmetry1,2. A paradigmatic example is a one-
dimensional (1D) superconductor (SC), where fluctua-
tions of the SC order parameter result in quasi long-range
order at zero temperature, i.e., the algebraic decay of
the order parameter correlation function3. By contrast
superconducting long-range order (LRO), equivalent to
phase coherence in this context, occurs if the correla-
tion function does not decay even for arbitrarily large
distances.
Therefore one of the main theoretical challenges in
the field is to identify mechanisms that are capable
to restore phase coherence in 1D. Interestingly, recent
theoretical works have shown the possibility to stabi-
lize a 1D SC through a weak coupling to a dissipative
environment4–9 that suppresses fluctuations and restore
phase coherence10. Experimentally, restoration of phase
coherence has been recently observed in thin Zn11,12 and
Al13 nanowires by increasing the coupling of the wire to
dissipative electrodes.
The increase of the effective spatial dimensionality
is another appealing choice. In the context of non-
interacting 1D weakly disordered systems14, it is well-
known that power-law hopping ∝ 1/|i − j|α (with α >
1/2) effectively mimics the properties of a system in
deff = 2/ (2α− 1) spatial dimensions with short-range
hopping. This effect seems to be robust to the pres-
ence of interactions15. Similar effects are also well-known
in 1D spin chains with ferromagnetic (FM)16–21 or with
non-frustrating antiferromagnetic (AFM)22–24 power-law
exchange couplings where LRO can occur at sufficiently
low temperatures.
In this Letter we study the role of power-law single-
particle hopping in 1D SCs. We focus on the 1D
attractive-U Hubbard model with real-valued power-law
hoppings tlm ∝ t/|l − m|α, where α is the parameter
controlling the decay. We study the quantum phases of
the system at zero temperature by analytical (Abelian
bosonization and a variational approach) and numeri-
cal density-matrix renormalization group (DMRG) tech-
niques. Our main result is the identification of a range
of parameters for which LRO is restored at zero tem-
perature for α ≤ 3/2 (corresponding to deff > 1). Our
findings are potentially relevant for a wide range of ap-
plications: from the miniaturization of the SC circuits
to the enhancement of the critical temperature in SC
nanostructures and thin films25–28. Moreover, algebraic
coupling occurs in a variety of physical systems, such
as Josephson junction arrays29, materials with strong
dipolar interactions30, and atoms in cavities realizing ef-
fectively quantum spin chains with long-range (LR) ex-
change interactions31,32. In the latter, a spin-dependent
optical dipole force applied to a cold atom gas makes
possible to engineer power-law AFM interactions with
0 ≤ α ≤ 331,32. As we show below, our results are of
direct relevance for these problems as well.
Model.- We study the L-site spin-1/2 1D Hubbard
model with attractive interaction U and power-law hop-
ping,
H = −
L∑
l 6=m,σ
(
tlmcˆ
†
l,σ cˆm,σ + H.c.
)
− µ
L∑
l=1,σ
(
nˆl,σ − 1
2
)
−|U |
L∑
l=1
(
nˆl,↑ − 1
2
)(
nˆl,↓ − 1
2
)
, (1)
where the fermionic annihilation operator cˆl,σ destroys an
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2electron at site l in spin state σ(=↑, ↓) and nˆl,σ ≡ cˆ†l,σ cˆl,σ
is the fermionic number operator. The (real-valued) LR
hopping amplitude tlm connects sites l and m, and is de-
fined as tlm ≡ t for |l − m| = 1, and tlm ≡ t′/|l − m|α
if |l − m| ≥ 2. As we will show below, parameter t′ is
a convenient tool to control the strength of long-range
hopping. The parameter µ is a uniform chemical poten-
tial enforcing N particles per spin, and U controls the
attractive interaction strength. For hopping restricted
to nearest neighbors (i.e., t′ = 0), solved exactly in 33,
only quasi-LRO SC exists, dominating over the compet-
ing charge-density wave (CDW) order, except at half-
filling where both correlations are comparable. On the
other hand, in a 1D repulsive-U Hubbard model with
purely imaginary power-law hopping at half filling, inves-
tigated in34 for α = 1 and t′ = t, a Mott metal-insulator
transition occurs at a finite value of U , but no magnetic
LRO is observed35,36.
From now on we focus on the strong-coupling region
|U |  {t, t′} where the local attractive interaction in Eq.
(1) dominates (cf. note 37). In this regime, unpaired
electrons are effectively forbidden at sufficiently low en-
ergies, and only Cooper pairs cˆ†l,↑cˆ
†
l,↓|0〉 are stable con-
figurations. We therefore project out the singly-occupied
sites at order t/ |U | and t′/ |U | with the unitary transfor-
mation Heff = eiSHe−iS , with S = −i
(
H+t −H−t
)
/ |U |
and H+t = −
∑
l 6=m,σ 2tlm (1− nˆlσ¯) cˆ†lσ cˆmσnˆmσ¯, H−t =
−∑l 6=m,σ 2tlmnˆl,σ¯ cˆ†lσ cˆmσ (1− nˆmσ¯). The procedure is
similar to the usual one employed to obtain the t–J
model38. Here we mention the final result, and refer the
reader to the Apendix A for details ,
Heff =
∑
|l−m|=1
4t2
|U |
[
(nˆl − 1) nˆm − bˆ†l bˆm + H.c.
]
− µ
∑
l
nˆl
+
4 (t′)2
|U |
∑
|l−m|≥2
[
(nˆl − 1) nˆm − bˆ†l bˆm
|l −m|2α + H.c.
]
, (2)
where we have neglected constant terms. Model (2) is a
LR variant of the well-known short-range Bose-Hubbard
model with hard-core bosons3. Here nˆl ≡ nˆl,↑+nˆl,↓ is the
total bosonic number operator at site l and bˆ†l ≡ cˆ†l,↑cˆ†l,↓
is the creation operator for a Cooper pair at site l. The
last term arises from second-order virtual processes in
the hopping tlm for |l−m| ≥ 2 and contains the basic in-
gredients leading to stabilization of the SC ground state
driven by power-law hopping. Note that the coupling
bˆ†l bˆm minimizes the energy of the system by delocaliz-
ing the Cooper pairs (thus favoring a more robust SC).
By contrast the density-density interaction (nˆl − 1) nˆm is
strongly frustrated by power-law hopping. Therefore the
competing CDW phase cannot be stabilized. The crucial
sign difference between these two contributions, which
leads to SC in our case, is directly related to our choice
of purely real hoppings tlm. Note that, in contrast to the
short-range Hubbard model, the relative phases of tlm in
Eq. (1) cannot be eliminated, which means that different
choices of tlm result in physically different models. For
instance, the choice of purely imaginary amplitudes tlm
makes both CDW and SC correlations strongly frustrated
(cf. Appendix A for details).
We now introduce the framework of the Abelian
bosonization3. As a first step, we take the limit of van-
ishing lattice parameter a→ 0 in Eq. (2) and define the
density nˆl/a → ρ (x) and pair-creation bˆ†l /a → b† (x)
operators in the continuum. We next introduce the
representation ρ (x) =
[
ρ0 − ∇φ(x)pi
]∑
p e
2ip(piρ0x−φ(x))
and b (x) = ρ0e
−iθ(x)∑
p e
2ip(piρ0x−φ(x)), where θ (x) and
φ (x) are bosonic fields slowly varying on the scale of
a3. They satisfy the canonical commutation relations
[∇φ (x) , θ (y)] = ipiδ (x− y). The field θ (x) is physically
related to the phase of the SC order parameter in the
original system via 〈b(x)〉 = 〈cˆ†x,↑cˆ†x,↓〉 ∝ 〈e−iθ(x)〉, while
the field φ (x) is related to slow Cooper pair density fluc-
tuations δρ (x) ' −∇φ (x) /pi. This bosonic represen-
tation allows to express the Hamiltonian (2) in the low
energy limit as
Heff =
∫
dx
[
µ˜
∇φ (x)
pi
+
uK
2pi
(∇θ (x))2 + u
2piK
(∇φ (x))2
]
− λ u
4a3−2α
∫
|x−x′|>a
dxdx′
cos [θ (x)− θ (x′)]
|x− x′|2α . (3)
The first line of this equation is the Luttinger liquid
model, where K is the dimensionless Luttinger param-
eter controlling the asymptotic decay of the correlation
function 〈eiθ(x)e−iθ(x′)〉 ∼ |x− x′|−1/2K , and u is the
velocity of the 1D acoustic plasmons3. Physically, the
product uK corresponds to the superfluid stiffness of the
1D SC and K/u is the compressibility, and the dimen-
sionless coefficient λ ∝ (t′/t) is a non-universal quantity.
The numerical values of K, u and λ cannot be obtained
from the bosonization procedure. However we note that
in the limit |U |/t  1, t′  t and low filling factor, the
value of K should be close to the dilute hard-core boson
limit K = 1. Renormalization effects arising from the
last term in Eq. (3) are expected to increase K. Finally,
we note that in Eq. (3) we have neglected higher harmon-
ics ∼ e2ip[φ(x)−φ(x′)] arising from the non-local density-
density interaction in Eq. (2), since the field φ (x) be-
comes strongly fluctuating due to frustration. Its overall
effect can be accounted by a renormalization of K.
In what follows we study this model by employing the
framework of the self-consistent harmonic approximation
(SCHA)39. This non-perturbative method consists in in-
troducing a Gaussian ansatz S0 =
1
2βL
∑
q g
−1
0 (q) θ
∗
qθq
for the Euclidean action of the system where q =
(k,−ωm) and ωm = 2piTm are the bosonic Matsubara
frequencies at temperature T 40. The functions g−10 (q)
are unknown variational parameters which must be cho-
sen to minimize the variational free energy Fvar = F0 +
T 〈S − S0〉0, with F0 the free energy associated to S0,
and S the action corresponding to Eq. (3). The notation
〈. . . 〉0 stands for the average with respect to the trial
3action S0. Minimizing Fvar with respect to g0 (q), i.e.,
∂Fvar/∂g0 (q) = 0, results in a self-consistent equation for
g0 (q)
3,4,6. In the regime 1/2 < α < 3/2, L→∞, T → 0,
an approximate solution, asymptotically correct in the
limit k → 0, is given by the expression
g−10 (q) =
K
piu
ω2m +
uK
pi
k2 + η |k|2α−1 . (4)
Here, a finite η > 0, which encodes the effect of power-law
hopping, is crucial for the stabilization of SC LRO in the
system (see below). Replacing (4) into ∂Fvar/∂g0 (q) = 0
yields a self-consistent equation for η4,6,41
η˜ = λ
4piα
K
Γ (−2α) sin (piα) e−
1
2K
∫∞
0
dk˜
e−k˜ cos(k˜r˜)√
k˜2+η˜k˜2α−1 , (5)
where k˜ ≡ ka, r˜ = r/a, η˜ ≡ piηa3−2α/(uK) and
Γ (z) is the Euler Gamma function42. In the limit
λ → 0, a self-consistent solution to Eq. (5), η˜ =[
λ 4piαK
Γ(−2α) sin(piα)(
21/(3−2α)K k˜1/2K0
)]ν , with ν = 3−2α(3−2α−1/2K) and
k˜0 ≈ 0.60, exists only for α < 3/2 − 1/(4K). This
strongly suggests that the critical α for which phase co-
herence is restored is
αc (λ→ 0) = 3
2
− 1
4K
. (6)
We note that a simple power-counting analysis of the last
term of Eq. (3) yields a scaling dimension 3−2α−1/(2K).
In agreement with our SCHA results, this indicates that
the power-law hopping perturbation becomes relevant
only for α < αc = 3/2 − 1/(4K). In the limit of strong
coupling |U |/t 1 and low filling factor, αc ≈ 5/4 as the
value of K is close to that of the dilute hard-core Bose
gas K = 1. As λ increases, renormalization effects not
captured by the SCHA, will increase K.
On the other hand, in the limit of large power-law
hoping strength λ → ∞ the self-consistent solution
η˜ = λ 4piαK0 Γ (−2α) sin (piα) exists only if η˜  Γ (3/2− α).
This constraint can only be satisfied if α < 3/2 which
suggests that in this limit,
αc (λ→∞) = 3
2
. (7)
In summary, for α < αc (λ), Eq. (5) admits a solution
η > 0, and, in the k → 0 limit, ∼ η |k|2α−1 dominates
over ∼ k2 in Eq. (4). This is the key ingredient for
the restoration of phase coherence. For α > αc (λ) the
system can be mapped onto a 1D SC with renormalized
short-range couplings, described by the Luttinger liquid
fixed point with K > 133,43. Therefore, αc (λ) separates
the regimes of quasi-LRO from robust SC LRO.
In order to further support this claim we now
compute the equal-time phase correlation function
C (r) =
〈
eiθ(r)e−iθ(0)
〉
0
using Eq. (4) for α <
αc, which in the limit r → ∞ becomes C (r) ≈
e−〈θ
2〉0
[
1 +A/r
3
2−α +O (1/r3−2α)], with A > 0. In
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FIG. 1. (Color online) Analytic results for C (r/a) obtained
with the SCHA for λ = 0.02, t = t′ = 1, K = 1 and different
values of α. This value of the Luttinger parameter K = 1
qualitatively mimics the hard-core boson limit studied in the
DMRG analysis. For α = 0.6 (black dots), the onset of SC
LRO is evident in the emergence of a plateau from r/a ≈ 10
(ξ = 1.5), while for α = 1.1 (inset) the characteristic length
to observe the plateau is ξ = 2 × 103. Instead, quasi-LRO
(with K ≈ 1) is observed for r < ξ.
stark contrast with the short range case3,33 C (r) tends
to a constant, and the average of the SC order pa-
rameter 〈eiθ(x)〉0 = e−〈θ2〉0/2 is finite, with 〈θ2〉0 =
1
2K
∫∞
0
dk˜ e
−k˜√
k˜2+η˜k˜2α−1
< ∞ for any finite η˜. A di-
rect comparison of 〈θ2〉0 between our case and a short-
ranged deff-dimensional system results in the expression
deff = 2/ (2α− 1) (cf. Ref. 44). Therefore, for deff > 1,
corresponding to 1/2 < α < αc, LRO and phase coher-
ence are restored (see Fig. 1). This is the main result of
this Letter. Finally, equating the contributions |k|2α−1
and k2 in Eq. (4), we estimate the minimum length scale
ξ at T = 0 necessary to observe LRO as ξ ≈
(
uK
piη
) 1
3−2α
,
where it is assumed that {L, r}  ξ (cf. Fig.1).
Numerical results.- We now study Eq. (1) by means
of the DMRG method45. Power-law hopping is a chal-
lenge for many-body numerical simulations as finite size
effects become much more important. The number of
basis states that must be kept increases dramatically
compared to short-ranged models. As the critical value
αc(λ  1) ≈ 3/2 is approached, the crossover length
scale ξ becomes larger than the largest system size we
could simulate (L = 233). Therefore DMRG results are
unable to reach the LRO region. A sufficiently large t′/t
would reduce ξ, but then the superconducting coherence
length ξSC increases due to a decrease of the SC con-
densate fraction, and similar problems arise. With these
limitations in mind we compute the spatial average of the
pair correlation function
C(r) ≡ 1
L− 2l0 − r
L−l0−r∑
l=l0+1
〈bˆ†l+r bˆl〉, (8)
using the DMRG, where 〈. . .〉 stands for the average in
the ground state of model Eq. (1), and l0 is the number of
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FIG. 2. (Color online) C(r) [cf. Eq. (8)], computed by
DMRG, for L = 233,N = 34, U/t = −20, t′/t = 1, l0 = L/4
and different α’s. In agreement with the bosonization results,
LRO is clearly observed for α<∼ 1.1. For larger α, the crossover
length ξ to observe LRO is larger than the maximum size ac-
cessible by DMRG techniques. The error bars (i.e., standard
deviation obtained by taking the spatial average) are shown
only for α = 0.5. Inset: C(r) for t′/t = 6 and the rest of pa-
rameters the same as in the main plot. As expected from the
SCHA, the dependence on α is rather weak and decay with
r is very slow. This suggests that C(r) will reach saturation
in this region for any α < 3/2. This is optimal setting to
approach the LRO limit by DMRG techniques
sites at the end of the chain which are eliminated in order
to minimize finite-size effects. In the limit |U | /t  1,
where amplitude fluctuations of the SC order parameter
are negligible, the correlation C(r) [normalized by C(0)]
should compare to the analytical results of Fig. 1. In
Fig. 2 we plot C(r) as a function of r for t = t′ = 1 and
different α′s in the hard-core Bose limit.
We stress that for α > 1.1 we expect that ξ  L,
therefore the observed power-law decay is consistent with
Luttinger-liquid behavior (cf. Fig. 1).
On the other hand, the emergence of a plateau, sug-
gesting LRO, seems to occur for α<∼ 1.1. However, a slow
downward trend, which we attribute to finite-size effects
consequence of ξ > L, is still observed for large r/a. In
order to further clarify this, we have studied different val-
ues of t′/t > 1 in order to reduce ξ. We have found that
t′/t ≈ 6 (see inset Fig. 2) is an optimal choice of param-
eters. In accordance with our analytical results, a clear
deviation from the LL behavior (α = ∞) and the emer-
gence of an incipient plateau for small r/a is observed
for any α < 3/2. Results are also weakly dependent of
α which suggests that the very slow downward tendency
at r/a 1 is indeed a finite-size effect.
Mapping to quantum spin chains.- Using a pseudo-
spin representation of the hard-core bosons (cf. Ap-
pendix B for details) nˆl → Sˆzl + 1/2, bˆ†l → Sˆ+l ,
Eq. (2) can be mapped onto Heff = −2µ
∑
l S
z
l +∑
l 6=m
8|tlm|2
|U |
[
Szl S
z
m − Sxl Sxm − Syl Sym − 14
]
, i.e. a spin-
1/2 XXZ chain with an effective Zeeman field along the
z-axis, and LR AFM couplings along the z-axis, and LR
FM couplings in the xy-plane. In this form, we can see
immediately that the LR nature of the couplings induces
frustration along the z-axis, but favors FM LRO in the
xy-plane. This model cannot be mapped onto the AFM
Heisenberg chain with LR interactions (cf. Appendix B),
which is obtained from Eq. (1) with purely imaginary
hoppings tlm, and where frustration inhibits LRO
34–36.
The critical properties of our XXZ model are in general
different from those of FM or AFM Heisenberg chains
with non-frustrating LR interactions (cf. Ref. 19, 23, and
24). In Ref. 19 the crucial difference is the presence
of FM spin-waves ωk ∝ |k|2α−1 near the critical point
which results in αc = 1 instead of αc ≈ 3/2. Regarding
the AFM chain investigated in Ref. 24 we note that the
Luttinger parameter in the λ → 0 limit is K = 1/2. A
simple power-counting analysis or a more involved SCHA
treatment yields αc ≈ 1 instead of the result for the XXZ
chain αc ≈ 5/4. This qualitative difference is related to
the breaking of SU(2) symmetry by LR interactions in
our case. In the limit λ→∞ the Monte Carlo results of
Ref. 24 suggest that αc ≈ 3/2. This is also consistent
with rigorous results in the limit of large spin22 .
In conclusion, we have investigated the 1D attractive-
U Hubbard model with real-valued power-law decaying
hoppings by means of Abelian bosonization and DMRG
techniques. Results from both approaches are consistent:
at T = 0, true LRO is recovered for α < 3/2, corre-
sponding to an effective dimensionality deff > 1. The
robustness of superconductivity in deff > 1 paves also
the way to boost superconductivity by shell effects25 and
other coherence effects important in low-dimensional and
nanoscale SCs. Our results are of interest in other prob-
lems beyond superconductivity, especially in 1D quantum
magnetism, where the resulting phase diagram can be in-
vestigated experimentally in trapped-ion systems31,32.
We thank M. A. Cazalilla for useful discussions. AML
ackowledges support from JQI-NSF-PFC. MT is grateful
for the hospitality of the Cavendish Laboratory. AMG
was supported by EPSRC, grant No. EP/I004637/1,
FCT, grant PTDC/FIS/111348/2009 and a Marie Curie
International Reintegration Grant PIRG07-GA-2010-
268172. Part of the numerical work was carried out at the
Supercomputer Center, ISSP, University of Tokyo and
Yukawa Institute Computer Facility, Kyoto University.
Appendix A: Derivation of the effective model
In these notes we show the derivation of the effec-
tive Hamiltonian Eq. (2). We closely follow the general
method explained in Ref. 38 (Chapter 5). We start from
the Hamiltonian Eq. (1) in the main paper:
H = −
L∑
l 6=m,σ
(
tlmcˆ
†
l,σ cˆm,σ + H.c.
)
− µ
L∑
l=1,σ
(
nˆl,σ − 1
2
)
− |U |
L∑
l=1
(
nˆl,↑ − 1
2
)(
nˆl,↓ − 1
2
)
, (A1)
5where tlm = t/ |l −m|α. For the purposes of generality,
we allow here for a complex t (at the end of the calcula-
tion we specify for real or imaginary t). The idea is to de-
rive an effective low-energy model in the limit |U |/t 1.
To that end, we start from the atomic limit t = 0, and
identify the states |0l〉 (empty) and |dl〉 = c†l,↑c†l,↓ |0〉
(doubly-occupied) as forming the lowest-energy subspace
at site l, while the singly-occupied states |σl〉 = c†l,σ |0〉
(σ =↑, ↓) form the excited subspace. We now introduce
projectors onto each of the 4 atomic states:
Pl,0 = (1− nˆl,↑) (1− nˆl,↓) , (A2)
Pl,d = nˆl,↑nˆl,↓, (A3)
Pl,↑ = nˆl,↑ (1− nˆl,↓) , (A4)
Pl,↓ = nˆl,↓ (1− nˆl,↑) , (A5)
and divide the Hamiltonian H into the kinetic term Ht
and HU , with
Ht = −
L∑
l 6=m,σ
(
tlmcˆ
†
l,σ cˆm,σ + H.c.
)
(A6)
HU = −µ
L∑
l=1,σ
(
nˆl,σ − 1
2
)
− |U |
L∑
l=1
(
nˆl,↑ − 1
2
)(
nˆl,↓ − 1
2
)
.
(A7)
Note that while all projectors commute with HU , the
term Ht causes transitions among the subspaces defined
by them. Using the property 1l =
∑
i Pl,i, we can write
the kinetic term as Ht =
(∑
l,i Pl,i
)
Ht
(∑
m,j Pm,j
)
=
H+t +H−t +H0t , where
H+t = −
L∑
l 6=m,σ
[
tlm (1− nˆl,σ¯) cˆ†l,σ cˆm,σnm,σ¯ + tml (1− nˆm,σ¯) cˆ†m,σ cˆl,σnl,σ¯
]
, (A8)
H−t = −
L∑
l 6=m,σ
[
tlmnˆl,σ¯ cˆ
†
l,σ cˆm,σ (1− nˆm,σ¯) + tmlnˆm,σ¯ cˆ†m,σ cˆl,σ (1− nˆl,σ¯)
]
, (A9)
H0t = −
L∑
l 6=m,σ
[
tlm (1− nˆl,σ¯) cˆ†l,σ cˆm,σ (1− nˆm,σ¯) + tlmnˆl,σ¯ cˆ†l,σ cˆm,σnˆm,σ¯ + H.c.
]
(A10)
Physically, the term H+t produces transitions from the
lowest subspace to the excited subspace, while H−t re-
stores excited states back into the lowest subspace. On
the other hand, the term H0t does not produce transi-
tions among the bands. Note that these terms verify the
properties
(H+t )† = H−t and (H0t )† = H0t .
We now introduce a canonical transformation in Eq.
(A1):
H′eff = eiSHe−iS . (A11)
= H+ i [S,H] + i
2
2!
[S, [S,H]] + . . . (A12)
We want to choose S in such a way thatH′eff does not con-
nect different Hubbard subbands. Note that this cannot
be achieved at finite order in the expansion in powers of
S in Eq. (A12), but we will be content if we can eliminate
the contributions at order O (t) that mix the subbands.
Let us write Eq. (A12) in the more suggestive form
H′eff = H+t +H−t + i [S,HU ]
+H0t + i
[S,H0t ]+ . . .
+HU + i
[S,H+t +H−t ]+ i22! [S, [S,HU ]] (A13)
We will require that the term i [S,HU ] exactly can-
cels H+t + H−t , so that the first line in Eq. (A13)
vanishes. It is then clear that S must be O (t/ |U |).
Using the result
[
(1− nˆl,σ¯) cˆ†l,σ cˆm,σnm,σ¯, nm,σnm,σ¯
]
=
(1− nˆl,σ¯) cˆ†l,σ cˆm,σnm,σ¯, it is easy to check that[H±t ,HU ] = ∓ |U |H±t . Then, it follows that the choice
S = − i|U |
(H+t −H−t ) , (A14)
cancels the first line in Eq. (A13). The relevant part of
the Hamiltonian at low energies is obtained projecting
H′eff onto the lowest Hubbard subband. This is formally
done applying the projector Pg =
∑
l (Pl,0 + Pl,d), which
in turn eliminates the second line in Eq. (A13). The
resulting effective HamiltonianHeff = PgH′effPg at lowest
order in t/ |U | is therefore
Heff = Pg
{
HU + i
[S,H+t +H−t ]+ i22! [S, [S,HU ]]
}
Pg,
(A15)
= HU − 1|U |H
−
t H+t . (A16)
6We now replace the expressions for H+ and H− [Eqs. (A8) and (A9), respectively] into the above expression for
Heff. We obtain explicitly
H−t H+t =
L∑
l 6=m,σ
L∑
p 6=q,s
[
tlmnˆl,σ¯ cˆ
†
l,σ cˆm,σ (1− nˆm,σ¯) + tmlnˆm,σ¯ cˆ†m,σ cˆl,σ (1− nˆl,σ¯)
]
× [tpq (1− nˆp,s¯) cˆ†p,scˆq,snq,s¯ + tqp (1− nˆq,s¯) cˆ†q,scˆp,snp,s¯] . (A17)
In this expression, only the products with matching
subindices survive, and the expression simplifies to
H−t H+t =
L∑
l 6=m
8 |tlm|2 [nˆl,↑nˆl,↓ (1− nˆm,↑) (1− nˆm,↓)]
+ 4t2lmcˆ
†
l,↑cˆ
†
l,↓cˆm,↓cˆm,↑ + 4t
2
mlcˆ
†
m,↑cˆ
†
m,↓cˆl,↓cˆl,↑.
(A18)
Note that in the reduced Hubbard subspace spanned by
{|0l〉 , |2l〉}, the operator nˆl,↑nˆl,↓ can be replaced by the
operator nˆl =
1
2 (nˆl,↑ + nˆl,↓), since it has the same eigen-
values (in the reduced subband). Physically, nˆl repre-
sents the number of Cooper pairs at site l. On the other
hand, one can define the new operator bˆl ≡ cˆ†l,↑cˆ†l,↓, which
creates a Cooper pair at site l. It is easy to check that
the new variables
(
nˆl, bˆm
)
satisfy the same commutation
properties as
(
nˆl,↑nˆl,↓, cˆ
†
m,↑cˆ
†
m,↓
)
, and define a SU (2) al-
gebra. In terms of this hard-core boson (i.e., Cooper-
pair) representation, the effective Hamiltonian reads
Heff = −|U |L
4
− µ
L∑
l=1
(nˆl − 1)
+
L∑
l 6=m
[
4 |tlm|2
|U | nˆl (nˆm − 1)−
4t2lm
|U | bˆ
†
l bˆm + H.c.
]
,
(A19)
which corresponds to Eq. (2) in the main manuscript
when the hoppings tlm are chosen to be real-valued.
Appendix B: Mapping to effective spin-chain
Hamiltonian
We now explore the consequences of the particle-hole
transformation on the spin-down species:
cˆl,↓ → cˆ†l,↓, (B1)
while the spin-up fermions are left unaffected. At the
level of the original Hamiltonian Eq. (A1), this transfor-
mation produces the following changes
− |U |
(
nˆl↑ − 1
2
)(
nˆl↓ − 1
2
)
−→ + |U |
(
nˆl↑ − 1
2
)(
nˆl↓ − 1
2
)
, (B2)
tlm −→ −tml, (B3)
−µ (nˆl↑ + nˆl↓ − 1) −→ −µ (nˆl↑ − nˆl↓) . (B4)
This means that transformation Eq. (B1) maps the
negative-U Hamiltonian onto the positive U Hamilto-
nian, and changes the sign of the hopping term. It is
interesting to note that in the case of our long-range hop-
ping Hamiltonian, the change of sign in the hopping term
cannot in general be absorbed by a suitable redefinition
of the fermionic operators (in contrast to the usual case
for nearest-neighbor hopping). This means that differ-
ent choices of tlm lead to physically different models. In
particular, the only choice that preserves the particle-
hole invariance is the case of purely imaginary hoppings
tlm = i |t| / |l −m|α, as in Ref. 34. In addition, the trans-
formation Eq. (B1) maps the chemical potential onto a
Zeeman magnetic field along the z−axis (cf. Eq. (B4)),
and from here we see that this transformation maps the
charge-sector onto the spin-sector and viceversa. At the
level of our effective hard-core bosonic operators, trans-
formation Eq. (B1) allows to make the mapping to SU(2)
spin variables explicitly:
7nˆl =
1
2
(nˆl,↑ + nˆl,↓) −→ 1
2
(nˆl,↑ + 1− nˆl,↓) = 1
2
+ Sˆzl ,
(B5)
bˆl = cˆ
†
l,↑cˆ
†
l,↓ −→ cˆ†l,↑cˆl,↓ = Sˆ+l , (B6)
where we have introduced the usual S = 1/2 operators
Sˆzl , Sˆ
+
l . Now we can write our hard-core boson Hamilto-
nian Eq. (A19) in terms of spin operators as
Heff =
L∑
l 6=m
[
4 |tlm|2
|U |
(
Sˆzl Sˆ
z
m −
1
4
)
− 4t
2
lm
|U | Sˆ
+
l Sˆ
−
m + H.c.
]
− µ
L∑
l=1
Sˆzl , (B7)
where we have ignored an irrelevant constant term. Note
now that in the case of purely imaginary hoppings (as
the case studied in Ref. 34), this model corresponds to
the antiferromagnetic Heisenberg model with long-range
interactions
Himeff =
L∑
l 6=m
8 |tlm|2
|U |
[
Sˆzl Sˆ
z
m + Sˆ
x
l Sˆ
x
m + Sˆ
y
l Sˆ
y
m −
1
4
]
− µ
L∑
l=1
Sˆzl . (B8)
On the other hand, the case of purely real hoppings maps
onto the XXZ model, with long-range antiferromagnetic
Ising interactions and long-range ferromagnetic XY in-
teractions
Hreeff =
L∑
l 6=m
8 |tlm|2
|U |
[
Sˆzl Sˆ
z
m − Sˆxl Sˆxm − Sˆyl Sˆym −
1
4
]
− µ
L∑
l=1
Sˆzl . (B9)
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