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CRITICAL RANDOM WALK IN RANDOM
ENVIRONMENT ON TREES OF EXPONENTIAL
GROWTH
ROBIN PEMANTLE 1 2
ABSTRACT:
This paper studies the behavior of RWRE on trees in the critical case
left open in previous work. For trees of exponential growth, a random
perturbation of the transition probabilities can change a transient random
walk into a recurrent one. This is the opposite of what occurs on trees of
sub-exponential growth.
1 Introduction
This paper is concerned with the problem of determining whether a ran-
dom walk in a random environment (RWRE) on an infinite, exponentially
growing tree is transient or recurrent. The problem was first studied in
[8] as a way of analyzing another process called Reinforced Random Walk,
and then in [7] where a more complete solution was obtained. It was shown
there that the RWRE is transient when the size of the tree, as measured by
the log of the branching number, is greater than the backward push of the
random environment, and recurrent when the log of the branching number
is smaller than the backward push. The case of equality was left open. For
trees of sub-exponential growth, this critical case was almost completely
settled in [9]. The present paper is a companion to [9] in that it attempts
to settle the critical case for exponentially growing trees. The results here
are less definitive than in the sub-exponential case, in that the sufficient
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conditions for transience and for recurrence are in terms of capacity and
growth respectively; these conditions are not quite complementary, leaving
open a critical-within-critical case. A technical assumption on the ran-
dom environment is also required; examples show that this assumption is
often satisfied. On the positive side, it is proved here that a phase bound-
ary occurs in an unusual place, namely when the growth rate of the tree,
exp(βn + o(n)), has the o(n) term equal to a constant times n1/3. Here
follows a precise description of the problem.
Let Γ be any infinite, locally finite tree with no leaves (vertices of degree
one). Designate a vertex ρ of Γ as its root. For any vertex σ 6= ρ, denote
by σ′ the unique neighbor of σ closer to ρ (σ′ is also called the parent of σ).
An environment for random walk on a fixed tree, Γ, is a choice of transition
probabilities q(σ, τ) on the vertices of Γ with q(σ, τ) > 0 if and only if
σ and τ are neighbors. When these transition probabilities are taken as
random variables, the resulting mixture of Markov chains is called Random
Walk in Random Environment (RWRE). Following [7] and the references
therein, random environments studied in this paper satisfy the homogeneity
condition
The variables X(σ) = ln
(
q(σ′, σ)
q(σ′, σ′′)
)
are i.i.d. for |σ| ≥ 2, (1)
where |σ| denotes the distance from σ to ρ. Here, and throughout, let X
denote a random variable with this common distribution.
Before stating the main result, a few definitions and notations are re-
quired. Write σ ≤ τ if σ is on the path connecting ρ and τ ; in this paper, the
term “path” always refers to a path without self-intersection. Write σ ∧ τ
for the greatest lower bound of σ and τ ; pictorially, this is where the paths
from ρ to σ and τ diverge. Let ∂Γ, called the boundary of Γ, denote the set
of infinite paths beginning at ρ. Let Γn denote the set {σ : |σ| = n} of ver-
tices at level n of Γ. Define the backward push of the random environment,
denoted β or β(X), by
β(X) = − ln min
0≤λ≤1
EeλX .
The size of an infinite tree is best discussed in terms of capacity.
Definition 1 Let φ : Z+ → R+ be a nonincreasing function. Define the
φ-energy of a probability measure µ on the boundary of Γ to be
Iφ(µ) =
∫
∂Γ
∫
∂Γ
φ(|ξ ∧ η|)−1 dµ(ξ) dµ(η).
Define the capacity of Γ in gauge φ by
Capφ(Γ) =
[
inf
µ
Iφ(µ)
]
,
where the infimum is over all probability measures on ∂Γ., and Capφ(Γ) 6= 0
if and only if there is some measure of finite energy.
Say that Γ is spherically symmetric if there is a growth function f : Z+ →
Z+ such that every vertex σ 6= ρ has 1+f(|σ|) neighbors; in other words, the
degree of a vertex depends only on its distance from the root. A spherically
symmetric tree Γ has positive capacity in gauge φ if and only if
∑
φ(n)|Γn|
−1 <∞.
Thus positive capacity in gauge φ(n) = e−kn implies liminf exponential
growth rate of at least k. In particular, the supremum of those k for which
Γ has positive capacity in gauge φ(n) = e−kn is the Hausdorff dimension,
dim(Γ); in the terminology of [5] and [7], dim(Γ) is the log of the branching
number.
The main result of [7] is that RWRE on Γ is a.s. transient if dim(Γ) >
β(X), and a.s. recurrent if dim(Γ) < β(X). The use of gauges more general
than e−kn allows for finer distinctions of size to be made within the class
of trees of the same dimension. In particular, when β = dim(Γ) = 0,
it is shown in [9] that positive capacity in gauge n1/2 is sufficient and
almost necessary for transience of RWRE. Since the case β = 0 is in some
sense a mean-zero perturbation of the deterministic environment of a simple
random walk (X ≡ 0), and simple random walk is transient if and only if Γ
has positive capacity in gauge n−1, this shows that the perturbation makes
the walk more transient. By contrast, the main result of this paper is as
follows.
Definition 2 Say that a real random variable X is top-heavy if the infi-
mum of EeλX over λ ∈ [0, 1] is achieved at some λ0 ∈ (0, 1) and Ee
γX <∞
for some γ > λ0.
Theorem 1 Consider RWRE on a tree Γ with β(X) = dim(Γ) > 0. If
X = −β with probability one, then RWRE is transient if and only if Γ
has positive capacity in gauge φ(n) = e−nβ. On the other hand if X is
nondeterministic, top-heavy, and is either a lattice distribution or has an
absolutely continuous component with density bounded above and bounded
away from zero in a neighborhood of zero, then
(i) there exists c1(X) for which the growth bound
|Γn| ≤ e
βn+c1n
1/3
for all n
implies that RWRE is recurrent;
(ii) there exists c2(X) such that if Γ has positive capacity in
gauge φ(n) = e−nβ−c2n
1/3
then RWRE is transient.
Remark: The requirement that X be top-heavy is enigmatic, but not
overly restrictive. For example, it is satisfied by normal random variables
with mean −c and variance V whenever c < 2V . In the case where X takes
only the values ±1, with P(X = 1) = p < 1/2, it is top-heavy if and only
if (1− p)/p < e2.
The remainder of this section outlines the the proof of this theorem
and serves as a guide to the remaining sections. Theorem 1 is proved in
the following three steps. First, in Section 2, a correspondence connection
between random walks and electrical networks [2] reduces the problem to
one of determining whether a random electrical network is transient or
recurrent almost surely. After this reduction, the technical condition of
top-heaviness comes in: top-heaviness implies that finite resistance, when
achieved, will be due to a single random infinite path of finite resistance;
searching for a single path with this property is easier than searching for
some large collection of paths with a weaker property. Next, large deviation
estimates are needed for the probability of an unusually small resistance
along a fixed path of length n (Lemma 6 and Corollary 7). These are
applied via a simple first-moment calculation to obtain Lemma 8, which
is an upper bound tending to zero on the probability that any of the |Γn|
chains of resistances of length n stays small. Incidentally, this is where the
“extra” factor of ecn
1/3
comes in. Estimates with this same factor have been
obtained by Kesten with much greater accuracy for branching Brownian
motion [4]. Ours are a discrete analogue of Kesten’s in the sense that
continuous-time branching has been replaced by Γ-indexed branching; this
analogy is explained more fully in [1] and [9]. Part (i) of Theorem 1 follows
from this upper bound by computing the expected truncated conductance.
The last step, which is needed only for the proof of part (ii), is a second-
moment technique (Lemma 3) developed in [6] and [9] for proving the almost
sure existence of an infinite path of finite resistance based on the two-
dimensional marginals for finite paths (i.e. the probabilities for two paths
of length n both to have large conductance if the paths share the first k
resistors).
2 Reductions
Begin with the reduction of the recurrence/transience problem to an elec-
trical problem. As is well known, transience of a reversible Markov chain is
equivalent to finite resistance of the associated resistor network on the same
graph, where the transition probabilities from any vertex are proportional
to the conductances (reciprocal resistances) of the edges incident to that
vertex; see for example [2]. For a random environment satisfying (1), the
resistances in the associated random electrical network are easily seen to
be given by
Resistance along σ′σ = e−S(σ)
where
S(σ) =
∏
ρ<τ≤σ
X(σ).
Here, the values of X(σ) for |σ| ≤ 1 are assigned to make this relation hold
for all σ 6= ρ, while the values for |σ| ≥ 2 are i.i.d. by (1). Since finiteness
of the total resistance is not affected by changing finitely many resistances,
we alter the X(σ) for |σ| ≤ 1 so that the entire collection is i.i.d.
A sufficient condition for transience is the existence of an infinite path
ρ, σ1, σ2, . . . along which
∑
e−S(σ) <∞. Conversely, let
U(σ) = min
ρ<τ≤σ
eS(σ).
A useful sufficient condition for recurrence is given by the following lemma.
Lemma 2 Let Γ be any tree with conductances C(σ), and let Π be any
cutset, i.e. any minimal set among those intersecting every infinite path
from ρ. Then the conductance from ρ to Π is at most∑
σ∈Π
U(σ).
Consequently, if the conductances are random with
∑
|σ|=n U(σ) → 0 in
probability, then the random walk is recurrent with probability one.
Proof: For each σ ∈ Π, let γ(σ) be the sequence of conductances on the
path from ρ to σ, and let Γ′ be a tree consisting of disjoint paths for each
σ ∈ Π, each path having conductances γ(σ). Γ is a contraction of Γ′, so
by Rayleigh’s monotonicity law, the conductance to Π in Γ is less than or
equal to the conductance of Γ′, which is the sum over σ ∈ Π of conductances
bounded above by U(σ). Putting Π = Γn shows that the conductance from
ρ to infinity is bounded above by lim infn
∑
|σ|=n U(σ), proving the lemma.
✷
In the next section estimates will be given on P(σ ∈ W ) and P(σ, τ ∈
W ), where for fixed constants c and L, W is the set of vertices σ such that
for every τ ≤ σ with |τ | > L,
1/10 ≤ S(τ)/c|τ |1/3 ≤ 1.
These estimates are then plugged into the following result of Lyons (see [9,
Theorem 4.1]).
Lemma 3 Let Γ be an infinite, locally finite tree without leaves, let X(σ)
be i.i.d. random variables indexed by the vertices of Γ and let Bn be a subset
of Rn for each n. Let W be the set of vertices σ ∈ Γ such that for every
τ ≤ σ, the sequence (X(ρ), . . . , X(τ)) along the path from ρ to τ is in the
set B|τ |. Suppose there is a positive, nonincreasing function g : Z
+ → R
such that for any two vertices σ, τ ∈ Γn with |σ ∧ τ | = k,
P(σ, τ ∈W ) ≤
P(σ ∈ W )2
g(k)
. (2)
Then the probability of W containing an infinite path is at least Capg(Γ).
✷
Remark: Of course any infinite path in W has
∑
e−S(σ) < ∞, imply-
ing transience. The reason that one looks for a path along which S(τ) is
bounded above as well as below is so as to be able to apply this lemma,
which is really a jazzed up second moment bound. It is important to find a
random subset of Γn whose cardinality has a second moment not too much
larger than the square of its first moment; then the LHS of (2) will not be
too large.
3 Large deviation estimates
The first series of estimates concern the probabilities P(σ ∈ W ) of the
previous lemma. The routine proofs of the first two propositions in the
series are omitted.
Proposition 4 Let Px be the law of a standard one-dimensional Brownian
motion started at x. Let −1 < c1 < c2 < 1 and −1 < c3 < c4 < 1 be real
constants. Then there exist positive constants K1 and K2 such that for any
L > 0, the following two inequalities hold.
sup
x
Px(|Bt| ≤ 1 for all t ≤ L) ≤ K1e
−pi
2
8
L ;
inf
c1≤x≤c2
Px(|Bt| ≤ 1 for all t ≤ L and c3 ≤ |BL| ≤ c4) ≥ K2e
−pi
2
8
L.
Proposition 5 Let {Xn} be a sequence of i.i.d. random variables with
mean zero and variance V < ∞. Let Sn =
∑n
i=1Xi and for 0 < t < 1,
interpolate polygonally by letting Sn+t = Sn + tXn+1. Then
lim sup
L→∞
lim sup
n→∞
sup
|x|≤1
L−1 ln
(
P(|(V n)−1/2Snt + x| ≤ 1 for all t ≤ L)
)
≤ −
π2
8
. (3)
If −1 < c1 < c2 < 1 and −1 < c3 < c4 < 1 are real constants, then
lim inf
L→∞
lim inf
n→∞
inf
c1≤x≤c2
L−1 lnP[A(L, n, x)]
≥ −
π2
8
, (4)
where A(L, n, x) is the event{
|(V n)−1/2Snt + x| ≤ 1 for all t ≤ L, and c3 ≤ SnL + x ≤ c4
}
.
Lemma 6 Suppose f, g : Z+ → R satisfy f > g and limt→∞ f(t)− g(t) =
∞, and assume the following flatness hypothesis:
sup
L
lim
t→∞
sup0≤s≤L(f(t)−g(t))2 max(|f(t+ s)− f(t)|, |g(t+ s)− g(t)|)
f(t)− g(t)
= 0.
Let Sn =
∑n
i=1Xi be a random walk with EX1 = 0 and EX
2
1 = V < ∞
and suppose that for each n, P(g(k) < Sk < f(k) for all k ≤ n) > 0. Then
lim
n→∞
(
n∑
k=1
(f(k)− g(k))−2
)−1
ln (P(g(k) < Sk < f(k) for all k ≤ n))
= −
π2
8
V. (5)
Corollary 7 Let Yn be i.i.d. mean zero random variables with partial sums
Tn =
∑n
i=1 Yi and suppose that EY
2
1 = V <∞. Then for any real c1 < c2,
lim
n→∞
lnP
(
c1k
1/3 ≤ Tk ≤ c2k
1/3 for all k ≤ n
)
n1/3
= −
π2
8
3V
(c2 − c1)2
unless the probability is eventually zero.
Proofs: The first proposition is a standard eigenvalue estimate – see for
example [3, p. 259]. The second follows from the first and the invariance
principle by piecing together segments of path of length L; the two-page
proof is entirely routine and is omitted.
To establish the lemma, prove first that the limsup is at most −π
2
8 V .
Extend f , g and S to R+ by linear interpolation with f(0) = g(0) =
S0 = 0; for any integer n, the event {g(k) ≤ Sk ≤ f(k) : k = 1, . . . , n}
is the same when k is replaced by a real parameter t running from 0 to
n. Fix L > 0. For any positive integer m0 inductively define mk+1 =
⌈mk + (1/4)V
−1L(f(mk)− g(mk))
2⌉. Let M(n) denote max{k : mk < n}.
Claim: limn→∞M(n)
−1
∑n
k=1 4V L
−1(f(k)− g(k))−2 = 1.
To prove this, first choose ǫ ∈ (0, 1/8) and j large enough so that t ≥ mj
implies
sup
s
max(|f(t+ s)− f(t)|, |g(t+ s)− g(t)|)
f(t)− g(t)
< ǫ, (6)
where the supremum is over s for which 0 ≤ s ≤ (1/4)V −1L(f(t)− g(t))2.
Summing the identity
∑mk+1
i=mk
(mk+1 −mk)
−1 = 1 over j ≤ k ≤ M(n) + 1
yields
M(n) ≤ j + 1 +
n∑
i=m0
4V L−1(f(mM(i))− g(mM(i)))
−2
≤ j + 1 +
n∑
i=m0
4V L−1(f(i)− g(i))−2(1− 2ǫ)−2.
Similarly,
M(n) ≥ j +
n∑
i=m0
4V L−1(f(i)− g(i))−2(1 + 2ǫ)−2.
Letting n→∞ proves that the limsup and liminf of
M(n)−1
n∑
k=1
4V L−1(f(k)− g(k))−2
are between (1 + 2ǫ)−1 and (1− 2ǫ)−1. Letting ǫ→ 0 proves the claim.
Continuing the proof of the lemma, pick ǫ > 0 and N large enough
so that for our (still fixed) value of L and n ≥ N , the sup in (3) is at
most −π
2
8 + ǫ. Pick m0 large enough so that t ≥ m0 implies firstly (6)
and secondly f(t) − g(t) > (4V N)1/2. Let yk = (f(mk) + g(mk))/2 and
dk = (f(k)− g(k))/2, so mk+1 −mk = ⌈LV
−1d2k⌉. Let Rk be the rectangle
{(x, y) : mk ≤ x ≤ mk+1 and yk − (1 + 2ǫ)dk ≤ y ≤ yk + (1 + 2ǫ)dk}.
Then the union of the Rk covers the graphs of f and g after m0, i.e. the
region {(x, y) : x ≥ m0, g(x) ≤ y ≤ f(x)}. Write S
′
i for a random walk
independent of Si and identically distributed. Using the Markov property
of Si, the stationarity of its increments, and then rescaling each Rk to have
height one, gives
P(f(k) ≤ Sk ≤ g(k) : 1 ≤ k ≤ n)
≤ P((i, Si) ∈
⋃
Rk : m0 ≤ i ≤ n)
≤
M(n)−1∏
k=0
P ((i, Si) ∈ Rk−1 : mk ≤ i ≤ mk+1 |Smk)
=M(n)−1∏
k=1
P(|Smk + S
′
i − yk| ≤ (1 + 2ǫ)dk : i = 1, . . . ,mk+1 −mk)
=
M(n)−1∏
k=1
P
(
|(1 + 2ǫ)−1d−1k [(Smk − yk) + S
′
V −1(1+2ǫ)2d2
k
t]| ≤ 1
for all 0 ≤ t ≤ L(1 + 2ǫ)−2
)
≤ sup
w≥N
sup
0≤x≤1
[
P(
|x+ Swt|
(V w)1/2
≤ 1 : 0 ≤ t ≤ L(1 + 2ǫ)−2)
]M(n)−1
where the rescaling factor w = (1+2ǫ)2V −1d2k is at least N by the previous
choice of m0. Taking the log, dividing by L(1 + 2ǫ)
−2 and applying (3)
gives
L−1(1 + 2ǫ)2 lnP(f(k) ≤ Sk ≤ g(k) : k ≤ n) ≤ (M(n)− 1)(−
π2
8
+ ǫ)
by choice of N . Plugging in the asymptotic value of M(n) from the claim
above gives that for sufficiently large n,
lnP(f(k) ≤ Sk ≤ g(k) : k ≤ n)
≤ −
π2
8
(M(n)− 1)L(1 + 2ǫ)−2
≤ ǫ+ 4(−
π2
8
+ ǫ)V (1 + 2ǫ)−1
n∑
k=1
(f(k)− g(k))−2
for large n. Letting ǫ→ 0 proves that the limsup in (5) is at most −π
2
8 V .
Proving that the liminf is at least −π
2
8 V is almost identical. Fixing
L, ǫ > 0, choose N and m0 as before and this time define Rk to lie between
f and g instead of covering them:
Rk = {(x, y) : mk ≤ x ≤ mk+1 and yk − (1− 2ǫ)dk ≤ y ≤ yk + (1− 2ǫ)dk}.
Let Gk be the event that (i, Si) ∈ Rk for mk ≤ i ≤ mk+1 and that yk −
1
4dk ≤ Smk+1 ≤ yk+
1
4dk. Since mM(n)+1 ≥ n, the probability we are trying
to bound from below is at least P(g(k) ≤ Sk ≤ f(k) : k = 1, . . . ,mM(n)+1),
which may be written as
P(g(k) ≤ Sk ≤ f(k) : k = 1, . . . ,m0)
M(n)∏
i=0
P(Gk |Smk , Gk−1).
When Gk−1 occurs, the value of Sk is certainly between yk −
1
2dk and
yk +
1
2dk, so
P(Gk |Smk , Gk−1) ≥ inf
yk−
1
2
dk≤x≤yk+
1
2
dk
P(Gk |Sk = x).
Now rescaling each rectangle, applying (4) with c1 = −(1/2)(1−2ǫ)
−2, c2 =
(1/2)(1− 2ǫ)−2, c3 = −1/4, c4 = 1/4, and taking limits establishes that the
liminf in (5) is at least −π
2
8 V , finishing the proof of the lemma.
Finally, the corollary is proved by letting f(n) = c2n
1/3, g(n) = c1n
1/3,
and verifying the flatness hypothesis; summing [f(k)− g(k)]−2 from 1 to n
gives (3 + o(1))(c2 − c1)
−2n1/3 and the desired conclusion follows. ✷
The next step is to apply these random walk estimates to prove a tree-
indexed version of Kesten’s result on branching Brownian motion staying
above zero.
Lemma 8 Let Γ, Xσ, Sσ and β be as above. Assume that X is top-heavy
and let λ0 be the value of λ minimizing Ee
λX (which must exist and be
strictly less than one, according to the definition of the term top-heavy).
There exists a positive real number c, independent of Γ, such that if |Γn| ≤
ecn
1/3+nβ for all n, then
P(max
σ∈Γn
min
τ≤σ
S(τ) ≥ −2c(1− λ0)
−1n1/3)→ 0 (7)
as n → ∞. In other words with high probability, for each sufficiently large
n, no path from ρ of length n stays above −2c(1− λ0)
−1n1/3.
To establish this, first record some elementary facts about large devia-
tions.
Proposition 9 Let Xn be i.i.d. and Sk =
∑k
i=1Xi. Let β(X) be the back-
wards push, and let λ0(X) be the λ ∈ [0, 1] minimizing Ee
λX . Then the
following three inequalities hold.
(i) For any real u,
P(Sn ≥ u) ≤ e
−βn−λ0u;
(ii) For any real y,
EeSnI(Sn ≤ y) ≤ (1− λ0)
−1e(1−λ0)y−βn.
(iii) For any real y,
EeSn∧y ≤ [1 + (1 − λ0)
−1]e(1−λ0)y−βn.
Proof: The first claim is just Markov’s inequality:
P(Sn ≥ u) ≤ e
−λ0uEe−λ0Sn .
For the second claim, integrate the first by parts:
E(eSnI(Sn ≤ y)) =
∫ y
−∞
euP(Sn ∈ du)
=
∫ y
−∞
euP(u ≤ Sn ≤ y)du
≤
∫ y
−∞
euP(u ≤ Sn)du
≤
∫ y
−∞
eue−λ0u−βndu
= (1 − λ0)
−1e(1−λ0)y−βn.
Finally, the third claim follows from the first two, using
EeSn∧y = EeSnI(Sn ≤ y) + e
yP(Sn > y).
It should be remarked that more careful estimates give an extra factor
of (1 + o(1))(2πnEY 2)−1/2 in the RHS of each inequality which is then
asymptotically sharp. ✷
Next, plug this into a first moment calculation to establish:
Proposition 10 Let Γ, Xσ, Sσ and β be as above. Suppose that |Γn| ≤
ecn
1/3+nβ for some c > 0. Then for any ǫ > 0,
P(S(σ) ≥ (1 + ǫ)cλ−10 n
1/3 for some σ with |σ| ≤ n)→ 0
as n→∞.
Proof: For each fixed L it is clear that
P(S(σ) ≥ (1 + ǫ)cλ−10 n
1/3 for some σ with |σ| ≤ L) (8)
goes to zero as n→∞. On the other hand,
P(S(σ) ≥ (1 + ǫ)cλ−10 n
1/3 for some σ with n ≥ |σ| > L)
≤ P(S(σ) ≥ (1 + ǫ)cλ−10 |σ|
1/3 for some σ with n ≥ |σ| > L)
≤
∑
m>L
P(S(σ) ≥ (1 + ǫ)cλ−10 m
1/3 for some σ ∈ Γm).
For σ ∈ Γm, Proposition 9 part (i) implies
P(S(σ) ≥ (1 + ǫ)cλ−10 m
1/3) ≤ e−λ0(1+ǫ)cλ
−1
0
m1/3−βm.
Multiplying by |Γm| gives
P(S(σ) ≥ (1 + ǫ)cλ−10 m
1/3 for some σ ∈ Γm) ≤ e
−ǫcn1/3 .
This is summable in m, so the sum over m > L goes to zero as L → ∞,
which together with (8) proves the proposition. ✷
Proof of Lemma 8: Let µ be the common distribution of the X(σ) and
let Y1, . . . , Yn be i.i.d. random variables whose law µ
′ satisfies
dµ′
dµ
(x) = eλ0x/Eeλ0X = eλ0x+β(µ). (9)
Informally, µ′ is µ tilted in the large deviation sense so as to have mean
zero. The assumption that µ is top-heavy by definition implies that EeλX <
∞ for λ in some neighborhood of λ0, hence Ee
λY1 < ∞ for λ in some
neighborhood of zero, and in particular V
def
= EY 21 <∞.
Choose a positive real c for which
c+ 2λ0(1− λ0)
−1c−
π2
8
3V
(2cλ−10 + 2c(1− λ0)
−1)2
< 0. (10)
Let
An =
{
max
σ∈Γn
min
τ≤σ
S(τ) ≥ −2c(1− λ0)
−1n1/3
}
be the event in (7). Let Gn be the event⋃
|σ|≤n
{S(σ) ≥ 2cλ−10 n
1/3}
and let Hn = An \Gn. Proposition 10 shows that P(Gn) → 0 so to show
that P(An)→ 0 it suffices to show that P(Hn)→ 0.
To see this, fix σ ∈ Γn and write P(Hn) ≤ |Γn|Qn where
Qn = P(2cλ
−1
0 n
1/3 ≥ S(τ) ≥ −2c(1− λ0)
−1n1/3 for all τ ≤ σ).
Let ν be the law in Rn of the sequence (S(σ1), . . . , S(σn)), where σ1, . . . , σn
is the path from ρ = σ0 to σ = σn; of course ν is just the law in Rn of
a random walk whose steps have law µ. Recalling the tilted variables Yn,
write Tn =
∑n
i=1 Yi. Let ν
′ denote the law in Rn of (T1, . . . , Tn) and
observe that
dν′
dν
(s1, . . . , sn) = e
λ0sn/Eeλ0Sn = eλ0sn+nβ.
Use this to get an upper bound on Qn as follows.
Qn
=
∫
I(2cλ−10 n
1/3 ≥ si ≥ −2c(1− λ0)
−1n1/3 for all i ≤ n)
dν(s1, . . . , sn)
=
∫
I(2cλ−10 n
1/3 ≥ si ≥ −2c(1− λ0)
−1n1/3 for all i ≤ n)
dν
dν′
(s1, . . . , sn)dν
′(s1, . . . , sn)
≤
∫
I(2cλ−10 n
1/3 ≥ si ≥ −2c(1− λ0)
−1n1/3 for all i ≤ n)
[
sup
sn≥−2c(1−λ0)−1n1/3
dν
dν′
(s1, . . . , sn)
]
dν(s1, . . . , sn)
=
∫
I(2cλ−10 n
1/3 ≥ si ≥ −2c(1− λ0)
−1n1/3 for all i ≤ n)
exp(2cλ0(1− λ0)
−1n1/3 − nβ) dν(s1, . . . , sn)
≤ exp(2cλ0(1− λ0)
−1n1/3 − nβ)
P(2cλ−10 n
1/3 ≥ Ti ≥ −2c(1− λ0)
−1 for all i ≤ n)
≤ exp
(
−nβ + n1/3[
2cλ0
1− λ0
−
π2
8
3V
(2cλ−10 + 2c(1− λ0)
−1)2
+ o(1)]
)
by Corollary 7. Thus P(Hn) ≤ |Γn|Qn ≤ exp(cn
1/3 + nβ)Qn ≤
exp
(
n1/3
[
c+ 2cλ0(1− λ0)
−1 −
π2
8
3V
(2cλ−10 + 2c(1− λ0)
−1)2
+ o(1)
])
.
By choice of c, this is exp((K + o(1))n1/3) for some K < 0, so P(Hn)→ 0,
proving the lemma. ✷
4 Proof of the main theorem
The case where X ≡ −β is done in [5]. For part (i) of the nondegenerate
case, use Lemma 2, showing that
∑
|σ|=n U(σ) goes to zero in probability by
computing a truncated expectation. Let c1 be the constant c from Lemma 8
and let Un =
∑
|σ|=n U(σ). Let Gn be the event that max|σ|=n U(σ) ≥
exp(−2c1(1 − λ0)
−1n1/3). Then
P (Un > ǫ) ≤ P(Gn) +P(Un > ǫ and G
c
n)
≤ P(Gn) + ǫ
−1EUnI(G
c
n).
Lemma 8 showed that P(Gn) → 0, so it remains to show that for any ǫ,
E(UnI(G
c
n))→ 0.
Observe that UσI(G
c
n) ≤ exp(Sσ ∧ −2c(1 − λ0)
−1n1/3). Hence for
σ ∈ Γn,
EUnI(G
c
n)
= |Γn|EUσI(G
c
n)
≤ |Γn|E exp(Sσ ∧ −2c1(1− λ0)
−1n1/3)
≤ |Γ|[1 + (1− λ0)
−1] exp((1 − λ0)(−2c1(1− λ0)
−1n1/3)− nβ)
by Proposition 9, part (iii),
≤ [1 + (1− λ0)
−1] exp(−c1n
1/3)
by the assumption on |Γn|. This goes to zero, thus Un → 0 in probability,
proving part (i) of Theorem 1.
Part (ii) is proved by exhibiting an infinite path along which the resis-
tances e−Sσ are summable. In fact the proof finds an infinite path along
which S(σ)/c|σ|1/3 is bounded above and below.
Pick any c, L, ǫ > 0 and any c2 = K +2cλ0+(
π2
8 )
3V
(.9c)2 , where M shall
be chosen later. Define W to be the random subset of vertices σ of Γ with
the property that for every τ ≤ σ with |τ | > L,
c|τ |1/3
10
≤ Sτ ≤ c|τ |
1/3,
where L is large enough so that W intersects each Γn with positive prob-
ability. To prove the theorem, it suffices to show that W is infinite with
positive probability; this follows from Lemma 3 and the hypothesis of the
theorem, provided that
sup
n
a(n, k)/a(n, n)2 ≤ ec2k
1/3+kβ (11)
for all but finitely many k, where a(n, k) = P(ρ ↔ σ, τ) for vertices σ, τ ∈
Γn with |σ ∧ τ | = k.
To establish (11), begin with
a(n, k)/a(n, n)2 = P(σ ∧ τ ∈W )−1
P(σ ∈W | τ ∈W )
P(σ ∈W |σ ∧ τ ∈ W )
. (12)
Recall the tilted random variables Yn and Tn whose law µ
′ is defined by (9).
Fix any k ≤ n and σ, τ ∈ Γn with |σ ∧ τ | = k. Let C(a, b) denote
the set of sequences (sa, . . . , sb) ∈ R
b−a+1 for which cs
1/3
j /10 ≤ sj ≤ cs
1/3
j
for all j ∈ [a, b]. Let ν and ν′ respectively denote the law of (S1, . . . , Sk)
and (T1, . . . , Tk) and let νy and ν
′
y denote the laws of (Sk, . . . , Sn) and
(Tk, . . . , Tn) conditioned respectively on Sk = y and Tk = y. Write the first
factor on the RHS of (12) as[∫
I(α ∈ C(1, k)) dν(α)
]−1
.
Changing the integrating measure to ν′ yields[∫
I(α ∈ C(1, k)) dν′(α)
dν(α)
dν′(α)
]−1
≤ sup
α∈C(1,k)
dν′(α)
dν(α)
[∫
I(α ∈ C(1, k)) dν′(α)
]−1
= eλ0ck
1/3+kβ(ν′(C(1, k)))−1
= exp
[
λ0ck
1/3 + kβ + k1/3(
π2
8
3V
(.9c)2
+ o(1))
]
(13)
by Corollary 7, since ν′ is the law of a mean zero, finite variance random
walk, and it has been assumed that ν′(C(1, k)) never vanishes.
For the second factor on the RHS of (12), let µ1 be the law of S(σ ∧ τ)
conditional on τ ∈ W and let µ2 be the law of S(σ ∧ τ) conditional on
σ ∧ τ ∈ W . The second factor is then∫ [∫
I(α ∈ C(k, n)) dνy(α)
]
dµ1(y)∫ [∫
I(α ∈ C(k, n)) dνy(α)
]
dµ2(y)
. (14)
Changing the integrating measure again, this becomes∫ ∫
I(α ∈ C(k, n)) dνdν′ (α) dν
′
y(α)dµ1(y)∫ ∫
I(α ∈ C(k, n)) dνdν′ (α) dν
′
y(α)dµ2(y)
≤
∫
I(α ∈ C(k, n))dν′y(α)dµ1(y)∫
I(α ∈ C(k, n))dν′y(α)dµ2(y)
supα∈C(k,n)
dν
dν′ (α)
infα∈C(k,n)
dν
dν′ (α)
≤
supy ν
′
y(C(k, n))
infy ν′y(C(k, n))
supα∈C(k,n)
dν
dν′ (α)
infα∈C(k,n)
dν
dν′ (α)
=
supy ν
′
y(C(k, n))
infy ν′y(C(k, n))
eλ0ck
1/3
.
The argument is then finished by establishing
supy ν
′
y(C(k, n))
infy ν′y(C(k, n))
≤ eMk
1/3
(15)
for some M > 0, since then multiplying inequalities (13) and (15) bounds
a(n, k)/a(n, n)2 from above by exp
[
2λ0ck
1/3 + kβ + k1/3(π
2
8
3V
(.9c)2 +M)
]
,
which is at most ec2k
1/3+kβ by choice of c2, yielding (11).
It remains to establish (15). An argument is given for the case where
the distribution of the X(σ)’s has an absolutely continuous component
near zero, the lattice case being similar. By hypothesis, the measure µ′
has density at most A and is greater than some constant, a > 0, times
Lebesgue measure on some interval (−b, b). Call this latter measure π. Let
l = k + ck1/3/b. Write
ν′y(C(k, n)) =
∫
mz(C(k + l, n)) dm
y(z)
where mz is the law of (Tk+l, . . . , Tn) conditioned on Tk+l = z and m
y
is the (deficient) law of Tk+l conditioned on Tk = y and killed if Ti /∈
[ci1/3/10, ci1/3] for some k ≤ i ≤ k + l. It is easy to see that
my ≥ πy ≥ al times Lebesgue measure on [c(k + l)1/3/10, c(k + l)1/3]
where πy is the measure on sequences sk, . . . , sk+l with sk = y, having
increments distributed as π and killed if si /∈ [ci
1/3/10, ci1/3] for some
k ≤ i ≤ k + l. Then for any x, y ∈ [ck1/3/10, ck1/3],
ν′y(C(k, n))
=
∫
mz(C(k + l, n)) dm
y(z)
≥ al
∫
mz(C(k + l, n)) dλ(z)
≥ (a/A)l
∫
mz(C(k + l, n)) dmx(z)
= (a/A)lν′x(C(k, n)).
Checking against the value of l proves (15) and the theorem. ✷
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