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a b s t r a c t
The hypercube is one of the most popular interconnection networks since it has a simple
structure and is easy to implement. An n-dimensional twisted cube, TQn, is an important
variation of hypercube Qn and preserves many of its desirable properties. The problem of
how to embed a family of disjoint meshes (or tori) into a host graph has attracted great
attention in recent years. However, there is no systematic method proposed to generate
the desired meshes and tori in TQn. In this paper, we develop two systematic linear time
algorithms for embedding disjoint multi-dimensional tori into TQn, n ≥ 7, as follows: (1)
for a positive integer m with b n2 c ≤ m ≤ n − 4, a family of 2m disjoint k-dimensional tori
of size 2s1 × 2s2 × · · · × 2sk each can be embedded with unit dilation, where k ≥ 2 and∑k
i=1 si ≤ n − m, and (2) for a positive integer m with 2 ≤ m ≤ n − 5, a family of 2m
disjoint k-dimensional tori of size 2s1 × 2s2 × · · · × 2sk each can be embedded with unit
dilation, where k ≥ 2, si ≥ 2,∑ki=1 si ≤ n−m, andmax1≤i≤k{si} ≥ n− 2m. Moreover, we
also provide similar embedding results formeshes and hypercubes. Our resultsmean that a
family of torus-structured (mesh-structured, or hypercube-structured) parallel algorithms
can be executed on the same twisted cube efficiently and in parallel.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Interconnection networks play a major role in the performance of distributed-memory multiprocessors and the one
primary concern for choosing an appropriate interconnection network is the graph embedding ability. Graph embedding is
the mapping of a topological structure (guest graph) into another topological structure (host graph) that preserves certain
required topological properties and the graph embedding ability reflects how efficiently a parallel algorithm with a guest
graph can be executed on a host graph [24] and the utilization of system resources in the host graph [21]. Many applications,
such as architectural simulations and processor allocations, can be modeled as graph embedding [2,12–15,18–20,25,32,34].
The mesh and torus are two important embedded graphs because many parallel algorithms with their structures
have been developed [3,8,23,24,28]. Actually, meshes and tori are also two popularly used interconnection networks in
distributed-memory parallel computers. For instance, 2-dimensional mesh and torus topologies are usually adopted for
networks-on-chips [27,35,37], a 2-dimensional torus is the common choice on the interconnection networks of the iWarp
[5,16], the Alpha 21364-based HP GS1280 machine [7], and the Cray X1E vector computer [30,31], and 3-dimensional torus
is designed in the Cray T3D and T3E [29]. Due to these advantages, the problem of how to embed a family of disjoint tori (or
meshes) into a host graph has received a great deal of attention steadily in academia [9–11,22,26,33] as well as industries
in recent years.
An n-dimensional twisted cube, TQn [1,17], is an important variation of hypercube Qn and preserves many of its desirable
properties. TQn has 2n vertices and n2n−1 links, the same as hypercube Qn. However, the diameter, wide diameter, and faulty
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diameter in twisted cubes are about half of those in comparable hypercubes [6]. The problem of embedding linear arrays,
cycles, andmeshes into TQn has attracted substantial attention [6,11–14,22,36] in recent years. In this paper, our attention is
restricted to ideal embedding (with unit dilation) and further providing some efficient mapping functions to embed desired
tori and meshes into an n-dimensional twisted cube.
In this paper, we develop two linear time algorithms for embedding disjoint multi-dimensional tori into TQn, n ≥ 7, as
follows: (1) for a positive integermwith b n2c ≤ m ≤ n−4, a family of 2m disjoint k-dimensional tori of size 2s1×2s2×· · ·×2sk
each can be embedded with unit dilation, where k ≥ 2 and ∑ki=1 si ≤ n − m, and (2) for a positive integer m with
2 ≤ m ≤ n − 5, a family of 2m disjoint k-dimensional tori of size 2s1 × 2s2 × · · · × 2sk each can be embedded with
unit dilation, where k ≥ 2, si ≥ 2,∑ki=1 si ≤ n − m, and max1≤i≤k{si} ≥ n − 2m. Moreover, we also provide similar
embedding results for meshes and hypercubes. Our results assuredly imply the results of embedding tori (or meshes) into
twisted cubes in [11,22].
The rest of this paper is organized as follows. The preliminary knowledge and fundamental definitions for mesh, torus,
and twisted cube are given in the next section. Then, CI and EI permutations are introduced for constructing desired cycles
in Section 3. Section 4 addresses the embedding of a family of disjoint multi-dimensional tori with EI permutations. Another
embedding of a family of disjoint multi-dimensional tori of greater size with CI and EI permutations is manifested in
Section 5. Embeddings of families of disjoint multi-dimensional meshes and hypercubes are demonstrated in Section 6.
Conclusions are given in the final section.
2. Preliminary
Network topology is usually represented by a graph where vertices represent processors and edges represent links
between processors. In this paper, a network is represented as a finite and simple (i.e., without loops and multiple edges)
undirected graph. For the graph definition and notation we follow [4]. G = (V , E) is a graph if V is a finite set and E is a
subset of {(u, v) | (u, v) is an unordered pair of V }. We say that V is the vertex set and E is the edge set. The size of graph
G = (V , E), |V |, is the number of vertices in G. Two vertices u and v are adjacent if (u, v) ∈ E. A subgraph of G = (V , E)
is a graph (V ′, E ′) such that V ′ ⊆ V and E ′ ⊆ E. An induced subgraph is an edge-preserving subgraph, that is, (V ′, E ′) is an
induced subgraph of (V , E) if and only if V ′ ⊆ V and E ′ = {(u, v) ∈ E|u, v ∈ V ′}. Two subgraphs of G are vertex-disjoint (or
disjoint for short) if they have no common vertex. Graph G is a spanning subgraph of graph H if and only if V (G) = V (H) and
E(G) ⊆ E(H).
A path is a sequence of adjacent verticeswritten as 〈v0, v1, v2, . . . , vm〉, inwhich all the verticesv0, v1, . . . , vm are distinct
except possibly v0 = vm. The length of a path P is the number of edges in P . The distance between u and v is the length of
a shortest path in G joining u and v. A cycle is a path with at least three vertices such that the first vertex is the same as the
last one. Symbols Pl and Cl are often used to denote a path and a cycle of size l, respectively. The Cartesian product of graphs
G and H , written G × H , is the graph with vertex V (G) × V (H) specified by putting (u, v) adjacent to (u′, v′) if and only if
(1) u = u′ and (v, v′) ∈ E(H) or (2) v = v′ and (u, u′) ∈ E(G).
A k-dimensional torus is the Cartesian product graph of k cycles of sizes l1, l2, . . . , lk andwritten as Tl1,l2,...,lk = Cl1×Cl2×· · · × Clk and the vertices of Tl1,l2,...,lk can be labeled as k-tuples (t1, t2, . . . , tk), 0 ≤ ti < li. Every vertex (t1, . . . , ti, . . . , tk)
of the graph has two neighbors in each dimension of the torus. Its left neighbor in dimension i is (t1, . . . , ti− 1, . . . , tk) and
its right neighbor in this dimension is (t1, . . . , ti + 1, . . . , tk), where ‘‘−’’ and ‘‘+’’ represent the modulo li subtraction and
modulo li addition, respectively.
Similarly, a k-dimensional mesh is the Cartesian product graph of k paths of sizes l1, l2, . . . , lk and written asMl1,l2,...,lk =
Pl1 × Pl2 × · · · × Plk and the vertices of Ml1,l2,...,lk can be labeled as k-tuples (t1, t2, . . . , tk), 0 ≤ ti < li. Every vertex
(t1, t2, . . . , tk) of the graph has two neighbors in each dimension i of the mesh if 0 < ti < li − 1. Its left neighbor is
(t1, . . . , ti − 1, . . . , tk) and its right neighbor is (t1, . . . , ti + 1, . . . , tk). If ti = 0, the vertex has only a right neighbor and if
ti = li−1 then it only has a left neighbor. Clearly, a k-dimensional meshMl1,l2,...,lk is a spanning subgraph of a k-dimensional
torus Tl1,l2,...,lk . In particular, a k-dimensional hypercube is given by the Cartesian product of k paths of size 2, i.e.,M2,2,...,2.
Let u be a vertex of TQn and u will be written as un−1un−2 · · · u1u0, a binary string of length n, where un−1 is the most
significant bit and u0 is the least significant bit. The i-bit (or bit-i) of u is ui for 0 ≤ i ≤ n − 1. The complement of
ui will be denoted by ui (0 = 1 and 1 = 0). To define twisted cube TQn, a parity function fi(u) is defined as fi(u) =
ui
⊕
ui−1
⊕ · · ·⊕ u1⊕ u0, 0 ≤ i ≤ n − 1, where⊕ is the exclusive-or operation. TQ1 is a complete graph with two
vertices labeled by 0 and 1, respectively. In the following, let n ≥ 3 be an odd integer and we give the recursive definition of
n-dimensional twisted cube TQn. The vertices of TQn can be decomposed into four sets, TQ
0,0
n−2, TQ
0,1
n−2, TQ
1,0
n−2 and TQ
1,1
n−2, where
TQ i,jn−2 consists of those vertices u with un−1 = i and un−2 = j. For each (i, j) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}, the induced
subgraph TQ i,jn−2 of TQn is isomorphic to TQn−2. Each vertex u = un−1un−2 . . . u1u0 ∈ V (TQn) is adjacent to un−1un−2 . . . u1u0
and un−1un−2 . . . u1u0 if fn−3(u) = 0; and to un−1un−2 . . . u1u0 and un−1un−2 . . . u1u0 if fn−3(u) = 1. TQ3 and TQn are shown
as Fig. 1(a) and (b), respectively.
We say that v is the i-neighbor of u, denoted by v = ui, and the edge (u, v) is an edge of dimension i if the following
two conditions are satisfied: (1) either u2xu2x−1 = v2xv2x−1 for i = 2x; or, u2xu2x−1 = v2xv2x−1 with f2x−2(u) = 1 or
u2xu2x−1 = v2xv2x−1 with f2x−2(u) = 0 for i = 2x− 1; and (2) uj = vj for j /∈ {2x, 2x− 1}. For instance, for vertex u = 01011
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Fig. 1. Two illustrations of TQ3 and TQn .
of TQ5, its 4-, 3-, 2-, 1-, and 0-neighbors are 11011, 10011, 01111, 01001, and 01010, respectively. Let v = uij denote the
j-neighbor of ui and an observation on uij is listed as Property 1.
Property 1. uii = u and uij = uji if j > i and j is an even integer.
For instance, (000)12 = (110)2 = 010 = (100)1 = (000)21 and (000)02 = (001)2 = 101 = (100)0 = (000)20.
However, uij 6= uji if j > i and j is an odd integer. For instance, (000)01 = (001)1 = 011 6= 111 = (110)0 = (000)10 and
(001)01 = (000)1 = 110 6= 010 = (011)0 = (001)10.
For convenience, we will usually use a vertex and a link string to identify a desired path or cycle throughout this paper.
Some graph-theoretic notations and terminology for our purpose are given as follows. Let L(n) = {0, 1, . . . , n−1}denote the
set consisting of n dimensions in TQn. A link string S is a string generated by the elements of L(n). To simplify the explanation,
if no ambiguity arises, the terms S and 〈S〉 are used interchangeably for a link string in the following discussions. For instance,
12 and 〈020〉 are two link strings in TQ3. We can use a link string and start/end vertices to represent a path in TQn explicitly.
For instance, we write 000〈12〉010 and 000〈020〉100 to denote the two paths 〈000, 110, 010〉 and 〈000, 001, 101, 100〉,
respectively, in TQ3. Of course, a start vertex and a link string can be used to identify the end vertex in TQn. Let uS = (ua0)S′
for a vertex u and two link strings S = a0a1 · · · ak and S ′ = a1 · · · ak where ai ∈ L(n). Then for the start vertex u = 000 and
the link string S = 020 in TQ3, the end vertex is v = (000)020 = (001)20 = (101)0 = 100.
Let a proper substring S1 of string S be a non-empty substring with S1 6= S. Naturally, for a path u〈S〉u′ and a proper
substring S1 of S, v 6= u and v 6= u′ for any vertex v = uS1 . For comprehending the difference of start/end vertices u and v,
let DB(u, v) denote the set containing these different bit positions between them. Clearly, DB(u, uij) = {i, j} if i, j are both
even integers. To convenience, let DB(u, u) = φ and [i] = DB(u, ui) for 0 ≤ i ≤ n− 1. Then [i] = {i} if i is an even integer.
However, for an odd integer i, [i] = {i + 1, i} if fi−1(u) = 0 and [i] = {i} if fi−1(u) = 1. Clearly, for v = uS , DB(u, v) is
dependent on elements of S and u. However, we prefer a link string S that DB(u, v) is not dependent on u but S. For such a
link string S, we call it an independent link string (or IL string for short) and furthermore define DB(S) = DB(u, v) if S is an IL
string.
Let ax denote the string obtained by concatenating together x copies of element a. For strings S, S1, and S2, S = S1+ S2 (or
S = S1S2) denotes the string obtained by appending S2 at the end location of S1. Two strings S1 = a1 · · · al and S2 = b1 · · · bl
are called derived fromeach other if {a1, . . . , al} = {b1, . . . , bl}. Then, three crucial observations on link strings, Properties 2–
4, follow directly from Property 1 and the above definitions.
Property 2. Let Se = i2x and So = i2x+1 be two link strings containing an even number and an odd number of the same element
i ∈ L(n), respectively. Then Se and So are both IL strings, DB(Se) = φ, and DB(So) = [i].
For instance, (11111)000 = (11110)00 = (11111)0 = 11110 and (00000)1111 = (00110)111 = (00000)11 = (00110)1 =
00000, i.e., DB(000) = {0} and DB(1111) = φ.
Property 3. Let S be such a link string that each element of S is an even integer and let S ′ be a derived link string of S obtained by
rearranging the order of elements in S. Then S and S ′ are both IL strings and DB(S) = DB(S ′).
For instance, (000)02 = (001)2 = (101) = (100)0 = (000)20, i.e., DB(02) = DB(20).
A link string S containing some odd elements is maybe not an IL string, i.e., uS is subject to both S and vertex u. However,
there is such a derived link string S ′ of S that DB(u, uS′) = DB(u, uS) as Property 4.
Property 4. Let S = S1 + (2x)+ S2 be a link string where each element of the two link substrings S1 and S2 is not greater than
2x and let S ′ be a derived link string of S obtained by moving 2x to any location in S. Then DB(u, uS′) = DB(u, uS) for any vertex
u ∈ V (TQn).
For instance, (000)012 = (001)12 = (001)21 = ((000)02)1 = ((000)20)1 = (000)201, i.e., DB(000, (000)012) =
DB(000, (000)021) = DB(000, (000)201).
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3. CI and EI permutations are both cycle permutations
Since a k-dimensional torus Tl1,l2,...,lk is a Cartesian product of k cycles of sizes l1, l2, . . . , and lk, respectively,weneed some
efficient schemas for gathering cycles in TQn before considering the embedding of a family of disjoint multi-dimensional
tori in the following sections. Therefore, we will introduce EI and CI permutations and then use them to generate two
constructive cycle link strings.
Let D(s) = {d0, d1, . . . , ds−1} be a permutation of s, 1 ≤ s ≤ n, elements taken from L(n). We now define some useful
concepts about cycle link (or cycle for short) string, cycle permutation, and reflected link string corresponding to D(s).
Definition 1. A link string S of TQn is a cycle string if
(1) DB(u, uS) = φ for any vertex u ∈ TQn, and
(2) DB(u, uS1) 6= φ for any proper substring S1 of S.
Apparently, it is expectable that DB(u, v1) 6= DB(u, v2) for any two distinct vertices v1, v2 on u〈S〉u where S is a cycle
string.
Definition 2. For n ≥ 3 is an odd integer and 1 ≤ s ≤ n, define a permutation D(s) and a reflected link string RD(s)
corresponding to D(s) as:{
D(1) = {d0},
D(k) = D(k− 1) ∪ {dk−1},
RD(1) = d0,
RD(k) = RD(k−1) + dk−1 + RD(k−1), 2 ≤ k ≤ s. (1)
A complete reflected link (or complete for short) string corresponding to D(s) is defined as CD(s) = RD(s) + ds−1.
A permutationD(s) is called a cycle permutation if its complete string CD(s) is a cycle string. For instance, forD(2) = {0, 2},
RD(2)(2) = 020, CD(2) = 0202, and set U = {0, 2, 02, 20, 020, 202} contains all proper substrings of 0202. It is not difficult
to verify that for any vertex u ∈ TQn, DB(u, u0202) = DB(0202) = DB(0022) = φ and DB(u, uS1) = DB(S1) 6= φ for each
S1 ∈ U . Thus, CD(2) is a cycle string and then D(2) is a cycle permutation. Naturally, we prefer for such a permutation that its
complete string is not only an IL string but also a cycle string.
Let S(i) and S(1, i), 1 ≤ i ≤ 2s, denote the i-th element and the substring with beginning location 1 and end location
i in string S, respectively. To simplify the explanation, if no ambiguity arises, let u(i) = uCD(s)(1,i), DBD(s)(0) = φ and
DBD(s)(i) = DB(u, u(i)) for 1 ≤ i ≤ 2s.
Symbol∆denotes the symmetric difference operationwith two sets, i.e.,U = U1∆U2 = (U1−(U1∩U2))∪(U2−(U1∩U2))
for sets U , U1, and U2. For instance, for two strings U1 = DB(u, u02) = {0, 2} and U2 = DB(u, u1) = [1] = {1, 2} when
u0 = 0, U = U1∆U2 = ({0, 2} − {2}) ∪ ({1, 2} − {2}) = {0, 1}. Properties 2 and 3 imply Property 5.
Property 5. Let S be such a link string that each element of S is an even integer. Then DB(S(1, i)) = ∆it=1{S(t)} = {a| element
a appears an odd number of times in S(1, i)}.
We now introduce EI permutation, its complete string is not only an IL string but also a cycle string. A permutation
De(se) = {d0, d1, . . . , dse−1} is called an EI permutation if each element di is an even integer. Of course, se ≤ d n2e. Since
each element of CDe(se) and RDe(se) is an even integer, CDe(se) and RDe(se) are both IL strings. By Property 5, DBDe(se)(i) =
∆it=1{CDe(se)(t)}. In Lemma 1, we will show that an EI permutation is a cycle permutation by proving DBDe(se)(2se) = φ
and DBDe(se)(i) 6= DBDe(se)(j) for i 6= j and 1 ≤ i, j ≤ 2se .
Lemma 1. Let n ≥ 3 be an odd integer and se be a positive integer with 2 ≤ se ≤ d n2e. Then u〈CDe(se)〉u is a cycle of length 2se
where u ∈ V (TQn) and De(se) = {d0, d1, . . . , dse−1} is an EI permutation.
Proof. Recall that u(i) = uCDe(se)(1,i) = uDBDe(se)(i). We prove this lemma by induction on se and now discuss the base case
u〈CDe(2)〉u. By the above definitions,DBDe(2)(1) = {d0},DBDe(2)(2) = {d0, d1},DBDe(2)(3) = {d1}, andDBDe(2)(4) = φ. Clearly,
u(4) = u and u(i) 6= u(j) for 1 ≤ i, j ≤ 4 and i 6= j. Hence, u〈CDe(2)〉u is a cycle of length 4 and the base case is true. Suppose
that this lemmaholds for se = kwith k ≥ 2.We now consider the condition for se = k+1. Note thatDe(k+1) = De(k)∪{dk}.
By Definition 2, CDe(k+1) = RDe(k) + dk + RDe(k) + dk.
By Definition 2 and the induction hypothesis, CDe(k)(2
k) = dk−1 andDBDe(k)(2k) = φ. However,DBDe(k)(2k) = DBDe(k)(2k−
1)∆{CDe(k)(2k)}. Then DBDe(k)(2k − 1)∆{dk−1} = φ. That is, DBDe(k)(2k − 1) = DB(RDe(k)) = {dk−1}. Note that CDe(k+1) and
RDe(k) are both IL strings. Then DB(u, u(2
k)) = DB(CDe(k+1)(1, 2k)) = DB(RDe(k) + dk) = {dk−1}∆{dk} = {dk−1, dk} and
DB(u, u(2k+1)) = DB(CDe(k+1)) = DB(RDe(k) + dk + RDe(k) + dk) = {dk−1}∆{dk}∆{dk−1}∆{dk} = φ.
Let S0 = RDe(k). We know that for 2k ≤ i ≤ 2k+1, CDe(k+1)(1, i) = S0 + dk + CDe(k)(1, i − 2k). Let Uj = DBDe(k)(j)
for 1 ≤ j ≤ 2k − 1. We also perceive that for 2k ≤ i ≤ 2k+1, DBDe(k+1)(i) is dependent on Ui−2k and {dk−1, dk}. Next,
CDe(k+1)(1, i), DBDe(k+1)(i), and DBDe(k)(j) are listed as Table 1 for illustration.
By the induction hypothesis, DBDe(k)(i) 6= DBDe(k)(j) for i 6= j and 1 ≤ i, j ≤ 2k. However, DBDe(k)(j) ⊆ De(k) and
dk /∈ De(k). Hence, it is not difficult to verify DBDe(k+1)(i) 6= DBDe(k+1)(j) for i 6= j and 1 ≤ i, j ≤ 2k+1. Hence, u〈CDe(k+1)〉u is
a cycle of length 2k+1. The proof is complete. 
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Table 1
DBDe(k+1)(i) v.s. DBDe(k)(j) for 1 ≤ i ≤ 2k+1 and
1 ≤ j ≤ 2k − 1.
Range of i CDe(k+1)(1, i) DBDe(k+1)(i)
i = j CDe(k)(1, j) Uj
i = 2k S1 = S0 + dk {dk−1, dk}
i = 2k + j S1 + CDe(k)(1, j) {dk−1, dk}∆Uj
i = 2k+1 S1 + S0 + dk φ
Note: S0 = RDe(k) and Uj = DBDe(k)(j).
Table 2
CDc (3)(1, i), the rightmost three bits of v, and DBDc (3)(i) for 1 ≤ i ≤ 8.
CDc (3)(1, i) v2v1v0 (u0 = 0) v2v1v0 (u0 = 1) DBDc (3)(i)
0 u2u1u0 u2u1u0 {0}
01 u2u1u0 u2u1u0 {0}∆[1]
010 u2u1u0 u2u1u0 [1]
0102 u2u1u0 u2u1u0 [1]∆{2}
01020 u2u1u0 u2u1u0 ([1]∆{2})∆{0}
010201 u2u1u0 u2u1u0 {2, 0}
0102010 u2u1u0 u2u1u0 {2}
01020102 u2u1u0 u2u1u0 φ
Table 3
DBDc (2k+3)(i) v.s. DBDc (2k+1)(j) for 1 ≤ i ≤ 22k+3 and 1 ≤ j ≤ 22k+1 − 1.
Range of i CDc (2k+3)(1, i) DBDc (2k+3)(i)
i = j CDc (2k+1)(1, j) Uj
i = 22k+1 S1 = S0 + (2k+ 1) {2k}∆[2k+ 1]
i = 22k+1 + j S1 + CDc (2k+1)(1, j) ({2k}∆[2k+ 1])∆Uj
i = 22k+2 S2 = S1 + S0 + (2k+ 2) [2k+ 1]∆{2k+ 2}
i = 22k+2 + j S2 + CDc (2k+1)(1, j) ([2k+ 1]∆{2k+ 2})∆Uj
i = 22k+2 + 22k+1 S3 = S2 + S0 + (2k+ 1) {2k+ 2, 2k}
i = 22k+2 + 22k+1 + j S3 + CDc (2k+1)(1, j) {2k+ 2, 2k}∆Uj
i = 22k+3 S3 + S0 + (2k+ 2) φ
Note: S0 = RDc (2k+1) and Uj = DBDc (2k+1)(j) = ∆jt=1[CDc (2k+1)(t)].
For an odd integer 3 ≤ sc ≤ n, a permutation Dc(sc) = {0, 1, . . . , sc − 1} is called a CI permutation, which is also a
cycle permutation. Since Dc(sc) contains odd element(s), CDc (sc )(1, i) is not an IL string for some 1 ≤ i ≤ 2sc . Let u(0) = u
and u(i) = uCDc (sc )(1,i) for 1 ≤ i ≤ 2sc . Recall that DB(u(i − 1), u(i)) = [CDc (sc )(i)]. Furthermore, it needs some effort
to admit DBDc (sc )(i) = ∆it=1[CDc (sc )(t)]. In Lemma 2, the conditions DBDc (sc )(i) = ∆it=1[CDc (sc )(t)], Dc(sc)(2sc ) = φ, and
DBDc (sc )(i) 6= DBDc (sc )(j) for 1 ≤ i, j ≤ 2sc and i 6= j are shown to imply that Dc(sc) is indeed a cycle permutation.
Lemma 2. Permutation Dc(sc) with 3 ≤ sc ≤ n and DBDc (sc )(i) = ∆it=1[CDc (sc )(t)] for 1 ≤ i ≤ 2sc is a cycle permutation.
Proof. We prove this lemma by induction on sc and now discuss the base case for Dc(3) = {0, 1, 2} and CDc (3) = 01020102.
Let v = uCDc (3)(1,i). Then v can differ from u only in the rightmost 3 bits. Hence, only v2v1v0 andDBDc (3)(i) are listed in Table 2
for 1 ≤ i ≤ 8. Clearly, DBDc (3)(8) = φ, DBDc (3)(i) = ∆it=1[CDc (3)(t)], and DBDc (3)(i) 6= DBDc (3)(j) for 1 ≤ i, j ≤ 8 and i 6= j.
Hence, Dc(3) is a cycle permutation and the base case is true.
Suppose that this lemma holds for Dc(2k + 1) with 2k + 1 ≥ 3. We now consider the condition for Dc(2k + 3). Let
S0 = RDc (2k+1). By Definition 2, CDc (2k+3) = S0 + (2k + 1) + S0 + (2k + 2) + S0 + (2k + 1) + S0 + (2k + 2). By
Definition 2 and the induction hypothesis, CDc (2k+1)(22k+1) = 2k and DBDc (2k+1)(22k+1) = φ. However, DBDc (2k+1)(22k+1) =
DBDc (2k+1)(22k+1 − 1)∆[CDc (2k+1)(22k+1)]. That is, DBDc (2k+1)(22k+1 − 1) = {2k}.
Note that DB(S0) = DBDc (2k+1)(22k+1 − 1) = {2k}. Then DBDc (2k+3)(22k+1) = DB(S0 + (2k + 1)) = {2k}∆[2k + 1],
DBDc (2k+3)(22k+2) = DB(S0 + (2k + 1) + S0 + (2k + 2)) = {2k}∆[2k + 1]∆{2k}∆{2k + 2} = [2k + 1]∆{2k + 2},
DBDc (2k+3)(22k+2 + 22k+1) = DB(S0 + (2k+ 1)+ S0 + (2k+ 2)+ S0 + (2k+ 1)) = [2k+ 1]∆{2k+ 2}∆{2k}∆[2k+ 1] =
{2k, 2k + 2}, and DBDc (2k+3)(22k+3) = DB(S0 + (2k+ 1)+ S0 + (2k+ 2)+ S0 + (2k+ 1)+ S0 + (2k+ 2))) = {2k, 2k +
2}∆{2k}∆{2k+ 2} = φ. Note that [2k+ 1]∆{2k+ 2} ⊆ {2k+ 1, 2k+ 2}. Hence, DBDc (2k+3)(22k+1),DBDc (2k+3)(22k+2), and
DBDc (2k+3)(22k+2 + 22k+1) are three distinct sets.
We know that for 22k+1 ≤ i ≤ 22k+3, CDc (2k+3)(1, i) is constructed by S0, (2k + 1), (2k + 2) and CDc (2k+1)(1, j) where
1 ≤ j ≤ 22k+1 − 1, i = j+ a× 22k+1, and 1 ≤ a ≤ 3. Let Uj = DBDc (2k+1)(j) = ∆jt=1[CDc (2k+1)(t)] for 1 ≤ j ≤ 22k+1 − 1. We
also perceive that for 22k+1 ≤ i ≤ 22k+3, DBDc (2k+3)(i) is dependent on Uj, [2k + 1], and {2k, 2k + 2}. Next, CDc (2k+3)(1, i),
DBDc (2k+3)(i), and DBDc (2k+1)(j) are listed as Table 3 for illustration.
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Note that Uj ⊆ Dc(2k + 1) for 1 ≤ j ≤ 22k+1 − 1 and 2k + 1, 2k + 2 /∈ Dc(2k + 1). More precisely, {2k} ∩ Uj = φ
for 1 ≤ j ≤ 22k − 1 and {2k} ∩ Uj = {2k} for 22k ≤ j ≤ 22k+1 − 1. By the above results, it is not difficult to realize that
DBDc (2k+3)(i) = ∆it=1[CDc (2k+3)(t)] for 1 ≤ i ≤ 22k+3. By the induction hypothesis, DBDc (2k+1)(i) 6= DBDc (2k+1)(j) for i 6= j
and 1 ≤ i, j ≤ 22k+1 − 1. So, it is also not difficult to verify that DBDc (2k+3)(i) 6= DBDc (2k+3)(j) for i 6= j and 1 ≤ i, j ≤ 22k+3.
Therefore, a CI permutation is also a cycle permutation. The proof is complete. 
To convenience, we say u(i), 0 ≤ i ≤ 2s, is at location i on cycle u〈CD(s)〉u. Corollary 1 follows directly from Lemmas 1
and 2.
Corollary 1. For a cycle permutationD(s) and a vertex u of TQn, the left and the right neighbors of u(i) belong to the cycle u〈CD(s)〉u.
4. The embedding of a family of disjoint multi-dimensional tori with EI permutations
The problem of embedding a guest graph G = (V1, E1) into a host graph H = (V2, E2) is to find a one-to-one mapping
function Ψ : V1 → V2. The dilation cost of embedding is max{dH(Ψ (u),Ψ (v))| u, v ∈ V1}, where dH(u, v) denotes the
distance between vertices u and v in graph H; it is an indicator of the slowdown incurred by the embedding. Therefore, an
ideal embedding should have unit dilation, equivalently, the guest graph is isomorphic to a subgraph of the host graph. That
is, (Ψ (u),Ψ (v)) ∈ E2 if (u, v) ∈ E1. In this paper, we focus on ideal embedding and provide an efficient mapping function
with disjoint EI permutations to embed desired tori into an n-dimensional twisted cube in this section.
There are some necessary terms defined as follows. Let D1(s1),D2(s2), . . . ,Dk(sk) be k disjoint subpermutations taken
from permutation D(s) = {d0, d1, . . . , ds−1}. We call {D1(s1),D2(s2), . . . ,Dk(sk)} a partition of D(s) if D(s) = ∪ki=1Di(si)
and Di(si) ∩ Dj(sj) = φ for i 6= j. Moreover, a partition {D1(s1),D2(s2), . . . ,Dk(sk)} of D(s) is called a cycle partition if
every Di(si) is a cycle permutation. For an EI permutation D(s) and a cycle partition {D1(s1),D2(s2), . . . ,Dk(sk)} of D(s), each
subpermutation Di(si) has at least two elements. Hence, s =∑ki=1 si ≥ 2k ≥ 4 for k ≥ 2. Corollary 2 follows directly from
the above definitions and Lemma 1.
Corollary 2. Assume that D(s) is an EI permutation and {D1(s1),D2(s2), . . . ,Dk(sk)} is a partition of D(s) with si ≥ 2 for all
1 ≤ i ≤ k. Then {D1(s1),D2(s2), . . . ,Dk(sk)} is a cycle partition of D(s).
Since 4 ≤ s ≤ d n2e, we consider the embedding of a family of disjoint multi-dimensional tori with an EI permutation
only for n ≥ 7 in this section. In the following discussions, we will first prove that u〈CDi(si)〉u and u〈CDj(sj)〉u are two almost
disjoint cycles for 1 ≤ i, j ≤ k and i 6= j in Lemma 3, and then introduce matrix uDB∪ki=1Di(si) and prove that uDB∪ki=1Di(si)
exactly represents a k-dimensional torus T2s1 ,2s2 ,...,2sk by Lemmas 4 and 5. Then we construct the desired mapping function
ψ{u,∪ki=1Di(si)} and discuss how many disjoint k-dimensional tori T2s1 ,2s2 ,...,2sk can be embedded into TQn.
Lemma 3. Assume that D(s) is an EI permutation and {D1(s1),D2(s2), . . . ,Dk(sk)} is a cycle partition of D(s). Then for a vertex
u of TQn, any two cycles u〈CDi(si)〉u and u〈CDj(sj)〉u, i 6= j and 1 ≤ i, j ≤ k, have no common vertices except u.
Proof. Let v(p) and v′(q) be the pth vertex and the qth vertex on cycles u〈CDi(si)〉u and u〈CDj(sj)〉u, respectively, with
0 ≤ p ≤ 2si and 0 ≤ q ≤ 2sj . By Lemma 1, v(0) = v(2si) = v′(0) = v′(2sj) = u. However, DBDi(si)(p) ⊆ Di(si),
DBDj(sj)(q) ⊆ Dj(sj), and Di(si) ∩ Dj(sj) = φ. Thus, DBDi(si)(p) 6= DBDj(sj)(q) for 1 ≤ p ≤ 2si − 1 and 1 ≤ q ≤ 2sj − 1. Hence,
v(p) 6= v′(q) for 1 ≤ p ≤ 2si − 1 and 1 ≤ q ≤ 2sj − 1. The proof is complete. 
By Lemma 3, for a cycle partition {D1(s1),D2(s2), . . . ,Dk(sk)} of an EI permutation D(s) and a vertex u of TQn, there
exist k almost disjoint cycles u〈CDi(si)〉u, 1 ≤ i ≤ k, of length 2si in TQn. Let k-dimensional matrix DB∪ki=1Di(si) =
(dt1,t2,...,tk)2s1×2s2×···×2sk containing elements dt1,t2,...,tk = ∆ki=1DBDi(si)(ti) = ∪ki=1DBDi(si)(ti) where 0 ≤ ti < 2si . To simplify
the explanation, if no ambiguity arises, let u(dt1,t2,...,tk) denote the vertex obtained from u by flipping bits t1, t2, . . . , tk.
Moreover, let k-dimensional matrix uDB∪ki=1Di(si) = (u(dt1,t2,...,tk))2s1×2s2×···×2sk . For instance, for n = 7, k = 2, and s = 4, let
D1(2) = {0, 6} and D2(2) = {2, 4}. Then matrix DB{D1(2),D2(2)} is listed as follows:
DB{D1(2),D2(2)} =
φ {0} {0, 6} {6}{2} {2, 0} {2, 0, 6} {2, 6}{2, 4} {2, 4, 0} {2, 4, 0, 6} {2, 4, 6}
{4} {4, 0} {4, 0, 6} {4, 6}
 .
Let u = 0000000 and v = 0000010. Then matrices uDB{D1(2),D2(2)} and vDB{D1(2),D2(2)} are listed as follows:
uDB{D1(2),D2(2)} =
0000000 0000001 1000001 10000000000100 0000101 1000101 10001000010100 0010101 1010101 1010100
0010000 0010001 1010001 1010000
 and
vDB{D1(2),D2(2)} =
0000010 0000011 1000011 10000100000110 0000111 1000111 10001100010110 0010111 1010111 1010110
0010010 0010011 1010011 1010010
 .
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It is not difficult to verify that uDB{D1(2),D2(2)} and vDB{D1(2),D2(2)} are two disjoint 2-dimensional tori in TQ7. More
specifically, we have two observations on DB∪ki=1Di(si) and uDB∪ki=1Di(si) as Lemmas 4 and 5.
Lemma 4. Assume that D(s) is an EI permutation and {D1(s1),D2(s2), . . . ,Dk(sk)} is a cycle partition of D(s). Then for any two
elements dt1,t2,...,tk , dt ′1,t ′2,...,t ′k of matrix DB∪ki=1Di(si), dt1,t2,...,tk 6= dt ′1,t ′2,...,t ′k if ti 6= t
′
i for some 1 ≤ i ≤ k.
Proof. By Lemma 1, DBDi(si)(ti) 6= DBDi(si)(t ′i ) if ti 6= t ′i . However, DBDi(si)(ti),DBDi(si)(t ′i ) ⊆ Di(si) and Di(si) ∩ Dj(sj) = φ
for i 6= j. Hence, (DBDi(si)(ti)∆DBDi(si)(t ′i )) ∩ Dj(sj) = φ. It means that the difference between DBDi(si)(ti) and DBDi(si)(t ′i )
cannot be compensated by the contribution from other subpermutation Dj(sj). Therefore, dt1,t2,...,tk = ∪kj=1DBDj(sj)(tj) =
∪kj=1,j6=iDBDj(sj)(tj)∪DBDi(si)(ti) 6= ∪kj=1,j6=iDBDj(sj)(t ′j )∪DBDi(si)(t ′i ) = ∪kj=1DBDj(sj)(t ′j ) = dt ′1,t ′2,...,t ′k if ti 6= t ′i for some 1 ≤ i ≤ k.
The proof is complete. 
Lemma 5. Assume that D(s) is an EI permutation and {D1(s1),D2(s2), . . . ,Dk(sk)} is a cycle partition of D(s). Then every
element u(dt1,...,ti,...,tk) of uDB∪ki=1Di(si) has left and right neighbors as u(dt1,...,ti−1,...,tk) and u(dt1,...,ti+1,...,tk), respectively, on cycle
v〈CDi(si)〉v for all 1 ≤ i ≤ k where v = u(∪kj=1,j6=iDBDj(sj)(tj)).
Proof. Note that dt1,...,ti,...,tk = ∪kj=1DBDj(sj)(tj) = ∪kj=1,j6=iDBDj(sj)(tj) ∪ DBDi(si)(ti). Let vertex v = u(∪kj=1,j6=iDBDj(sj)(tj)) and
v(dti) = u(dt1,...,ti,...,tk). By Corollary 1, v(dti) has left and right neighbors as v(dti−1) = u(dt1,...,ti−1,...,tk) and v(dti+1) =
u(dt1,...,ti+1,...,tk), respectively, on cycle v〈CDi(si)〉v. The proof is complete. 
Let ×ki=12si = 2s1 × 2s2 × · · · × 2sk . By Lemmas 4 and 5, we know that uDB∪ki=1Di(si) is a subgraph of TQn and exactly
corresponding to a k-dimensional torus of size×ki=12si . Hence, let ψ{u,∪ki=1Di(si)} be a mapping function from V (T2s1 ,2s2 ,...,2sk )
to V (TQn) defined byψ{u,∪ki=1Di(si)}(t1, t2, . . . , tk) = u(dt1,t2,...,tk). Thus, we can useψ{u,∪ki=1Di(si)} to embed a torus T2s1 ,2s2 ,...,2sk
into TQn as uDB∪ki=1Di(si).
Also we are interested in understanding how many disjoint k-dimensional tori T2s1 ,2s2 ,...,2sk can be embedded into
TQn. Let VD(s)(u) = {v|DB(u, v) ⊆ (L(n) − D(s))} denote the set of vertices having only different bit positions from
u in L(n) − D(s). For instance, for n = 7, D(3) = {0, 2, 4}, and vertex u = 07, L(7) − D(3) = {1, 3, 5, 6}
and VD(3)(u) = {07, 0510, 03103, 0105, 106, 031010, 010310, 10410, 010103, 102103, 1105, 0101010, 1021010, 110310,
110103, 1101010}. Since s ≤ d n2e, |L(n) − D(s)| = n − s ≥ b n2c and |VD(s)(u)| = 2n−s. For two distinct vertices u and v
with v ∈ VD(s)(u), we have an observation as Lemma 6.
Lemma 6. Assume that D(s) is an EI permutation and {D1(s1),D2(s2), . . . ,Dk(sk)} is a cycle partition of D(s). For two distinct
vertices u and v of TQn with v ∈ VD(s)(u), all elements of the two matrices uDB∪ki=1Di(si) and vDB∪ki=1Di(si) differ from each other.
Proof. By Lemma 4, all elements of uDB∪ki=1Di(si) differ from each other and all elements of vDB∪ki=1Di(si) differ from each
other. Hence, we only prove that u(dt1,t2,...,tk) 6= v(dt ′1,t ′2,...,t ′k) for 0 ≤ ti, t ′i ≤ 2si − 1 and 1 ≤ i ≤ k. However,
DB(u, v) ⊆ (L(n) − D(s)) and dt1,t2,...,tk ∩ DB(u, v) = φ = dt ′1,t ′2,...,t ′k ∩ DB(u, v). That is, DB(u, v) ∪ dt ′1,t ′2,...,t ′k 6= dt1,t2,...,tk .
Then v(dt ′1,t ′2,...,t ′k) = u(DB(u, v) ∪ dt ′1,t ′2,...,t ′k) 6= u(dt1,t2,...,tk). The proof is complete. 
By Lemma 6, for two vertices u, v of TQn with v ∈ VD(s)(u), the two functions ψ{u,∪ki=1Di(si)} and ψ{v,∪ki=1Di(si)} can be used
to embed two disjoint k-dimensional tori as uDB∪ki=1Di(si) and vDB∪ki=1Di(si), respectively. We are now ready to state our first
main result as Theorem 1.
Theorem 1. For an odd integer n ≥ 7 and a positive integer swith 4 ≤ s ≤ d n2e, there exist 2n−s disjoint k-dimensional tori of size
×ki=12si with mapping function ψ{u,∪ki=1Di(si)} where u ∈ VD(s)(0n), D(s) is an EI permutation, and {D1(s1),D2(s2), . . . ,Dk(sk)} is
a cycle partition of D(s).
However, 2n−s × (×ki=12si) = 2n−s × 2s = 2n = |V (TQn)|. Therefore, there are at most 2n−s disjoint tori of size ×ki=12si
in TQn. Hence, the embedding is optimal in the sense that it has unit dilation and the maximum number of disjoint desired
tori. For our embedding algorithm, given dimensions k, nwith k ≥ 2, n ≥ 7 and given size×ki=12si with
∑k
i=1 si ≤ d n2e, we
can choose an EI permutation D(s), s = ∑ki=1 si, and a cycle partition {D1(s1),D2(s2), . . . ,Dk(sk)} of D(s) and then embed
the desired tori into TQn in linear time. Hence, we list Theorem 2 as follows.
Theorem 2. For an odd integer n ≥ 7 and a positive integer m with b n2c ≤ m ≤ n − 4, there exists a linear time algorithm to
embed a family of 2m disjoint k-dimensional tori of size×ki=12si in an n-dimensional twisted cube with unit dilation, where k ≥ 2
and
∑k
i=1 si ≤ n−m.
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5. Embedding of a family of disjoint multi-dimensional tori with a CI permutation and EI permutation(s)
By Theorems1 and2,we know the size of an embedded torus is not greater than 2d
n
2 ewith only EI permutations. However,
by Lemma2, there exists a cycle of size greater than 2d
n
2 ewith a valid CI permutation, sc > d n2e. Hence, we then draw amulti-
dimensional torus of greater size by combining a cyclewith a CI permutation and some cycle(s)with EI permutation(s). Since
a CI permutation Dc(sc), 3 ≤ sc ≤ n, contains an odd number of elements, {0, 1, . . . , sc−1}, a disjoint EI permutation De(se)
contains only even elements in {sc +1, sc +3, . . . , n−1}. However, an EI permutation must contain at least 2 elements if it
is a cycle permutation. Hence, both conditions 3 ≤ sc ≤ n− 4 and 2 ≤ se ≤ d n−sc2 e = n−sc2 are necessary for the following
discussions.
Using Lemma 2 and the similar proof techniques in Lemma 3, we can prove that there exist some almost disjoint cycles
with a CI permutation and EI permutation(s), formally stated as Lemma 7.
Lemma 7. Assume that Dc(sc) is a CI permutation and De(se) is an EI permutation with De(se) ⊂ (L(n) − Dc(sc)). Then for all
cycles u〈CDi(si)〉u, 1 ≤ i ≤ k − 1, and u〈CDc (sc )〉u have only one common vertex u where {D1(s1),D2(s2), . . . ,Dk−1(sk−1)} is an
arbitrary cycle partition of De(se).
For two permutations D(k) = {d0, d1, . . . , dk−1} and D′(k′) = {d′0, d′1, . . . , d′k′−1} of two disjoint sets, let D(k) ∪ D′(k′)
= {d0, d1, . . . , dk−1, d′0, d′1, . . . , d′k′−1}. We call U(se + sc) = ∪k−1i=1 Di(si) ∪ Dc(sc) a cycle union if Dc(sc) is a CI permutation
with 3 ≤ sc ≤ n − 4 and {D1(s1),D2(s2), . . . ,Dk−1(sk−1)} is a cycle partition of an EI permutation De(se) ⊂ (L(n) −
Dc(sc)). Similar to matrix DB∪ki=1Di(si) and u(dt1,t2,...,tk) in the previous section, let k-dimensional matrix DBU(se+sc ) =
(dt1,t2,...,tk−1,tc )2s1×2s2×···×2sk−1×2sc containing elements dt1,t2,...,tk−1,tc = ∆k−1i=1 DBDi(si)(ti)∆DBDc (sc )(tc) where 0 ≤ ti < 2si ,
1 ≤ i ≤ k − 1, and 0 ≤ tc < 2sc for a cycle union U(se + sc), and let u(dt1,t2,...,tk−1,tc ) denote the vertex containing
exactly different bit positions as dt1,t2,...,tk−1,tc from vertex u. Due to the fact that each element a of De(se) is an even integer
and greater than any elements of Dc(sc), dt1,...,ti,...,tk−1,tc = ∆k−1j=1 DBDj(sj)(tj)∆DBDc (sc )(tc) = ∪k−1j=1 DBDj(sj)(tj) ∪ DBDc (sc )(tc).
Moreover, let k-dimensional matrix uDBU(se+sc ) = (u(dt1,t2,...,tk−1,tc ))2s1×2s2×···×2sk−1×2sc .
For n = 7, there exist exactly two almost disjoint cycles with a CI permutation and an EI permutation, i.e., sc = 3,
se = 2, Dc(3) = {0, 1, 2}, De(2) = {4, 6}. Then U(se + sc) = {0, 1, 2} ∪ {4, 6}. Let u = 0000000 and v = 0001000. Then
matrices DB{De(2),Dc (3)}, uDB{De(2),Dc (3)}, and vDB{De(2),Dc (3)} are listed as follows: (Note: symbol [12] is used to denote [1]∆{2}
in DB{De(2),Dc (3)} for short.)
DB{De(2),Dc (3)} =

φ {4} {4, 6} {6}
{0} {4, 0} {4, 6, 0} {6, 0}
{0} ∪ [1] {4, 0} ∪ [1] {4, 6, 0} ∪ [1] {6, 0} ∪ [1]
[1] {4} ∪ [1] {4, 6} ∪ [1] {6} ∪ [1]
[12] = [1]∆{2} {4} ∪ [12] {4, 6} ∪ [12] {6} ∪ [12]
[12] ∪ {0} {4, 0} ∪ [12] {4, 6, 0} ∪ [12] {6, 0} ∪ [12]
{2, 0} {4, 2, 0} {4, 6, 2, 0} {6, 2, 0}
{2} {4, 2} {4, 6, 2} {6, 2}

,
uDB{De(2),Dc (3)} =

0000000 0010000 1010000 1000000
0000001 0010001 1010001 1000001
0000011 0010011 1010011 1000011
0000010 0010010 1010010 1000010
0000110 0010110 1010110 1000110
0000111 0010111 1010111 1000111
0000101 0010101 1010101 1000101
0000100 0010100 1010100 1000100

, and
vDB{De(2),Dc (3)} =

0001000 0011000 1011000 1001000
0001001 0011001 1011001 1001001
0001011 0011011 1011011 1001011
0001010 0011010 1011010 1001010
0001110 0011110 1011110 1001110
0001111 0011111 1011111 1001111
0001101 0011101 1011101 1001101
0001100 0011100 1011100 1001100

.
It is not difficult to verify that uDB{De(2),Dc (3)} and vDB{De(2),Dc (3)} are two disjoint 2-dimensional tori in TQ7.
Lemmas 8 and 9 are two necessary conditions to prove that matrix uDBU(se+sc ) defines a k-dimensional torus of size
×k−1i=1 2si × 2sc in TQn. We can prove them using the similar proof techniques in Lemmas 4 and 5 and do not present the
details to save space.
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Lemma 8. Assume that U(se+ sc) = ∪k−1i=1 Di(si)∪Dc(sc) is a cycle union. Then for any two elements dt1,t2,...,tk−1,tc , dt ′1,t ′2,...,t ′k−1,t ′c
of matrix DBU(se+sc ), dt1,t2,...,tk−1,tc 6= dt ′1,t ′2,...,t ′k−1,t ′c if tc 6= t ′c or ti 6= t ′i for some 1 ≤ i ≤ k− 1.
Lemma 9. Assume that u is a vertex of TQn and U(se + sc) = ∪ki=1Di(si) is a cycle union where Dk(sk) = Dc(sc). Then every
element u(dt1,...,ti,...,tk) of uDBU(se+sc ) has left and right neighbors as u(dt1,...,ti−1,...,tk) and u(dt1,...,ti+1,...,tk), respectively, on cycle
v〈CDi(si)〉v for all 1 ≤ i ≤ k where v = u(∪kj=1,j6=iDBDj(sj)(tj)).
Next, let ψ{u,U(se+sc )} be a function from V (T2s1 ,2s2 ,...,2sk−1 ,2sc ) to V (TQn) defined by ψ{u,U(se+sc )}(t1, t2, . . . , tk−1, tc) =
u(dt1,t2,...,tk−1,tc ). Then, we can use ψ{u,U(se+sc )} to embed a torus T2s1 ,2s2 ,...,2sk−1 ,2sc into TQn as uDBU(se+sc ). Let VU(se+sc )(u) ={v|DB(u, v) ⊆ (L(n)−U(se+sc))}denote the set of vertices having only different bit positions fromu in (L(n)−U(se+sc)). For
instance, for n = 7,U(5) = {0, 1, 2, 4, 6}, and vertex u = 07, L(7)−U(5) = {3, 5} andVU(5)(u) = {07, 0105, 03103, 010103}.
However, 3 ≤ sc ≤ n−4 and se =∑k−1i=1 si ≤ n−sc2 . Thus, |L(n)−U(se+sc)| = n−(se+sc) = (n−sc)−se ≥ b n−sc2 c = n−sc2
and |VU(se+sc )(u)| = 2
n−sc
2 for any vertex u of TQn. Similar to Theorems 1 and 2, two important results corresponding to CI
and EI permutations are stated as Theorems 3 and 4.
Theorem 3. For two odd integers n ≥ 7, 3 ≤ sc ≤ n − 4 and a positive integer 2 ≤ se ≤ n−sc2 , there exist 2
n−sc
2 disjoint
k-dimensional tori of size ×k−1i=1 2si × 2sc = 2se+sc with mapping function ψ{u,U(se+sc )} where u ∈ VU(0n) and U(se + sc) =
∪k−1i=1 Di(si) ∪ Dc(sc) is a cycle union.
Theorem 4. For an odd integer n ≥ 7 and a positive integer m with 2 ≤ m ≤ n − 5, there exists a linear time algorithm to
embed a family of 2m disjoint k-dimensional tori of size×ki=12si in an n-dimensional twisted cube with unit dilation, where k ≥ 2,
si ≥ 2,∑ki=1 si ≤ n−m, and max1≤i≤k{si} ≥ n− 2m.
6. Embeddings of disjoint multi-dimensional meshes and disjoint hypercubes
In this section, we first provide two embeddings of a family of disjoint multi-dimensional meshes as Theorems 5 and 6
and then give the embedding of a family of disjoint multi-dimensional hypercubes as Corollary 3. Finally, we construct a
mesh of the maximum possible size with permutation Dm(n− 1) = {0, 1, . . . , n− 2} and {n− 1}.
Since a k-dimensional mesh is the Cartesian product graph of k paths (not cycles) of lengths l1, l2, . . . , lk with li ≥ 2, we
need only si ≥ 1 for li = 2si . Hence, we can apply more general EI permutations to embed meshes and have an embedding
result as Theorem 5. Moreover, there is another embedding result with a CI permutation and EI permutations as Theorem 6.
Theorem 5. For an odd integer n ≥ 3 and a positive integer m with b n2c ≤ m ≤ n − 2, there exists a linear time algorithm to
embed a family of 2m disjoint k-dimensional meshes of size ×ki=12si in an n-dimensional twisted cube with unit dilation, where
k ≥ 2 and∑ki=1 si ≤ n−m.
Theorem 6. For an odd integer n ≥ 5 and a positive integer m with 1 ≤ m ≤ n − 4, there exists a linear time algorithm to
embed a family of 2m disjoint k-dimensional meshes of size ×ki=12si in an n-dimensional twisted cube with unit dilation, where
k ≥ 2,∑ki=1 si ≤ n−m, and max1≤i≤k{si} ≥ n− 2m.
For k-dimensional hypercube Qk, Corollary 3 presents an embedding result with some particular EI permutations, i.e.,
si = 1 for all 1 ≤ i ≤ k.
Corollary 3. For an odd integer n ≥ 3 and a positive integer m with b n2c ≤ m ≤ n − 2, there exists a linear time algorithm to
embed a family of2m disjoint k-dimensional hypercubes in an n-dimensional twisted cubewith unit dilation,where2 ≤ k ≤ n−m.
For a permutationDm(n−1) = {0, 1, . . . , n−2}, we observe thatDm(n−1) is not a cycle permutation but it can generate a
path of length 2n−1. In particular, there exists a spanningmesh of size 2×2n−1with permutationsDm(n−1) and {n−1} in TQn.
To simplify the explanation, if no ambiguity arises, let u(i) = uRDm(n−1)(1,i), DBDm(n−1)(0) = φ and DBDm(n−1)(i) = DB(u, u(i))
represent the set containing these different bit positions between u and u(i) for 1 ≤ i ≤ 2n−1 − 1. We now prove that
DBDm(n−1)(i) 6= DBDm(n−1)(j) for 0 ≤ i, j ≤ 2n−1 − 1 and i 6= j in Lemma 10.
Lemma 10. Assume that n ≥ 3 is an odd integer and Dm(n − 1) = {0, 1, . . . , n − 2} is a permutation. Then DBDm(n−1)(i) =
∆it=1[RDm(n−1)(t)], DBDm(n−1)(2n−1 − 1) = [n− 2], and DBDm(n−1)(i) 6= DBDm(n−1)(j) for 0 ≤ i, j ≤ 2n−1 − 1 and i 6= j.
Proof. We prove this lemma by induction on odd integer n and now discuss the base case for n − 1 = 3 − 1 = 2
and Dm(2) = {0, 1}. Then RDm(2) = 010. Let v = uRDm(2)(1,i). Table 4 lists v and DBDm(2)(i) for 1 ≤ i ≤ 3. Clearly,
DBDm(2)(i) = ∆it=1[CDm(2)(t)], DBDm(2)(3) = [1], and DBDm(2)(i) 6= DBDm(2)(j) for 0 ≤ i, j ≤ 3 and i 6= j. Hence, the base
case is true.
Suppose that this lemma holds for Dm(k − 1) with n = k ≥ 3. We now consider the condition for Dm(k + 1) =
Dm(k − 1) ∪ {k − 1, k}. Let S0 = RDm(k−1). By Definition 2, RDm(k+1) = S0 + (k − 1) + S0 + k + S0 + (k − 1) + S0. By
the induction hypothesis, DB(S0) = DBDm(k−1)(2k−1 − 1) = [k− 2].
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Table 4
RDm(2)(1, i), v2v1v0 , and DBDm(2)(i) for 1 ≤ i ≤ 3.
RDm(2)(1, i) v2v1v0 (u0 = 0) v2v1v0 (u0 = 1) DBDm(2)(i)
0 u2u1u0 u2u1u0 {0}
01 u2u1u0 u2u1u0 {0}∆[1]
010 u2u1u0 u2u1u0 [1]
Table 5
DBDm(k+1)(i) v.s. DBDm(k−1)(j) for 1 ≤ i ≤ 2k+1 − 1 and 1 ≤ j ≤ 2k−1 − 1.
Range of i RDm(k+1)(1, i) DBDm(k+1)(i)
i = j RDm(k−1)(1, j) Uj
i = 2k−1 S1 = S0 + (k− 1) [k− 2]∆{k− 1}
i = 2k−1 + j S1 + RDm(k−1)(1, j) ([k− 2]∆{k− 1})∆Uj
i = 2k S2 = S1 + S0 + k {k− 1}∆[k]
i = 2k + j S2 + RDm(k−1)(1, j) ({k− 1}∆[k])∆Uj
i = 2k + 2k−1 S3 = S2 + S0 + (k− 1) [k− 2]∆[k]
i = 2k + 2k−1 + j S3 + RDm(k−1)(1, j) ([k− 2]∆[k])∆Uj
i = 2k+1 − 1 S3 + S0 [k]
Note: S0 = RDm(k−1) and Uj = DBDm(k−1)(j) = ∆jt=1[RDm(k−1)(t)].
ThenDBDm(k+1)(2k−1) = DB(S0+(k−1)) = [k−2]∆[k−1] = [k−2]∆{k−1},DBDm(k+1)(2k) = DB(S0+(k−1)+S0+k) =
[k−2]∆[k−1]∆[k−2]∆[k] = [k−1]∆[k] = {k−1}∪[k],DBDm(k+1)(2k+2k−1) = DB(S0+(k−1)+S0+k+S0+(k−1)) =
DBDm(k+1)(2k)∆[k−2]∆[k−1] = ({k−1}∪[k])∆[k−2]∆{k−1} = [k]∆[k−2] = [k]∪[k−2], and DBDm(k+1)(2k+1−1) =
DB(S0 + (k − 1) + S0 + k + S0 + (k − 1) + S0) = DBDm(k+1)(2k + 2k−1)∆[k − 2] = ([k] ∪ [k − 2])∆[k − 2] = [k]. Note
that DBDm(k+1)(2k−1) = [k− 2]∆{k− 1}, DBDm(k+1)(2k) = {k− 1} ∪ [k], and DBDm(k+1)(2k + 2k−1) = [k− 2] ∪ [k] are three
different sets.
Weknow that for 2k−1 ≤ i ≤ 2k+1−1,RDm(k+1)(1, i) is constructed by S0, k−1, k, andRDm(k−1)(1, j)where 1 ≤ j ≤ 2k−1−1,
i = j + a × 2k−1, and 1 ≤ a ≤ 3. Let Uj = DBDm(k−1)(j) = ∆jt=1[RDm(k−1)(t)] for 1 ≤ j ≤ 2k−1 − 1. We perceive that for
2k−1 ≤ i ≤ 2k+1 − 1, DBDm(k+1)(i) is dependent on Uj, [k − 2], {k − 1}, and [k]. Next, RDm(k+1)(1, i), DBDm(k+1)(i), and
DBDm(k−1)(j) are listed as Table 5 for illustration.
Note that Uj ⊆ Dm(k−1) for 1 ≤ j ≤ 2k−1−1 and k /∈ Dm(k−1). Furthermore, [k−2]∩Uj = φ for 1 ≤ j ≤ 2k−2−1 and
[k−2]∩Uj = [k−2] for 2k−2 ≤ j ≤ 2k−1−1. By the above results, it is not difficult to verifyDBDm(k+1)(i) = ∆it=1[RDm(k+1)(t)]
for 1 ≤ i ≤ 2k+1 − 1. By the induction hypothesis, DBDm(k−1)(i) 6= DBDm(k−1)(j) for i 6= j and 1 ≤ i, j ≤ 2k−1 − 1. It is also
not difficult to verify that DBDm(k+1)(i) 6= DBDm(k+1)(j) for i 6= j and 1 ≤ i, j ≤ 2k+1 − 1. The proof is complete. 
Let 2-dimensional matrix DB{{n−1},Dm(n−1)} = (dt1,t2)2×2n−1 containing elements dt1,t2 = DB{n−1}(t1)∆DBDm(n−1)(t2)
where t1 = 0, 1 and 0 ≤ t2 < 2n−1 and let u(dt1,t2) denote the vertex containing exactly different bit positions as
dt1,t2 from vertex u ∈ V (TQn). Since n − 1 is an even integer and greater than all elements of Dm(n − 1), dt1,t2 =
DB{n−1}(t1)∆DBDm(n−1)(t2) = DB{n−1}(t1) ∪ DBDm(n−1)(t2). Furthermore, let 2-dimensional matrix uDB{{n−1},Dm(n−1)} =
(u(dt1,t2))2×2n−1 for a vertex u of TQn. The following three lemmas can be proved by the similar proof techniques in Lemmas 4
and 5.
Lemma 11. For matrix DB{{n−1},Dm(n−1)}, dt1,t2 6= dt ′1,t ′2 if ti 6= t ′i for some i = 1, 2.
Lemma 12. For matrix uDB{{n−1},Dm(n−1)}, elements u(dt1,0) and u(dt1,2n−1−1) have only a right neighbor u(dt1,1) and a left
neighbor u(dt1,2n−1−2), respectively, and every element u(dt1,t2), 1 ≤ t2 ≤ 2n−1 − 2, has left and right neighbors as u(dt1,t2−1)
and u(dt1,t2+1), respectively, on path u〈RDm(n−1)〉v where u, v are two vertices of TQn with v = uRDm(n−1) .
Lemma 13. For a vertex u of TQn, every element u(dt1,t2), t1 = 0, 1, of uDB{{n−1},Dm(n−1)} is adjacent to u(dt1,t2).
By Lemmas 11–13, we have a mesh of the maximum possible size as Theorem 7.
Theorem 7. For an odd integer n ≥ 3, there exists a linear time algorithm to embed a 2-dimensional mesh of size 2× 2n−1 in an
n-dimensional twisted cube with unit dilation.
Finally, Theorems 6 and 7 imply these results of embedding meshes into twisted cube in [11,22].
7. Conclusion
In this paper, we focus on ideal embedding and further develop two linear time algorithms for embedding disjoint multi-
dimensional tori into TQn, n ≥ 7, as follows: (1) for a positive integer m with b n2c ≤ m ≤ n − 4, a family of 2m disjoint
k-dimensional tori of size 2s1 × 2s2 × · · · × 2sk each can be embedded with unit dilation, where k ≥ 2 and∑ki=1 si ≤ n−m,
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and (2) for a positive integermwith 2 ≤ m ≤ n− 5, a family of 2m disjoint k-dimensional tori of size 2s1 × 2s2 × · · · × 2sk
each can be embedded with unit dilation, where k ≥ 2, si ≥ 2,∑ki=1 si ≤ n−m, andmax1≤i≤k{si} ≥ n− 2m. Moreover, we
also provide similar embedding results for meshes and hypercubes, in particular, Theorems 6 and 7 imply these results of
embedding meshes into twisted cubes in [11,22].
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