Abstract. Let U be a locally injective, Moore-Wolf square integrable representation of a nilpotent Lie group N. Let (%, X) be a complex, maximal subordinate pair corresponding to U and let 5Q, = ker X n 3C. The space C°°(U) of differentiable vectors for U is an 3Q module. In this work we compute the Lie algebra cohomology HïÇXq, C°°(U)) of this Lie module. We show that the cohomology is zero for all but one value of p and that for this specific value the cohomology is one dimensional. These results, when combined with earlier results of ours, yield the existence and irreducibility of holomorphically induced representations for arbitrary (nonpositive), totally complex polarizations.
I. Introduction. Let % be a connected, simply connected, nilpotent Lie algebra over the complex field. Let M be an % module over C By Ap(%, M) we shall mean the space of M valued, alternating, complex p-lineai forms on %. For / G Ap(%, M), X G % we define the "canonical action" of X on /by 
><J
The corresponding cohomology groups are denoted Hp(%, M). In this paper we are interested in a specific case of the above construction. Let N be a connected, simply connected nilpotent Lie group over R with Lie algebra 91. Let U be an irreducible locally injective representation of N which is square integrable modulo its kernel. Let C°°(U) be the space of infinitely differentiable vectors for U. (See [9] .) For v G C°°(U) and X G 91, we set Xv = dU(X)v = ^-\,_QU(exp tX)v.
This defines an 91 -module structure on C°°(U). This 91-module structure will be extended as usual to an action of complexification 9lc of 91 on C °°( U). Now let X G 91* be a linear functional which corresponds to U under the Kirillov correspondence [4] . We extend A to a complex linear functional (also denoted X) on 9lc. A complex subalgebra DC of 9lc is subordinate to A if X is null on [DC, DC] . DC is maximal subordinate if DC has maximal dimension among all such subalgebras. Let DCq = DC n ker X. DQ, is a complex subalgebra of DC which is called the reduced subalgebra. In this work we are interested in computing Hp(%), C°°(U)) for arbitrary maximal subordinate pairs (DC, X) corresponding to U.
We shall explain our interest in this subject momentarily. First, however, we need some notation. The form BX(X, Y) = X([X, Y]) on 9lc X 9lc is called the antisymmetric form of the pair (DC, X) while the form <bx(X, Y) = -iX([X, Y]) on DCq X DCg is called the Hermitian form of the pair. The subalgebra ^ of elements of 9lc annihilated by Bx is called the radical of the pair. A fundamental result of Moore and Wolf [5] says that a locally injective representation U is square integrable iff "3^ is the center of 9lc. Local injectivity also implies that the center is one dimensional. It is easily seen that <¡>x is Hermitian symmetric. It follows that there is a basis Xx, . . . , Xd of DCq such that <px(X¡, X) = e/y where e¡¡ is zero if i **=/ and e,y G (0, -1, +1} for all i. The number p0 of positive values of e is called the signature of the pair (DC, X) and the number d -p0 = q0 is called the deficit of the pair. Our main result is the following Theorem 1. Let U be a locally injective square integrable representation of N and let (DC, X) be a complex, maximal subordinate pair corresponding to U. Then Hp(%>, C°°(U)) = 0 ifp ¥= q0 where qQ is the deficit of the pair (DC, X). Furthermore Hq°(%"Cx(U)) is one dimensional and the image of A*»-1^. CM(U)) in A»»(DCo, CX(U)) under 3 is closed in the CX(U) topology.
The Cco(U) topology is defined as the weakest topology making all maps v -» XXX2 • • ■ Xnv continuous from C°°([/) into the representation space of U where X¡ G 91 and n G N. The corresponding topology on A'XDCq, C°°( (7)) is obtained by identifying A^DCq, C°°(i7)) with A^DCq)*) ® CX(U).
Our interest in this theorem is that it implies the existence and irreducibility of holomorphic induction for not necessarily positive polarizations of nilpotent Lie groups. Specifically, suppose DC satisfies, in addition to the above assumptions, (i)DC + DC = 9LC, (ii) DC n DC = % = Z(9lc).
Such subalgebras are called totally complex. In our previous work [8] , we showed that the existence and irreducibility of holomorphic induction for the pair (DC, X) was equivalent to the fact that HP(CKV, X) is one dimensional when p equals the deficit and zero otherwise (Theorems 10 and 2). We refer the reader to [8] for details and applications.
The existence and irreducibility of holomorphic induction has been proven previously only in special cases. Camora [1] and Satake [10] proved it for the Heisenberg group. Moscovici [7] proved it for groups which admit rational forms in the case that (DC, X) satisfies a certain rationality assumption and X is "sufficiently distant" from 0. In our previous work [8] , we established the existence and irreducibility in the case that DC is abelian. Moscovici has also shown the vanishing part of our Theorem 1 above in the case that X is "sufficiently distant" from zero [7] .1 Several interesting features of Theorem 1 are worth mentioning. First, the theorem does not assume that the subalgebra DC is totally complex. One can in fact use our theorem to prove irreducibility in the case DC is real. This suggests that there should be a way of defining realizations of U corresponding to arbitrary complex maximal subordinate pairs (DC, X). Actually, the elimination of the totally complex assumption seems to be an essential ingredient of the proof of Theorem 1, as our induction scheme forces us out of the totally complex case.
The second interesting comment concerning Theorem 1 is that its proof is constructive: Given a form / which is homologous to zero we could (given time) explicitly construct a form /0 such that 3/0 = /.
II. Proofs. Our main tool in the proof of Theorem 1 is the lemma stated below. Let Cp,p > 0 be a differential complex of vector spaces over C and let 3: C* -* C* and 8: C* -> C* be differentials of degree +1 and -1 respectively. Let X = 35 + 8d. It is easily seen that X commutes with 3 and 8 and X is of degree 0. Let Cp = (8CP+X + XC")/XCp = 8Cp+l/8Cp+x n XC.
The space 8CP+X + XC is 3 invariant since 35 = X -53 and 3 commutes with X. It follows that 3 induces a derivation 3^ of the complex Cp.
There is also a dual concept related to the kernel of X. Let Cp = ker X n ker 5. On C£, 5 and 3 anticommute so again 3 gives rise to a derivation 3^ of Cfi.
Lemma 2. If X is injective on each Cp then 8 induces an isomorphism between
Hp(C*) and Hp-x(C*)forp > 0. Also H°(C*) = 0.
If X is surjective on each Cp then the injection of Cft in Cp induces an isomorphism between HP(C*) and H"(C*)for all p.
Proof. We first consider the injective case. The identity 35 = -35 + X shows that 5 anticommutes with 3 modulo the image of X so 5 induces a chain map 5^-of Cp into Cp~x. Let the corresponding map on cohomology be 8X.
To see that 5j£ is injective, suppose / is a 3 closed element of Cp and 5/ is a boundary in Cf. Then 5/ = 3g + Xh for some g G 8CP. We claim that dh = / so/ is a boundary in Cp. In fact Xdh = dXh = 35/ = Xf -53/ = Xf.
'Added in Proof. Recently J. Rosenberg has also proven the general result using some of our results below.
Hence dh = / as claimed.
To see that 8X is surjective, let g = 8gx + XC be a dx closed coset of Cf. Then d8gx = Xh in C+x. We claim that h is closed in C+x and 8h = g mod XC. h is closed because Xdh = dXh = 325g! = 0. Also X8h = 8Xh = 535gl = (53+ 3ô)Ôgl = X8gx.
Hence 8h = 8gx = g mod VC, as claimed.
If p = 0, X = 53; so A' injective implies ker 3 = 0 as claimed. Now suppose X is surjective. Let /': C(¡ -* Cp be the injection, i is a chain map. Let /'* be the induced map on cohomology. We first show that i* is surjective. Let This proves g is null in HP(C$) and hence our lemma is proven.
We shall also require a topological version of the above proposition. Suppose that the C are locally convex topological vector spaces and that 5 and 3 are both continuous. We endow HP(C*), Cf and Hp(Cf), i = 0, 1, with their respective quotient (subspace) topologies (which may be non-Hausdorff). The mappings 8X and i* are continuous, bijective mappings of vector spaces. Lemma 3. If X has a continuous inverse W defined on the closure of the image of X, then 8X is a topological isomorphism. If X is open, i* is a topological isomorphism.
Proof. From the proof of the above proposition, the inverse of 8X is given by mapping cosets of the form g + XC into the cohomology class of W3g. This is clearly continuous.
To C. Thus X^L n ker 3 is open in ker 3. It Xh G X% n ker 3 for some Ae%, then Xh -d8h G % n ker 3n Cg so *% nker 3+ dC'1 c 9l n ker 3n Cg + 3C'-'.
In fact it is not difficult to see that the " c " above is really an equality. This proves the lemma.
In our applications of the above lemma, 3 will be the derivation of A'íDCo, C°°(Í7)) and 5 will be the map 8xf(Xx ■ ■ ■ Xp_x) = f(X, Xv . . . , Xp_x) for some fixed X G DCg. The inductive definition of 3 shows that 35* + 5*3 is simply the usual action of X on A^DQ, C°°(<7)). Hence 35* + 5*3= X. The crux of our proof of Theorem 1 will be to find appropriate A"s and to describe C^ or Cf as the case may be.
We now proceed to the proof of Theorem 1. 
where xs = (exp -íA'0)x(exp sX¿). We shall require a description of the space C°°(U) relative to the above realization.
Lemma 4. A function f in L2(R, DC,) is in C°°(i/) iff f is a C°(Unvalued
Schwartz map of R. That is to say, f is C™ as a mapping of R into C°°(i/,) and for any polynomial function p and integer n, the function p(d / diff is bounded as a map of R into C°(VX).
Proof. This is not difficult to prove from a few basic facts about C°° vectors. However, it is somewhat quicker to use results of Corwin-Greenleaf-Penney [2] . Specifically, there is a connected subgroup Hx of Nx and a character x of //, such that Ux is the representation of Nx induced by x and U is the representation of N induced by x-Let ?T, be a vector complement to log Hx in 91, and let Tx = exp ?T,. We use Tx to define a realization of Ux in L2Cöx) by restriction of functions to the cross-section Tx and composition with the exponential map. Similarly we define a realization of U in L2(% x R) by means of the mapping (t, s) -» exp t exp sX0 for t G 9",, j G R. The results of [2] imply that in these realizations CCC(UX) is the Schwartz space <;>(%) of rapidly decreasing C°° functions on 9", while C"(U) is the Schwartz space on % X R. Our lemma follows easily from the fact that S (5, X R) can be identified with the space of Schwartz maps of R into 5(9,).
Q.E.D.
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Our argument now splits into three cases depending on whether y G DC or TgDC + DC or y £ DC + DC. First, however, let us make some preliminary observations concerning Ux. Y is central in 91, so {/, is scalar on Y and the value of Ux on exp sY is e2",A'(iy)/ = /. Hence exp sY belongs to the kernel of Ux. We shall let / y be a generic symbol for concepts on 9L, or Nx reduced modulo Y. Proof. It is easily computed that 3 U( Y) is the mapping of C °°( (7) (7)). The main difficulty in our treatment of this subcase will be the identification of the image of W.
To aid in this identification we introduce a new 9lc module. As we shall also use this construction later, we shall be slightly more general than our current needs dictate. Let Xx G 9lc ~(9L,)C. We define a mapping Dx¡ of C°°(i/) into the product space II~_, C°°(f7,) by DXJ = (/0,/" . . . ) where/ = W(Xx)J(0)/n\.
The image of Dx is denoted M* and is called the evaluation module relative to Xx. We define an action of 9LC on Mx so that £>* is a Lie module homomorphism as follows. For K G (%)c, let Kn = (ad Xx)"(K)/n\. For /-(/*/" ... ) € A/*, we set Kf= (g0, g" . . .) where g" = £,+,=" W(K^fr We also define A',/ = (/" 2/2, 3/3, . . . ).
The action is extended to the rest of 9lc by linearity. showing the inverse property. This proves the isomorphism of the modules. To prove that Dx¡ maps C°°(U) onto II"_0 C"(£/,) for all Xx, we claim that it suffices to prove this for one single Xx. In fact, the isomorphism C between Mx¡ and Mx is definable on all of n™_0 Cco(Ui) by the same formula. The mapping C is still inverse to C so if £>* maps onto the product space for a single Xx, then it will map onto for all Xx. We choose Xx = X0, the (real) element of 91 complementary to 91, chosen above.
To prove our lemma, let / = (/0,/" . . . ) belong to Mx. We need to show that there is a function g G C °°( t/ Sublemma. g g C°°(C/) and dU(W)g = / Proof. From Lemma 4, we need to show that g is a C°° mapping of R into C°°(UX) and all derivatives of g remain bounded in the CX(UX) topology when multiplied by an arbitrary polynomial.
We begin by showing that g is a polynomially bounded mapping of R into C°°(UX). To see this it suffices to show that g(s) belongs to C°°(i/,) and ||3i/,(yl)g(j)|| is polynomially bounded in í for all A in the enveloping algebra U(9l,). For each j G R let A(s, t) denote e'ad V'(A) where ad Vs is extended as usual to the enveloping algebra. Formally, we have the following identity for s > 0.
dUx(A)g(s) = [°°dUx(A)Ux(exp -tVs)f(s)e~s' dt = f "V.iexp -tV°)Wx(A(s, t))f(s)e-st dt.
The analytic validity of this identity is easily verfied by differentiation under the integral. Note that this implies g(s) G C°°(í7,). Now there are fixed elements Ax • • ■ Ak G 11(91,) and polynomials p¡(s, t) such that Ms, 0=2 P,{s, t)A,.
/-i If p(s, t) is any polynomial, then foP(s, t)e~sl dt increases at most polynomially in í as j -> oo. It follows that there are polynomials q¡(s) such that \\dU(Ax)g(s)\\ < 2 %(*)l|3£/,(4)/(i)||.
/-i
The polynomial boundedness of / now is seen to imply the polynomial boundedness of g(s) for large positive s. The case of large negative s is proven similarly. The boundedness for all s will follow once we have shown that g is Cx as a mapping of
RintoC°°(i/,).
The fact that g is C°° at zero follows from the fact that lims^0 f(s)/s" = 0 for all n since (d/ds)"f(0) = 0. In fact lim g(s)/s" = lim f °° s2e~s'Ux(exp -tVs)(f(s)/s"+2) dt. Proof. Let C = A'(DCo, C°°(f7)) and C = Ap(%, Mx). hei 8 be the derivation 5^ on C and 5 be 5^ on C. The previous lemma shows that Dx defines a chain map from C to C such that / is in the image of W = X in C iff / is in the image of W in C. It follows that Dx induces a chain isomorphism of the complexes Cf and Cf. Lemma 2, applied to Cf and Cf, now shows that //p(DCo, C°°(i/)) arid //'(DCq, Mx) are both isomorphic to Hp-x(C*) forp > 0 and to zero for/7 = 0.
We are not yet finished as we still must show that the isomorphism can be induced directly by Dx without the intercession of Cf. However, this follows easily from the commutativity of the diagram below and the fact that the isomorphism of H"(C*) with H"(C*) is given by 5*. This finishes the lemma. Remark. In the above lemma we have not made any claim that the isomorphisms are topological. This is because we have not shown that W has a bounded inverse on either C°°(U) or Mx . Notice, however, that Lemma 9 does not involve W at all except in its proof. We shall obtain the topological properties of the isomorphism later without the aid of Lemma 2. In fact we have not even defined a topology on M* as yet. This fact we remedy immediately. We give A/* the product topology. Notice that the action of Xx on Mx is essentially a left shift so Xx acts surjectively and Xx is an open mapping. The following is a counterpart to Lemma 6. Proof. The action of Xx on/ G A^DQ,, A/* ) is given by Xx-f=(Xx -Xï)f where X* is as defined previously (Lemma 6). As a formal power-series (xx -x*yx = 2 xx-("+l\x*)n.
n-0
We let/" be such that (i)X¡»+l>f" = (X*)y,
(ii)f" = Oif(X*rf=0.
fn is then a finite sequence and it is easily seen that (*,-*r)(2/,,)=/-This shows surjectivity. To see openness, let ^ be a neighborhood of zero in A'XDCj, A/* ) and consider T = (Xx -Xf)^. It suffices to show that T is a neighborhood of zero. Let n be such that (X*)n = 0 and let % = n ^(Xx)kGll. Let % = n *-o(-*T)"*%-% is a neighborhood of zero. We claim "V, c °V". In fact, for / G %, the fn defined above can be chosen in % so/ G (Xx -X*)^. This proves the lemma. Now we apply the second portion of Lemmas 2 and 3 to A'XDCq, A/* ) with 5 = 5*. We come up with the following fascinating conclusion.
Lemma 11. Hp(%>, C°°(f7)) is isomorphic with Hp(%x, C°°((7,)). where a = <t>\(Xx, Xx) is real and b = <t>x(Xx, W). The characteristic polynomial is x2 -ax -\b\2. Hence A has one positive and one negative eigenvalue. On the other hand, W is in the radical of the restriction of <i>A to DC,. Hence on DC,, <i>x loses one positive eigenvalue and one negative eigenvalue and gains a zero eigenvalue.
As the dimension of the subordinate subalgebra also decreases by one, this makes a net change of zero in the deficit. This proves the lemma. It follows from the lemma that Hp(%, C°°(J7)) is zero if p ¥= q0 where q0 is the deficit and Hq°(%, C°°(U)) is one dimensional. To finish Subcase II we need to show that Hq<>(%, CX(U)) is Hausdorff-i.e. the image of 3 is closed in
Aq"(%, C°°(<7)). This will be the case if the image of 3 is closed in A9»(DC, Mx) for •'-oo
We claim that in this case g represents an element of C°°(t/,). Since e2"'*' is polynomial in s, one can see that for g to be in C °°( Í7) it suffices to show that h(s) = r* [' e'2cf(t) dt Note that to apply l'Hospital's rule we need /JJ, = 0. It also follows from l'Hospital's rule that the -oo limit is zero. Similarly we may prove the polynomial boundedness of h. Also, by using the Leibnitz rule for differentiating products and l'Hospital's rule we can show the polynomial boundedness of the derivatives of h. This proves the sufficiency part of the lemma.
Conversely, suppose/ is in the image of Xx. Let g be as above, g is the unique solution of (**) which satisfies lim^^ g(s) = 0. In order for g to define an element of Ap(%0, CX(U)) we must have lim^^ h(s) = 0 where
This necessitates the condition on the integral off.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use To see the injectivity of Xx, it suffices by the proof of Lemma 6 to consider Xx on C °°( U). The kernel of Xx is the space of functions of the form fis) = e~c^v for v fixed in C°°(t/,). However, such functions are not square integrable unless v = 0. Clearly, the integral defining g is a continuous inverse to Xx on its image. This proves the lemma. Hp'x(%x, Cx(Ux))forp > 0. Ifp = 0, H'ÇXq, C^í/)) is zero.
Again, this will prove our theorem once we show that the deficit </>x is one unit less than that of <f>A. This is a calculation similar to that done in the c > 0 case. We shall omit it here. This finishes Subcase II.B. are isomorphic for p > 0. Case III is then completed by computing the deficit of <¡>x . We leave the details to the reader.
This finishes the proof of Theorem 1. Q.E.D.
Concluding
remarks. Having been through the proofs, the reader may wonder at this point about the roles played by the square integrability and the local injectivity. The roles are, in fact, the same. The local injectivity is to preclude the Lie algebra cohomology of DCq from entering the picture. The necessity of this precaution is exemplified by the case where U is one dimensional so DC = 9LC.
Then C°°(U) = C and DCq acts trivially. Then A^DCq, C°°(J7)) is just the/>th Lie algebra cohomology space of DCq. Certainly our Theorem 1 need not be true in this circumstance.
The role of the square integrability is to insure that the representation Ux/Y used in the induction scheme is locally injective. It seems plausible that there is a generalization of Theorem 1 which assumes neither square integrability nor local
