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ABSTRACT 
In some longitudinal studies, there are individuals for whom rich phenotypic data 
have been collected, but who died before providing DNA for genetic studies. Genotypes 
of their relatives are often available. The main question we address is how and when one 
should incorporate phenotyped but ungenotyped relatives into genetic association tests . 
For genotypes missing completely at random (MCAR) and a quantitative outcome, 
Visscher and Duffy (2006) inferred the power increase due to the inclusion of 
ungenotyped individuals using information from relatives ' genotypes for the case of a 
single genotyped single-nucleotide polymorpherm (SNP) and a single type of relative. 
We derive a theoretical formula for the power gain for a dichotomous outcome. We 
verify and extend the theoretical result with simulations of small or moderate sized 
pedigrees assuming a MCAR, missing at random (MAR), or not missing at random 
(NMAR) missingness mechanism. For quantitative and binary outcomes, we observe 
biased effect estimates in data sets that exclude subjects with MAR genotypes and in data 
sets that include imputed NMAR genotypes. For most situations, power increases when 
ungenotyped individuals are included using imputed genotypes. The missingness 
IV 
mechanism, heritability, minor allele frequency, and SNP-specific heritability are 
important factors in the change in power for dichotomous or quantitative outcomes. 
We find that the increase in the test statistic from including individuals with 
genotypes imputed based on relatives' genotypes compared to omitting these individuals 
is about half of what could be attained using the true genotypes if they were available. 
Therefore, we propose a phenotypically enriched genotypic imputation (PEGI) method to 
impute missing genotypes using observed phenotypes in addition to genotypes. Our 
simulations with MCAR genotypes show that, for a SNP with moderate to strong effect 
on a phenotype, PEGI improves power more than imputation based solely on genotypes 
without excess type I errors. The effect estimate is often biased when the outcome is used 
for imputation while it is unbiased when a phenotype unrelated with the outcome is used. 
Compared to using only the observed genotypes for imputation, the PEGI method may 
improve power for MCAR, MAR, or NMAR genotype data. 
v 
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Chapter 1 
Introduction 
In some long-term longitudinal studies such as the Framingham Heart Study, 
there are individuals who provided rich phenotypic data but died before providing 
deoxyribonucleic acid (DNA) for genetic studies. Thus, the individuals have no 
genotypic data but have phenotypic data, and often genotypes of relatives such as 
offspring and spouses are available. When we analyze such data, the following scientific 
questions arise: (1) Should we include such phenotyped but ungenotyped individuals in 
analyses, and if so, how? (2) Will the power be increased or decreased when ungenotyped 
individuals are included? (3) Which factors influence the power and type I error rate in 
analyses including or excluding ungenotyped individuals? This dissertation explores 
these questions through theoretical reasoning and simulations for genetic association 
studies with quantitative or dichotomous outcomes. 
Genotype imputation has been widely used in statistical genetics to test the effects 
of those single-nucleotide polymorphisms (SNPs) not typed in a gene chip, to improve 
power or estimation accuracy. For example, when a set of individuals are typed on a 
single chip (e.g., an Affymetrix or Ilium ina chip), we can impute missing genotypes 
using the full set of individuals, and we can impute ungenotyped SNPs using a reference 
panel of unrelated individuals who are genotyped on the SNPs on the chip and additional 
SNPs, such as the HapMap (Li eta!., 2006 and Marchini eta!., 2007). When we have 
pedigree data where some individuals are genotyped on a sparse set of SNPs and others 
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on a more dense set that includes the sparse set, we can use the family members and the 
known relationships to impute the missing genotypes of the subjects genotyped on the 
sparsely genotyped set (Chen and Abecasis, 2007 and Li et al., 2009). According to 
Mendelian inheritance, at least part of information on missing genotypes can be 
recovered using the genotypes of family members . If, instead of a sparse set of 
genotypes, an individual has no genotypes available at all, in some situations the true 
genotype can be determined from the genotypes of the family members. Even when a 
genotype cannot be determined with certainty, a genotype imputed based on genotypes of 
relatives will often be more accurate than a guess based on population genotype 
frequencies. Intuitively, such genotype imputation may increase the power of detecting 
the effect of the genotype on a trait by allowing us to include phenotyped but 
ungenotyped relatives in an association analysis . Therefore, this study investigates the 
type I error rate of analyses that include the phenotyped but ungenotyped relatives using 
imputed genotypes, and explores the change in the power compared to excluding such 
individuals from analyses. 
Visscher and Duffy (2006) explored the power increase due to the inclusion of 
phenotyped but ungenotyped individuals in a genetic association test for a quantitative 
trait in the case of a single genotyped SNP in a single type of relative . Using the 
methodology of simple linear regression and meta-analysis, they provided the theoretical 
proof on power gains by applying the theoretical relationship between the variance of 
observed genotypes of relatives and that of expected genotypes of ungenotyped 
individuals given relatives ' observed genotypes (Falconer and Mackay, 1996). Chen and 
3 
Abecasis (2007) showed that the power to detect a SNP association with a quantitative 
variable was increased by imputing SNP genotypes for individuals genotyped on a sparse 
set but ungenotyped on the candidate SNP using their relatives ' genotyped on a dense set. 
To investigate the type I error rate and change in power, they performed the simulations 
on two types of pedigree sets, nuclear families with 2 offspring and nuclear families with 
4 offspring. To include those subjects with missing genotyping data, they first estimated 
missing genotypes probabilistically using the Lander-Green (LG) (Lander and Green, 
1987) or Elston-Stewart algorithms (Elston and Stewart, 1971) and then fitted an additive 
Linear Mixed Effect Model (LME) including expected genotype scores. Visscher and 
Duffy (2006) and Chen and Abecasis (2007) focused on the genotypes missing 
completely at random (MCAR). As illustrated by Little and Rubin (2002) , in a study, 
some data may be MCAR, missing at random (MAR), or not missing at random 
(NMAR). The data are MCAR when the probability that an observation is missing is 
independent of any data we plan to collect. If missingness only depends on the observed 
data, the data are MAR. If missingness depends on the values of the missing data, 
perhaps also on the observed data, the data are called NMAR. Specifically, let Y be the 
complete data matrix, if there were no data missing. Let G be the indicator matrix 
denoting whether an observation is missing or observed. Data are MCAR if the 
distribution of G given Y is identical to the distribution of G. Data are MAR if the 
distribution of G given Y is identical to the distribution of G given the observed part of 
Y. Data are NMAR if the distribution of G given Y cannot be simplified as the 
distribution of G or that of G given the observed part of Y. 
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We investigate the type I error rate and power when we inc! ude imputed 
genotypes for phenotyped relatives of genotyped and phenotypcd individuals into genetic 
association studies of quantitative or dichotomous outcomes. First, we assume our data 
are MCAR, which implies that the data are free of survival bias. We examine which 
factors influence the change in the power and type I error rate compared to excluding 
ungenotyped individuals. For a quantitative outcome, we extend the theoretical reasoning 
of Visscher and Duffy (2006) with simulations of families consisting of multiple types of 
phenotyped and genotyped relatives for the phenotyped but ungenotyped subjects. We 
also extend the empirical investigation of Chen and Abecasis (2007) to the case of no 
flanking markers available for the subjects missing the SNP genotype of interest. For a 
dichotomous outcome, we derive the theoretical formula related to the power change in 
the case of a single genotyped SNP in a single type of relative . We then extend our 
theoretical reasoning with simulations of families with more types of phenotyped and 
genotyped relatives for the phenotyped but ungenotyped subjects. Besides the situations 
with genotypes MCAR, we investigate how to analyze the data with genotypes MAR or 
NMAR. Literature suggests that for MAR data, there is bias in the effect estimator based 
on the individuals with both the outcome and covariate observed and such bias may be 
removed by maximizing the likelihood using all observed data including those missing in 
the covariate (Little and Rubin, 2002). We briefly explore the effect of MAR or NMAR 
genotype data on bias in effect estimates, power, and type I error rates . Specifically, we 
simulate the data with the probability of genotype missingness depending on the outcome 
or the missing genotypes. Then we investigate how bias in effect estimates, power, and 
5 
. 
type I error rates change across the different dependences. Finally, we extend the LG 
algorithm by considering phenotypic data as well as relatives ' genotypic data. We expect 
this method improves power without excess type I errors . In conclusion, we explore the 
change in power and type I error rates in a comprehensive way to provide insights on 
using phenotyped but ungenotyped relatives in genetic association studies. 
The main question addressed by this dissertation is how and when one should 
incorporate phenotyped but ungenotyped relatives into genetic association tests. This 
dissertation is composed of five chapters. Chapter 1 describes research motivation and 
background information. Chapter 2 includes theoretical reasoning on power gains due to 
the inclusion of phenotyped but ungenotyped individuals in a genetic association test for 
a dichotomous outcome. Simulations have been performed to verify and extend 
theoretical reasoning. Both theoretical reasoning and simulations assume the MCAR 
missingness mechanism. Chapter 3 relaxes the MCAR missingness assumption to explore 
the effects of different missingness mechanisms on effect estimates, power and type I 
error rates when we exclude or include phenotyped but ungenotyped individuals in a 
genetic association test. To include these individuals into analysis, we use an existing 
genotype imputation algorithm to impute their missing genotypes based on relatives ' 
genotypes. In this chapter, we also address practical issues in genotype imputation, such 
as the computational burden of an extended pedigree. Chapter 4 proposes a new genotype 
imputation method, phenotypically enriched genotypic imputation (PEGI). It imputes 
missing genotypes based on observed phenotypes in addition to relatives ' genotypes. We 
investigate whether PEGI can increase power and maintain the type I error rate, 
6 
compared to genotype imputation using relatives ' genotypic data only. Chapter 5 
concludes the dissertation and discusses future research. 
7 
Chapter 2 
Simplex Pedigrees with Binary Outcomes 
In this chapter, we investigate power changes due to the inclusion of phenotyped 
but ungenotyped individuals in a genetic association test for a dichotomous outcome in 
simplex pedigrees. A nuclear family consisting of 4 or fewer members is considered as a 
simplex pedigree in this study. First, we review related research in Section 2.1. Then, we 
describe our theoretical proof on the non-centrality-parameter (NCP) change due to the 
inclusion of phenotyped but ungenotyped individuals in the case of a single genotyped 
SNP in a single type of relative in Section 2.2. Sections 2.3 and 2.4 describe simulation 
methods and results used to verify and extend our theoretical proof. Section 2.5 presents 
the conclusions and discussion. 
2.1 Literature Review 
Visscher and Duffy (2006) explored the power increase due to the inclusion of 
phenotyped but ungenotyped individuals in a genetic association test for a quantitative 
trait in the case of a single genotyped SNP in a single type of relative . With the 
methodology of simple linear regression and meta-analysis, they provided the theoretical 
proof on power gains by applying the theoretical relationship between the variance of the 
observed genotype of the relative and that of the expected genotype of the phenotyped 
but ungenotyped individual given the relative ' s observed genotype (Falconer and 
Mackay, 1996). Chen and Abecasis (2007) showed that the power to detect a SNP 
association with a quantitative variable was increased by imputing the SNP genotypes for 
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individuals not genotyped for the SNP of interest but genotyped on a sparse set of 
genotypes using relatives genotyped on a dense set of genotypes. To investigate the type I 
error rate and change in power when using SNPs imputed in this manner, they performed 
simulations on two types of pedigree sets: nuclear families with 2 offspring and nuclear 
families with 4 offspring. To include those subjects with missing genotyping data, they 
first estimated missing genotypes probabilistically using the Lander-Green (LG) or 
Elston-Stewart algorithms and then fitted an additive Linear Mixed Effect Model (LME) 
including expected genotype scores. 
Here, we investigate the power gain when we impute genotypes for phenotyped 
relatives of genotyped individuals rather than omitting ungenotyped individuals in 
genetic association studies of dichotomous traits . We assume genotypes are missing 
completely at random (MCAR). In parallel to Visscher and Duffy (2006) and in contrast 
to Chen and Abecasis (2007) , we assume that the ungenotyped relative has no genotype 
information on the SNP of interest or flanking SNPs. We also examine which factors 
influence the change in the power and type I error rate. We extend our theoretical results 
in the case of a single genotyped SNP in a single type of relative with simulations of 
nuclear families consisting of two offspring and two parents, one of which has a missing 
genotype. 
2.2 Theoretical Proof 
We used weighted least square regression and meta-analysis to theoretically 
investigate the power gain when we impute genotypes for phenotyped relatives of 
9 
genotyped individuals in the case of a single genotyped SNP in a single type of relative in 
genetic association studies of dichotomous traits. We compared NCP for the test of 
association between the outcome and the genotype of interest using both the genotyped 
and ungenotyped subjects combined to the NCP when using only the genotyped subjects 
(see Appendix A2 for the definition ofNCP). An NCP ratio greater than I indicates that 
genotype imputation can improve the power of detecting the association between a 
dichotomous trait and genotypes. We used weighted linear regression for a dichotomous 
trait instead oflogistic regression because there are no closed-form solutions for the NCP 
for logistic regression while the effect estimator based on the weighted least square is a 
best linear unbiased estimator (BLUE) (Weisberg, 2005). The procedure to compute the 
NCP ratio was: (1) obtain the NCP based on the weighted least square model for the 
genotyped subjects only; (2) meta-analyze the two effect estimators from the model in the 
first step and the weighted least square model for the ungenotyped subjects only, taking 
into account the correlations due to relatedness; (3) use the result of the second step to 
obtain the NCP based on the genotyped and ungenotyped subjects; ( 4) obtain the NCP 
ratio comparing the NCPs obtained in the first and third steps. 
Specifically, let gibe the additive genetic score of the subject i and Yi be the 
corresponding dichotomous outcome. For a bi-allelic locus such as a SNP, the additive 
genetic scores of possible genotypes AA, Aa, and aa can be coded as 0, 1, and 2, 
respectively. We can use the following weighted least square model to estimate the effect 
of genotypes on the binary trait for the data set with independent subjects. 
10 
denoted 
E(f; I G, = g,) = JL + fJ * g, = n, 
denoted 
Var(f;IG, = g,) = n;(l-n,) = 
i.i.d. 
r; I G, = g; - Normal (n;, a}) 
Suppose there are N families, each with one genotyped individual and one 
ungenotyped relative. We group individuals based on whether their genotypes are 
missing. Individuals in each group are independent because they are from different 
families. Using the group of genotyped subjects only (Group 1, denoted by ' 1' in 
subscripts in the following formulas) , the weighted least square estimator of the effect of 
1 IwJ, gJ, 
where w1; = _ ) , and g1"' = '"' . The NCP based on Group 1 is var(~, I G1, - g1, .1..... w1, 
fJ '_ , which can be simplified as (3'2.: (see Appendix A2). This is the first 
var(fJ1) var( G1) w1, 
step to compute the NCP ratio . 
Similarly, we can obtain the effect estimator from the weighted least square 
model for the ungenotyped subjects only (Group 2, denoted by '2' in subscripts in the 
following formulas), using their expected genotypes based on relatives ' observed 
11 
g2, = E(G2, / q,) and both W 2i and g2"' are defined in the same way as described for 
Group 1. Since both /J1 and /J2 estimate the effect of genotypes f3, we can use both jJ1 
and /J2 to estimate f3. This is similar to meta-analysis. We can regard /J1 and /J2 as two 
correlated observations of the unknown f3 and use the linear regression model of M = 
[
var(/31) 
var(e) = A A 
cov(/31, f32 ) 
cov(/31 ' f3z )J Th "ll d · h d" A2 · 
A • en, as 1 ustrate m t e Appen IX sectiOn, we 
var(/32 ) 
obtain an estimator of f3 using all genotyped and ungenotyped subjects, that is, 
r(r- pr"' var(Y)) L W 2, 
s? = where r is the additive genetic coefficient of 
- L w1, + r 2 L w2, - 2r pr"' var(Y) L w2, 
relationship between the two related individuals in a famil y, p is the phenotypic 
correlation between the observed and unobserved genotype groups, and '~v is 
, which can be interpreted as a weighted 
coefficient of relationship. This is the second step to compute the NCP ratio . 
12 
Then we can obtain the NCP based on the genotyped and ungenotyped subjects, 
/3 2 F. 11 b . h NCP . NCP(Observed +Imputed Genotypes) --'-----::~,..--- · ma y, we can o tam t e ratio, , 
var(/312) NCP(Observed Genotypes Only) 
_L_w_J, +r2 -2rpr 
L:w2; w 
and simplify it as -=="'=-----assuming var(Y) = 1 (see Appendix A2) . 
L.,.w1, 2 2 
~-prw 
L.,.w2; 
According to the NCP ratio formula for a dichotomous trait, the NCP ratio has a 
decreasing relationship with the phenotypic correlation between the genotyped and 
ungenotyped groups, given other factors are fixed (Figure 2.1 ). The effects of allele 
frequency and the effect size of genotypes are not obvious when looking at the ratio, 
because the weight w is a complex function of these factors . 
Visscher and Duffy (2006) showed that the NCP ratio for a quantitative trait is 
1- 2pr + r 2 
-'----- , a simple function of the phenotypic correlation and coefficient of 
1- p 2 
relationship. Our formula for a binary trait is a generalized formula, including the 
additional terms of I wli , I w2,, and r"'. When ~ w1, = 1 and r"' = 1, the two formulas 
.£.... w2, 
are the same. 
Therefore, we hypothesize that the NCP ratio for a dichotomous trait depends on 
the phenotypic correlation and coefficient of relationship in a way similar to that 
demonstrated for a quantitative trait. The difference is that the risk allele frequency 
13 
(RAF) and the etTect size of the risk allele might affect the NCP ratio for a dichotomous 
trait while they do not for a quantitative trait. 
14 
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2.3 Simulation Design 
We verified and extended our theoretical results with simulations. Many diseases 
are determined by underlying quantitative variables with thresholds . For example, people 
are usually diagnosed to be obese when their body mass index (BMI), a quantitative trait 
(weight in kilograms divided by squared height in meters) is greater than 30kg/m2 . Such a 
threshold model for a dichotomous trait was discussed by Falconer and Mackay ( 1996). 
So, in our simulations, dichotomous traits were created by categorizing normal-
distributed quantitative variables. 
Based on our theoretical proof, the correlation between the dichotomous 
outcomes of the genotyped individual and the ungenotyped relative p, coefficient of 
relationship r , RAF j, and the effect size of the risk allele are the candidate factors that 
influence the change in the NCP ratio. Using the threshold model , we first simulate a 
quantitative variable and then categorize it to a dichotomous outcome with the probability 
of disease P d The underlying quantitative variable is often called the liability of the 
binary outcome in medicine (Falconer and Mackay, 1996). In a pure additive genetic 
model for a quantitative outcome, the outcome correlation between two relatives pq is 
actually equal to the multiplication of rand H2 , where H2 is the heritability of a 
quantitative variable that measures the genetic resemblance between relatives while pq 
measures the phenotypic correlation between relatives which also includes the part due to 
factors not directly related to genetic effects (Falconer and Mackay, 1996). To estimate 
the effects of rand H2 clearly, we vary both parameters rather than Pq· In statistical 
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genetics, we often estimate H2 to obtain insights on whether there is genetic resemblance 
between relatives before exploring which marker is significantly associated with the 
outcome. H2 can be estimated directly when the outcome is a quantitative variable . When 
the outcome is a binary variable, a threshold model is often used to determine H2 of the 
underlying quantitative variable (Falconer and Mackay, 1996) as used in the SOLAR 
(Sequential Oligogenic Linkage Analysis Routines) software (Almasy and Blangero, 
1998), which is often simply called H2 of the binary outcome in practice. Therefore, we 
are interested in the effect of H2 of the dichotomous outcome on the test statistic ratio 
comparing the data set that includes phenotyped but ungenotyped individuals through 
imputation to the data set that excludes these subjects. Corresponding to H2, we use the 
heritability of the underlying quantitative variable of a dichotomous outcome attributable 
to the candidate SNP, h 2 , as the measure of the effect size of the risk allele. In summary, 
we simulated families varying the parameters including the heritability ofthe binary 
outcome Ji (0.1 -- 0.9 by 0.2), the heritability of attributable to the genotype h2 (0 .0 1 -
0.09 by 0.02), risk allele frequency /(0.05 , 0.2, or 0.4) , and probability of disease P d (0.1 , 
0.3, or 0.5). We focused on these factors to provide practical insights about when one 
should incorporate phenotyped but ungenotyped relatives by imputing missing genotypes 
based on relatives ' genotypes. 
The parameters of h2, P d, and/ can be used to calculate the probability of disease 
given a genotype. The additive genotype score is the number of minor alleles of a SNP. 
As illustrated in the Appendix A2 section, we can calculate the probabilities of disease 
given the genotype score of 0, 1, or 2. We tabulate the relative risks of disease comparing 
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the genotype of 1 to 0 and comparing the genotype of 2 to 1 in Table 2.1. If a researcher 
has prior knowledge about relative risks instead of the three parameters of h2, Pd, andf, 
Table 2.1 provides a way to convert between this parameterization and the one we 
present. For the situations not covered in Table 2.1 , a researcher can follow the 
theoretical reasoning in the Appendix A2 section to obtain customized values . 
We used the LME and Generalized Estimating Equations (GEE) models to assess 
the association between a dichotomous outcome and a SNP. We did not use the 
Transmission Disequilibrium Test (TDT) because, given a fixed set of families with 
phenotypes and genotypes, the power of the TDT may be lower than the LME and GEE 
tests with population structures adjustment because it cannot use information from 
uninformative families (Peloso, 2011). In statistical genetics, an LME model is often used 
to model the association between a quantitative trait and an independent variable for 
correlated subjects, with the known relationships between individuals specified in the 
variance-covariance matrix of the random effect. We used LME for a dichotomous trait 
because it can be considered as an extension of the linear trend test for a binary trait to 
allow for correlated observations (Thornton and McPeek, 2007). In the LME model, the 
probability of an event is assumed to be linearly related to covariates. The GEE model 
allows us to use a logit link to relate the probability of an event to the linear predictor. 
The logarithm of an odds ratio is assumed to be linearly related to covariates. The GEE 
model empirically estimates the variance-covariance matrix , which is not an advantage in 
our situation because we know the relationships between individuals . The LME and GEE 
models make different assumptions about the association between a covariate and a 
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dichotomous outcome and have different advantages on interpretation depending on 
study designs. We explored power gains for both LME and GEE models because either 
may be used to model the effect of genotypes on a dichotomous trait using family data in 
practice. Our calculation shows that both the LME and GEE model with additive coding 
are appropriate for most simulated data although the general coding , which estimate the 
effects ofhomozygotes and hetezygotes separately, fits all simulated data (see Appendix 
A2) . 
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f=0.05 f=0.20 f=0.40 
h Pt1 rlrO r2rl rlrO r2rl rlrO r2rl 
0.01 0.1 1.71 1.57 1.36 1.33 1.30 1.28 
0.01 0.3 1.42 1.32 1.23 1.20 1.19 1.17 
0.01 0.5 1.26 1.19 1.15 1.13 1.13 1.11 
0.03 0.1 2.47 1.92 1.72 1.59 1.59 1.51 
0.03 0.3 1.77 1.44 1.43 1.33 1.36 1.30 
0.03 0.5 1.46 1.24 1.27 1.20 1.24 1.19 
0.05 0.1 3.15 2.08 2.03 1.78 1.86 1.69 
0.05 0.3 2.05 1.47 1.59 1.42 1.51 1.39 
0.05 0.5 1.59 1.23 1.37 1.24 1.33 1.24 
0.07 0.1 3.83 2.15 2.34 1.94 2.12 1.86 
0.07 0.3 2.28 1.45 1.74 1.48 1.65 1.47 
0.07 0.5 1.70 1.21 1.45 1.27 1.41 1.28 
0.09 0.1 4.52 2.16 2.66 2.08 2.39 2.02 
0.09 0.3 2.50 1.43 1.88 1.53 1.79 1.54 
0.09 0.5 1.79 1.19 1.53 1.29 1.50 1.32 
Table 2.1 : Relative risks in simulations. h2, f, and pdstandfor the heritability attributable to the 
genotype, the minor allele frequency, the probability of disease, respectively. r 1 rO and r 2r 1 stand 
for the risk ratio of disease for a subj ect with the additive genotypic score of 1 to a person with 
the score of 0, and that for a subject with the additive genotypic score of 2 versus a person with 
the score of 1, respectively. 
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The data sets to be analyzed were formed in the following steps. First, we 
simulated a single SNP and phenotypic data for all subjects in 2500 nuclear families 
consisting of 2 parents and 2 offspring. We simulated a single type of pedigree so that the 
effects of differing relationships were not confused with the effects of other parameters of 
interest. Then, in each family, one parent was selected to have missing genotype. Thus, 
we had three types of data sets to estimate the effect of the single SNP: (1) the full data 
set with all genotypic and phenotypic data (T4G4, where T stands for the Trait, G stands 
for observed Genotypes, and the number after Tor G stands for the number of subjects 
with observed data on the trait or genotypes in a family) , (2) the partial data set with 
complete genotype and outcome data for one parent and the two offspring (parent with 
missing genotype omitted, T3G3), (3) the LG imputed data set with both parents, where 
the parent with the missing genotype has a genotype imputed based on his family 
genotypes (T4G3). To verify theoretical reasoning for power gains using phenotyped but 
ungenotyped relatives in a genetic association study on a dichotomous trait with a single 
type of relative pair per family , we also randomly selected one offspring per family to 
combine with the parent with missing genotype data to form a parent-offspring pair. This 
produced three new data sets : (I) the full data set with genotypic and phenotypic data for 
one parent and one offspring per family (T2G2), (2) the partial data set with complete 
genotype and outcome data for one offspring per family (parent with missing genotype 
omitted, TI G I), (3) the LG imputed data set including observed outcomes and genotypes 
and LG imputed genotypes of missing genotypes (T2G I). To test for an effect of the 
genotype, we used the Wald tests of the additive-coded genotype LME (Chen and 
21 
Abecasis, 2007) and the additive-coded genotype GEE grouped by family using a logistic 
model. Merlin (Abecasis et al. , 2002), where the LG algorithm was implemented, was 
used to impute missing genotypes based on family data. The statistical package R 
functions lmekin in the kinship package (Atkinson and Therneau, 2008) and geeglm in 
the geepack package (Liang, and Zeger, 1986 and Prentice and Zhao, 1991) were used to 
perform LME and GEE. Unless otherwise specified, 1000 replicates were simulated to 
investigate power and 10,000 replicates were used to investigate type I error rates . With 
10,000 replicates, the expected confidence interval for a significance level of 0.005 is 
from 0.0036 to 0.0064. 
2.4 Simulation Results 
We found that type I error rates were near the nominal levels for all simulation 
parameters and pedigrees we considered using the full data set, the LG imputed data set, 
or the partial data set with either LME or logistic GEE analysis (Figure 2.2 a, b, c, d, e, f). 
Therefore, our simulation results suggest that the inclusion of the ungenotyped but 
phenotyped subjects does not affect the type I error rates for a dichotomous trait for these 
models. 
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In Figures 2.3 and 2.4, we present the box plots of the ratio of test statistics for the 
LG imputed data set versus the partial data set, in contrast to the ratio between the 
complete data set versus the partial data set. The two complete data sets include the 
pedigree of2 or 4 persons, respectively. In each plot, we vary one parameter of the four 
parameters H2,f , h2 or Pd and fix the non-varying parameters at 0.3 , 0.2, 0.01 and 0.3, 
respectively. Each box plot represents 1000 replicates. For other parameter combinations, 
the patterns are similar to those illustrated. 
For both the LME and logistic GEE models, with both pedigrees, the test statistic 
ratio for the LG imputed data set compared to the partial data set is greater than one for 
the majority of replicates for all parameter combinations considered, indicating improved 
power for the model that includes the phenotyped but ungenotyped parent (Figures 2.3 
and 2.4). For the 4-person pedigree, the median test statistic ratio ranges from 1.07 to 
1.23 across the different parameter sets. Not surprisingly, this increase is smaller than the 
increase we would see if we had the true genotypes : the median test statistic ratio 
comparing complete T4G4 data set to the data set excluding those subjects with missing 
SNP genotype (T3G3), ranges from 1.26 to 1.33 . Comparing the complete data (T4G4) to 
the imputed genotype data (T4G3), the median ratios range from 1.07 to 1.19. Thus, 
using the genotypes of relatives to impute missing genotypes allows us to recover the 
majority of information in missing genotypes. In addition, the range of improvement 
appears reasonable since we increase the effective sample size by a value less than 33% 
because in the case where we can correctly impute each individual genotype, we will be 
adding the equivalent of less than 1 independent person per family due to correlation. 
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For both LME and GEE models, with the 4-person pedigree, the power gain 
decreases as RAF (j) or the heritability of the underlying quantitati ve variable of the 
binary trait (H2) increases (Figure 2.3 c, d). With the pedigree of 2 persons, the power 
gain decreases as the heritability of the underlying quantitative variable of the binary trait 
(H2) increases (Figure 2.3 a). With both pedigrees, the power gain varies slightly with the 
probability of disease (pd) (Figure 2.4 a, b). The variance in the test statistic ratio 
decreases as the heritability of the underlying quantitative variable attributable to the SNP 
(h2) increases (Figure 2.4 c, d), while the median ratio stays constant. The proportion of 
replicates for which including the ungenotyped parent decreasing the test statistic 
changes as h2, H2,f, or Pd changes (Figures 2.5 and 2.6). When h2 is small , including the 
ungenotyped parent in the analysis is more likely to decrease the test statistic (and power) 
compared to using only genotyped subjects. 
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2.5 Discussion 
When including phenotyped but ungenotyped relatives in the association analysis 
of a dichotomous trait using weighted least squares regression, we found that the 
expected NCP ratio for the analysis including the ungenotyped relatives compared to 
excluding them depends on the phenotypic correlation between the genotyped and 
ungenotyped relatives, the relationship coefficient, the allele frequency, and the variance 
ofthe outcome given the genotype. This is in contrast to the findings of Visscher and 
Duffy (2006), who found that for quantitative traits, using simple linear regression, the 
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expected NCP ratio depends only on the relationship coefficient and the phenotypic 
correlation between the genotyped and ungenotyped relatives. Like Visscher and Duffy 
(2006), we found that the proportional increase in test statistic tends to be modest when 
one subject has missing genotype in each famil y and the relationship coefficients between 
genotyped and ungenotyped subjects are all the same in all families . For example, for 
both a quantitative trait and a binary trait, assuming a pure additive genetic model , large 
enough sample size, and a single parent-child pair per family, one of which is missing 
genotype, the expected NCP ratio is less than 1 +/, that is, 1.25 . Similarly, the upper 
limits are 1.25 and 2 for fullsibs and monozygotic twins, respectively. 
We derived the theoretical NCP ratio for the pedigree consisting of only two 
individuals using the weighted least square model and the meta-analysis method. The 
formula for a larger pedigree is more complex and difficult to interpret. Due to the lack of 
the closed-form solution for the effect estimate, there are no theoretical closed-form NCP 
ratio formulas for the LME and GEE models. To represent real studies well, we 
performed the simulations for nuclear families consisting of two parents and two 
offspring and for nuclear families consisting of one parent and one offspring. The 
simulation results are consistent with the theoretical result. The median test statistic ratio 
does not exceed the limit implied by the theoretical NCP ratio . The theoretical formula 
and simulations support that the power gain decreases as p and fl increases while p and 
H2 are two measures on the phenotypic association between the genotyped group and the 
ungenotyped group. In addition, simulations clearly show that the effects off and h2 on 
the power gain while Pd has no obvious effect. 
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As mentioned before, for the pedigree of four persons, the median test statistic 
ratios range from 1.07 to 1.19 when we compare the analysis using the complete data set 
to the LG imputed data set. We can see some useful information in missing genotypes has 
not been recovered in terms of detecting the effect of genotypes. It may be possible to 
recover some ofthis information. We might expect that if additional genotyped relatives 
of the ungenotyped individual were available, we could obtain a better imputation of the 
genotype. An alternative approach would be to impute the missing genotypes based on 
both observed genotypes and outcomes. Little (1992) recommended imputing draws from 
the conditional distribution of the missing covariates given the observed covariates and 
the outcome. Therefore, in Chapters 3 and 4 we will investigate the improvement in 
imputation when additional relatives are included or when imputation is performed based 
on both observed genotypes and outcomes. For dichotomous traits, LME and GEE may 
have different performances in larger pedigrees. 
In conclusion, we should generally include phenotyped but ungenotyped 
individuals in analyses when the genotypes of relatives are available for imputation. For 
a dichotomous trait, the power will be increased in most situations while the type I error 
rate remains at the nominal level. However, we should realize that, for a dichotomous 
trait , when h2 is small , such as 0.01, the probability that the test statistic is decreased 
rather than increased when ungenotyped relatives are included can be as high as 0.15 for 
a pedigree of four persons. 
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Chapter 3 
Genotype Imputation in Moderate Sized Pedigrees 
This chapter extends investigations for the genetic studies with phenotyped but 
ungenotyped individuals from simple pedigrees to moderate sized pedigrees and from 
assuming MCAR (missing completely at random) to MAR (missing at random) or 
NMAR (not missing at random) mechanism. Due to computation complexity, simple 
theoretical results are possible only for the case of a single type of relationship between 
the genotyped individual and the ungenotyped relative with genotypes MCAR. 
Simulation is an efficient approach to investigate power and type I error rates when 
pedigrees consist of multiple types of relatives or the genotyping data are MAR or 
NMAR. In these more general settings, we answer the same questions posed in Chapter 
2: (1) Should we include such phenotyped but ungenotyped individuals in analyses, and if 
so, how? (2) Will the power be increased or decreased when ungenotyped individuals are 
included? (3) Which factors influence the power and type I error rate in analyses with 
ungenotyped individuals included? 
First, we review related literature in Section 3 .1. Then, we describe simulation 
designs in Section 3.2. The results are reported in Section 3.3 . Specifically, Section 3.3.1 
presents results concerning choosing informative relatives to impute missing genotypes. 
Sections 3.3 .2 and 3.3.3 describe our explorations for the situations when genotyping data 
are MAR and NMAR, respectively . Section 3.4 presents the cor1clusions and discussion. 
3.1 Literature Review 
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In some longitudinal studies, such as the Framingham Heart Study, the pedigree 
of the ungenotyped person may contain hundreds of persons. Such a pedigree is too large 
for existing software, such as Merlin (Abecasis eta!. , 2002), to impute missing 
genotypes. We can bypass the computational barrier by using only the most informative 
relatives for the imputation. There are programs for cutting large pedigrees into small 
pedigrees, for instance, PedStr (Kirichenko, Belonogova, Aulchenko, and Axenovich, 
2009), Jenti (Falchi and Fuchsberger, 2008) and PedCut (Liu et a!. , 2008). These tools 
use the kinship coefficients to determine sub-pedigrees. For example, PedStr uses the 
sum of relationship coefficients between the individual of interest and the relatives to 
measure recoverable genotypic information ofthe subject. However, the increase in the 
sum of relationship coefficients may not always bring the improvement in imputation 
quality. The improvement in imputation quality may become saturated as the number of 
relatives increases while the sum of relationship coefficients does not in theory. In 
addition, MAF and flanking markers may also be important factors for imputation 
quality. Therefore, instead of simply using relationship coefficients to select informative 
relatives, we use simulations to explore the contributions of the relatives to genotyping 
imputation. 
We assumed genotypes are MCAR when we derived the theoretical formula and 
designed simulations for simple pedigrees. In reality, genotypes may be MAR or NMAR. 
As an example, suppose obesity is the trait of interest. For a nuclear family , we have the 
BMI scores and genotypes of the SNP of interest for all individuals except the genotype 
ofthe father. The father is obese and does not care about health issues in general. The 
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mother ' s weight is normal. The children all care about health issues and are willing to 
participate in health-related studies. The genotype of the father is MAR if his 
nonresponse in providing DNA is due to his higher BMI. The genotype of the father is 
NMAR if his unwillingness to participate in health-related studies in general is because 
he carries the minor allele of the SNP. When the genotypes are MAR or NMAR, the 
effect estimates based on the partial data set or the imputed data set may be biased so that 
the theoretical formulas derived by us in Chapter 2 and Visscher and Duffy (2006) 
become invalid. We use simulations to explore the effects of using phenotyped but 
ungenotyped individuals in a genetic association test of a quantitative and dichotomous 
outcome when genotypes are MAR or NMAR. 
Desai, Esserman, Gammon, and Terry (20 11) compared bias and efficiency in 
effect estimates using the partial data set versus the inferred data set, in which missing 
data are imputed via the multiple imputations (MI) method. They found that the 
difference in assessing effects between the MI data set and the partial data set depending 
on the missing mechanism consisting of the missingness type of MCAR, MAR, or 
NMAR, and the pattern and strength of the nonrandom association between the missing 
data and the variable associated with the missing values. The MI method consists of three 
major steps. First, a random sample from an assumed distribution is drawn to fill in the 
missing part to form an inferred data set, from which an estimate is obtained . Then, the 
first step is repeated for several times. Finally, all estimates are combined to provide a 
final estimate. The MI method uses multiple draws to account for uncertainty of 
imputation. This strategy is not sensible when relatives ' genotypes are used to impute 
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missing genotypes. Instead of accounting for uncertainty, the challenge of imputing 
missing genotypes using observed genotypes is to obtain the posterior probabilities of 
each possible genotype incorporating biological inheritance rules. The Lander-Green 
(LG) algorithm can provide these posterior probabilities using relatives ' genotypes. We 
can account for uncertainty by incorporating the three posterior probabilities. However, it 
is not necessary because literature shows that the approach of using the expected 
genotypes can provide similar effect estimates with the advantage of computational ease 
(Guan and Stephens, 2008). We have found that, for most situations with MCAR 
genotypes, power can be increased without sacrificing bias or type I error rates by 
incorporating expected genotypes based on LG implemented in Merlin (Lander and 
Green, 1987 and Abecasis et al. , 2002) (Chapter 2) . In this chapter, we explore the 
differences in the estimates of effects and associations between the LG imputed data set 
and the partial data set under different missing mechanisms. 
3.2 Simulation Design 
To explore the contributions of different relatives to genotyping imputation, we 
simulated family data with different pedigree structures and minor allele frequencies (j: 
0.05, 0.2, or 0.4) . In all simulated pedigree structures, one individual ' s genotype was set 
to be MCAR to form the partial data set. We did not include the parents of the individuals 
with missing genotypes because, in a longitudinal study like the Framingham Heart 
Study, the DNA data of parents tend to be not available if their offspring have died before 
providing DNA. To be realistic, we did not consider family structures in which the 
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individuals with missing genotypes had more than 4 siblings or offspring. Namely, the 
most complex family structure we considered was the case where the individual with 
missing genotype had a spouse, 4 siblings, and 4 offspring all with genotypes and 
phenotypes. To determine whether imputed and true genotypes were not systematically 
different, we performed a paired t test to assess whether imputed and true genotypes are 
equal in general. The significance level of 0.05 was applied to perform the test. If 
imputed and true genotypes were not systematically different, the Pearson correlation (r) 
between them was used to determine imputation quality. In practice, the square root of 
the ratio of observed to expected variance of the genotypes of imputed individuals ( r) is 
often used to estimate the correlation between imputed and true genotypes when the true 
genotypes are not observed (Li et al. , 201 0) . Therefore, we also computed r to ascertain 
whether r was a good measure of the genotype imputation quality for situations with 
completely ungenotyped individuals. For each combination of the pedigree type and 
minor allele frequency , we generated 10, 000 families with an identical pedigree structure 
and minor allele frequency. The large number of families was chosen for a narrow 
confidence interval of r and the application of the large number theory during analysis . 
For example, for r equal to 0.9, the 95% confidence interval is (0.897, 0.903) with the 
lower and upper bounds equal after rounding. To ease comparisons, we generated the 
data with smaller pedigrees from the data with the largest pedigree under consideration. 
Thus, the same set of individuals was ungenotyped when we varied the pedigree 
structure. 
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Chen and Abecasis (2007) and Li et al. (2009) showed that flanking markers of an 
untyped SNP can provide information about missing genotypes. However, it is not clear 
whether flanking markers of genotyped relatives can improve genotype imputation 
quality for subjects not providing DNA. We do not expect flanking markers independent 
of the SNP of interest to improve genotype imputation. Instead, the flanking markers 
linked with the SNP of interest (SNP I) may contribute. The linked SNPs inherited 
together in a family can be in either linkage equilibrium or linkage disequilibrium (LD) 
across families . The LD status should not matter much since we use relatives ' genotypes 
to perform imputation. Therefore, we explore whether a second SNP (SNP 2) in complete 
linkage with SNP 1 in a family contained information about missing genotypes of SNP 1. 
For simplicity, we simulate SNP 2 to be in linkage equilibrium with SNP 1 in the 
population. The minor allele frequency of SNP 2 is set to be 0.05 , 0.2 or 0.4. 
To investigate the influence of the missing mechanism on the effect estimator, 
power, and type I error rate, we use a pedigree with 2 parents and 2 offspring. Analogous 
to our simulations for simple pedigrees, we simulate 2500 families varying several 
parameters to form the full data set: the heritability of the quantitative variable H2 (0.1 -
0.9 by 0.2), the heritability of the quantitative variable attributable to the genotype h2 
(0.01 - 0.09 by 0.02), and the risk allele frequency /(0.05 , 0.2 , or 0.4). We use a 
threshold model to obtain a dichotomous outcome from a quantitative variable with 
probability of disease P d (0.1 , 0.3, or 0.5) . To make comparisons with the previous results 
for only a single child with a single parent with MCAR genotype, we again set only one 
parent ' s genotype in each family to be MAR or NMAR to form the partial data set. 
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Specifically, we create the partial MAR data set using the following procedure: ( 1) If 
both parents have the same disease status, one parent is randomly chosen to have missing 
genotypes. (2) If they do not have the same disease status, we set the probability of the 
parent with the disease to have missing genotype to be Pg, where Pg varies from 0.6 to 1 
by 0.1 . We change Pg to assess the impact of the strength of the dependence of 
missingness on the observed outcome. Even though we do not simulate the data directly 
using the probability of missingness given the disease status, we can derive the 
corresponding value. Suppose D; and G; are the disease status and the genotype of the 
parent i (i= 1 or 2) in a family with D; = 1 for a subject with disease and D; = 0 for a 
subject free of disease . The probability of disease is Pd. The missing value is denoted as 
' .' . The partial data set is created with Pr(G; =.ID,=O, D2=0)= Pr(G; = .1 D1=1 , D2=1 )=0.5 , 
and Pr(GJ=. i D1=1 , D2=0)= Pr(G2=.1 D1=0, D2=1)=Pg. Then, based on Bayes ' rule, Pr(G; 
=.ID;=1) is 0.5Pa+Pg (1-Pd) (see Appendix A3) . With the restriction that only a proportion 
of parents are MAR in genotypes, our simulations are special cases of the situations when 
the probability ofmissingness given disease ranges from 0.55 to 0.95. For simulations 
with a quantitative outcome variable, P d = 0.3 is used to form the MAR data set as 
described for the dichotomous outcome. To form NMAR data, we set Pr(G; =. 1 G1= G2) 
=0.5 , Pr(G1=.1 G1>G2) =1, and Pr(G1=.1 G1<G2) =0. The missing mechanism is NMAR 
because the probability for the genotype of a parent to be missing depends on both 
observed and unobserved genotypes. Accordingly, we can calculate the probability of 
being missing for each possible genotype and the probability of being a specific genotype 
given the genotype is missing (Table 3.1 ). With these simulations, we investigate whether 
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the missing mechanism can change the performance of the partial or imputed data set in 
terms of the effect estimate, power and type I error rates. 
MAF ofG g Pr(M; = 1IG; = g) Pr(G;= g I M; ==- 1) 
0.05 0 0.451 0.815 
0.05 0.950 0.181 
0.05 2 0.999 0.005 
0.2 0 0.320 0.410 
0.2 0.800 0.512 
0.2 2 0.980 0.078 
0.4 0 0.180 0.130 
0.4 1 0.600 0.576 
0.4 2 0.920 0.294 
Table 3.1 : Dependence between MAR missingness and true additive genotypes. 
Pr(M; = JIG;= g) is the probability for a genotype to be missing. Pr( G, = g I M, = I) is the 
probability for the missing genotype to be a specific genotype, g. G, and M, = 1 denote the 
genotype of subject i and the genotype of the subject is missing, re.spectively. MAF: minor allele 
frequency. 
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3.3 Simulation Results 
3.3.1 Selection of informative relatives 
Our simulations with the 19 pedigree types (Table 3.2) support that offspring are 
more informative than siblings in imputing the missing genotype of an individual, given 
that the individual ' s spouse is also genotyped. As illustrated in Figure 3.1 , the increase in 
r due to the increase in the number of offspring is larger than that due to the increase in 
the number of siblings when the spouse data are observed. When neither the spouse nor 
offspring provide DNA, the increase rate in r due to the increasing number of siblings is 
also high. However, as the spouse and more children provide DNA, the relative 
importance ofthe siblings ' contribution decreases quickly . It is not surprising that 
offspring are more informative than siblings when the spouse genotype is available 
because the sum of kinship coefficients of the pedigree is larger when one offspring 
instead of one sibling is added. These patterns are consistent among different minor allele 
frequencies. The two measures of imputation quality, r and r, are numerically close for 
all 19 pedigrees. The medians (range) of r I r are 0.997 (0.990, 1.036), 1.001(0.986, 
1.007), and 1.001(0.989, 1.008) when MAF is 0.05, 0.2 , and 0.4, respectively. 
Interestingly, simulations show that, when the genotypes of 4 offspring, 4 
siblings, and spouse are observed (Pedigree 19 in Table 3.2), the missing genotype ofthe 
parent can be imputed very well (r = 0.96, 0.93, and 0.91 for MAF = 0.05, 0.2, and 0.4 
respectively) . Table 3.3 shows that the genotypes of the spouse and the 4 offspring are 
sufficient to impute the missing genotype of the parent well with all r above 0.96. Table 
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3.3 also indicates r increases as MAF decreases given the pedigree structure is fixed. This 
suggests that family data is particularly useful to impute missing rare variants. A formal 
investigation is necessary to be certain about imputation qualities of variants with 
frequencies less than 0.05 . Siblings do not provide much additional information. 
Including a second genotyped SNP completely linked with the SNP of interest does not 
consistently improve imputation quality in general (Figure 3.1 ). Since individuals with 
missing genotypes have no genotypic data for the SNP of interest and the linked SNP, 
relatives ' genotypes on the linked SNP do not contribute much additional information. 
4 1 
Pedigree Number of Offspring Number of Siblings Number of Spouse 
1 0 1 0 
2 0 2 0 
3 0 3 0 
4 0 4 0 
5 2 0 
6 3 0 
7 4 0 
8 2 
9 3 
10 4 
11 2 2 
12 3 2 
13 4 2 
14 2 3 
15 3 3 
16 4 3 
17 2 4 
18 3 4 
19 4 4 
Table 3.2 : Pedigree types. These pedigrees are used to choose informative relatives to impute 
missing genotypes efficiently and effectively. 
42 
MAF Pedigree 7 Pedigree I 0 Pedigree 13 Pedigree 16 
0.05 0.989 0.994 0.997 0.999 
0.2 0.972 0.985 0.992 0.996 
0.4 0.958 0.978 0.986 0.994 
Table 3.3 : Pearson correlations of the imputed genotypes. The imputed genotypes of each 
pedigree are compared with those of the largest pedigree, Pedigree 19. The details about each 
pedigree are listed in Table 3.2. MAF: Minor Allele Frequency. 
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Figure 3.1 :Pearson correlation (r) of the true and imputed genotypes. The details about each 
pedigree are listed in Table 3.2. SNP2 is linked with the SNP of interest (SNP 1) in a family and 
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3.3.2 MAR 
Figure 3.2 shows that the partial MAR data set under-estimates the effects while 
the LG imputed data set provides unbiased or less biased estimates when the outcome is a 
quantitative variable and the SNP has an effect on the outcome. The median of bias 
corresponding to the partial data set attenuates as H2 or f increases and becomes worse as 
h2 or pg increases. In contrast, the LG imputed data set always provides unbiased or less 
biased estimates. ln addition, no bias is observed in either the partial data set or the LG 
data when the SNP has no effect on the outcome. All of these patterns are also observed 
in the simulations with the binary outcome (Figure 3.3 a, band Figure A3.1 ). In addition, 
the median of bias corresponding to the partial data set diminishes to 0 as P d increases 
(Figure 3.3 c). These results strongly support the importance of imputing missing 
genotypes when the data are MAR. 
As observed in the situations with genotypes MCAR, under the alternative 
hypothesis, the standard error of the effect estimate is smaller when the LG imputed data 
set is used compared to the partial data set. The smaller bias and standard error result in 
the larger test statistic and hence the greater power (Figure 3.4). For some combinations 
of H2, h2J , and Pd (for a binary outcome), comparing with the partial data set, both the 
full and LG imputed data sets have greater increases in the test statistic as P g increases. In 
general , the magnitude of increase due to Pg is larger for the full data set, and the LG 
imputed data set has power between that of the partial and full data sets . Differences in 
power between the full and LG imputed data sets illustrate the necessity to develop new 
methods incorporating the variable associated with missingness into imputation. We 
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develop and present such a method in Chapter 4. No inflated type I error rates were 
observed for any of the simulations (Figure 3.5). 
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Figure 3.2 : Bias in effect estimators for the MAR data with a quantitative outcome. In each plot, 
the non-varying parameters are set at: H2=0.3, f=0.2, h2=0.01 and Pg=l. TnGm: n subjects have 
observed phenotypic data and m subjects have observed genotypic daza in each family. 
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3.3.3 NMAR 
Figure 3.6 shows that the LG imputed data set can result in biased estimates even 
when the partial NMAR data set provides unbiased estimates when the outcome is a 
quantitative variable and the SNP has an effect on the outcome. With our simulation 
settings, the partial data set does not provide biased estimates. One possible reason is that 
we have complete data on children who inherit alleles from the ungenotyped parent. For 
example, the two children of a parent with 2 copies of the risk allele carry at least one 
risk allele. Some information about the association between the risk allele and the 
outcome has been reserved in the partial data set even if the parent is excluded from 
analysis. Thus, overall the effect size can be estimated correctly. General speaking, under 
the alternative hypothesis, the median bias induced by imputation becomes larger as h2 
increases. The bias does not change for varying/, and changes only slightly as H2 
changes. For a binary outcome, we observe all of these patterns as well as the null effect 
of Pd (Figure 3.7). With our simulation setting, we can easily derive the range of the 
effect size of the SNP on a binary outcome rather than the exact effect size under the 
additive model (see Appendix A2). We use the median of effect estimates based on the 
full data set as the true effect size to assess bias corresponding to the LG imputed data set 
and the partial data set while the sample size of the full data set and the number of 
replicates are sufficiently large. These results suggest that the LG imputation method may 
not be optimal when estimation of the effect size is of primary interest and the genotypes 
areNMAR. 
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As observed in simulations to explore the influence of the MCAR and MAR 
mechanisms, under the alternative hypothesis, the standard error of the effect estimate is 
decreased for the LG imputed data set compared to the partial data set. The combination 
of the slight under-estimate of the effect size and the obvious decrease in the standard 
error brings the increase in the test statistic as well as the power in general (Figure 3.8 
and Figure 3.9 ). No inflated type I error rates were observed (Figure 3.1 0). 
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3.4 Discussion 
Our study supports that offspring are more informative than siblings for imputing 
the missing genotype of an individual given the spouse's genotype is also available . Our 
exploration also provides a practical approach to select informative relatives for genotype 
imputation when the pedigree is outsized for existing software. It supports that the square 
root of the ratio of observed to expected variance of the genotypes of imputed individuals 
( r ) is a good estimator of imputation quality when we can expect the imputed and true 
genotypes are not systematically different. This expectation holds when the LG 
imputation method is applied to impute MCAR or MAR genotypes. For the NMAR 
genotypes, high-quality imputation requires an imputation method incorporating the 
missingness mechanism (we propose one in the next chapter). Our simulations show that 
the combination of spouse plus offspring is more informative than siblings for imputing 
the genotype of an ungenotyped individual. Unlike the sum of the kinship coefficients, 
the correlation between imputed and true genotypes has the upper bound of 1. Therefore, 
including additional 1st degree relatives once the r is high produces minimal 
improvement in imputation. 
Our research suggests that different missing mechanisms require different analytic 
approaches. In general , when genotypes are MCAR, we recommend using a method such 
as the LG algorithm implemented in Merlin, to impute missing genotypes. Under most 
conditions, this will result in improved power, unbiased effect estimates, and nominal 
type I error rates. For MAR genotypes, imputation becomes more crucial in effect 
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estimation because the partial data set may provide biased effect estimates. In this 
situation, the LG algorithm can also produce unbiased or less biased effect estimates. For 
NMAR genotypes, imputation may result in biased estimates and decrease power to 
detect associations, depending on the nature of the NMAR mechanism and the imputation 
method. Our simulations are encouraging evidence that the type I error rates are not 
inflated by imputation no matter whether the data are MCAR, MAR, or NMAR. 
Therefore, for our simulation settings, even if we lack information about the missing 
mechanism, we can still reject the null hypothesis that there is no association between the 
SNP and the outcome when either the partial data set or the LG imputed data set rejects 
the null. However, we need information about the missing mechanism to determine if the 
effect size estimates are biased. 
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Chapter 4 
Phenotypically Enriched Genotypic Imputation 
This chapter explores whether the additional inclusion of quantitative phenotypic 
data to inform the imputation of missing genotypes can further increase power and 
maintain the type I error rate, comparing to the power change due to imputation using 
genotypic data only. First, we review related literature in Section 4.1. Then, we propose a 
phenotypically enriched genotypic imputation (PEGI) method to impute missing 
genotypes using observed phenotypes in addition to genotypes in Section 4.2. The 
simulation design and results will be reported in Sections 4.3 and 4.4, respectively. 
Section 4.5 presents the conclusions and discusses future work. 
4.1 Literature Review 
We and others (Chapters 2 and 3, Visscher and Duffy 2006 and Chen and 
Abecasis 2007) have demonstrated that under many conditions power can be improved 
when imputation based on relatives ' genotypes is conducted to include phenotyped but 
ungenotyped individuals in association analysis. We find that the increase in the test 
statistic from including individuals with genotypes imputed based on relatives ' genotypes 
compared to omitting these individuals is about half or less of what could be attained 
using the true genotypes if they were available for families with 2 or 4 individuals 
(Figures 2.3, 2.4, 3.8, and 3.9). Therefore, it is necessary to explore whether phenotypic 
data can contribute to genotype imputation in addition to genotypic data. 
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Thornton and McPeek (2007) proposed a quasi-likelihood score test for a case-
control study, which can include a phenotyped but ungenotyped individual into analysis 
by using the kinship coefficients between the individual and others. The test compares the 
allele frequency of interest between cases and controls in a study with related and/or 
unrelated individuals. It can be considered as a generalized Transmission Disequilibrium 
Test (TDT). However, the quasi-likelihood score test has two unfavorable features. First, 
it cannot adjust for covariates. Adjusting for covariates and confounders is important in 
improving power and preventing false positives in many situations. Secondly, it does not 
use all available information in the observed data to infer missing genotypes. The first 
limitation can be avoided if we can include phenotyped but ungenotyped individuals into 
an LME or GEE model, which can include covariates and provide similar or higher 
power to detect an association compared with TDT (Peloso, 2011 ). If we can do so, the 
method can be used not only for a binary outcome but also for a quantitative outcome. 
Here, we address the second limitation, by developing a method that can impute missing 
genotypes using more of the available data. Our method, PEG I can use any related 
phenotypes in addition to relatives ' genotypes to impute genotypes. These imputed 
genotypes can then be included in analyses using LME and GEE models. 
Little (1992) showed that, in likelihood-based methods, higher quality imputation 
can be obtained by using the outcome and observed covariates compared to not using the 
outcome, when the partial correlation of the outcome and the missing co variates given the 
observed covariates is high. Thus, the outcome may be a good candidate variable to 
improve imputation quality. Two maximum likelihood methods, the factored likelihood 
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method and the EM (expectation-maximization)-based maximum likelihood method, are 
often used to analyze incomplete data (Little and Rubin, 2002). The first method is not 
chosen for our investigation because of the limitation in generalization. Factorization of 
the likelihood is not always feasible for some missing patterns. The second method is 
more flexible. However, it may have convergence problems including the slow speed, 
failure to convergence, and converging to a local maximum instead of a global one. We 
adapt the EM-based maximum likelihood method to our context. We follow an EM 
procedure to update imputed genotypes based on relatives' observed genotypes by the use 
of a phenotypic variable that contains information about missing genotypes or the 
missingness mechanism. To prevent convergence problems, we use the expected 
genotypes based on relatives' observed genotypes as initial estimates for the EM 
procedure. The combination of an algorithm used to impute missing genotypes based on 
relatives' genotypes and the EM algorithm can impute missing genotypes with all 
available information and the knowledge of biological inheritance. Therefore, for genetic 
association studies, we propose the PEGI method, which essentially follows the EM 
procedure, to impute missing genotypes using observed phenotypes and genotypes. We 
distinguish the PEGI method from the original EM algorithm because there are several 
steps critical for genotype imputation based on observed phenotypes and genotypes while 
these steps are not used in any analyses with the EM algorithm. These steps will be 
discussed in greater detail below. 
4.2 Method 
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Several types of phenotypic variables can be incorporated to impute missing 
genotypes. It can be the outcome, a confounder, or an auxiliary variable that contains 
information about missing data but is not needed if there are no missing data (Enders, 
201 0) . For example, a variable related to the SNP of interest but not associated with the 
outcome is an auxiliary variable. Without losing generalization, we illustrate the PEGI 
method in the situation when only one SNP is genotyped and one family member has a 
missing genotype in each family . Suppose, in one family, G1 is the missing genotype, G 
the vector of the observed genotypes, andY, X, and Z are the outcome, confounder, and 
the variable that is related to the SNP of interest but not associated to the outcome, 
respectively. Y, X, and Z are vectors. The length of the G vector is the number of 
members in the family minus 1 and those of theY, X, and Z vectors are the number of 
members in the famil y. For illustration, we use Y as the phenotype to enrich genotype 
imputation. Unless otherwise specified, the same inference can be applied to the situation 
when X or Z is the phenotype to update initially imputed genotypes based on the 
genotypes ofthe relatives. The posterior probability ofGi given GandY, 
P(G=kiG Y) ise ualto P(Y IG; =k,G)P(G,=kiG) wherei = 1, 2, (h 
; ' ' q LP(YIG, =k ,G)P(G,=k i G) ··· , n t e 
number offamilies) , k = 0, 1, or 2, P(G, = k I G) and E(G, I G) can be obtained using the 
Lander-Green (LG) algorithm implemented in Merlin or the Elston-Stewart algorithm 
(Abecasis et al., 2002, Lander and Green, 1987, Elston and Stewart, 1971). In this study, 
we use the LG algorithm to obtain initial estimates. The two algorithms should provide 
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the same estimates for our simulation settings. P(Y I G, = k, G) depends on the unknown 
etfect size ~of the SNP on the outcome. We apply the following steps to iteratively 
update P(G; = k I G, Y) and the estimator of~ : 
(0) Use the expected genotypes via the LG algorithm as the initial estimates of all Gi, 
denoted as G;(o) (a vector consisting of all missing genotypes of all families), to obtain 
jJ<O). 
(1) Since each family has one individual missing in the genotype, we can calculate 
P(Y I G; = k,G, jJt o) ) (k = 1,2) and P(Y I G,/J<0l). So we update G?1 to be Gi1l by 
min(2,E(G; IY,G,/J<0l)) if E(G, IY,G,/J<0l) > 0 and 0 otherwise. 
(2) Use all 6?>, G, and Y to obtain jJ<Jl , then go back to (1) replacing j;<Dl by /f 1l to 
obtain all G;l2l 
(3) We repeat the above process until the estimate of~ converges. In this study, we 
set the convergence criterion to be 0.005. 
As illustrated by Little and Rubin (2002) , when the outcome is used to enrich 
imputation with the EM algorithm, we should apply a method such as bootstrap to obtain 
the correct standard error of the effect estimator. 
We can apply the following steps to obtain the correct standard error of an effect 
estimator for each replicate : 
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(1) Since each replicate has 2500 families, we randomly select 2500 families with 
replacement to form a new data set. 
(2) The EM procedure mentioned above is applied to _the new data set. 
(3) We repeat the two steps 1000 times to build the empirical distribution of the 
estimate of~ and calcuiate its standard error. 
Theoretically, we can also use the outcome, a confounder, and observed 
genotypes together to estimate missing genotypes. The posterior probability of Gi given 
GandY, and X, P(G, = k I G,Y,X)is equal to 
P(YIGi=k,G,X)P(XIGi=k,G)P(G,=k lG)wherei=1 2 ... ,n k=O 1 or2. 
P(YJG,X)P(XJG) ' ' ' ' ' 
Similarly, the EM iterative process and the bootstrap method can be used to this situation 
to obtain the estimate of~ and its standard error. 
We expect that incorporating the phenotypic data into imputation will improve the 
imputation accuracy and therefore increase power while maintaining the nominal type I 
error rate. We will investigate whether the changes in power are due to the change in the 
effect estimate or the estimate of its standard error. The incorporation of the outcome or a 
confounder will possibly bring bias to the effect estimate while inclusion of a variable 
solely related to SNP will not. 
4.3 Simulations 
In this study, we use simulations to investigate the performance of the PEGI 
method using the outcome (PEGI_ Y) or a variable associated with the SNP but not the 
outcome (PEGI_Z). Specifically, we use simulations to explore whether the additional 
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inclusion of quantitative phenotypic data to inform the imputation of missing genotypes 
can further increase power and maintain the type I error rate, compared to imputation 
using genotypic data only. 
Based on the theoretical proof by Visscher and Duffy (2006), the phenotypic 
correlation between the genotyped and ungenotyped groups p , coefficient of relationship 
r , minor allele frequency (MAF) f, and the effect size of the minor allele are the candidate 
factors that influence the change in power and type I error rate in the case of a single 
genotyped SNP in a single type of relative. In a pure additive genetic model for a 
quantitative trait, p is equal to rH2, where H2 is the heritability of a quantitative trait. In 
terms of expressing the resemblance between relatives, H2 is more appropriate than p 
(Falconer and Mackay, 1996). Therefore, we are interested in whether the performance of 
the PEGI method changes as the heritability H2 of the quantitative trait changes. 
Similarly, we use the heritability attributable to the candidate SNP h 2 as a measure of the 
effect size of the minor allele. To be able to interpret our simulation results clearly, we 
simulate a single type of pedigree: a nuclear family with two parents and two offspring. 
We simulate families varying the parameters including H2 (0.1 -- 0.9 by 0.2) , h2 (0.01 -
0.09 by 0.02), and/(0.05 , 0.2, or 0.4). The effect size of the SNP on the quantitative 
outcome is ~-.Unless otherwise specified, we use all of these parameter sets to ~~f) 
investigate the relative power and type I error rates of PEGI compared to genotype 
imputation solely based on relatives' observed genotypes (GI) as H2,f, or h2 changes. 
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To investigate the contribution of the variable Z associated with a SNP but not 
with the outcome, we simulate four Zs varying heritability ( H~ ) or heritability 
attributable to the SNP ( ~ ). We first simulate the Z variable with H~ and ~ are 0.1 and 
0.01, respectively. We then increase H~ to 0.5 and ~ to 0.05 separately to explore 
whether the separate increase of H~ and~ can improve power ofPEGI_Z. Finally, we 
simulate the Z variable with H~ and ~ as high as 0.4 and 0.2 respectively. We use Z to 
enrich genotype imputation and then use the observed and imputed genotypes together to 
assess the association between the SNP and Y. To estimate the power of PEG I_ Z, we 
simulate 1000 replicates for each parameter set consisting of H2,f; h;;, H~ and~. To 
investigate how type I error rate is affected, we set h2=0 and vary other parameters at a 
time. For each parameter set, we simulate 10,000 replicates. When the PEGI_Z method is 
applied, the convergence threshold for the effect size estimate of the SNP on Z is set to 
0.005. 
When the PEGI _ Y method is applied, we need to obtain the empirical standard 
error of the effect estimator of the SNP on Y, which requires intense computing. So, we 
investigate the performance of PEGI_ Y with fewer parameter sets. We vary one of the 
three parameters of H2,f, and h2 while fixing the others. The non-varying parameters are 
set to be H2=0.3,f=0.2, and h2=0 .0l. We vary H2 from 0.1 to 0.9 by 0.2, omitting 0.7 to 
save computation resources. For most common diseases, H2 is equal to or less than 0.5. 
We consider 0.9 to investigate highly heritable common diseases such as Alzheimer' s 
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disease . We vary h2 from 0.01 to 0.05 and f from 0.05 to 0.2. To investigate how type I 
error rate is affected, we also set h2=0 and vary one of the other two parameters (H2, f) at 
a time. To estimate the power of PEGI _ Y, we simulate 100 replicates for each parameter 
set and bootstrap each replicate 1000 times to obtain the empirical standard error of j3 . 
When we investigate the type I error rate, for each parameter set, we simulate 10,000 
replicates and then obtain the empirical standard error of j3 from the empirical 
distribution of fJ . The convergence threshold of the effect size estimate of Yon the SNP 
is also set to 0.005. 
As illustrated by Little and Rubin (2002), data may be missing completely at 
random (MCAR), missing at random (MAR), or not missing at random (NMAR). The 
data are MCAR when the probability that an observation is missing is independent of the 
data, missing or observed. If missingness only depends on the observed data, the data are 
MAR. If missingness depends on the values of the missing data, perhaps also on the 
observed data, the data are called NMAR. Specifically, let Y be the complete data matrix, 
if there were no data missing. Let G be the indicator matrix denoting whether an 
observation is missing or observed. Data are MCAR if the distribution of G given Y is 
identical to the distribution of G. Data are MAR ifthe distribution ofG given Y is 
identical to the distribution of G given the observed part of Y. Data are NMAR if the 
distribution of G given Y cannot be simplified as the distribution of G or that of G given 
the observed part of Y. Chapter 2, Visscher and Duffy (2006) and Chen and Abecasis 
(2007) considered only the case of genotypes MCAR, assuming the distribution of 
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missingness did not depend on the missed data. This assumption implies that the data are 
free of survival bias. Our simulations in this chapter also assume genotypes are MCAR. 
4.4 Results 
4.4.1 PEG! Y 
Type I error rates are near the nominal levels for ali simulation parameters we 
consider when GI or PEGI_ Y is used to include individuals with missing genotypes 
(Figure 4.1 ). The PEGI _ Y GI test statistic ratio tends to increase as h2 increases. When 
H2,f, and h2 are equal to 0.3, 0.2, and 0.05, respectively, PEGI_ Y increases the test 
statistic for 62% of the replicates (Figure 4.2 a). Among the replicates with the test 
statistic increased, the increase is more often due to the increase in the effect estimate 
(mean: 0.056 and SD: 0.0031) than the increase in its standard error (mean: 0.0025 and 
SD: 0.00063). The PEG!_ Y GI test statistic ratio does not change much as H2 increases 
(Figure 4.2 b). The median test statistic ratio does not change much asfchanges from 
0.05 to 0.2 while the variance decreases (Figure 4.2 c). The first and second boxplots in 
Figure 4.2 a and the first boxplot in Figure 4.2 c correspond to the replicates with the true 
effect sizes of 0.18, 0.40, and 0.32, respectively. Correspondingly, PEG!_ Y increases the 
test statistic in 55%, 62%, and 50% of the replicates . This indicates that the relative 
power gain brought by the PEGI_ Y method may not directly relate to the true effect size 
of the SNP on Y. As shown in Figure 4.3, under the alternative hypothesis, incorporating 
the outcome into genotype imputation always brings positive bias in effect estimates 
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(mean: 0.057 and SD: 0.020) while GI does not (mean: 0.00019 and SD: 0.00087). So we 
may use PEGI _ Y to detect associations but not to estimate effect sizes. 
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Figure 4.1 :The empirical type I error rates of PEGI_Y and GI. The non-varying parameter is 
fixed at H2 =0.3 or f=0.2. PEGI __ Y: genotypes imputed with PEGI_Y and GJ.· genotypes imputed 
solely with LG. The nominal type I error rate, a, is 0. 005 with 95% confidence interval (0. 0064, 
0. 0036) highlighted with solid lines. 
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Figure 4.2 : The test statistic ratio of PEGI_Y to GI. In each plot, the non-varying parameters 
are set at: H2=0.3,f=0.2, or h2=0.01. 
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Yare positive in the plo!led data. 
4.4.2 PEG/ Z 
We find that type I error rates are near the nominal levels for all simulation 
parameters we consider when GI or PEGI_Z is used to include individuals with missing 
genotypes (Figure 4.4). The two Zs simulated with H; and h3 equal to 0.1 and 0.01 , 0.5 
and 0.01, respectively, do not improve the test statistic assessing the association between 
Y and the SNP. The Z simulated with H~ and hi. equal to 0.1 and 0.05 subtly improves 
the test statistic. The Z simulated with H;. and 0~ equal to 0.4 and 0.2 obviously 
improves the test statistic (Figure 4.5) . In addition, the variance of the improvement 
changes as H2• f, or h2 changes. This pattern is the most obvious for h2. As expected, 
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incorporating the variable associated with SNP but not associated with the outcome to 
genotype imputation does not bring bias to estimators of the effect size (mean: -0.00024, 
standard deviation: 0.00089, Figure 4.6). Thus, we can use PEGI_Z to determine both 
associations and effect sizes of the SNP of interest on Y. Another advantage of using a 
variable Z unassociated with the outcome Y is that we can obtain standard error of fJ 
easily because the effect of the SNP on Y is estimated solely based on the LME model. 
However, when the SNP has the same effect on Y and Z, incorporating Y is more 
powerful in detecting the association between Y and the SNP than incorporating Z 
(Figure 4.7). 
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Figure 4.4: The empirical type I error rates of PEGI_Z and GI. The non-varying parameters are 
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4.5 Discussion 
We proposed the PEGI method to use both observed phenotypes and genotypes to 
impute missing genotypes. In this study, we investigated its performance in a genetic 
association study of a quantitative trait with one parent completely missing in genetic 
data and one SNP is of interest. Specifically, we used the outcome and a quantitative 
variable Z, which was associated with the SNP of interest but not with the outcome, to 
enrich genotype imputation through PEGI_ Y and PEGI_Z, respectively. Our simulations 
showed that when 1/ was as high as 0.05 , PEGI_ Y improved power compared to GI alone 
in general. When h~ was as high as 0.2, PEGI_Z improved power in most scenarios. 
However, when h2 was as low as 0.01, PEGI_ Y slightly improved power compared to GI 
in general. When h; was as low as 0.05, PEGI_Z did not improve power in general. No 
inflated type I error rates were observed in simulations. Therefore, for a genetic 
association study of a quantitative trait, in which all subjects provide the data on a 
phenotype with the moderate or high heritability attributable to the SNP, we can use the 
phenotype to enrich genotype imputation to improve power while maintaining the 
nominal type I error rate . 
Although we illustrate the PEGI method for the simple case when a single SNP is 
of interest and a single family member has the missing genotype, it can be applied to 
more general situations as well. For example, when multiple linked SNPs or multiple 
SNPs in linkage disequilibrium are of interest, we can apply the PEGI method using 
haplotypes rather than genotypes. For multiple unlinked SNPs in linkage equilibrium, 
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there is no advantage to imputing all simultaneously, and we can use the PEGI method 
for each SNP one by one. When multiple relatives are missing the SNP genotype, we can 
figure out all possible combinations based on the Mendelian inheritance rule and then 
apply the PEGI method using a vector to denote missing genotypes. In a short, we can 
easily adapt the PEGI method for other genetic association studies with missing 
genotypes and family data. 
In this study, we have investigated the performance of the PEGI method for 
MCAR genotypes. We expect this method will also improve imputation quality in some 
situations with the presence of MAR genotypes. If missingness depends on an observed 
phenotype, the improvement brought by the PEGI method may also depend on whether 
the phenotype is used to enrich genotype imputation. We do not expect the PEGI method 
will improve imputation quality much if the data are NMAR unless we have data for 
auxiliary variables associated with the missing data or the missing mechanism. Formal 
simulations are necessary to confirm these expectations. 
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Chapter 5 
Conclusions and future work 
Our research addressed how and when one should incorporate phenotyped but 
ungenotyped relatives into genetic association tests . Furthermore, we proposed a novel 
method to impute missing genotypes of phenotyped but ungenotyped relatives with 
observed genotypes and phenotypes. Section 5.1 concludes our research and Section 5.2 
discusses future work. 
5.1 Conclusions 
We explored how and when phenotyped but ungenotyped relatives should be 
included in a genetic association test with theoretical reasoning and simulations. We 
investigated situations with different missingness mechanisms consisting of missing 
completely at random (MCAR), missing at random (MAR), or not missing at random 
(NMAR). Genotype imputation based on relatives ' genotypes was used to incorporate 
such individuals into association analyses. For a study with a relative ' s genotype MCAR, 
we derived a theoretical formula for the power gain of incorporating such a relative to 
detect the association between a dichotomous outcome and a single genotyped single-
nucleotide polymorphism (SNP) for the case of a single type of relative. Theoretical 
reasoning was verified and extended with simulations. Simulations showed that, in 
general , imputing MCAR and MAR genotypes with relatives' genotypes improves power 
without inflating type I error rate. However, imputing NMAR genotypes with relatives ' 
genotypes may bring bias in effect estimates. Although we observed that NMAR 
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genotype imputation increased power and did not inflate type I error rates in our 
simulation setting, this result is not guaranteed for all studies with NMAR genotypes, and 
will depend on the direction and severity of bias. In addition to the underlying 
missingness mechanism, we also identify important factors for power improvement. 
Among the candidate factors indicated by our theoretical reasoning, the family structure, 
heritability, phenotypic correlation between the genotyped and ungenotyped groups and 
imputation method are important factors for the power gain of a genetic association test 
of a quantitative or binary outcome. For a binary outcome, the heritability attributable to 
the SNP may also affect the power gain. We did not observe inflated type I error rates in 
our simulations using imputed genotypes. 
We found that the increase in the test statistic due to including individuals with 
genotypes imputed based on relatives' genotypes compared to omitting these individuals 
was about half or less of what could be attained using the true genotypes if they were 
available for families with 2 or 4 individuals. Therefore, we propose a phenotypically 
enriched genotypic imputation (PEGI) method to impute missing genotypes using 
observed phenotypes in addition to genotypes. Our simulations with MCAR genotypes 
showed that, for a SNP with moderate to strong effect on a phenotype, the PEGI method 
that incorporated the phenotype into genotype imputation improved power more than 
imputation based solely on genotypes without excess type I errors. The absolute value of 
the effect estimate was often inflated when the outcome was used for imputation, while it 
was unbiased when an alternative phenotype unrelated to the outcome was used for 
imputation. However, for an outcome and an alternative phenotype with the same 
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strength of association with the SNP, using the outcome in imputation increased the test 
statistic more than using the alternative phenotype. Therefore, compared to using only the 
observed genotypes for imputation, we expect the PEGI method improves power for 
MCAR, MAR, or NMAR genotype data when appropriate phenotypic variables are 
identified and used in the method. 
Our research provides some practical suggestions on how and when phenotyped 
but ungenotyped relatives should be included in a genetic association test. First, the 
researcher should explore the underlying missing mechanism of missing genotypes. If 
relatives ' genotypes are MCAR or MAR, including such individuals with genotype 
imputation based on relatives ' genotypes using the Lander-Green (LG) algorithm or an 
equivalent method, is recommended because effect estimates will be closer to true effect 
sizes and power may be increased while type I error rates are not inflated in general. 
Particularly, excluding relatives with MAR genotypes can bring bias in effect estimates 
regardless of whether the SNP is truly associated with the outcome. False positives occur 
if effect estimates are biased away from the null. This may happen when the missingness 
depends on relatives' genotypes. Suppose a SNP is not associated with a quantitative 
trait, and in a sample, the parents whose observed traits are relatively low and children 
have the observed genotype of 2/2 tend to be missing in genotypes. Thus, the MAR 
partial data set may omit a lot of parents with relatively low traits and the genotypes of 
2/2 or 1/2, which may bring a false positive if the researcher makes a conclusion based on 
the partial data set. If the missingness does not depend on relatives ' genotypes or missing 
genotypes, false positives will not be observed in general but power may be decreased or 
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increased, compared with the MAR imputed data set. For example, if the same 
missingness mechanism mentioned above occurs in a sample used to detect a positive 
association, the effect estimates may be int1ated and then power may be increased. If the 
effect size estimate is not of interest, the researcher may use the method proposed in this 
dissertation, PEGI, to improve power, through incorporating the outcome into genotype 
imputation. In addition, for MCAR data, when heritability attributable to the SNP is as 
small as 0.01, including individuals with missing genotypes by genotype imputation 
based on the LG algorithm may decrease power with a probability as high as 15%. 
If the genotypes are NMAR, genotype imputation based on relatives' genotypes is 
not recommended because it will bring bias in effect estimates in general, even when the 
partial data set does not result in a biased effect estimate. The direction and severity of 
bias depends on the nature of missingness. The NMAR partial data set can change power 
or type I error rate in either direction since artificial patterns may be easily created given 
any genotypes may be missing. In the data set with NMAR genotypes, genotype 
imputation based on the LG algorithm may also change power or type I error rate in 
either direction, which depends on the nature of missingness. Because of the mystery of 
the underlying missingness mechanism in practice, we recommend the researcher 
perform post-imputation investigation, for example, explore the dependence of the 
change of the test statistic on imputed genotypes. For genotypes MAR or NMAR, an 
auxiliary phenotypic variable, which is associated with the SNP, the missing data, or the 
missingness mechanism, but not incorporated into analysis if there were no missing 
genotypes, can play an important role in improving the imputation quality. PEGI can be 
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used to incorporate an auxiliary phenotypic variable into genotype imputation. Then, we 
may estimate the effect size of interest correctly and improve power tc detect an 
association while maintaining proper type I error rate by including phenotyped but 
ungenotyped relatives with genotypes MAR or NMAR. Compared to the existing method 
of using only observed relatives ' genotypes to impute missing genotypes, we expect the 
PEGI method to improve power for the MCAR, MAR, or NMAR data when the 
phenotype used for imputation is associated \\lith the genotype of interest or the 
missingness mechanism. 
Additionally, we have also provided insights about the selections of informative 
relatives and SNPs to impute missing genotypes of completely ungenotyped individuals. 
We can bypass the computational barrier built by an extensive pedigree by selecting the 
most informative relatives. Our simulation shows that a completely ungenotyped 
individual ' s genotype can be imputed almost perfectly based on the genotypes ofthe 
spouse, 4 offspring, and 4 siblings, when minor allele frequency (MAF) is 0.05, 0.2, or 
0.4. Offspring are more informative than siblings when the spouse's genotype is 
available. Our simulation indicates relatives ' genotypes of linked SNPs rather than the 
SNP of interest do not contribute much additional information to impuie missing 
genotypes of completely ungenotyped individuals. 
5.2 Future Work 
We will apply genotype imputation solely based on relatives ' observed genotypes 
(GI) and PEGI to include phenotyped but ungenotyped relatives into the genetic 
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association test of age at menopause in the Framingham Heart Study. The Framingham 
Heart Study is a long-term longitudinal study. There are individuals who provided age at 
menopause information but died before providing DNA for genetic studies. Genotypes of 
relatives such as offspring and spouses are available for many ofthese women. With the 
Framingham data set excluding these phenotyped but ungenotyped women, we did not 
find significant SNPs at several of the 17 genetic loci that have been identified by 
Genome-Wide Association Study meta-analyses of age at natural menopause performed 
by He eta!. (2009), Stolk eta!. (2009), and Stolk eta!. (2012). We expect that the use of 
GI and PEGI will improve the association signals at these loci in the Framingham 
women. 
With the advent of next-generation sequencing, we can genotype rare variants on 
an enormous scale. Some individuals may be phenotyped but ungenotyped because of 
extreme phenotypes or high cost of next-generation sequencing (Kazma and Bailey, 
2011). As showed in Table 3.3, the Pearson correlation between imputed and true 
genotypes of a SNP with MAF equal to 0.05 was 0.99 when the genotypes ofthe spouse 
and the 4 offspring were used to impute the missing genotype of an individual in each 
family. This suggests family data may be useful in imputing missing rare variants. We 
will explore imputation qualities of GI and PEGI on rare variants in family data. Further, 
we will address how and when phenotyped but ungenotyped relatives should be included 
in a genetic association test of a rare variant. We expect GI and PEGI can improve power 
to detect significant rare variants in studies with phenotyped but ungenotyped relatives. If 
we can identify situations where rare variant imputation qualities of GI and PEGI are 
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good, we can sequence some individuals and impute their relatives' rare variants, which 
will decrease the cost of a next-generation sequencing study. 
We will further develop PEGI to improve and understand its performance. Our 
simulations showed that incorporating the outcome into genotype imputation by PEGI 
(PEGI_ Y) brought bias in the effect estimate when the SNP has an effect on the outcome. 
We will explore developing bias-corrected PEG I_ Y, following the example of previous 
work to correct bias induced by using the outcome to impute a missing covariate in 
simple linear regression (Afifi and Elashoff, 1969a, b and Little 1992). Our present study 
has focused on the performance ofPEGI on MCAR data when a quantitative outcome or 
auxiliary variable is used to improve genotype imputation. We plan to explore the 
performance of PEGI on MAR and NMAR genotype data, focusing on situations arising 
in the Framingham Heart Study data from the Cohorts for Heart and Aging Research in 
Genetic Epidemiology next-generation sequencing study (CHARGE-S). 
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Appendix 
Al 
The additive LME model : 
cov(Y,,~ I G, = g,,G, =g)= A 2 ~ • • {
cr 2 + cr 2 if i = j 
r,pA 1f1 ;;t. j 
where cr ~ and cr ~ are the polygenic additive and residual components of variance and 1;
1 
is the coefficient of relationship between subject i and subjectj. 
A2 
Theoretical Proof for a Simplex Pedigrees with a Binary Outcome 
Let g1, be the additive genetic score of the subject i and YJi be the 
corresponding dichotomous outcome in the group j , where j is 1 if gJi is observed and 
it is 2 if g1, is an imputed genotype. In the theoretical proof, we consider the situation 
where there are two related individuals per family , one of which is missing in the 
genotype. To simplify the theoretical calculation, we further assume, in all families , the 
coefficients of relationship r between the two related individuals are the same. Another 
reasonable assumption is that the outcomes of the subjects in different families are 
independent, as well the genotypes. To estimate the association between the genetic score 
and the dichotomous outcome, the following model is applied: 
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denoted 
E(~; I Gji = g jl) = j.l + fJ * g ji = 7rjl 
denoted 
Var(Y)G1; = g_~, ) = 1rP (1-nl' ) = 
ioiod. 
1 
a-;, 
Y1, I G1, = g1, - Normal (1rJ1 , a-~;) for a fixed j 
A A 
doubt that E(/]1) and E(/]2 ) are fJ because the genotyping missing mechanism is MCARO 
jJ ~ 2 /] 2 
So we can reasonably assume that /31 ~ N(fJ, var(/31 )) 0 Then A - X1 ( A ) , a 
var(fJ ) var(fJ ) J J 
noncentral chi-squared distribution with the degree of freedom of I and the non-
centrality-parameter (NCP), fJ
2
A 0 We can calculate the NCP ratio comparing the 
var(/]
1
) 
NCP based on observed and imputed genotypes (j=l2) to that based on observed 
A A A 
genotypes only (j= 1) after obtaining /]12 based on /]1 and /]2 , that is, 
A 1 (£(/]12))-
Ncp 0 NCP(Observed+lmputed) ~ar(/312 ) --(£(/3: 2 )) 2 var(~1 ) rat 1 o = = - -----:::-=-- ., .. 
NCP(ObservedOnly) i_E(/31_)) 2 E(/]1 ) var(/]12 ) 
var(/31) 
var(/31) 
var(/]12) 
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We can expand the formula for the NCP ratio using the following steps. 
~ ~ 
(I) Simplify var(/31) and var(/32 ) • 
~ I I 
Using the large sample theory, var(/31) = ' . _ . 2 = . ) -~ w1, (g 1; - g ," ) var( G, ) L...J w,, 
where var(G) is the variance of genotypes in the group j. In details, the denominator 
L w,, (g,, - gJw )2 is simplified to var( G) I wF according to the following step: 
s· 1 d- Iw jl g ji E(-) E(G) d 
mce w1; = (Y IG = )an g 1w = '"" , g ,., = 1 an 
var Ji Jl g Jl L.. w ;; 
L wfl (g ;;- g ;w )2 
Iw,, 
L (Y . IGI .. = .) (g jl- g j\1' )2 
var 1, 1, g 1, 
I __ t __ 
var(Y)G1; = g ,,) 
Further, for group 1, 
I wli(g1;- g\,)~ 
Iwl, 
n0v1v2g1} +n1v0v2(1- g1., / +n2v1v0 (2- g1wf ---"----=----=-~- ·'----"---=----"--'-"--=--=---=---~'--- = var( G
1 
) 
nov1v2 +n1vov2 +n2v1vo 
where nm = #{m: g, = m}, V 111 = var(f;IG; = m), and m = 0,1 ,2 
As illustrated by Falconer and Mackay (1996), var(G 2 ) = r 2 var(G 1) where r is 
the additive genetic coefficient of relationship between the two related individuals in a 
family. It is _!_for full-sibs or the pair of a parent and a child. 
2 
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~ 1 ~ 1 
Therefore var(/]1) = I and var(/32) = 2 (G )" 
var(q) w1, r var 1 ~ w21 
(2) (fJ f3 ) b . l'fi d p var(Y)r h . h h . cov 1, 2 can e Simp I Ie as uw w ere p IS t e p enotypic 
r var(G1) 
correlation between the ungenotyped group and the genotyped group and ~"" is a function 
of r, allele frequency and effect size. The inference was conducted as follows. 
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(Refer to (1)) 
p var(Y)~l\V 
=-'------"-"-
rvar(GI) 
(For the two individuals from families q and m, 
_ {p var(Y) when q = m 
cov(y lq' Y2m) - 0 h 
w en q 1:- m 
N is the number of families) 
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(3) To determine /312 based on both /31 and /J2 , we use the linear regression model 
Therefore , 
( 4) Without losing generalization, we assume var(Y) = 1. 
LWJi 2 2 " +r - rprw 
S N·cp . NCP(Observed +Imputed) ~ w2, o ratio= =-='=----
' NCP(ObservedOnly) L W1, 2 2 ~- -p rw 
~w2, 
In details, 
NCP ratio= NCP(Observed +Imputed) = var(~1 ) 
NCP(ObservedOnly) var(/312 ) 
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Relative Risks in Simulated Data 
In Chapters 2 and 4, we simulate the pedigree of 2 parents and 2 offspring varying 
several parameters: the heritability of the underlying quantitative variable of the binary 
trait H2 (0.1 - 0. 9 by 0.2), the heritability attributable to the genotype h2 (0 .0 1 - 0.09 by 
0.02), minor allele frequency /(0.05, 0.2 , or 0.4), and probability of disease Pd (0.1, 0.3 , 
or 0.5). Based on the four parameters, we can derive corresponding relative risks. 
We simulate families varying several parameters : the heritability of the 
underlying quantitative variable of the binary trait H2 (0.1 - 0.9 by 0.2), the heritability 
attributable to the genotype h2 (0.01 -0.09 by 0.02), minor allele frequency /(0.05, 0.2 , 
or 0.4 ), and probability of disease Pd (0.1, 0.3, or 0.5). Let the effect size of the 
underlying quantitative variable is ~,which ranges from 0.14 and 0.97. Let G ~~ 
be the additive genetic score and Q be the underlying quantitative variable. The following 
table lists the mean and variance of Q within each genotype group. 
G E(QIG) VAR(QIG) 
G=O 0 1- h 
0=1 ~ 1- r/ 
0=2 2~ 1- h2 
0=0,1, or 2 2~! 1 
Table A2.1 : The mean and variance of the underlying quantitative variable. fJ is rhe effect size of 
J h
2 
one minor allele, ---. GIS the additive genetic score and Q is the underlying 
2f(l- f) 
quantitative variable. 
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Based on Table A2.1, we may calculate the corresponding relative risks in the following 
steps 
(1) Pr(Q- 2/!f >ZP )=Pr(Q>Z
1
, +2f3f) 
1 " " 
(2) Pr(D = l l G = 0) = Pr(Q > Z p" +2f3f) where Q- N(0,1-h2 ) , 
Pr(D = 11 G = 1) = Pr(Q > ZP + 2/3 f) where Q- N ( /h2 - , 1- h2 ) , and 
d ~210- f) 
Pr(D = 11 G = 2) = Pr(O > Z , + 2f3f) where Q ~ N,-2J-~-2 -,1- h2 ). 
' - I'd • \ ~ 2 f (1- f) 
where D= l for a subject with disease and 0=0 for a subject free of disease. 
Pr(D=11G=1) Pr(D=11G=2) (3) The corresponding relative risks, and denoted 
Pr(D = 11 G = 0) Pr(D = 11 G = 1) 
as r lrO and r2rl , are listed in Table 2.1 in the main text. 
Based on the above theoretical inference, we perceive that a general model 
instead of an additive model is the true model of the simulated data with binary 
outcomes. However, with either linear or logistic link, unit effect estimates comparing the 
genotypes of2/2 and 112 to the genotype of 111 are close for most simulated data (Table 
A2.2) . No non-ignorable discrepancies in the second digit after the decimal point are 
observed when h2 is 0.01, a common effect size of a SNP on a trait. Therefore, we use the 
additive model , which is widely used for interpretation ease in practice. The derivation of 
the true effect size of a SNP on a binary outcome under the additive model is not simple. 
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We can obtain the true effect size by using the mean effect estimate from the full data set 
since the sample size is sufficiently large. 
Min 1st Quantile Median 3rd Quantile Max 
--------------~------------------
Linear Link -0.104 -0.005 0.004 0.013 0.064 
Logit Link -0.096 -0.023 -0.006 0.005 0.203 
Table A2.2 : Descriptive statistics of differences in unit effect estimates. The minuend is the unit 
effect estimate compares the genotype of 212 to the genotype of 1 I 1. The subtrahend compares the 
genotype of 112 to the genotype of 111. The data are the simulated data with binary outcomes. 
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A3 
Connection between simulated parameters and the probability of 
missingness given disease 
Specifically, we create the partial data set using the following procedure : (1) If 
both parents have the same disease status, one parent is randomly chosen to have missing 
genotypes. (2) If they do not have the same disease status, we set the probability of the 
parent with the disease to have missing genotype to be Pg, where Pg can be 0.6, 0.7, 0.8 , 
0.9, or I. Even though we will not simulate the data directly using the probability of 
missingness given the disease status, we can derive the corresponding value. Suppose Di 
and Gi are the disease status and the genotype of the parent i (i=l or 2) in a family with 
Di=l for a subject with disease and Di=O for a subject free of disease . The probability of 
disease is P d . The missing value is denoted as '.' . The partial data set is created with 
Pr(G2=- ID1=0, D2= l)=Pg. Then, based on Bayes' rule, Pr (Gi=-ID;= l) is equal to 0.5Pa+-Pg 
(1-P d) as the follows . 
Pr(G
1 
=.ID
1 
=I) = Pr(G1 =.,D1 =1) = Pr(G1 = ., D1 =l , D2 =I)+Pr(G1 =-=., D1 =I , D2 =0) 
Pr(D1 = J) Pr(D1 =I) 
= Pr(G1 = . ID1 = !, D2 =l)Pr(D1 =l , D2 =l)+Pr(G1 = . ID1 = LD2 =0)Pr(D1 =l , D2 =0) 
Pr(D1 =I) 
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The rule to create a data set with one parent's genotype NMAR in a family is the 
parent with more minor alleles is set to be missing. Technically, it means that 
Pr(M; = 11 G; =G)= O.S,Pr(M, = 11 G; <G)= 0, andPr(M, = 1 i G, >G) = 1 where M; is 
an indicate variable denoting whether the genotype of subject i is missing, and G, and G1 
are the genotypes of subject i and}. Accordingly, we can calculate the probability of 
being missing for each possible genotype, 0, 1, or 2 as listed in Table 3 .1. 
The rule to create a data set with NMAR genotypes is 
Pr(Ac( = 11 G, = GJ = 0.5, Pr(M, = 11 G; <G)= 0, andPr(M, =I I G, >G) = 1. 
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So Pr(M =IIG = ·.)= Pr(MI =I,GI =g;) 
' 
1 I g1 Pr(G
1 
=g,) 
2:: Pr(M; = l,G1 = g 1 ,G1 =g) 
15; =0 ,1,2 
=~-------------------
Pr(G1 = g,) 
L Pr(M1 =IjGI =g;,G1 =g)Pr(G; =g;,G1 =g) 
g) =0 ,1,2 
= "--'-------
Pr(G; = g,) 
= 2:: Pr(M; =II G; = g; ,G1 = g)Pr(G1 =g) 
g } =0,1,2 
Pr(G1 =g; IMI =I) 
Pr(M; =I, G1 = g,) = ---'---'-------'--___;_: 
Pr(M1 =I) 
Pr(M1 = I,G1 = g,) 
0.5 
Pr( G; = g,) Pr( Ml = II Gl = gl) 
= 
0.5 
In details, 
Pr(M1 =II Gl = 0) = 2:: Pr(M1 =II Gl = O,G1 = g 1)Pr(G, = g 1 ) = 0.5q 2 
g } =0 ,1,2 
Pr(M; =liG; =I)= 2:: Pr(M; =IIG; =l,G1 =g;)Pr(G1 =g)=q 2 + pq 
g1 =0,1.2 
where p is the MAF and q is ( 1-p ). 
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Figure A3.1 :Bias in effect size estimators for the MAR data with a binary outcome. In each plot, 
the non-varying parameters are set at: H2=0.3, f =0.2, h2=0.01 and Pg= l . TnGm: n subjects have 
observed phenotypic data and m subjects have observed genotypic data in each family. 
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Figure A3.2 : The standard errors of effect size estimators. In each plot, the non-varying 
parameters are set at: H2=0.3,f=0.2, and h2=0.01 . TnGm: n subjects have observed phenotypic 
data and m subjects have observed genotypic data in each family. Genotypes are NMAR in T3G3 
and T4G3. The outcome is a quantitative variable. 
101 
A4 
P(G=kiG Y)= P(G,=k,G,Y) = P(G;=k,G,Y) = -P(YIG,~ k,G)P(G, =kiG) 
I ' P(G,Y) LP(G; = k ,G,Y) I P(Y I G, = k,G)P(G, = k I G) 
k k ~ O , l , 2 
where P(G, = k,G,Y) = P(Y I Gi = k ,G)P(G; = k,G) 
= P(Y I Gi = k ,G)P(G, = k I G)P(G) 
E(G = k I G Y) = P(Y I G, = i ,G)P(G; = k I G)+ 2P(Y I G, = 2,G)P(G, = k I G_2 
I ' IP(YIG; =k,G)P(G,=kiG) 
k 
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