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Abstract
The goal of the work presented in this thesis was to develop and implement a method for
calculating optical absorption spectra for large electronic systems within a linear-scaling
density-functional theory (LS-DFT) formalism. The key feature of this method was the
development of a scheme for optimizing a set of localized orbitals to accurately represent
unoccupied Kohn-Sham states, which are not well represented by the localized orbital basis
sets used for ground state LS-DFT calculations.
Three different schemes were compared for the calculation of unoccupied states using
a one-dimensional “toy model” and the most promising of these, based on the use of a
projection operator, was implemented in a fully-functional LS-DFT code.
Using the toy model, two methods for the calculation of band structures within a
localized basis set were investigated and some of the features required by localized basis
sets in order to produce accurate band structures were identified.
The method was tested by the application to both molecular and extended systems,
with calculations of densities of states, band structures and optical absorption spectra.
The results for the smaller systems were validated by comparison with a cubic-scaling
plane-wave density-functional theory code, with which excellent agreement was achieved.
Additionally, the method was shown to be linear-scaling for a conjugated polymer for
system sizes up to 1000 atoms.
The use of the projection method was shown to be crucial for calculating the above
results, as was the implementation of a momentum operator based formalism for the calcu-
lation of spectra. Finally, it was shown that the method can be used to identify the transi-
tions responsible for particular peaks in the spectra and is sensitive enough to distinguish
between spectra for systems with very similar structures, demonstrating the capabilities of
the method to aid the interpretation of experimental results.
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Can you fathom the mysteries of God?
Can you probe the limits of the Almighty?
They are higher than the heavens above - what can you do?
They are deeper than the depths below - what can you know?
Their measure is longer than the earth
and wider than the sea.
Job 11:6-10
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Chapter 1
Introduction
The field of experimental spectroscopy involves the study of interactions between radiation
and matter, and so can be very useful in probing the structure and properties of different
materials. It encompasses a wide range of techniques covering all regions of the electro-
magnetic spectrum, or in the case of electron based techniques such as electron energy loss
spectroscopy (EELS), a wide range of electron energies. It can be used to probe bulk sys-
tems, molecules and surfaces. High resolutions and short measurement time scales can now
be achieved, allowing for example the study of transient structures in chemical reactions [1]
and the movement of atoms at surfaces [2].
The calculation of experimental spectra is an important tool, and has been the focus
of much research. One of the chief benefits of theoretical spectroscopy is that it allows
the prediction of experimental results for new and existing materials. More significantly,
it can also be used to further our understanding of spectra, for example by identifying
the electronic transitions responsible for a given peak. The comparison of theoretical
and experimental results can also be used to distinguish between candidate structures
for a material [3, 4]. With these being just some of the uses for the field of theoretical
spectroscopy, it is therefore desirable to have an efficient and reliable ab initio method for
calculating spectra.
Density-functional theory (DFT) [5, 6] is a highly successful formulation of quantum
mechanics which has allowed the study of a wide variety of electronic systems. A number
of DFT codes have been specifically designed to take advantage of the ever increasing
capabilities of modern computers, so that large scale parallel calculations can now be
12
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routinely performed. This advance in ab initio simulations has resulted in the field of
computational materials simulation becoming fundamental in advancing our understanding
of current materials. Furthermore, it can be used to help to improve the properties of
current materials, as well as develop new ones with specific applications in mind [7, 8].
DFT is therefore a good initial framework in which to calculate the energy eigenstates
required for such spectra. In practice, however, many systems of interest are large in
scale, and as such computationally expensive, if not impossible, to treat with traditional
approaches to DFT, where the computational effort scales as the cube of the system size.
However, DFT can also be reformulated to scale only linearly with system size, which
requires the use of local orbitals [9–13]. This offers the opportunity to access much larger
system sizes, and if combined with theoretical spectroscopy, it could become a very powerful
tool. The combination of the two methods is particularly important in that it allows one
to extract information from calculations on large systems that can be directly compared
to measurable properties of the system.
There is, however, a substantial challenge in using the results of local orbital calculations
to generate spectra, in that the orbitals are optimized to describe the occupied states, so
that there is a fundamental problem in the representation of unoccupied states. There
are two approaches to the optimization of such orbitals; either via the use of basis sets
of purpose-designed atomic orbitals, or via the minimization of total energy with respect
to some set of local orbitals which therefore become adapted to the system in question,
which is the approach followed in this work. In both cases, this results in a basis which is
unable to represent the unoccupied states very well. This problem is particularly noticeable
in systematically convergeable linear-scaling methods such as onetep [14–17], where very
precise agreement can be reached with traditional DFT codes for the occupied states, whilst
the unoccupied states differ significantly, with some states being completely absent [18].
In order to overcome the problems with representing unoccupied states, we have devel-
oped a new method whereby a second set of localized functions is optimized specifically
to describe the unoccupied states. With this method, it becomes possible to implement
the calculation of optical absorption spectra using Fermi’s golden rule. It could also be
extended to other types of spectroscopy in future, such as EELS.
Within this thesis we will present our approach for the calculation of optical absorption
spectra within a linear-scaling DFT framework. This has been applied in onetep and
so this is the method on which will focus but is equally applicable to other local-orbital
13
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methods. We first begin by outlining DFT and its application to periodic systems in
Chapter 2. We continue in Chapter 3 by presenting an introduction to linear-scaling
formalisms of DFT, including a survey of the different approaches to achieving linear-
scaling and a more detailed discussion of the theory behind the onetep code. In Chapter 4
we then give an overview of the field of theoretical spectroscopy, focussing in more detail
on the method we shall be using to calculate optical absorption spectra. In Chapter 5
we introduce a “toy model” which we have used to compare different methods for the
calculation of conduction states. This model includes the use of a localized basis set, and
so we also compare some simple one-dimensional localized basis sets, identifying some of the
features which are desirable for such basis sets, which can be related to the local orbitals
used in onetep. Furthermore, we discuss two different methods for the calculation of
band structures within localized basis sets. Chapter 6 contains a summary of the different
methods for calculating conduction states, as well as the results from the toy model which
were used to select the best method. This method is then further developed and the details
for the implementation in onetep are given. In Chapter 7 we present our results for both
molecular systems and extended polymers. These results have been validated through
comparison with results from a traditional cubic-scaling DFT code; excellent agreement
between the two is demonstrated. Finally in Chapter 8 we conclude.
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Density-functional theory
In this chapter we introduce the problem of interacting electronic systems, and in partic-
ular our method of choice, density-functional theory. We first present the full many-body
Hamiltonian and briefly outline the Born-Oppenheimer approximation. Following an in-
troduction to DFT we discuss some of the concepts required for the application to periodic
systems, namely supercells, Bloch’s theorem, plane-waves and pseudopotentials.
Whilst there are other popular and successful methods for treating electronic systems
quantum mechanically, including for example Hartree-Fock theory, we do not discuss these
approaches, instead limiting ourselves to DFT. The interested reader may refer to e.g. [19–
21] for further information on such methods.
2.1 Many-electron systems
Starting from the principles of quantum mechanics, it should, in theory, be possible to
determine any physical property of a system of many particles. Indeed, it is possible to
write down the time-dependent Schro¨dinger equation (TDSE), as:
Hˆ|Ψ〉 = i∂|Ψ〉
∂t
, (2.1)
15
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where Dirac notation has been employed to write the wavefunction |Ψ〉 and Hˆ is the
Hamiltonian, or energy operator, defined as:
Hˆ = −1
2
∑
i
∇2i −
∑
α
1
2Mα
∇2α −
∑
i
∑
α
Zα
|ri −Rα|
+
1
2
∑
i
∑
j 6=i
1
|ri − rj| +
1
2
∑
α
∑
β 6=α
ZαZβ
|Rα −Rβ| (2.2)
for a system of interacting electrons and nuclei, where we have neglected relativistic effects.
Greek indices refer to nuclei and Latin indices are used for electrons, so that the ri are the
electronic positions and Rα are the nuclear coordinates. The Zα are atomic numbers and
the Mα are the nuclear masses. Hartree atomic units are used here and throughout this
thesis unless otherwise stated, such that ~ = me = e = 4piε0 = 1. For the purposes of this
work, spin will be neglected, however all equations can be generalized to include its effect
e.g. spin-polarized systems.
However, the complexity of the above Schro¨dinger equation and the extremely large
number of variables involved in the problem make it impossible to solve directly for all
but the simplest of systems, either analytically or numerically. Thus it becomes necessary
to use approximate methods. We first proceed by performing a separation of variables, so
that the wavefunction is written as:
Ψ ({ri} , {Rα} , t) = Φ ({ri} , {Rα})Θ (t) . (2.3)
Substituting this into the TDSE (Equation 2.1), we derive the following two equations:
HˆΦ ({ri} , {Rα}) = EΦ ({ri} , {Rα}) (2.4)
i
dΘ (t)
dt
= EΘ(t) , (2.5)
where E is the energy of a given eigenstate and the first equation is the time-independent
Schro¨dinger equation (TISE). Equation 2.5 can now be solved so that the overall wave-
function becomes:
Ψ ({ri} , {Rα} , t) = Φ ({ri} , {Rα}) e−iEt. (2.6)
Having separated out the time-dependent component, we can now continue by focussing
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on how to solve for the stationary part of the wavefunction only, i.e. Φ ({ri} , {Rα}), rather
than the full wavefunction Ψ ({ri} , {Rα} , t).
One can then proceed by considering the relative time scales of nuclear versus electronic
motion; as the nuclear masses are so much larger than the electronic masses, whilst their
momenta will be of the same order of magnitude, it is reasonable to make the approxima-
tion that the electronic velocities will be considerably greater than the nuclear velocities.
Therefore the electronic motion can be treated as effectively instantaneous compared to the
nuclear movement. This allows us to make a further separation of variables, such that for a
given configuration, the nuclei are considered to be stationary and so the electronic ground
state energy depends only parametrically on the nuclear coordinates. The wavefunction
can therefore be written in the following approximate form:
Φ ({ri} , {Rα}) = ψ ({ri} ; {Rα}) ζ (Rα) (2.7)
and the new TISE for the electronic wavefunction is:
Hˆψ ({ri} ; {Rα}) = Eψ ({ri} ; {Rα}) , (2.8)
where the electronic Hamiltonian, Hˆ is:
Hˆ = −1
2
∑
i
∇2i −
∑
i
∑
α
Zα
|ri −Rα| +
1
2
∑
i
∑
j 6=i
1
|ri − rj| . (2.9)
This approach is known as the Born-Oppenheimer approximation [22].
For small systems with very few electrons, it is possible to solve Equation 2.8 directly,
using wavefunction methods involving greater or fewer approximations. However, for big-
ger systems, essentially exact methods such as the full configuration interaction method
scale exponentially, and even more approximate correlated wavefunction methods scale as
O (N 5)-O (N 7). This results in a strict limit on the number of electrons which can be
treated using such methods. We therefore find ourselves seeking an alternative approach
to the quantum mechanical treatment of large electronic systems, which comes in the form
of DFT.
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2.2 Density-functional theory
Density-functional theory is a well-established formalism of quantum mechanics which is
based on electronic charge densities, rather than wavefunctions, thus greatly reducing the
number of variables of the central quantity from 3N to 3, where N is the number of
electrons in the system. The earliest form of DFT was initially proposed by Thomas [23]
and Fermi [24] in 1927, but was largely overlooked due to serious deficiencies in their
approximations. In 1964 Hohenberg and Kohn [5] introduced proofs for their two theorems
which demonstrate the fundamental importance of the electronic density, and in 1965 Kohn
and Sham [6] further developed the theory into a framework for real calculations. Today
DFT is widely used by physicists and chemists alike, and its importance was recognised
with the award of the 1998 Nobel prize in chemistry to Walter Kohn and John Pople.
2.2.1 Hohenberg and Kohn: the two theorems
Thomas and Fermi proposed a method for calculating the energy of a system solely in
terms of the electronic density. The simplifications involved in their approach restricted
its usefulness, so that it was not quantitatively applicable for the study of most systems.
However, the idea of using the electronic density as the central variable proved to be the
inspiration for DFT.
Hohenberg and Kohn outlined DFT in terms of two theorems, proving the existence of
a one-to-one mapping between the potential V (r) and the density n (r). The first of these
theorems is as follows, where the proof is for a non-degenerate ground state.
Theorem 1. The ground state density of a system of interacting electrons in an external
potential uniquely defines this potential, except for an additive constant.
Proof. We start by assuming the existence of two separate potentials, V (r) and V ′ (r),
which differ by more than an additive constant, and both give the same ground state
density n (r). For each potential there will also be a corresponding Hamiltonian, Hˆ and
Hˆ ′, and a ground state wavefunction, |ψ〉 and |ψ′〉. As |ψ′〉 is not a ground state of Hˆ, we
can write the energy E as:
E = 〈ψ|Hˆ|ψ〉 < 〈ψ′|Hˆ|ψ′〉, (2.10)
where we make use of the variational principle. We then rewrite the last term in Equa-
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tion 2.10 as:
〈ψ′|Hˆ|ψ′〉 = 〈ψ′|Hˆ ′|ψ′〉+ 〈ψ′|
(
Hˆ − Hˆ ′
)
|ψ′〉 (2.11)
= E ′ +
∫
[V (r)− V ′ (r)]n (r) dr, (2.12)
where E ′ is the energy of the second system. Substituting back into Equation 2.10, we
have:
E < E ′ +
∫
[V (r)− V ′ (r)]n (r) dr. (2.13)
Following a similar procedure, we could also have written:
E ′ < E +
∫
[V ′ (r)− V (r)]n (r) dr. (2.14)
Adding Equations 2.13 and 2.14, we arrive at:
E + E ′ < E ′ + E, (2.15)
which is clearly a contradiction. By reductio ad absurdum it therefore follows that there
can be no two different potentials giving rise to the same ground state density, thus proving
the theorem.
It also follows on from this theorem that as the Hamiltonian and total number of
electrons, N , is also uniquely determined by the density, so too will the many-body wave-
functions and thus all other properties of the system which stem from the Hamiltonian.
The second theorem concerns the existence of a universal functional of the total energy
in terms of the density, and is defined as follows.
Theorem 2. There exists a universal functional for the energy in terms of the density,
which is valid for any external potential. For a given external potential, the global minimum
of this functional is the ground state energy of the system, and the corresponding density
is the ground state density.
Proof. We first observe that as the wavefunction is a functional of the density, so too are
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the kinetic and interaction energies, so that the total energy functional can be written as:
EV [n] =
∫
V (r)n (r) dr+ F [n] , (2.16)
where F [n] is defined as the sum of the kinetic, T [n], and interaction, U [n], energies, i.e.:
F [n] = T [n] + U [n] . (2.17)
F [n] is a universal functional valid for any number of electrons with any external potential,
as the kinetic and interaction energies depend only on the density. If we now take a system
with a ground state density n (r) and external potential V (r), we can equate the ground
state energy E with the expectation value of the Hamiltonian Hˆ, via the wavefunction |ψ〉,
and the energy functional defined in Equation 2.16:
E = EV [n] = 〈ψ|Hˆ|ψ〉. (2.18)
If we now take a different density n′ (r) (which is the ground state density of a different
external potential V ′ (r), a property which is known as V -representability), which we shall
refer to as the trial density, and its corresponding wavefunction |ψ′〉 and energy E ′, we can
use the variational principle to state that:
E = 〈ψ|Hˆ|ψ〉 < 〈ψ′|Hˆ|ψ′〉 = E ′, (2.19)
or in other words:
EV [n
′] > EV [n] . (2.20)
Therefore the energy is indeed at a minimum for the ground state density, and if the
universal functional could be found, then one could minimize the total energy as defined
by the functional, and thus obtain the ground state density.
Levy [25, 26] and Lieb [27, 28] have provided an alternative, more general, formulation
of DFT known as the constrained search formulation. Their redefinition of the universal
functional allows for the restriction to non-degenerate ground states to be lifted and widens
the range of allowed trial densities to include those which are N -representable, i.e. can be
derived from an anti-symmetric N -body wavefunction, rather than just V -representable. A
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number of extensions of DFT also exist, including spin DFT, ensemble DFT and current-
DFT, for more information on which the interested reader is referred to e.g. [19].
2.2.2 The Kohn-Sham equations
Hohenberg and Kohn proceeded by rewriting their energy functional to include the classical
electrostatic, or Hartree term, giving:
EV [n] =
∫
V (r)n (r) dr+
1
2
∫∫
n (r)n (r′)
|r− r′| dr dr
′ +G [n] , (2.21)
where G [n], like F [n], is a universal functional, i.e. its definition is independent of V (r).
The problem then remained of finding an expression for G [n] which would result in a us-
able scheme for actually calculating the ground state energy. In order to achieve this goal,
Kohn and Sham made the novel step of introducing an auxiliary system of non-interacting
“electrons”, where the two systems have the same density. This process divides the un-
known functional into separate components, whereby those components whose definition
is unknown are expected to be smaller in magnitude, and so approximations can be made
with the hope of retaining reasonable accuracy in the final solutions. In particular, this
step allows for the definition of the kinetic energy component, which is unknown for an
interacting system but can easily be defined for a non-interacting system. Whilst this will
not give the true kinetic energy of the interacting system, the differences are expected to
be reasonably small.
The functional G [n] is therefore defined as follows:
G [n] = Ts [n] + Exc [n] , (2.22)
where Ts [n] is the kinetic energy of the auxiliary system and Exc [n] is defined as the ex-
change and correlation energy of the interacting system. It is this term within which the
remaining many-body components of the energy are absorbed, as well as the difference be-
tween the interacting and non-interacting kinetic energies. Its exact form remains unknown
and so various approximations must be used, which are discussed further in Section 2.2.3.
The auxiliary system is set up to have the same density as the original system via the
use of an effective potential, Veff (r), as follows. We can use the Hohenberg-Kohn variational
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principle to write:
δ
{
F [n] +
∫
V (r)n (r) dr− µ
[∫
n (r) dr−N
]}
= 0, (2.23)
where we have introduced a Lagrange multiplier, µ, to ensure the density conserves the
correct total electron number N . Using our previous definition of the functional F [n], we
can also write Equation 2.23 as:
δTs [n]
δn (r)
+ Veff (r) = µ, (2.24)
defining the effective potential Veff (r) as:
Veff (r) = V (r) + VH (r) + Vxc (r) , (2.25)
where Vxc (r) is the exchange-correlation potential, found from Exc [n] via:
Vxc (r) =
δExc [n]
δn (r)
, (2.26)
the Hartree potential VH (r) is defined as:
VH (r) =
∫
n (r′)
|r− r′|dr
′, (2.27)
and V (r) is the usual external potential.
Equation 2.24 is exactly what would have been obtained for a system of non-interacting
particles in an external potential Veff (r), and so finding the ground state density which sat-
isfies Equation 2.24 can be achieved by solving the following set of single-particle equations:[
−1
2
∇2 + Veff (r)
]
|φn〉 = En|φn〉, (2.28)
where Veff (r) is the effective potential which has already been defined, the |φn〉 are the
single-particle wavefunctions with corresponding eigenenergies En and the density is con-
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structed from the single-particle wavefunctions using:
n (r) =
N∑
n=1
|φn (r) |2. (2.29)
In order to find the total energy, it is therefore necessary to solve for this fictitious non-
interacting system using the above set of independent-particle equations, known as the
Kohn-Sham equations. In this way, the problem has been replaced by one which is much
simpler to solve than the original fully interacting problem.
The Kohn-Sham equations must be solved self-consistently due to the dependence of
the effective potential on the density via the Hartree potential. This involves calculating
the potential from a given input density, solving the Schro¨dinger equations to obtain the
single-particle orbitals and then using them to construct a new density via Equation 2.29.
This process is repeated until the input and output densities are equal, i.e. the potential
and density are self-consistent.
Once the set of Schro¨dinger equations have been solved in this manner, the ground state
energy is then calculated by adding the different energy contributions, with corrections for
double-counting. The final expression becomes:
E =
N∑
n
En + Exc [n]−
∫
Vxc (r)n (r) dr− 1
2
∫∫
n (r)n (r′)
|r− r′| dr dr
′, (2.30)
where the sum over the single-particle eigenvalues is sometimes known as the band structure
energy.
2.2.3 Exchange and correlation
Whilst DFT is in principle an exact formalism, as previously mentioned, the exchange
correlation energy term must in practice be approximated. The first suggestion for an
approximate exchange correlation functional was the local density approximation (LDA),
originally proposed by Kohn and Sham [6]. For the rest of this work the LDA has been
used, and so this will be described in the following Section. A number of other exchange-
correlation functionals have since been proposed, which will be only briefly summarized.
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The local-density approximation
The LDA is aimed at systems where the density is slowly varying and therefore assumes
that the system is locally homogeneous, despite being inhomogeneous overall. Using this
assumption, an expression for the exchange-correlation energy is derived using that of a
uniform electron gas, which has been calculated to a high level of accuracy using Monte
Carlo methods [29] and perturbation theory. The LDA is therefore defined as:
ELDAxc [n] =
∫
xc (n (r))n (r) dr, (2.31)
where xc (n (r)) is the exchange-correlation energy per particle of a uniform electron gas
with density n (r).
At first glance this is a rather crude approximation, and so might not be expected to
yield very accurate results for the large number of systems where the density does not vary
slowly. However, in practice it has been seen to work remarkably well for a wide range of
systems. This surprising success can be partly explained by the fact that the LDA obeys
the sum rule for the exchange-correlation hole, more information on which can be found
in e.g. [19, 30].
Other functionals
Another popular class of exchange-correlation functionals are generalized-gradient approx-
imations (GGAs), such as [31–33], which aim to take into account the gradient of the
density at a given point, as well as the density itself. In many cases GGAs give increased
levels of accuracy compared to the LDA, however improvement is not shown in all cases.
A number of other types of exchange-correlation functionals also exist, including so-
called hybrid functionals, which combine an orbital-dependent Hartree-Fock term with a
purely density based term. One of the most popular examples is B3LYP [34], which is
particularly widely used by chemists.
There is no perfect functional, but some functionals are particularly suited to calculating
different properties. For example GGAs are expected to get better binding energies and
bond lengths than the LDA and B3LYP gives excellent results for molecules, whereas the
LDA is still generally slightly better at describing semiconductors. For a summary of some
of the different functionals see [19, 20].
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2.2.4 The meaning of the Kohn-Sham eigenvalues
There are, however, some limitations of DFT which one should be aware of when using it
to calculate properties of real systems, particularly when close agreement with experiment
is required. In this work we are interested in calculating conduction states for use in the
generation of spectra, therefore of particular relevance is the relation between the Kohn-
Sham states and the true quasiparticle energies1. As can be seen from the derivation of
the Kohn-Sham equations, it is clear that there is no obvious correspondence between the
two. This has particular implications for the calculation of band gaps using DFT, which
are chronically underestimated, and indeed would not be expected to be correct even if
one had access to the “true” exchange-correlation functional.
Rather than calculating the Kohn-Sham band gap, i.e. the difference between the lowest
unoccupied molecular orbital (LUMO) energy and the highest occupied molecular orbital
(HOMO) energy, one should instead use the relation between the gap and the chemical
potentials of both the N and N +1 electron systems, µ(N) and µ(N+1) respectively [35–37],
whereby:
Egap = µ
(N+1) − µ(N). (2.32)
One can also show that the energy of the HOMO has meaning, by relating it to the chemical
potential [38]:
µ(N) =
∂E(N)
∂N
= E (N)N , (2.33)
where E(N) is the total energy of the N electron system and E (N)N is the HOMO energy.
Combining Equations 2.32 and 2.33, the band gap can therefore be calculated as a difference
in HOMO energy levels for the N and N + 1 electron systems:
Egap = µ
(N+1) − µ(N) = E (N+1)N+1 − E (N)N , (2.34)
where E (N+1)N+1 is the HOMO for the N + 1 electron system. For further discussion on the
discrepancy between the DFT band gap and the true band gap, see e.g. [39, 40].
From the above results one would not expect to be able to use the Kohn-Sham states for
the calculation of experimental spectra, and indeed their use cannot be rigorously justified.
However, in practice reasonable agreement has been seen with experiment, particularly
1Electrons in a crystal do not behave in the same way as free electrons, therefore we treat these effects
by working in terms of weakly interacting quasiparticles, rather than the strongly interacting electrons.
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when the scissor operator approximation [41,42] is employed. Furthermore, as the emphasis
within this work is on application to large systems, more accurate methods such as the GW
method [43–45] are prohibitively expensive, and so the approximation becomes justified
with respect to the aims of studying previously inaccessible system sizes whilst maintaining
a reasonable standard of accuracy.
2.3 Periodic systems
In practice, when solving for periodic interacting systems using DFT or equivalent methods,
rather than applying open boundary conditions to systems with a very large number of
atoms, it is often far more convenient to instead consider a smaller repeat unit and apply
periodic boundary conditions. This has the obvious benefit of reducing an essentially
infinite system to a finite one, and so for the rest of this work, we will be working with
such boundary conditions.
2.3.1 Supercells
The benefits of applying periodic boundary conditions to solids are quite clear, particularly
for regular solids where the unit cell requires only a few atoms. However, one can also apply
periodic boundary conditions to solids with point defects, for example, or to molecules.
This is achieved via the use of the supercell approximation, which for a molecular system
involves placing the molecule in a large unit cell with sufficient empty space surrounding it
so that the molecule does not interact with any of its periodic images. For a defect system,
for example, this would involve placing the unit cell containing the defect in the centre
of a much larger cell, and surrounding it with unchanged unit cells such that the defect
does not interact with any of its periodic copies. Both of these examples are depicted in
Figure 2.1.
2.3.2 Bloch’s theorem and k-point sampling
We consider here the case of an electron in a perfect crystal, with an infinitely repeating
potential defined by the Bravais lattice of the nuclei. If we take a general Bravais lattice
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Figure 2.1: Schematics demonstrating the use of the supercell approximation for a molecule
[left] and a vacancy defect [right]. The dotted lines indicate the cell boundaries, and the
atoms shown in grey are periodic images of the cell.
vector R, it can be written in terms of the primitive lattice vectors {ai}, by:
R = n1a1 + n2a2 + n3a3. (2.35)
The potential therefore satisfies:
V (r+R) = V (r) . (2.36)
Restricting ourselves to the case of non-interacting electrons, which corresponds to the
fictional non-interacting Kohn-Sham system in the case of DFT, we shall now derive Bloch’s
theorem, which has important consequences for calculations on periodic systems. The
appropriate Schro¨dinger equation will be:
Hˆ|ψ〉 =
(
−1
2
∇2 + V (r)
)
|ψ〉 = E|ψ〉, (2.37)
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where Hˆ will retain the periodicity of the crystal. We next define a translation operator
TˆR
2, which acts on any function of position as follows:
TˆRf (r) = f (r+R) . (2.38)
As the Hamiltonian follows the same periodicity, it will commute with the translation op-
erator. Furthermore, the act of applying two successive translation operators corresponds
to another translation, so that the order of operation is irrelevant. This can be expressed
mathematically by the following relations:
TˆRTˆR′ = TˆR′TˆR = TˆR+R′ . (2.39)
Based on the fact that the Hamiltonian and translation operator commute, one can write
down a set of states which are eigenstates of both operators, so that:
Hˆ|ψ〉 = E|ψ〉 (2.40)
and
TˆR|ψ〉 = c (R) |ψ〉. (2.41)
The eigenvalues can be rewritten in terms of the primitive lattice vectors and three numbers
{xi}:
c (ai) = e
2piixi , i = 1, 2, 3. (2.42)
The {xi} are in general complex. However, under the application of periodic boundary
conditions, it can be shown that they must be real, which allows one to define the set of
allowed k-vectors. Using Equation 2.39, the eigenvalues of the translation operator can be
related via:
TˆRTˆR′ |ψ〉 = c (R) c (R′) |ψ〉 = c (R+R′) |ψ〉, (2.43)
which agrees with the properties of exponential functions. Given the definition of R in
Equation 2.35 and the eigenvalue relations in Equation 2.43, we can therefore write:
c (R) = c (a1)
n1 c (a2)
n2 c (a3)
n3 . (2.44)
2We note that the translation operator is not a Hermitian operator and it does not correspond to any
observables of the system.
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If we now consider a vector k in reciprocal space, which we define in terms of the reciprocal
lattice vectors {bi}:
k = x1b1 + x2b2 + x3b3, (2.45)
where the reciprocal lattive vectors follow the relation bi · aj = 2piδij, we can rewrite
Equation 2.44 as:
c (R) = eik·R. (2.46)
Returning to the eigenvalue Equation 2.41 and combining with the definition of the trans-
lation operator in Equation 2.38, we now have:
TˆRψ (r) = ψ (r+R) = c (R)ψ = e
ik·Rψ (r) . (2.47)
At this point it is logical to label the wavefunction with the appropriate wavevector k and
band index n, which refers to the independent eigenstates which will occur for each value
of k. We therefore now have one form of Bloch’s theorem:
ψnk (r+R) = e
ik·Rψnk (r) . (2.48)
This can be written in an alternative form by considering the function u (r), defined as:
unk (r) = e
−ik·rψnk (r) , (2.49)
which can be shown to have the periodicity of the lattice using Equation 2.48. Rearranging
Equation 2.49 we have:
ψnk (r) = e
ik·runk (r) , (2.50)
which is the second version of Bloch’s theorem. See Ashcroft and Mermin [46] for an
alternative proof of the theorem.
We can now use Bloch’s theorem to show that any wave vector can be related to another
wave vector inside the first Brillouin zone. We first write such a general vector k′ as:
k′ = k+G, (2.51)
where G is some linear combination of the reciprocal lattice vectors {bi} and k lies in
the first Brillouin zone. We then substitute Equation 2.51 into the second form of Bloch’s
29
CHAPTER 2. DENSITY-FUNCTIONAL THEORY
theorem (Equation 2.50), giving:
ψnk′ (r) = e
ik′·runk′ (r) = e
ik·r [eiG·runk′ (r)]
= eik·run′k (r) = ψn′k (r) . (2.52)
We have now transformed the problem from one of obtaining an infinite number of wave-
functions to one of obtaining the finite set of occupied wavefunctions at those k-points
which lie within the first Brillouin zone. Of course, for the limit of an infinite periodic sys-
tem, there will still be an infinite number of k-points lying within the first Brillouin zone.
However, the wavefunctions and eigenvalues of the system are known to vary smoothly
with respect to k, therefore it is possible to consider only a finite set of k-points. There are
a number of methods of effectively sampling the Brillouin zone in this manner, e.g. [47,48]
and one can also take advantage of symmetry relations. Additionally, one could use k · p
perturbation theory [49–51], which will be returned to in Section 5.2.1, to approximate the
solutions at neighbouring k-points to those already calculated and therefore integrate over
the Brillouin zone more accurately. Finally we note that for large supercells the volume of
the Brillouin zone, ΩBZ, becomes very small, as its volume is defined by:
ΩBZ =
(2pi)
3
Ωcell
, (2.53)
where Ωcell is the volume of the supercell. Thus only a small number of k-points need to
be included to accurately sample the Brillouin zone. For the purposes of this work, where
the goal is to study large systems, we will restrict ourselves to sampling the Γ-point only,
which also allows us to require the wavefunctions to be real. For further discussions on
Bloch’s theorem and its consequences see for example [20, 46,52].
2.3.3 Plane-waves
In order to solve the appropriate eigenvalue equation for a periodic system, in our case the
Kohn-Sham equations, we require the use of a basis set to represent the wavefunction. We
will return to the issue of basis sets in Section 3.4 and Chapter 5, in particular localized
basis sets. However, one of the most commonly used basis sets for calculations on extended
systems is the plane-wave basis set, which is a natural choice following on from the sec-
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ond version of Bloch’s theorem (Equation 2.50). The periodic function unk (r) is Fourier
expanded so that the wavefunction becomes a sum over plane-waves:
ψnk (r) = e
ik·r
∑
G
cn,k+Ge
iG·r, (2.54)
where the cn,k+G are the expansion coefficients. In principle, this is an infinite sum over the
reciprocal lattice vectors, however in practice it is possible to truncate the sum so that only
those components up to some kinetic energy cut-off, Ecut, are included. This truncation is
defined by:
Ecut ≤ |k+G|
2
2
. (2.55)
In order to successfully employ such a truncation, one must systematically converge the
final results with respect to the cut-off energy; this convergence of total energy is variational
with increasing cut-off energy, which is a particular advantage of the plane-wave basis set.
There are a number of other advantages of plane-waves, including the fact that they
are orthogonal and highly efficient algorithms exist for their manipulation, in particular
fast Fourier transforms (FFTs), which are used to convert between real and reciprocal
space. In addition, they are unbiased and cover all space evenly, which is advantageous
for the calculation of forces. However, this is also a disadvantage in that empty space has
a high cost associated with it. Furthermore, a very large number of basis functions are
required for accurate results compared with other basis sets. Finally, plane-waves are not
a natural choice for the representation of quickly varying functions, which means that the
cost of representing the wavefunction near the ionic cores is prohibitively high. In order to
overcome this obstacle, it is customary to employ the pseudopotential approximation, as
described in the following Section.
2.3.4 Pseudopotentials
The pseudopotential approximation aims to overcome the problems with representing the
wavefunction near the core of an atom, where they are highly oscillatory and thus require a
large number of plane-waves to accurately describe them. Rather than using atomic poten-
tials and therefore trying to represent the “true” wavefunction, one instead uses an effective
potential, or pseudopotential, and therefore need only be able to represent a pseudowave-
function [53, 54]. This has the advantage that much weaker potentials than the strong
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Figure 2.2: Diagram depicting the pseudopotential approximation; example pseudopoten-
tials and pseudowavefunctions are plotted with the original wavefunction and potential,
where the pseudo quantities agree with the original quantities outside some cut-off radius
rc.
Coulomb potential can be used, resulting in smoother and less oscillatory pseudowavefunc-
tions. This is achieved by absorbing the effect of the core states into the pseudopotential,
only representing the valence states explicitly. This is justified via the observation that the
core states are only weakly affected by their local chemical environment, and so one can
expect that they would remain fairly similar whether in an isolated atom or in an extended
crystal.
There are a number of different types of pseudopotentials and a variety of methods for
generating them, which can broadly be assigned into two categories: norm-conserving [55],
which retain the correct scattering properties to first order in energy, and ultrasoft [56].
Norm-conserving pseudopotentials have stricter requirements in their generation than ul-
trasoft pseudopotentials, thus ultrasofts are smoother and so require lower cut-off energies
than norm-conserving pseudopotentials, although the complexity of the expressions in-
volved becomes more complicated. A schematic for an example pseudopotential is shown
in Figure 2.2.
In this work we will be using norm-conserving pseudopotentials, in the separable form
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of Kleinman and Bylander [57]. This type of pseudopotential is fully non-local and its
action is both energy and angular momentum dependent. The pseudopotential operator
VˆKB is of the form:
VˆKB = Vˆloc +
∑
l
l∑
m=−l
|δVˆlχlm〉〈χlmδVˆl|
〈χlm|δVˆl|χlm〉
, (2.56)
where {|χlm〉} are the pseudo-orbitals, Vˆloc is the local part of the atomic pseudopotential
and δVˆl = Vˆl− Vˆloc, with Vˆl being the angular momentum dependent part of the pseudopo-
tential. This is constructed so that:
VˆKB|χlm〉 = Vˆl|χlm〉, (2.57)
i.e. its action on the reference pseudowavefunctions is the same as an equivalent semi-
local pseudopotential. One of the chief advantages of this form is that the number of
operations required to calculate the pseudopotential matrix elements can be made to scale
linearly with the number of plane-waves, whereas for semi-local forms this calculation scales
quadratically. This combination of a plane-wave basis set with the use of pseudopotentials
is referred to as the plane-wave pseudopotential method (PWPP), and it will be used as
the standard of comparison within this work.
2.4 Summary
DFT has become a very popular method for electronic structure calculations, having the
advantage over tight-binding methods that it is ab initio, whilst being more efficient than
other methods such as Hartree-Fock and Monte Carlo methods. However, there is no sys-
tematic method for improving the exchange-correlation functional, which can be a problem
for some systems where current functionals are not sufficiently accurate. Despite this, it has
proven to be a hugely successful method for a large number of systems. For a comparison
of DFT with other electronic structure methods see Wimmer [21].
The development of computationally efficient codes based on the PWPP method in
particular has allowed for a large number of calculations determining a wide variety of
electronic properties for an extensive list of systems. However, in this form DFT scales
cubically with the number of atoms, for reasons which we shall explain in the following
Chapter, and so the system sizes which can be treated are inherently limited. In the
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following Chapter, we discuss the development of various methods which improve upon
this standard cubic-scaling behaviour. These linear-scaling methods allow for the study of
systems of very large numbers of atoms, particularly with increasing computing capabilities,
and so are of vital importance in extending the scope of DFT.
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Linear-scaling methods
As described in the previous Chapter, DFT is a very popular method for electronic struc-
ture calculations which uses the electronic charge density as the central variable, thereby
reducing the number of variables required to solve the problem. This allows calculations
on interacting systems of electrons which would not otherwise be possible. However, the
maximum system size that can be studied is still limited by the cubic or O (N 3) scaling
of the standard formulation of Kohn-Sham DFT, where N is the number of atoms in the
system. This O (N 3) scaling does not reflect the locality of the system as implied by
the quantum-mechanical principle of “nearsightedness”. In particular, the density matrix
(DM) is known to be exponentially localized in non-metallic systems. This knowledge has
led to the development of a number of methods which take advantage of this localization
and thus scale linearly with system size. Such methods are known as order N , or O (N ).
In this Chapter, we will first briefly consider some of the motivations for and possible
applications of linear-scaling methods. We will then outline the origins of the O (N 3)
scaling and the justification for linear-scaling methods, followed by a summary of a number
of different methods of linear-scaling DFT. Finally we will present the methodology used
in the onetep [14–16] code, which is the code used within this work.
3.1 Motivation and applications
The standard formulation of DFT can be made to be highly efficient for small systems,
however the asymptotic cubic scaling becomes a problem for larger systems, limiting the
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sizes of systems that can be studied within current computational capabilities. This limit is
currently set at system sizes approaching a thousand atoms. For linear-scaling methodolo-
gies, it is important to consider the prefactor of the scaling, as this is almost always much
higher than standard DFT calculations. This leads to the concept of a crossover point,
which is the system size for which linear-scaling methods become more efficient than stan-
dard methods. It would be pointless for example to have a methodology which has such
a high prefactor that the crossover point is higher than can actually be accessed within
current computational limits! Thus it is always necessary to consider where the crossover
point is likely to be for a given method. Although this crossover point will depend on
both the approach taken and the system being studied (in particular the dimensionality
of the system), this crossover typically occurs at system sizes of around 1000 atoms, thus
linear-scaling methods become highly applicable for systems around this size and higher.
Linear-scaling methods are designed to take full advantage of parallel supercomputers.
This has allowed benchmark calculations of for example over 30,000 atoms of bulk Si [16],
more than one million atoms of bulk aluminium [58] and more than 11 million atoms of
alumina [59], none of which would be accessible to conventional DFT formulations.
This ability to study larger systems is particularly relevant for large biomolecules or
nanosystems. Examples of systems which have already been studied by various linear-
scaling methods include, Si nanowires [60], bulk Si [61, 62], biomolecules [63, 64], CdSe
nanorods [59] and fullerenes [65]. More generally, any calculation which requires the use
of a large unit cell or uses the supercell method will greatly benefit from O (N ) methods.
3.1.1 Cubic-scaling behaviour and nearsightedness
One of the most common implementations of DFT uses a plane-wave basis and pseudopo-
tentials, as discussed in the previous Chapter. Much work has been done on improving the
computational efficiency of such methods, however in this form and in all other standard
formulations, DFT has been shown to scale asymptotically as the cube of the number of
atoms. For small systems, this is not a problem but this does impose a strict limit on
the number of atoms that can be treated due to current computational capabilities. The
origins of this cubic scaling are quite easy to see; the number of basis functions will scale as
O (N ) with the number of atoms, however the need to impose orthogonality constraints on
the solutions will become the dominating factor at large N . This is because the number of
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wavefunctions increases as O (N ); each wavefunction must be orthogonalized to all others,
requiring a number of scalar products which scales as O (N ); and finally the effort required
to perform each scalar product will scale as O(N ) due to the increasing number of basis
functions. Therefore the three O (N ) terms will combine to give O (N 3).
The principle of nearsightedness [66,67] is a well established quantum mechanical prin-
ciple which explains why this O (N 3) scaling need not exist, that in fact linear-scaling DFT
ought to be possible. It states that for quantum mechanical systems containing a large
number of interacting particles, physical processes are usually only affected by their imme-
diate locality. This means that the information required to solve the Schro¨dinger equation
ought to scale linearly, allowing for linear-scaling DFT formulations. Kohn [66] states that
it is generally a consequence of wave-mechanical destructive interference, thus requiring
the presence of many particles, although they need not all be interacting. It is generally
but not universally valid, for example it does not hold in systems of non-interacting 3
dimensional bosons below the critical point.
For both insulating and metallic systems, this locality has been quantified for the density
matrix, ρ, which is known to decay exponentially with respect to distance for systems with
a band gap [68–70]:
ρ (r, r′) ∼ e−γ|r−r′|, (3.1)
where γ is positive. In metallic systems this decay is less strong, following a power law
rather than exponential decay. One therefore ought to be able to take advantage of this
principle in order to develop linear-scaling formalisms of DFT, and indeed a variety of such
methods exist, which we shall summarize in the following Section.
3.2 Overview of linear-scaling methods
It has been known for some time that the O (N 3) scaling of the standard implementation
of DFT is a consequence of the methodologies used, rather than the inherent physics of
the system. As a result, the idea of forming a linear-scaling formulation of DFT is also not
a new one, and so linear-scaling formalisms for both the tight-binding and DFT methods
have existed for well over a decade. Consequently, there are a large variety of different
methods, concerning which there have been a number of reviews [71–76].
Linear-scaling methods were formed into six main categories by Goedecker [71]; the
37
CHAPTER 3. LINEAR-SCALING METHODS
Fermi operator expansion, the Fermi operator projection, the divide and conquer method,
the density matrix minimization method, the orbital minimization method and the optimal
basis density matrix minimization method. Alternatively, Stephan and Drabold [77] iden-
tified three main categories; variational and differential methods for the calculation of the
DM, variational calculation of Wannier functions and non-variational calculation involving
the use of projectors. Artacho et al. [78] applied the categories of quantum chemistry meth-
ods which use Gaussian basis sets and apply thresholds, physics methods which vary more
in their methodologies and hybrid methods which use atomic orbitals with plane-waves as
an auxiliary basis. However, there are also some methods which do not fall neatly into any
of these schemes, therefore we shall not be applying the same categories.
One fairly obvious division between methods is those which can be applied to metals,
and those which are applicable to semi-conductors and insulators only. This is due to the
fact that the decay of the DM is only exponential for non-metals, instead obeying a power
law for metals, as has been stated in Section 3.1.1. This exponential decay is fundamental
to most linear-scaling approaches, including onetep, thus limiting their application to
non-metals. We will therefore first discuss those methods which can be applied to metals,
before moving on to the bulk of methods, which are restricted to non-metals. There can also
be cases in which certain methodologies are more suited to specific systems, for example
large molecules or random alloys.
Before discussing some of the most common methods, we shall first highlight some
important factors to consider when discussing linear-scaling methods. Firstly, some so-
called linear-scaling methods do not asymptotically scale linearly, for example some of the
earlier methods scale as O (αN + βN 2) and therefore asymptotically scale quadratically.
As α β the limit may not be reached in practice, however as increasingly large systems
are studied this could become a limiting factor. Similarly there are also some cases when
the asymptotic scaling is strictly O (N log (N )), for example those methods which use
FFTs to solve the Possion equation. In practice for many methods the scaling will be
linear for calculations on smaller systems, where those parts of the calculation which are
not linear-scaling are insignificant, however for larger calculations these aspects can become
dominant. Furthermore, it is also possible for a method to be linear-scaling in principle,
in that the individual steps involved scale linearly; but not linear-scaling in practice, due
to an increased number of iterations being needed for larger systems.
Finally, it is worth mentioning that many linear-scaling DFT methods originated as
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tight-binding formulations, some of which are discussed in a review by Bowler et al. [79],
which also includes the application to a range of test systems, such as Si and benzene. The
link between DFT and tight-binding is demonstrated by Horsfield and Bratkovsky [80] in
their review of some common ab initio tight-binding methods. This link means that in
many cases the methods can be applied to both DFT and tight-binding, thus we will also
be discussing some of these tight-binding methods.
3.2.1 Methods which can be applied to metals
Orbital-free density-functional theory
One of the most common linear-scaling formalisms of DFT that can be applied to metals
is orbital-free DFT (OFDFT). Avoiding the use of orbitals seems a natural way to impose
linear-scaling, as the imposition of orthogonality constraints on the orbitals is one of the
factors which dominates the O (N 3) scaling of standard DFT. The orbitals only exist in
DFT to allow the calculation of the kinetic energy, which is achieved by representing the
non-interacting electrons of the fictional system. Therefore the creation of orbital-free
kinetic energy functionals eliminates the need for orbitals. The earliest such functional
was that created by Thomas and Fermi (see Section 2.2), but it is severely limited in its
accuracy, applicable only to some plasmas. One slightly more developed functional was
that of von Weizsa¨cker [81] which included a gradient-based term.
Since the development of these early kinetic energy functionals, many more have been
created that have been shown to give reasonably accurate results for many metals, although
as yet none are capable of correctly modelling either transition metals or non-metals.
One example is that of Wang and Teter [82] which is based on an integral term which
includes higher order corrections than the von Weizsa¨cker functional. Garc´ıa-Aldea and
Alvarellos [83] have reviewed a selection of semi-local kinetic energy functionals, however
one drawback of OFDFT is that there is no provision for fully non-local potentials, as
orbitals are required for their implementation. Nonetheless, there are still a number of
systems which can be studied without non-local potentials.
OFDFT was used by Pearson et al. [84] with the Perrot functional to model simple
metals such as sodium, for which good results were achieved, however for large calculations
using this method the O (N 2) scaling of the calculation of the ionic structure factor starts
to dominate and thus it is no longer truly linear-scaling.
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A more recent formulation of OFDFT has been tested on a system of over one million
atoms of bulk aluminium, taking less than 6 hours using 192 processors [58]. A new
formulation was used to avoid the O (N 2) bottleneck of the structure factor calculation,
however it was still only quasi-linear-scaling due to the use of FFTs, which strictly scale
as O (N log (N )), rather than O (N ). This has been further developed and applied to a
number of semiconductors, reproducing properties such as bulk moduli to a reasonable
level of accuracy [85].
Multiple Scattering approach
Wang et al. [86] used a real space multiple scattering theory approach that was used as
an all-electron method and applied a muffin-tin orbital or atomic sphere approximation,
which restricted its application to systems of metallic alloys.
Abrikosov et al. [87] used electronic multiple scattering processes within a Green’s
function approach whereby the Green’s function matrix is inverted. This is a general
method applied within finite regions of space labelled local interaction zones (LIZ) and
is applied sequentially to each atom in the unit cell. The size of the LIZ can be reduced
by embedding in an effective medium. This is known as a locally self-consistent Green’s
function approach and is again particularly applicable to random alloys. Another scattering
approach is the Korringa Kohn-Rostocker (KKR) method, which is discussed in the context
of linear-scaling by Zeller [88]. This again involves a Green’s function formulation and uses
an exact screening transformation to reduce the computational complexity of the original
KKR method. It was applied within tight-binding to calculate total energies for systems of
up to 500 atoms of three different metals. More recently this has been applied to metallic
supercells of over 30,000 atoms using an iterative method which takes advantage of the
sparsity of the underlying matrices [89].
The divide and conquer method
The earliest linear-scaling DFT method was the divide and conquer method by Yang [90],
which involved dividing a given system into several smaller subsystems then recombining
to give the final result. The subsystems can be formed in any combination, with atoms
being allowed to belong to more than one system. The division is done in real-space using
a smooth partition function, then a local approximation is made to the Hamiltonian, which
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is allowed to be different in each subsystem. A localized basis is used and diagonalization is
done independently in each system, which also makes parallelization straightforward. The
method involves a minimal coupling between systems, through the local potential and value
for the Fermi energy only. The sizes of the subsystems are independent of the total system
size, which means that the computational effort for a given subsystem is also independent
of system size. The divide and conquer method is however non-variational, although it
gives the correct Kohn-Sham energy in the limit of a complete basis, and there is also
no method to calculate forces consistently, which can lead to small inconsistencies in the
energy and forces. There is also a high crossover point, compared to other methods. The
divide and conquer method has been applied to metallic-systems, as shown for example by
Shimojo et al. [59] who applied it to liquid rubidium.
Two related methods are the fragment molecular orbital approach [91, 92] and the
molecular tailoring approach [93,94], which are designed for application to large molecules.
Both of these methods are based around the principle of dividing molecules into smaller
fragments, calculating either the molecular orbitals or the electrostatic potential for the
fragments, then recombining the fragments to find the result for the complete system.
Other methods
Other linear-scaling methods that can be applied to metals include that of Stechel et
al. [95], which uses a combination of localized orbitals for those states in metals which
are occupied throughout the Brillouin zone, the number of which scales as O (N ), and
delocalized orbitals for those states which cross the Fermi level, the number of which is
expected to be independent of system size. This method was expected to be accurate for
both metals and insulators, and was also expected to be more efficient than some other
methods as only information about occupied states is required, however it was only tested
within a tight-binding context, rather than full DFT.
The Fermi operator expansion method (FOE) involves defining the DM as a matrix
functional of the Hamiltonian and finding a computable form [71,96]. This involves calcu-
lating the full DM and thus is less efficient than some other methods, however it does scale
linearly with the size of the localization region and has a relatively low crossover point as
well as quite low memory requirements. In its basic form this method applies to insulators
only but Baer and Head-Gordon [97] devised a version that can be applied to metals. This
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involved a renormalization-group approach, whereby the density operator is written as a
telescopic series with a decreasing temperature, allowing the energy of the system to be
rescaled by the same factor as the temperature scaling. At finite temperatures the DM is
more localized for metals thus this approach avoids the restriction to non-metallic systems
only. It was applied within tight-binding to carbon nanotubes and was shown to exhibit
quasi-linear-scaling.
Krajewski and Parrinello [98,99] developed a stochastic method which can be applied to
both metallic and insulating systems. It was originally applied to one-dimensional systems,
however it has more recently been applied to bulk systems as well [100].
3.2.2 Methods which are restricted to non-metals
Statistical approach
One approach to linear-scaling by Drabold and Sankey [101] involves a statistical approach
to estimate the entire eigenvalue spectrum. Instead of relying on a localization approxima-
tion, like most O (N ) methods, a statistical sampling is instead used to obtain sufficient
information to accurately construct the electronic density of states (DOS), and thus also
the band structure energy. The information in the DOS is contained in a so-called impartial
vector, which is generated from random vectors using a penalty functional to tend towards
the correct impartial vector. This is then converted into the DOS using the maximum
entropy principle to give the best guess by considering it to be a probability density. The
individual eigenvalues obtained are not exact, however the computed DOS is correct to a
good level of approximation. One problem with the application of random vectors is that
it can result in the appearance of random noise, and also the calculation of forces is quite
expensive.
Projection methods
Stephan and Drabold [77] described an O (N ) scheme which takes advantage of the pro-
jection properties of the density operator. The main feature is the representation of the
projection operator by a polynomial, the degree of which must be higher for smaller band
gaps, highlighting the difficulty with applying to metals. The density operator, ρˆ, is written
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as:
ρˆ = 2F
(
Hˆ
)
, (3.2)
where F (E) = [e(E−µ)/kT + 1]
−1
is the Fermi distribution at temperature T and µ is the
chemical potential. An initial estimate is required for both the Fermi energy of the system
and band edges, however these can be extracted from other methods such as the recursion
method or the maximum entropy scheme, thus retaining the linear-scaling. One particular
advantage is that no initial guess is required for either the density matrix or functions;
this gives a strong advantage for systems with high disorder within molecular dynamics
calculations. Goedecker and Colombo [96, 102] used a similar projection based method,
which uses a polynomial approximation to the Fermi distribution between the lowest and
highest eigenvalues. They note that ordered metals could also be treated with the method
if a finite temperature is applied, however the approach will scale quadratically; extremely
large system sizes are required before linear-scaling behaviour will be seen.
Orbital minimization methods
Mauri and Galli [103] use an approach where they define an energy functional which avoids
the need to impose explicit orthogonalization constraints, therefore also avoiding the need
to calculate the inverse overlap matrix, a procedure which is relatively expensive. They
also use a basis of localized orbitals, reducing the overall procedure to a succession of
calculations of products of sparse matrices, which can be made to be efficient. Shimojo [104]
also used this functional in a real-space grid approach involving the use of high order finite
difference methods for the calculation of the derivatives necessary for the kinetic energy.
Ordejon et al. [10] employ a similar functional method, where they use Lagrange mul-
tipliers to define a functional which imposes orthogonality constraints. The same family
of functionals can be derived using a Taylor series expansion [105] and a recursive relation
can be used to avoid deviation from the orthogonality constraints. The lack of constraints
improves both the robustness and the scaling of the algorithm, although there can be some
problems with shallow local minima. This issue can be solved using the generalization of
Kim et al. [106], who use a higher number of orbitals than there are electrons, thereby
increasing the stability of the algorithm. Whilst the eigenvalues are not explicitly found,
they can be calculated afterwards.
siesta [78, 107] is a linear-scaling DFT code which uses a similar functional with a
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numerical atomic orbital basis. This has the advantage over Gaussians that there are no
“tails” which need to be neglected. This also allows for very efficient calculations of matrix
elements. Another code which uses a general energy functional is quickstep, which is
part of the CP2K package [108]. It uses a hybrid basis of Gaussians and plane-waves and
is highly suited to large, dense systems such as liquids and solids.
Yang [109] proposed a similar minimization approach with a choice of two energy func-
tionals, where the density matrix is represented in terms of localized orbitals. This method
relies on the use of a generalized inverse overlap matrix.
Orbital minimization methods in general work well for larger basis sets but require a
good initial guess and take a large number of iterations to converge, as well as having a
relatively high crossover point [71].
Other methods
Other methods include the recursion method of Haydock [110], which uses a recursion
scheme to calculate the diagonal elements of the Green’s function. This is quite a general
method but there can be problems calculating forces. Baroni and Gianozzi [111] also
employ a recursion method, where the density is represented on a grid and calculated via
a finite difference scheme. This however fails to take into account the smoothness of the
density and therefore has a large prefactor. The Green’s function has also been used to
calculate bond order potentials which have been reviewed by Pettifor [112]. Tsuchida and
Tsukada [113] used a finite element basis combined with an unconstrained minimization
approach and localization regions.
3.3 Density matrix methods
A large number of linear-scaling methods are based around the use of the single particle
density matrix, as this is a fundamental quantity whose localization properties are well
known and therefore such methods allow one to take advantage of the principle of near-
sightedness. This is also the method used in onetep and so in the next section we will
focus on DM methods in greater detail than those methods outlined in the previous Section.
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3.3.1 The density matrix
We begin by defining the density operator ρˆ in terms of the Kohn-Sham single-particle
states:
ρˆ =
∑
n
fn|ψn〉〈ψn|, (3.3)
where the fn are the occupancies. We have assumed the calculation of eigenstates at the
Γ-point only and therefore removed all k-point indices. We also continue to neglect the
effects of spin and so will not be including any factors accounting for spin degeneracy. The
density operator is the projection operator onto the subspace of occupied states and it has
the property of idempotency, such that:
ρˆ2 = ρˆ. (3.4)
Furthermore, the DM also must be normalized so that the total number of electrons N is
given by:
N = Tr (ρ) , (3.5)
where ρ is the DM which can be written directly in the position representation as:
ρ (r, r′) =
∑
n
fnψn (r)ψ
∗
n (r
′) . (3.6)
Fulfilling these conditions is equivalent to imposing the orthonormality constraint in stan-
dard DFT; it will result in the occupation numbers of the ground state DM being either
one (for those states below the Fermi level) or zero (for those states above the Fermi level).
For a non-orthogonal basis the density operator can equivalently be written in the
following separable form [11,114]:
ρˆ =
∑
αβ
|φα〉Kαβ〈φβ|, (3.7)
where Kαβ is known as the density kernel and the {|φα〉} are a set of orbitals known
as “support functions”, which are generally non-orthogonal and atom-centred. Due to the
non-orthogonality of the orbitals, it is necessary to consider a tensorially correct formulation
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including the use of a dual basis {|φα〉} [115,116], which is defined such that:
|φα〉 =
∑
β
|φβ〉Sβα, (3.8)
where:
Sαβ = 〈φα|φβ〉 = (Sαβ)−1 (3.9)
is the inverse overlap matrix, which is used to convert between covariant and contravariant
vectors. The density kernel is therefore the representation of the DM in terms of this dual
basis. Additionally, we note that:
〈φα|φβ〉 = δαβ . (3.10)
Within this representation for the DM, the total energy of the non-interacting system, E,
is defined as:
E = Tr (KH) (3.11)
and the normalization constraint can be re-written as:
N = Tr (KS) . (3.12)
Finally we note that the density n (r) is related to the DM via:
n (r) = ρ (r, r) . (3.13)
3.3.2 Truncation and localization
It is possible to solve for the DM directly, however the imposition of the idempotency con-
straint combined with the fact that the information in the DM already scales quadratically
results in no advantage being gained over conventional methods. Therefore, a key concept
required to give linear-scaling is the imposition of locality, which is needed to guarantee the
sparsity of the DM. This can be done either by thresholding, whereby any matrix elements
below a certain value are neglected, or more commonly by the definition of localization
regions (LRs), where any matrix elements corresponding to the overlap of orbitals outside
these regions are explicitly neglected. These LRs are generally fixed and atom-centred,
however they can also be bond-centred or adaptive, following the orbitals during the min-
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imization procedure [117]. The size of the LRs, which are generally spherical and thus
defined by their radius, is an important parameter which must be adjusted to compromise
between accuracy and efficiency.
3.3.3 Enforcing idempotency
Another important decision which must be made for such methods is the choice of minimiza-
tion procedure, which can in general be either constrained or unconstrained. Minimization
of the DM without the idempotency constraint would lead to all eigenvalues above the
Fermi energy (i.e. unoccupied states) tending to infinity, and those below the Fermi level
(i.e. occupied states) tending towards minus infinity, rather than the correct values of zero
and one respectively, therefore some constraints are clearly necessary. However, the direct
imposition of the idempotency constraint on the DM does not scale linearly, thus an al-
ternative method of enforcing the condition of idempotency must be found. There are a
number of methods of doing so which we introduce in this Section.
The purification transformation
This purification transformation [114] involves an iterative change to the DM such that:
ρk+1 = 3ρ
2
k − 2ρ3k, (3.14)
where k denotes the iteration number. Note that if ρ is already idempotent, the trans-
formation does not produce any change. For all other ρ, the level of idempotency will
consistently increase, providing the initial eigenvalues are between -0.5 and 1.5. However,
this range of occupancies only leads to the condition of “weak” idempotency, where the
occupation numbers will be between zero and one, not necessarily equal to one. This can
lead to instabilities due to flipping between zero and one, therefore to avoid this problem
the stricter interval of between 1−
√
3
2
and 1+
√
3
2
should instead be enforced. The effect of
the transformation on the occupation numbers is illustrated by Figure 3.1.
There are also two variations on the purification method: adaptive purification [118–
120], which can be used to return occupancies to within the required range for the usual
purification transformation, and canonical purification [121, 122], which can be used to
construct an initial guess for the density kernel in a non self-consistent process.
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Figure 3.1: Graph demonstrating the effect of the purification transformation on a given
occupation number.
Penalty functionals
A related method for imposing idempotency is the use of a penalty-functional [114, 123]
such as the one originally proposed by McWeeny:
P [ρ] = Tr
[
(ρ2 − ρ)2
]
=
∑
n
(f 2n − fn)2 , (3.15)
which vanishes only if the DM is idempotent. This is illustrated in Figure 3.2 for a single
occupation number, where it is clear that minima exist at fn = 1 and fn = 0. As it is
simply a quartic it is a very easy functional to minimize; one could imagine a scheme where
a generalized energy functional Q [ρ] is defined as:
Q [ρ] = E [ρ] + αP [ρ] (3.16)
and minimized with respect to ρ to impose idempotency. However, only approximate
idempotency can ever be achieved in such a manner, due to the variation of the original
total energy functional E [ρ] with respect to the orbital occupancies. There can also be
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Figure 3.2: Graph showing the behaviour of the McWeeny’s penalty functional for a single
occupation number.
problems with multiple local minima, however with a combination of a reasonable initial
guess for the DM and the application of normalization constraints, such problems can be
avoided.
The LNV method
One method which uses the purification transformation to drive the DM towards idem-
potency is that of Li, Nunes and Vanderbilt (LNV) [124, 125], which was independently
formulated by Daw [126]. The LNV method involves defining an auxiliary matrix σ, which
is related to the DM via the purification transformation, so that:
ρ = 3σ2 − 2σ3. (3.17)
An auxiliary kernel, L is also defined, so that:
K = 3LSL− 2LSLSL. (3.18)
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The relationship between the auxiliary DM and auxiliary kernel is the same as that between
the actual DM and kernel, i.e.:
σ (r, r′) =
∑
αβ
φα (r)L
αβφ∗β (r
′) . (3.19)
One then proceeds by minimizing the total energy with respect to the auxiliary ker-
nel, so that the DM is naturally driven towards idempotency. As with the purification
transformation, the method becomes unstable if the eigenvalues of L stray below -0.5 or
above 1.5, however it is generally a well behaved functional and is guaranteed to provide
a variational estimate of the ground state energy. This is a widely used method and has
formed the basis of many variations including [127–130].
3.3.4 Example implementations
conquest [131] is a linear-scaling code which uses a DM implementation based on the LNV
method, whereby a spatial cut-off is imposed on the auxiliary DM. The support functions
are represented by a choice of B-spline basis functions and pseudo-atomic orbitals. The
overall scheme involves a combination of three loops; the inner loop finds the ground state
DM with respect to the density kernel for fixed support functions and electron density,
the middle loop is used to find self-consistency and the outer loop minimizes the energy
with respect to the support functions. This method is known as the optimal basis density
minimization method and is related to the method used in onetep. Preconditioning is
also applied. An early example of an application of conquest was to over 6000 atoms of
Si [61]. Another study is of Ge hut clusters on Si [132]; recent calculations have reached
system sizes of over one million atoms [133].
3.4 ONETEP
The linear-scaling DFT code which we have used in this work is onetep [14–16], which
uses a DM formalism of DFT, as outlined in Section 3.3 above, therefore avoiding the
need to explicitly orthogonalize extended orbitals. As onetep is designed for application
to large systems, either with large unit cells or using the supercell approximation, only
a single k-point need be treated. This is chosen to be the Γ-point, which has the added
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benefit that the Kohn-Sham eigenstates and therefore the basis set and related quantities
can be chosen to be real. The DM is expressed in the separable manner in Equation 3.7,
where the {|φα〉)} are real, non-orthogonal, localized atom-centred functions. Both the
density kernel and support functions are individually optimized, which will be discussed in
the following Sections, as will the other main features of onetep.
3.4.1 NGWF optimization
Given that one of the key features required for a linear-scaling formulation of DFT is the
ability to take advantage of the inherent locality of an electronic system, it is important
to use a localized basis set. In onetep, this basis set takes the form of non-orthogonal
generalized Wannier functions (NGWFs) [13], which are real atom-centred functions that
are themselves represented in terms of a basis set of periodic cardinal sine (psinc) func-
tions [13,134,135], which are discussed further in the following Section. This representation
means the NGWFs can be optimized during the calculation, enabling a minimal sized basis
set which is designed to reflect the chemical environment of the specific system in question
and so a high level of accuracy can be maintained. This can be seen from the elimination of
basis set superposition errors, which commonly occur in other approaches using localized
basis sets [136].
The localization is achieved by the definition of cut-off radii (rα), outside of which the
NGWFs are forced to be zero. This cut-off radius can be made to vary from atom to atom,
as can the number of NGWFs situated at each atom, which is usually chosen to reflect the
bonding state of the atom in question. To ensure a truly accurate result, the total energy
must therefore be converged with respect to both the number and radii of the NGWFs.
Alternatively, one could perform a lower accuracy calculation corresponding to a minimal
basis set approach by eliminating the NGWF optimization process and instead using the
initial guesses generated for the NGWFs, which are generated either by truncating Slater-
type contracted Gaussian atomic orbitals or by solving the Kohn-Sham equations for an
isolated atom described by a pseudopotential.
The optimization process, which is done in situ, is achieved by minimizing the total
energy with respect to the NGWFs, using a preconditioned conjugate gradients scheme.
The preconditioning is particularly important as it ensures that the number of iterations
required for convergence does not increase with increasing system size, thus enabling true
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Figure 3.3: Demonstration of the NGWF optimization process for the polymer poly(para-
phenylene vinylene). The top row shows the initial unoptimized NGWFs on a selected C
atom and the bottom row shows the final optimized NGWFs for the same atom.
linear-scaling behaviour. An example of the NGWF optimization process is shown in
Figure 3.4.1.
One additional benefit of the localization of the NGWFs is that empty space which is
not covered by them is virtually free from the point of view of computational effort. This
means that calculations involving lower dimensional systems are particularly advantageous
and so the crossover point at which linear-scaling becomes cheaper than traditional cubic-
scaling methods will occur for fewer atoms for such systems.
3.4.2 The psinc basis set
The NGWFs are represented by a localized basis set of psincs, which are orthonormal and
can be related to plane-waves via a Fourier transform, thus allowing a real-space repre-
sentation and facilitating comparison with the standard plane-wave pseudopotential DFT
implementation. Like plane-waves, the basis set quality can be systematically controlled by
an energy cut-off parameter, giving a good degree of control over the final level of accuracy.
These psinc functions are periodic bandwidth limited delta functions which can be
thought of as a form of periodic sinc function; the similarities between sinc and psinc
functions are illustrated by Figure 3.4.2. They are distributed evenly over a real space grid
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Figure 3.4: Comparison of a one-dimensional psinc function [left] with a sinc function
[right].
such that the function centred at rklm is written as:
Dklm (r) = D (r− rklm) , (3.20)
so that Dklm (r− rklm) is given by:
Dklm (r− rklm) = 1
N1N2N3
J1∑
p=−J1
J2∑
q=−J2
J2∑
s=−J2
ei(pb1+qb2+sb3)·(r−rklm), (3.21)
where the {bi} are the set of reciprocal lattice vectors and Ni is the number of grid points
in the direction of the lattice vector ai, such that Ni = 2Ji + 1. The grid points are then
defined by:
rklm =
k
N1
a1 +
l
N2
a2 +
m
N3
a3. (3.22)
The NGWFs {φα (r)} are expressed in this basis by:
φα (r) =
N1−1∑
k=0
N2−1∑
l=0
N3−1∑
m=0
Cklm,αDklm (r) , (3.23)
with the Cklm,α as the expansion coefficients.
The psinc functions have a number of useful properties, which are demonstrated else-
where [13, 134] including the fact that they are localized in such a manner that they have
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a nonzero value value only at the grid point at which they are centred. Furthermore, they
are orthogonal, which has the useful effect that there are no contributions to the NGWF
gradient outside the localization regions [14], which confers stability on the optimization
process. Additionally, one can show that for any cell periodic function f (r), the overlap
integral between that function and a psinc basis function is exactly equal to a sum over
grid points, i.e.:∫
V
f ∗ (r)Dklm (r) dr =
∫
V
f ∗D (r)Dklm (r) dr (3.24)
= Ω
N1−1∑
f=0
N2−1∑
g=0
N3−1∑
h=0
f ∗D (rfgh)Dklm (rfgh) = Ωf
∗
D (rklm) , (3.25)
where fD (r) is the bandwidth limited version of f (r), V is the volume of the unit cell and
Ω is the volume per grid point. Consequently, the integral between that function and any
function represented in the psinc basis set can also be expressed as a sum over grid points.
The relation between psincs and plane-waves is such that systematic convergence of
the number of grid points in the unit cell is equivalent to increasing the number of plane-
waves in the PWPP formulation of DFT. The grid spacing can also be directly related
to the plane-wave kinetic energy cut-off [18] which means that direct comparisons can be
made between onetep results and those of the PWPP code castep [137], which can use
identical pseudopotentials.
3.4.3 Kernel optimization
The density kernel in onetep is truncated in such a manner that matrix elements between
NGWFs situated on atoms which are separated by more than some distance rk are set
to zero. Whilst calculations can be successfully performed without kernel truncation (and
indeed no truncation has been applied for the calculations presented in subsequent Chapters
in this thesis), the imposition of a kernel cut-off is a requirement for true linear-scaling
behaviour.
The density kernel optimization process in onetep is achieved by a combination of the
methods described in Section 3.3.3. Firstly, an initial guess for the kernel is constructed
using the canonical purification method, after which the approximate penalty method is
then used to self-consistently improve the kernel. The optimization process then continues
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using a variant of the LNV method. During this stage the extremal eigenvalues are tracked
to ensure they remain within the required stability range of LNV and if needed adaptive
purification is used to return the occupancies to a stable range. The method is varia-
tional [138] and due to the combination of different methods used the overall optimization
process is very robust.
It is important to apply a normalization constraint during the minimization process,
which can be done in a number of ways. The approach used in onetep, for reasons of
stability when kernel truncation is applied, involves forming a DM which is constructed to
be both normalized and purified via the following rescaling expression:
ρ = N
3σ2 − 2σ3
Tr (3σ2 − 2σ3) . (3.26)
Further details on density kernel optimization in onetep are presented in [139].
As both the NGWFs and the density kernel are truncated in a predefined manner,
the Hamiltonian, kernel and overlap matrices will have a predetermined sparsity pattern
and so can be multiplied together in order N operations using efficient sparse matrix
schemes [16,140].
3.4.4 FFT boxes and true linear-scaling
Certain terms in the total energy, such as the kinetic energy term, can be more efficiently
calculated in reciprocal space, and so it becomes desirable to use fast Fourier transforms
for converting between real and reciprocal space. However, rather than employing FFTs
in the usual manner, the FFT box technique [141] is employed; instead of performing an
FFT over the entire simulation cell, smaller regions with a fixed radius are associated with
each NGWF, within which the FFTs are performed. As the FFT box size relates to the
NGWF radii, it becomes independent of system size, thereby avoiding the O (N log (N ))
scaling that is normally associated with FFTs.
This approximation is a reasonable one, provided the FFT boxes are sufficiently large
compared to the NGWFs, including the NGWF in question and all of its overlapping neigh-
bours. The localization of the NGWFs in real space means that their Fourier transforms
are broad in reciprocal space and so the coarser sampling that results from the use of
the FFT box compared to whole cell FFTs will have minimal impact on overall accuracy.
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Furthermore, as the FFT box is defined to be the same shape and size for all NGWFs in
the system, the application of operators will be consistent across the system. The size of
the FFT box is an important factor in the determination of the crossover point, as a large
fraction of computational time is spent on FFTs, as with the PWPP approach. Therefore,
the crossover can be expected to occur roughly at the point where the size of the simulation
cell has become equal to or greater than the size of the FFT box.
3.4.5 Conduction states in ONETEP
In a standard onetep calculation the energy and density are determined from the DM
and NGWFs, while the individual eigenstates are not explicitly considered. They can,
however, be recovered by a single diagonalization of the Hamiltonian matrix in the basis
of NGWFs at the end of a calculation, but only the occupied Kohn-Sham orbitals are
accurately represented. This is because the NGWF optimization is solely focussed on
minimizing the bandstructure energy of the occupied states, resulting in a basis that does
not accurately represent the unoccupied states [18]. In practice some of the lower lying
conduction states are close to the correct values, particularly when they are of a similar
character to the valence states, however conduction states which are higher in energy are
poorly treated and some can be completely absent. An example of this behaviour is shown
in Figure 3.5. Therefore in order to correctly calculate densities of states, band structures
and in particular spectra, where matrix elements between valence and conduction states
are needed, it becomes necessary to consider the optimization of a second set of NGWFs.
Methods for doing so will be discussed in Chapter 6.
It should be noted here that various methods exist for calculating electronic excitation
energies using the GW method, which avoid the need for explicitly summing over unoc-
cupied states in order to increase computational efficiency [142–145]. Whilst this would
appear to invalidate the need for a method of accurately calculating the unoccupied states,
it is still necessary to have a complete basis in order to define a projection operator onto the
conduction manifold that requires the identity operator. Therefore even with the existence
of such approaches it is important to have a method of creating a basis which is able to
accurately represent both the occupied and unoccupied states.
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Figure 3.5: DOS of the conjugated polymer poly(para-phenylene vinylene), calculated using
both onetep and a PWPP code. There is excellent agreement between the two methods
for the occupied states, but above the Fermi level the results no longer agree.
3.4.6 Summary
As we have described above onetep is a linear-scaling code which combines the high
accuracy of plane-wave calculations via the use of a psinc basis set, with the speed of
minimal basis approaches via the use of in-situ optimized, localized NGWFs [146]. This is
achieved in a manner which allows for insight into the local chemical environment and is
particularly particularly suited for application to lower dimensional systems. Furthermore,
an efficient parallelization scheme has been implemented [147] so that computational effort
scales approximately linearly with the number of processors, paving the way for calculations
on very large systems.
The onetep code has been applied to a variety of systems, demonstrating good agree-
ment with the PWPP method. Example applications include crystalline Si, protein-protein
interactions and carbon nanotubes in electric fields [148]. Recent work has also been done
on improving the efficiency of onetep, in particular the sparse matrix algebra, allowing
calculations on systems of over 30,000 atoms [16]. A number of developments have also
been recently undertaken [17, 149, 150] with the aim of expanding the scope of onetep.
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Through this and other work in the field of linear-scaling DFT, it seems likely that the
range of problems to which such order N methods can be applied should continue to
increase in the future.
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Theoretical spectroscopy
Theoretical spectroscopy is a tool of growing importance both in understanding experi-
mental results and making predictions about new materials. The information obtained
can help with the interpretation of experimental results, or can be used in tandem with
experiment to enable the development of materials with a particular property in mind.
Between the different types of spectra which can be measured experimentally, including
optical, x-ray, electron energy loss spectra, vibrational and nuclear magnetic resonance
(NMR), a wide range of information can be gathered about materials. Indeed, continuing
developments in experimental spectroscopy have resulted in a number of improvements,
such as the achievement of ever greater spectroscopic resolution. This has allowed for ex-
ample the study of biological cells using x-ray microscopy on the nano-scale and the ability
to control chemical reactions by activating an electronic excitation. See Onida et al. [151]
and references within for more examples.
As experimental spectroscopic techniques continue to improve, the field of theoretical
spectroscopy becomes increasingly important. Using simulation, it is possible to analyse
spectra to a level of detail which is hard to achieve experimentally and thus theoretical
spectroscopy calculations are of vital importance in furthering our understanding of exper-
imental results. For example, structures can be modified to determine the effect on spectra
and one can also identify which electronic transitions correspond to a particular peak.
This work will focus on the calculation of optical absorption spectra, however this could
be extended in future to include other types of spectra involving electronic excitations,
for example the calculation of EELS and x-ray absorption spectra (XAS) and so we will
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also briefly discuss both of these. We will then present the method which we will be
using for the calculation of optical spectra, including the derivation of Fermi’s golden rule
from time-dependent perturbation theory. We will then outline further relevant details for
the implementation of this method, including the application within periodic boundary
conditions and the use of the scissor operator.
4.1 Electronic excitations
The field of spectroscopy is a vast one and it is beyond the scope of this work to cover
all types of spectroscopy. Rather, we are interested here specifically in the types of spec-
troscopy which result from electronic excitations in a material. Such spectra cover a wide
range of the electromagnetic spectrum, depending on the types of electronic states which
are involved in the transition, e.g. in XAS transitions occur between core and unoccupied
states, whereas in optical absorption spectroscopy transitions are between valence and un-
occupied states, as depicted by Figure 4.1. By varying the energy of the electromagnetic
source used to probe the material (or in the case of EELS the energy of the electrons
involved), one can therefore gather information concerning both the densities of occupied
and unoccupied electronic states. More information on the types of spectroscopy we discuss
in the following can be found in [152].
4.1.1 Optical spectroscopy
Optical spectra can be used to provide a wealth of information about materials, which are
gathered using a combination of techniques, including absorption, reflectivity and photo-
luminescence. We are interested here in optical absorption spectra, where electrons are
excited from valence to conduction states, an effect which is caused by the electric field
of the incident photon. As well as the ability to study the electronic properties of the
system, optical properties are often themselves of direct interest. In particular, a range of
technological applications are based on optical excitations, including light emitting diodes
(LEDs) and photovoltaics.
Optical spectroscopy also has the particular advantage that time-resolved studies can
be done at a higher resolution than with other spectroscopic methods. Another advantage
is that optical spectra experiments are non-destructive, which, when combined with the
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Figure 4.1: Simple schematic showing example transitions between different electronic
energy levels, which are caused by the absorption of a photon either in the x-ray or optical
region of the electromagnetic spectrum.
range of accessible time scales makes it a very popular method. For a detailed overview of
the uses and techniques involved in optical spectroscopy, see e.g. [153].
4.1.2 Electron energy loss spectroscopy
Electron energy loss spectroscopy is a highly useful spectroscopic tool for studying the
structure of electronic systems, in particular information can be found about unoccupied
states. EELS spectra are generated by passing electrons through a sample of material and
measuring their resulting loss in energy. Depending on the energies involved, these losses
may be due to different processes, including electronic transitions between valence and
unoccupied states (low loss) and electronic transitions between core states and unoccupied
states (core loss), which includes energy loss near edge structure (ELNES). In addition,
phonon and plasmon excitations also play a role. EELS spectra can be measured in con-
junction with scanning transmission electron microscopy (STEM), and high energy and
spatial resolutions can be achieved, making it a widely applicable spectroscopic technique.
The theory, ab initio methods for calculating EELS and some example applications are
discussed by Keast and Bosman [154] and more information on EELS in general can be
found in [155].
61
CHAPTER 4. THEORETICAL SPECTROSCOPY
4.1.3 X-ray spectroscopy
X-ray spectroscopy is a powerful method for exploring the electronic structure of materials.
In particular, x-ray emission spectra can be used to study occupied states, whilst absorption
spectra can be used to study unoccupied states. Significant benefits of the technique include
the ability to study all types of solids, the accessibility of a wide energy range, and a relative
insensitivity to chemical impurities and other lattice defects, although the interpretation
of x-ray spectra can be relatively complex [156]. X-ray absorption near edge spectroscopy
(XANES) is closely related to ELNES, although the energy range available using x-rays is
necessarily smaller than that using electrons, however the process can cause less damage.
Both methods are particularly useful at giving bonding information. Further information
on XAS can be found within [157,158].
4.2 Calculating spectra
A number of methods exist for calculating spectra to varying levels of accuracy and detail,
ranging from the use of perturbation theory via Fermi’s golden rule, to time-dependent
density-functional theory (TDDFT) and many-body perturbation theory (MBPT) as ap-
plied within the GW approximation combined with the use of the Bethe-Salpeter equation,
to coupled cluster response theory and configuration interaction methods. However we will
restrict ourselves to the description of the final approach used in onetep, which is based
on the use of perturbation theory. We will therefore begin by recalling the central re-
sults of both stationary and time-dependent perturbation theory, which will lead on to the
derivation of Fermi’s golden rule.
4.2.1 Perturbation theory
One could imagine using a finite difference approach to calculate the derivative of the total
energy of a system with respect to some small change in the external potential. This would
be very simple to implement, however such an approach can result in the appearance of
numerical errors. Furthermore, it would also be computationally expensive. A much better
method is therefore the use of perturbation theory, which is based on the idea that a small
change in the Hamiltonian of a given system should result in a small change to both the
eigenvalues and eigenvectors compared to the original system. This means that instead of
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having to completely re-calculate the results, a correction term can be found and added to
the original solutions.
There are two main types of perturbations that one can consider in quantum mechanics:
stationary and time-dependent. We first outline the basic results for stationary perturba-
tions, after which time-dependent perturbations will be presented in more detail, from
which we will derive Fermi’s golden rule. We continue to work in atomic units.
Stationary perturbations
Starting from a system for which all the eigenvalues and eigenvectors are known, defined
by the equation:
Hˆ0|ψ(0)n 〉 = E (0)n |ψ(0)n 〉, (4.1)
some change is made to the Hamiltonian such that Hˆ → Hˆ0 +∆Hˆ. Assuming this change
is indeed small, the new Hamiltonian can be expressed in terms of a small parameter λ, so
that Hˆ → Hˆ0 + λV . The new eigenvalue equation therefore becomes:(
Hˆ0 + λV
)
|ψn〉 = En|ψn〉. (4.2)
This allows the new energies and eigenstates to be written as the following power series of
λ:
En = E (0)n + λE (1)n + λ2E (2)n + · · · (4.3)
|ψn〉 = |ψ(0)n 〉+ λ|ψ(1)n 〉+ λ2|ψ(2)n 〉+ · · · . (4.4)
This expansion can then be used to calculate corrections to different orders of λ, by sub-
situting the above expressions into Equation 4.2 and equating powers of λ. For the non-
degenerate case, the first and second order expressions for the eigenvalues are:
E (1)n = λ〈ψ(0)n |V |ψ(0)n 〉 (4.5)
E (2)n = λ2
∑
i6=n
∣∣∣〈ψ(0)i |V |ψ(0)n 〉 ∣∣∣2
E (0)n − E (0)i
. (4.6)
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The first order correction to the eigenstate is given by:
|ψ(1)n 〉 = λ
∑
i6=n
〈ψ(0)i |V |ψ(0)n 〉
E (0)n − E (0)i
|ψ(0)i 〉. (4.7)
For degenerate and near-degenerate states, the corrections must be treated differently:
this involves the generation of matrix elements between the degenerate eigenstates, i.e.
〈ψ(0)n |V |ψ(0)m 〉, then finding the resulting eigenvalues. These eigenvalues are then multiplied
by λ to give the first order correction.
Time-dependent perturbations
Starting from the same initial system and basic assumptions as for stationary perturbations,
correction terms can also be calculated for a time-varying perturbation of the form Hˆ →
Hˆ0 +∆Hˆ (t). In this case, the TDSE must be used, giving:
i
∂|ψ (t)〉
∂t
=
(
Hˆ0 +∆Hˆ (t)
)
|ψ (t)〉. (4.8)
The wavefunction can be expressed in terms of the eigenfunctions of the unperturbed
system:
|ψ (t)〉 =
∑
n
cn (t) |ψn〉, (4.9)
where the cn (t) are time-dependent coefficients to be determined.
1 Inserting this expression
into TDSE and using the fact that 〈ψn|ψm〉 = δnm, it can be shown that:
i
∂cm
∂t
= cm (t) Em +
∑
n
cn (t) 〈ψm|∆Hˆ|ψn〉. (4.10)
It is useful to express the coefficients cn (t) in terms of some further set of coefficients bn (t)
multiplied by an exponential factor:
cn (t) = bn (t) e
−iEnt. (4.11)
1The superscripts on the eigenfunctions |ψn〉 have been dropped, as from now on they will always be
used to represent the eigenfunctions of the original system |ψ(0)n 〉. Likewise, the original eigenvalues E(0)n
will be referred to as En.
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By writing the matrix elements 〈ψm|∆Hˆ|ψn〉 as ∆Hmn and defining:
ωmn = Em − En, (4.12)
the following expression can be found:
i
∂bm
∂t
=
∑
n
bn (t)∆Hmne
iωmnt. (4.13)
The coefficients bn (t) can be expressed as a series, in an analogous manner to Equations 4.5
and 4.6, although we have not explicitly expressed our perturbation in terms of a parameter
λ:
bn (t) = b
(0)
n (t) + b
(1)
n (t) + b
(2)
n (t) + · · · , (4.14)
where the zero order term is simply:
b(0)n (t) = δni, (4.15)
given an initial state |ψ (t = 0)〉 = |ψi〉. Higher order coefficients are found iteratively, by
re-writing Equation 4.13 as:
i
∂b(j)m
∂t
=
∑
n
b(j−1)n (t)∆Hmne
iωmnt. (4.16)
so that b(j)n (t) can be found by substituting b
(j−1)
n (t) into the right hand side of Equa-
tion 4.16 and integrating. For example, the first order coefficients would be:
b(1)f (t) = −i
∫ t
0
∑
n
δni∆Hfn (t
′) eiωfnt
′
dt′ (4.17)
= −i
∫ t
0
∆Hfi (t
′) eiωfit
′
dt′. (4.18)
The above formalism is only valid in the case where the coefficients have not changed
greatly from their initial values.
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Fermi’s golden rule
For the specific case of an oscillating perturbation, time-dependent perturbation theory
(TDPT) can be used to derive Fermi’s golden rule, which can be applied to the calculation
of transition probabilities. Defining the perturbation as:
∆H (r, t) = 2∆V (r) cos (ω0t) (4.19)
for t ≥ 0, substituting into Equation 4.13 and evaluating the integral gives the following
expression for the coefficients:
bf (t) = −i
(
e−i(ωfi−ω0)t − 1
−i (ωfi − ω0) +
e−i(ωfi+ω0)t − 1
−i (ωfi + ω0)
)
∆Vfi. (4.20)
This gives very small values for the coefficients, except when ωfi ' ±ω0.2 We shall consider
the case where ωfi ' ω0 and Ef > Ei; an equivalent approach can be taken for the opposite
case. We can now neglect the second term, and the transition probability from some initial
state i to a final state f can be shown to be equal to:
|bf (t)|2 = 4 |∆Vfi|2
sin2
[
1
2
(ωfi − ω0) t
]
(ωfi − ω0)2
. (4.21)
For increasing t, the function
sin2[ 12(ωfi−ω0)t]
(ωfi−ω0)
2 tends towards a delta function with the same
area of pit
2
, so that:
|bf (t)|2 = |∆Vfi|2 2pitδ (ωfi − ω0) . (4.22)
Whilst for long enough time t this will break the assumption that the bf (t) are small,
it is common practice to overlook this fact, so that Equation 4.22 can be arranged and
expressed as a transition probability per unit time to give:
Pfi = 2pi |∆Vfi|2 δ (Ef − Ei − ω0) , (4.23)
which is known as Fermi’s golden rule.
We therefore have an expression giving the probability of a particular electronic transi-
2This can be considered as being equivalent to the cases of absorption (ωfi ' ω0) and stimulated
emission (ωfi ' −ω0).
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tion, involving a joint density of states between valence and conduction states (the δ term),
which is weighted by the appropriate matrix elements. The matrix elements act as selection
rules that identify which transitions are allowed or forbidden, with appropriate weightings
for those which are permitted, and the DOS term ensures that energy is conserved during
the transition.
Applications of perturbation theory
As outlined in the previous Sections, perturbation theory is a very general method which
is not limited to just the calculation of experimental spectra; rather it can be applied to a
wide range of problems, including lattice dynamics, elastic constants, dielectric constants
and the calculation of polarizations and effective charges. Furthermore, it is not a DFT-
specific method, and therefore can also be implemented within other electronic structure
methods, such as Hartree Fock. The general perturbation can be of any form, however
two of the more common are displacements of atoms and the application of electric fields,
which can be either static or time dependent and therefore make use of the appropriate
version of perturbation theory.
For many applications, the first order derivatives only are needed; however for some
applications such as phase transitions, higher orders are needed. These can be found
efficiently using the 2n + 1 theorem, and other methods based on it. See for example
Gonze and Vigneron for further discussion [159].
In this work, however, we are interested in how perturbation theory can be applied
within DFT to the calculation of experimental spectra, in particular optical absorption
spectra. Therefore, we shall focus on the use of perturbation theory within this context.
The interested reader should see e.g. [160–164] for methods relating to, amongst other top-
ics, the calculation of vibrational modes, Raman spectra and nuclear magnetic resonance.
4.2.2 Application to optical spectroscopy
Following on from Section 4.2.1 we shall discuss the calculation of optical absorption spectra
and other optical properties following the method [165] applied in castep. The starting
point for this is Fermi’s golden rule (Equation 4.23) for calculating the probability of a
given electronic energy transition, which naturally divides into two parts: the calculation
of matrix elements, and the calculation of a density of states term. The latter is rela-
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tively straightforward, and indeed the capability of calculating DOS in onetep already
exists. The only real complication comes in finding an efficient method of accurately in-
tegrating over the entire Brillouin zone, a topic which has been thoroughly discussed by
e.g. Pickard [165]. Whilst the conduction states are not automatically well represented
in onetep, for the purposes of this discussion, we will assume the existence of an accu-
rate DOS; the subject of calculating the DOS accurately in the conduction regime will be
returned to in Chapter 6. Although the details of the calculation of a given spectrum natu-
rally depend on the type of spectroscopy involved, the overall procedure for the calculation
of XAS and EELS will be similar to that described below.
The dipole approximation
The general form of the matrix elements required for Fermi’s golden rule is:
∆Vfi = 〈ψf |eiq·r|ψi〉, (4.24)
where q takes a slightly different meaning depending on whether a photon or an electron
is providing the energy required for the transition, and additional constants are present in
the calculation of XAS. Provided q is small, which will be the case for long wavelengths,
this can be expanded as a Taylor series, giving:
〈ψf |eiq·r|ψi〉 = 〈ψf |ψi〉+ i〈ψf |q · r|ψi〉+ 1
2
〈ψf | (q · r)2 |ψi〉+ · · · . (4.25)
The {|ψn〉} are mutually orthogonal so the first term becomes zero and in the long-
wavelength limit the higher order terms can be neglected, leaving just the dipole term.
This is a widely used simplification which is referred to as the dipole approximation, and
is a good approximation for optical wavelengths.
The dielectric function
We employ Fermi’s golden rule and the dipole approximation, using the transition matrix
elements to calculate the imaginary part of the dielectric function, ε2 (ω). The dielectric
function describes the response of a given material to an external electric field, in partic-
ular the imaginary component describes the energy losses which occur in a medium due
to electronic transitions and is therefore related to absorption. The connection between
68
CHAPTER 4. THEORETICAL SPECTROSCOPY
the dielectric function and other optical properties is described later in this Section. An
approximate form for the imaginary component, based on Fermi’s golden rule, is written
in atomic units as:
ε2 (ω) =
8pi2
Ω
∑
k,v,c
|〈ψck|qˆ · r|ψvk〉|2 δ (E ck − Evk − ω) , (4.26)
where v and c denote valence and conduction bands respectively, |ψnk〉 is the nth eigenstate
at a given k-point with a corresponding energy Enk , Ω is the cell volume, qˆ is the direction
of polarization of the photon and ω its angular frequency.
From the imaginary part of the dielectric function one can then also calculate the real
part, ε1 (ω), using the appropriate Kramers-Kronig relation:
ε1 (ω0) = ε∞ +
2
pi
P
∫ ∞
0
ωε2 (ω)
ω2 − ω20
dω, (4.27)
where P indicates the principal value of the integral. The full complex dielectric function
is then given by:
ε (ω) = ε1 (ω) + iε2 (ω) . (4.28)
Position vs. momentum
When one applies the dipole approximation, the calculation of transition matrix elements
becomes equivalent to the calculation of position matrix elements. However, when peri-
odic boundary conditions are applied, as in this work, the position operator is known to be
undefined and it becomes necessary to use the momentum operator. Momentum matrix
elements can be easily related to position matrix elements by considering the commuta-
tor with the Hamiltonian, but when non-local pseudopotentials are being used, one must
be careful to include the commutator between the position operator and the non-local
potential. The relation is thus written [166]:
〈ψf |r|ψi〉 = 1
iωfi
〈ψf |p|ψi〉+ 1
ωfi
〈ψf |
[
Vˆnl, r
]
|ψi〉. (4.29)
In the case of core level spectra where the initial states are highly localized, it is possible
to make an even more drastic approximation and calculate an angular momentum projected
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DOS, rather than building a spectrum by explicitly calculating matrix elements with the
core wavefunctions. This approach has been used to give qualitatively accurate results,
and is discussed by Gao et al. and references within [167].
k-point summation
Once the appropriate matrix elements have been found and the probability of a given
transition calculated, generating a spectrum is then a straightforward process, which simply
requires a sum over all possible initial and final states, to give a weighted DOS, as in
Equation 4.26. In principle this includes a k-point sum over the entire Brillouin zone,
however as with ground state onetep calculations, it is assumed that a large enough
supercell will be used such that only the Γ point need be considered. This could be
extended in future using methods for interpolating band structures in onetep that are
discussed in Section 5.2. For the purposes of this work, however, all calculations have been
restricted to the Γ point only and thus we have dropped the index for k-points. For the
case of optical spectra, additional optical properties may also be calculated, and for core
level spectra, further complications arise with the calculation of core states, in particular
core hole screening effects.
The scissor operator
For the purposes of comparison with experiment, it is sometimes desirable to make use
of the scissor operator, whereby the conduction band energies are rigidly shifted upwards
such that the DFT Kohn-Sham band gap is equal to experimental values. Whilst this
is not an ab initio correction, in practice relatively good agreement can be found with
experiment in this manner for many systems without the need for more computationally
intensive methods, such as the GW approximation, as discussed in Section 2.2.4. There
will, however, be a number of occasions when it becomes necessary to use less approximate
methods.
Improvements to the method
The approach described above is only an approximate method for the calculation of optical
absorption spectra; in addition to the inherent approximations in DFT and the difference
between the Kohn-Sham eigenvalues and the true quasiparticle energies, we have also
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neglected local-field effects and ignored the electron-hole interaction. There are two main
methods which improve upon the accuracy: TDDFT and the GW approximation. In
addition, local-field effects can be included by calculating the full dielectric matrix, rather
than just the diagonal elements [168–171].
TDDFT [172] is a generalized version of DFT which involves the re-derivation of the
Kohn-Sham equations to allow for a time-dependent potential. This relies on the underlying
principle that the time-dependent potential acting on a many-electron system is uniquely
determined by the time evolution of the one-electron density for any initial state. It can
be applied to the calculation of optical absorption spectra, e.g. [173–175] but suffers with
complications when applied to solids. For further details see [176–179].
The GW approximation is based on the use of the single-particle Green’s function and
allows for more accurate calculation of the quasiparticle energies [43–45]. This can be
combined with the use of the Bethe-Salpeter equation [180–182], which takes a two-body
approach to the calculation of neutral excitations in order to correctly take into account
the electron-hole interaction. A number of similar approaches have been taken by various
groups who have demonstrated good agreement with experiment [183–186].
The GW approximation is computationally more expensive than TDDFT but also
gives more accurate results; for a thorough comparison see Onida et al. [151]. However,
more accurate schemes such as these are rather more computationally expensive than our
method, and as we are aiming at application to large systems, we have necessarily restricted
ourselves to a more basic approach. We note that a number of methods have recently been
developed for decreasing the cost of the GW approximation e.g. that of Umari et al. [187]
who used Wannier-like orbitals to improve the applicability of GW to larger systems, and
so it is anticipated that the implementation in onetep could be extended in future.
Other optical properties
Once the full dielectric function is known, a number of other optical properties can also be
calculated. This includes the complex refractive index, N (ω), which is related directly to
the complex dielectric function via:
N (ω) =
√
ε (ω). (4.30)
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Given that N is written as:
N (ω) = n (ω) + iκ (ω) , (4.31)
the real and imaginary components of both the refractive index and the dielectric function
are therefore related by:
ε1 = n
2 − κ2 (4.32)
ε2 = 2nκ. (4.33)
The components of the refractive index can then be used to define both the absorption
coefficient, α (ω):
α (ω) =
2κω
c
(4.34)
and the reflection coefficient R (ω):
R (ω) =
∣∣∣∣1−N1 +N
∣∣∣∣2 = (n− 1)2 + κ2(n+ 1)2 + κ2 . (4.35)
Finally, one can define the energy loss function as:
Im
{ −1
ε (ω)
}
. (4.36)
For high energies this becomes approximately equal to the imaginary component of the
dielectric function.
From these relations it is clear that the dielectric function plays a key role, in that
it can be related to a range of other optical properties. This means that the dielectric
function can be extracted from experimental results even when other quantities, such as the
absorption and reflection coefficients, which might be easier to determine experimentally,
have been directly measured. See e.g. [152,165] for more information on optical properties
of materials.
4.3 Summary
In this chapter we have introduced the topic of spectroscopy, in particular those types of
spectroscopy which are caused by electronic excitations, and have highlighted the impor-
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tance of theoretical spectroscopy in the interpretation of experimental results. We have also
described the method we will be using to calculate optical absorption spectra, and given a
brief discussion of alternative methods. In Chapter 6 we will present further details relating
specifically to the implementation in onetep.
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Basis sets and band structures
In order to evaluate the strengths and weaknesses of the different methods for calculating
conduction states in onetep, a toy model was created within which three methods were
implemented. This toy model was aimed at imitating the main components of onetep
whilst remaining as simple as possible. The existence of a simple model also allowed the
comparison of two different methods of calculating band structures, in particular their
strengths and weaknesses when applied within an imperfect basis set. Using this simple
model it was possible to identify some of the problems caused by “bad” basis sets, which
in onetep will correspond to NGWFs which have not been sufficiently well optimized, or
to an inadequate number of NGWFs, or to NGWFs with radii which are not big enough.
To this end, we have created a number of localized basis sets, restricting ourselves to
the simplest case of nearest neighbour overlap. Whilst this proved to be insufficient for the
accurate re-creation of band structures for simple one-dimensional potentials, interesting
insights were gained into the requirements of a good basis set. The less strictly localized
B-spline functions were used as an example of a “good” basis set.
Within this chapter we will therefore introduce the different localized basis sets, and
compare the results for one-dimensional band structures based on two different potentials.
We will also present the two methods for band structure calculation and identify cases for
which one method might be preferable over another.
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5.1 Localized basis sets
As previously discussed, one of the central concepts in linear-scaling DFT is the use of
a localized basis set, as this enables the exploitation of the underlying nearsightedness
of electronic systems. We have therefore considered a number of simple model basis sets
which are as localized as possible. As discussed in Section 3.3, it is important to maintain
a tensorially correct form when nonorthogonal basis sets are used. The wavefunction |ψn〉
will therefore be written as:
|ψn〉 = cαn|φα〉 (5.1)
in terms of the basis functions {|φα〉} and we will be solving the generalized Schro¨dinger
equation:
Hβαc
α
n = EnSβγcγn, (5.2)
where H and S are the Hamiltonian and overlap matrices respectively and we have used
the Einstein summation convention for Greek indices. As with the rest of this work, we
apply periodic boundary conditions and use atomic units throughout this Chapter.
5.1.1 Nearest neighbour basis sets
Basis set definitions
We have considered five one-dimensional basis sets which are localized to nearest neighbour
overlap only. They are each constructed from a single function φ0 (x), which is translated
by an integer multiple of some length x0 to find the basis functions φα (x), such that:
φα (x) = φ0 (x− αx0) , (5.3)
where x0 = L/N , N being the number of basis functions in the system and L being the
length of the unit cell. The matrix elements are calculated using the following definitions
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for the overlap Sαβ, momentum Pαβ and kinetic energy Tαβ matrix elements :
Sαβ =
∫ ∞
−∞
φα (x)φβ (x) dx (5.4)
Pαβ = i
∫ ∞
−∞
φα (x)
dφβ (x)
dx
dx (5.5)
Tαβ = −1
2
∫ ∞
−∞
φα (x)
d2φβ (x)
dx2
dx. (5.6)
As they only overlap with nearest neighbours and the function at each site is simply the
translation of that at an adjacent site, we need only consider S0, S1, T0, T1, P0 and P1,
where the suffix “0” denotes the integral over a given function with itself, and the suffix “1”
denotes the integral over a function with its nearest neighbour. For uniformly distributed
basis functions these matrix elements will be independent of the site under consideration.
As well as the five nearest neighbour basis sets, B-splines [188] were also studied for
comparison; they have an overlap up to and including third nearest neighbours, and hence
are less localized but are known to give accurate results. They are defined as follows, where
c is a normalization constant:
φ0(x) =

c
[
1− 3
2
(
x
x0
)2
+ 3
4
(
|x|
x0
)3]
if 0 ≤ |x| ≤ x0
c
[
1
4
(
2− |x|
x0
)3]
if x0 ≤ |x| ≤ 2x0
.
The function definitions and matrix elements for each of the five basis sets studied are
given in Table 5.1. They are shown graphically in Figure 5.1, including B-splines, and the
sum over basis functions is also depicted. This can give an indication of how accurately
the functions are likely to be able to represent the eigenfunctions of a given system, where
those basis sets which sum to a constant, i.e. the B-splines and the mirrored basis set
(which was specifically constructed to do so), are more likely to better represent a plane-
wave for example, and therefore might be expected to give more accurate results. On the
other hand, the basis sets which have very defined cusps would be less likely to accurately
represent a plane-wave, but might be better suited to other systems, for example those
which are very tightly bound.
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Name Definition of φ0 (x) S1 T0x
2
0 T1x
2
0
P1x0
i
Orthog. (x2 − x20) (x2 − λ2x20)H (x20 − x2) 0 2.83 −1.23 0.40
Cusp
free
(x2 − x20)2H (x20 − x2) 103512 32 − 93128 369512
Extra
cusps
[(−|x0|+ 3x04 )2 − x2016 ] if 0 ≤ |x| ≤ x0 − 18 354 15532 − 58
Orthog.
splines

[
1− 210x2
13x20
+ 280|x|
3
13x30
]
if 0 ≤ |x| ≤ x0
2[
18
13
− 108|x|
13a
+ 162x
2
13a2
− 72|x|3
13x30
]
if x0
2
≤ |x| ≤ x0
0 24.97 6.02 0.93
Mirrored

[
1− 2x2
x20
]
if 0 ≤ |x| ≤ x0
2[
2
(
1− 2|x|
x0
+ x
2
x20
)]
if x0
2
≤ |x| ≤ x0
7
46
40
23
− 20
23
15
23
Table 5.1: Basis set definitions and matrix elements for the nearest neighbour basis sets,
where the basis functions are written in the form φα (x) = φ0 (x− αx0) with x0 being some
lattice width. H (x) is the Heaviside function. The normalization constant c has been
omitted. For the orthogonal basis λ = 0.716; the cusp free basis has the same form but
with λ = 1. Note P0 is always zero as the functions are all symmetric, and the matrix
elements are normalized such that S0 = 1.
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 0
-2x0 -x0 x0 2x0 0
(a) Orthogonal
 0
-2x0 -x0 x0 2x0 0
(b) Cusp free
 0
-2x0 -x0 x0 2x0 0
(c) Extra cusps
 0
-2x0 -x0 x0 2x0 0
(d) Orthogonal splines
 0
-2x0 -x0 x0 2x0 0
(e) Mirrored
 0
-2x0 -x0 x0 2x0 0
(f) B-splines
Figure 5.1: Basis functions and the sum over basis functions for the five nearest neighbour
basis sets and B-splines. The basis functions are shown in colour and the sum over functions
is shown in black.
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Band Correct
values
Orthog. Cusp free Extra
cusps
Orthog.
splines
Mirrored
2 19.74 48.46 20.64 150.02 237.73 26.32
4 78.96 193.81 82.58 600.08 950.85 105.28
6 177.65 436.02 185.82 1350.21 2139.18 236.89
Correction N/A 60576 5348 -120000 2067712 0
Table 5.2: Eigenvalues for selected low energy bands compared to the correct values cal-
culated for N = 400. These have been adjusted to make the first eigenvalue zero, and the
size of the applied correction is also shown. For all the bands shown, the B-spline values
agreed with the correct values to within 2dp.
Results
Once the appropriate matrix elements have been calculated, the Hamiltonian and overlap
matrices can be constructed. Initially a zero potential system was considered, so that
the Hamiltonian was just the kinetic energy matrix. The resulting generalized eigenvalue
equation was then solved by direct diagonalization.
A system size of length L = 1 Bohr was used, and in each case N = 400 basis functions
was deemed sufficient to reach the required level of convergence. The resulting eigenvalues
were then compared to the correct values, for which a summary is given in Table 5.2 of
selected eigenvalues for each basis set. To facilitate easier comparison with the true results,
the eigenvalues are shifted by some fixed amount so that the lowest eigenvalue equals zero.
The B-spline results are omitted, as they agree with the correct results to within the level of
precision shown. The same trends were observed when testing with a non-periodic system,
but with much slower convergence.
Of all the basis sets, only the B-splines give the correct free-electron eigenvalues, as
they were expected to. Amongst the nearest neighbour basis sets, two show the greatest
agreement with the expected results; the mirrored basis is the only one to have the lowest
band pass through zero and so requires no additional shifting of eigenvalues, and the cusp-
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free basis has the closest values to the true eigenvalues once a shift is applied. All the
other basis sets give band structures that are shifted from zero by, in some cases, very
large energies, and the spacing of the bands vastly disagrees with the expected results,
with increasing errors as the band index increases.
5.1.2 The requirements for a good basis set
The effect of cusps
The results for the different basis sets have been compared with the aim of determining
the features that are required for a “good” basis set, i.e. one which gives accurate results
without requiring an excessively large number of basis functions. To this end, it is inter-
esting to compare the orthogonal basis set with the cusp-free variation, as they both have
the same definition and differ only in the value of the parameter λ which is chosen. The
cusp-free variation gives much better results, which implies that the existence of cusps is
undesirable. This is due to the discontinuity in the first derivative, which will become a
Dirac-δ function in the second derivative and thus result in very large terms in the kinetic
energy. This observation is further supported by the fact that the basis set with extra
cusps is even further from the expected results. Therefore, as predicted by their ability
to represent a constant, cusps are undesirable, at least for the zero potential system con-
sidered here. This effect is particularly relevant to onetep, as the NGWF optimization
process can result in the appearance of kinks at the edge of the localization regions. It
is therefore likely that the presence of these kinks will result in decreased accuracy in the
energy eigenvalues calculated in such an NGWF basis.
This effect of cusps can be better understood by considering the Fourier transform of
a function:
f˜ (k) =
1√
2pi
∫ ∞
−∞
f (x) eikxdx. (5.7)
For a function f (x) which has a discontinuous nth derivative this Fourier transform can be
expressed as follows by integrating by parts n times, using the fact that any function f(x)
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must equal 0 as x→ ±∞ for f˜ (k) to exist:
f˜ (n) (k) =
1√
2pi
∫ ∞
−∞
f (n) (x) eikxdx (5.8)
=
1√
2pi
[









:
0[
f (n−1) (x) eikx
]∞
−∞ − (ik)
∫ ∞
−∞
f (n−1) (x) eikxdx
]
(5.9)
=
− (ik)√
2pi
[









:
0[
f (n−2) (x) eikx
]∞
−∞ − (ik)
∫ ∞
−∞
f (n−2) (x) eikxdx
]
(5.10)
= · · · = ± (ik)n f˜ (k) . (5.11)
As f (n) (x) is discontinuous, we also know that:
f˜ (n) (k) ∼ 1
k
, (5.12)
for large k, from the Fourier Transform of the Heaviside function. Therefore:
f˜ (n) (k) ∼ (ik)n f˜ (k) ∼ 1
k
(5.13)
⇒ f˜ (k) ∼ 1
kn+1
. (5.14)
This means that the integral for kinetic energy in Fourier space will be:
k.e. ∼
∫
1
kn+1
k2
kn+1
dk (5.15)
∼
∫ (
1
kn
)2
dk. (5.16)
For good convergence of this integral the first derivative therefore needs to be continuous,
and for even better convergence, which is desirable, the second derivative would also need
to be continuous, i.e. in the previous derivation n > 1. This partially explains why the
B-splines give such an accurate answer, as they are continuous up to the second derivative
and thus rapid convergence would be expected.
There is one situation in which cusps might not affect the accuracy, when used in the
finite element method [189]. However, in this case, more than one type of basis function is
used, such that the total number of different types of functions is equal to the maximum
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degree of the polynomial. This means that, for a quadratic basis, for example, there will
be two different basis functions, so that whenever any cusp arises all the other functions
at that site are zero and hence the effect of the Dirac-δ function will be cancelled. See
Figure 5.2 for an example.
 0
-2x0 -x0 x0 2x0 0
Figure 5.2: Example of a one-dimensional quadratic finite element basis, with the basis
elements shown in colour, and the sum over basis functions in black. As can be seen, all
other basis functions are zero at the site of a cusp, and the extra functions further balance
out the effect of the cusps so that the sum is constant.
Shifting of the eigenspectrum
Another effect worth studying is the discrepancy between the calculated and correct values
for the lowest eigenvalue, into which insight can be gained by considering the coefficients
of the eigenvector. The energy eigenvalue for the lowest band should be equal to zero, and
all the coefficients cα0 should be equal. Referring back to the definition of the wavefunction
in terms of the coefficients in Equation 5.1, we can write:
N∑
α=1
|cα0 |2 = N |c0|2. (5.17)
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For the eigenfunction to be normalized, it then follows that:
N |c0|2 = 1 (5.18)
⇒ c0 = 1√
N
=
√
x0
L
. (5.19)
The corresponding eigenvalue can be found by taking the expectation value of the kinetic
energy operator for the lowest eigenvalue E0:
E0 =
∑
αβ
cα0 c
β
0Tαβ (5.20)
=
∑
αβ
Tαβ
x0
L
(5.21)
=
x0
L
N
∑
β
Tαβ, (5.22)
as the sum over elements in a row will be the same for each row. The eigenvalue should be
equal to zero, therefore this leads to the following condition on the kinetic energy matrix
elements: ∑
β
Tαβ = 0. (5.23)
No assumptions were made concerning the number of nearest neighbours, hence this con-
dition applies equally to the nearest neighbour basis sets and the B-splines. As expected,
it is obeyed by both the B-splines and the mirrored basis set, explaining why those band
structures pass through zero as they should. Furthermore, for the orthogonal basis set this
sum gives the exact energy value for the lowest band. For the other basis sets, however,
there is still some additional shifting which needs further investigation.
It seems logical to consider next the mirrored basis set, as it fulfils this condition and
so should be the easiest to understand. One consideration is how well the basis represents
the eigenfunctions. It has been shown that the individual basis functions sum to zero, and
it therefore seems likely that they can accurately represent a plane-wave, which can be
verified by plotting the eigenfunctions as represented within the basis set.
Figure 5.3 shows the real part of an example eigenfunction for the mirrored basis. As
shown in the magnified insert, the representation is not perfect, however as N is increased
the curve becomes increasingly smooth, and thus will eventually become sufficiently smooth
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-1.0
-0.5
0.0
0.5
1.0
1.5
0.0 0.2 0.4 0.6 0.8 1.0
-1.410
-1.405
-1.400
0.500 0.505 0.510
Figure 5.3: The real part of the third lowest eigenfunction for the mirrored basis set for
N = 400. The insert shows a magnified section, where the points are those at which a
basis function is centred, and the line is the real space representation of the basis.
for any required level of accuracy. Therefore the problem is not with the eigenfunctions,
which are guaranteed to respect the translational symmetry of the problem, due to the
manner in which the Hamiltonion is constructed. Rather it will be more useful to look
more closely at the eigenvalues of the system as compared to the correct values. We first
however observe that an inflection point can be seen between the points at which the
basis functions are centred (in the insert of Figure 5.3). This is due to the construction
of symmetric nearest neighbour basis sets, which must necessarily have zero curvature at
the point half way between neighbouring functions and zero slope at their centre points,
unless one has introduced a cusp.
Referring back to Table 5.2, we can observe that the eigenvalues for the mirrored basis
are approximately 4
3
times the correct value, a relationship which becomes increasingly
exact as N is increased. The origins of this factor are not immediately obvious but a
possible explanation becomes apparent when looking at the matrix elements before they
are normalized, as shown in Table 5.3.
Looking at these values suggests that the factor of 4
3
could be from the kinetic energy
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S0 S1 T0x
2
0 T1x
2
0
P1x0
i
23
30
7
60
4
3
− 2
3
1
2
Table 5.3: Matrix elements for the mirrored basis set before normalization
matrix elements. If the T0 matrix element is arbitrarily changed to 1/x
2
0, keeping the
relationship with T1 as defined from the condition in Equation 5.23 and without changing
any of the other matrix elements or re-normalizing, this does indeed correct the problems
in the eigenspectrum, reproducing the expected free electron energies. Returning to the
normalized matrix elements, it has been observed that this change to the matrix elements
satisfies the following relationships:
T0x
2
0 = S0 + 2S1 (5.24)
T0x0 = 2
P1
i
. (5.25)
A derivation for the first of these relationships is given in Section 5.2.4. By arbitrarily
defining sensible values for S0 and S1 and using these relationships to generate the rest
of the matrix elements, a close approximation to the correct energy spectrum can always
be achieved. However, they appear to be specific to nearest neighbour only basis sets, as
B-splines do not follow the generalized relation
∑
β Sαβ = T0x
2
0. Furthermore, there seems
to be no simple low order piecewise polynomial basis that satisfies the required conditions,
implying that a nearest neighbour basis set is overly simplistic and unlikely to easily give
accurate results.
In order to gain further insight into the reasons for the inaccurate eigenspectra generated
with the different nearest neighbour basis sets, it is necessary to consider the eigenspectrum
away from the Γ-point, and so we first turn to the calculation of band structures.
5.2 Generating band structures
We present here two methods for calculating band structures with localized basis functions.
The presentation is limited to one dimension, for systems with local periodic potentials,
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however it can easily be extended to three dimensional systems with non-local potentials.
Both are based on Bloch’s theorem, the derivation for which was given in Section 2.3.2,
however for convenience we reproduce both versions here in one dimension, where L is the
length of the unit cell:
ψnk (x+ L) = e
ikLψnk (x) (5.26)
and
ψnk (x) = e
ikxunk (x) . (5.27)
5.2.1 k · p style method
We call the first method for band structure calculation the k · p style method, as it re-
lates to k · p perturbation theory. For this method we start from the second version of
Bloch’s theorem (5.27) and proceed by defining periodic function unk (x) as a sum over
basis functions, {φα (x)} with a set of k-dependent coefficients {cαnk}:
unk (x) = c
α
nkφα (x) . (5.28)
We are able to define a Hamiltonian which is dependent on k, starting from the original
Schro¨dinger equation and proceeding as follows.
We first re-state the Schro¨dinger equation and substitute in our definition of the wave-
function in terms of uik (x):
Hˆψnk (x) = Enkψnk (x) (5.29)
⇒ Hˆeikxunk (x) = Enkeikxunk (x) . (5.30)
Premultiplying by e−ikx, we can then define a k-dependent Hamiltonian:
e−ikxHˆeikxunk (x) = Enkunk (x) (5.31)
⇒ Hˆ (k) unk (x) = Enkunk (x) . (5.32)
In order to work out the correct form of this new Hamiltonian, we first insert our definition
of unk (x) in terms of the basis functions and re-write the eigenvalue equation in integral
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form: ∫ L
0
φ∗α (x) e
−ikxHˆeikxcβnkφβ (x) dx = Enk
∫ L
0
φ∗α (x) c
β
nkφβ (x) dx (5.33)
⇒ Hαβ (k) cβnk = EnkSαβcβnk. (5.34)
By writing the Hamiltonian operator as a sum of the kinetic and potential energy operators,
we can thus derive a form for the k-dependent Hamiltonian:
Hαβ (k) =
∫ L
0
φ∗α (x) e
−ikx
(
Tˆ + Vˆ
)
eikxφβ (x) dx (5.35)
=
∫ L
0
φ∗α (x) e
−ikx
(
−1
2
d2
dx2
+ V (x)
)
eikxφβ (x) dx (5.36)
=
1
2
k2
∫ L
0
φ∗α (x)φβ (x) dx− ik
∫ L
0
φ∗α (x)
dφβ
dx
dx (5.37)
−1
2
∫ L
0
φ∗α (x)
d2φβ
dx2
dx+
∫ L
0
φ∗α (x)V (x)φβ (x) dx. (5.38)
Returning to the matrix element definitions in Equations 5.4, 5.5 and 5.6, and introducing
an equivalent definition for the potential matrix elements, which we shall denote Vαβ, we
have:
Hαβ (k) =
1
2
k2Sαβ − kPαβ + Tαβ + Vαβ. (5.39)
Therefore, in order to generate a band structure, Equation 5.34 should be solved for a
number of different k values, generating the Hamiltonian according to Equation 5.39. For
the nearest neighbour basis sets, the Hamiltonian matrix will have the following tridiagonal
structure: 
H0 H1 0 0 H
∗
1
H∗1 H0 H1 0 0
0 H∗1 H0 H1 0
0 0 H∗1 H0 H1
H1 0 0 H
∗
1 H0
 , (5.40)
where the corner elements are present to enforce periodic boundary conditions and the
basis functions are considered to be fully periodic, as demonstrated by Figure 5.4(a).
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k · p perturbation theory
The name of this method derives from k · p perturbation theory, where the dependence of
the Hamiltonian on k is treated as a perturbation due to taking a small step in reciprocal
space δk. Again following Bloch’s theorem, the Hamiltonian is defined (in one dimension)
as:
Hˆ (k) = e−ikxHˆeikx. (5.41)
The perturbation to the Hamiltonian can be found via a Taylor expansion of the exponen-
tials in Equation 5.41 such that:
∆Hˆ (k) = Hˆ (k + δk)− Hˆ (k) (5.42)
= e−ikx
(
iδk
[
Hˆ, x
]
− 1
2
(δk)
2
[[
Hˆ, x
]
, x
]
+O (δk3)
)
eikx
and likewise for the overlap operator Sˆ, should one be present. This can then be com-
pared with the general expressions for first and second order changes in energy given a
perturbation in both Hˆ and Sˆ, for example:
E (1)n = 〈ψ(0)n |∆Hˆ (1) − E (0)n ∆Sˆ(1)|ψ(0)n 〉, (5.43)
where {|ψ(0)n 〉} are the eigenfunctions of the original, unperturbed system.
The first and second order expressions for energy can then be used to find information
about the shape of a given band structure around the Γ-point without having to solve the
matrix equation at a number of different k values, making it a useful method when detailed
knowledge of the entire band structure is unnecessary. For a more detailed derivation and
an example of its usefulness see [46, 51].
This differs from our method in that k ·p perturbation theory uses the information at a
single k-point to calculate the eigenvalues at a neighbouring point. Our k ·p style method,
on the other hand, uses the same principle to construct a new Hamiltonian at each k-point,
and thus calculate the eigenvalues without resorting to the use of perturbation theory.
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5.2.2 Tight-binding style method
The second method is based on the first statement of Bloch’s theorem (Equation 5.26) and
results in an expression for the wavefunction which relates to that used in tight-binding.
Unlike the k · p style method, the basis functions are not considered to be fully periodic
functions with a repeat length of the unit cell, rather each basis function is separate and
fully localized, as demonstrated by Figure 5.4(b). Following Bloch’s theorem, we can form
a set of k-dependent extended basis functions {φ′αk (x)} by summing over the original basis
functions {φα (x)}:
φ′αk (x) =
∑
m
φα (x−mL) eikmL. (5.44)
The wavefunction can then be written as an appropriately weighted sum over these new
basis functions in the following manner:
ψnk (x) = c
α
nkφ
′
αk (x) (5.45)
=
∑
m
cαnkφα (x−mL) eikmL, (5.46)
which, by construction, must agree with Bloch’s theorem. We can also relate this to the
second version of Bloch’s theorem by writing:
ψnk (x) = e
ikxe−ikx
∑
m
cαnkφα (x−mL) eikmL (5.47)
= eikx
∑
m
cαnkφα (x−mL) e−ik(x−mL), (5.48)
so that the periodic function unk (x) is:
unk (x) =
∑
m
cαnkφα (x−mL) e−ik(x−mL). (5.49)
Using these definitions, we can determine the form of the Hamiltonian and overlap
matrix elements, starting again from the appropriate Schro¨dinger equation:
Hˆψnk (x) = Enkψnk (x) (5.50)
⇒ Hˆ
∑
m
cαnkφα (x−mL) eikmL = Enk
∑
m
cαnkφα (x−mL) eikmL. (5.51)
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 0
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φNφ1φ2  
(a) k · p style basis functions.
 0
0 L
φ0φ1φ2  φNφN+1φN+2
(b) Tight-binding style basis functions.
Figure 5.4: Schematics demonstrating the difference in the definition of the basis functions
in the two methods for band structure calculation. For the k ·p style method the functions
centred at x = 0 and x = L are a single function, whereas with the tight-binding style
method they are two separate functions. Therefore for the tight-binding style method
when calculating overlap and Hamiltonian matrix elements within the unit cell between
for example φ1 and φN , a phase factor must be included to translate φN to x = 0.
Premultiplying by the extended k-dependent basis function and integrating over the unit
cell, we then have:∫ L
0
∑
p
φ∗α (x− pL) e−ikpLHˆ
∑
m
cβnkφβ (x−mL) eikmLdx
= Enk
∫ L
0
∑
p
φ∗α (x− pL) e−ikpL
∑
m
cβnkφβ (x−mL) eikmLdx (5.52)
⇒
∑
pm
e−ikL(p−m)cβnk
∫ L
0
φ∗α (x− pL) Hˆφβ (x−mL) dx
= Enk
∑
pm
e−ikL(p−m)cβnk
∫ L
0
φ∗α (x− pL)φβ (x−mL) dx. (5.53)
As the basis functions are highly localized, only those basis functions right at the edge of
the unit cell will overlap with those in other unit cells, so except for these matrix elements,
when p 6= m both Hαβ and Sαβ will equal zero. For the nearest neighbour basis sets, the
only exception will be between φ1 (x) and φN (x+ L), which will be calculated via the
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relation:
HN1 =
∑
pm
e−ikL(p−m)
∫ L
0
φ∗N (x− pL) Hˆφ1 (x−mL) dx (5.54)
= eikL
∫ L
0
φN (x+ L) Hˆφ1 (x) dx (5.55)
and similarly for the overlap matrix. As with the k ·p style method, the matrices Hαβ and
Sαβ are constructed for different k-points and the generalized eigenvalue equation is then
solved to calculate a band structure.
5.2.3 Free electron band structures
Having previously calculated the eigenvalues at the Γ-point only, band structures were now
calculated for all the basis sets using both methods. The aim was both to compare the two
methods of band structure calculation, and to further understand the criteria for a good
localized basis set. The band structures for the orthogonal, cusp-free and mirrored basis
sets are compared to the correct zero potential band structure in Figure 5.5, using N = 400
basis functions in a unit cell of size L = 1 Bohr. The B-spline results were indistinguishable
from the correct results and the orthogonal splines and extra cusps results showed similar
disagreements with the true band structure to the other nearest neighbour basis sets.
Despite the clear differences from the correct band structure for the nearest neighbour
basis sets, some conclusions can be drawn about the differences between the methods
for band structure calculation. Notably, the k · p style method gives a more accurate
representation of the shape of the bands, whereas the tight-binding style method forces
the bands to meet at the Brillouin zone boundary due to the inherent periodicity of the
method. Therefore, for incomplete basis sets the k · p style method appears to be more
applicable when the shape of a given band is required to be accurate, whereas the tight-
binding style method would be better when the study of band gaps is more important.
5.2.4 Further requirements for a good basis set
Following on from earlier analysis in Section 5.1.2, the discrepancies between the calculated
band structures in the nearest neighbour basis sets and the correct result allow one to gain
further insight into the requirements for a good basis set. Given that the translational
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(a) Orthogonal basis set.
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(b) Cusp-free basis set.
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(c) Mirrored basis set.
Figure 5.5: Band structures for a zero potential system for three nearest neighbour basis
sets calculated using both the k · p and tight-binding (t-b) methods, with N = 400. The
basis set results are translated vertically by the values given in Table 5.2 for comparison
with the correct result, which is indicated by the dotted lines.
92
CHAPTER 5. BASIS SETS AND BAND STRUCTURES
symmetry of the problem leads to the solutions being plane-waves of the form eiqmx0 where
qL = 2pin, one can analytically solve the eigenvalue problem for both methods for a nearest
neighbour basis set.
k · p style method
For the k · p method in an orthogonal basis this gives the following expression for the
energy of a given band Enk:
Enk = 1
2
k2 + T0 + 2T1cos
(
2pin
N
)
+ 2P1sin
(
2pin
N
)
. (5.56)
Requiring the lowest band n = 0 to have zero energy at the Γ-point, we again recover the
condition T0+2T1 = 0 . This also highlights the fact that there is no inherent periodicity in
the band structure calculated using this method, as there is no dependence on the length
of the unit cell and therefore no periodicity equivalent to the Brillouin zone.
Repeating this simple analysis for a non-orthogonal basis gives:
Enk =
1
2
k2
[
S0 + 2S1cos
(
2pin
N
)]
+ T0 + 2T1cos
(
2pin
N
)
+ 2P1sin
(
2pin
N
)
k
S0 + 2S1cos
(
2pin
N
) , (5.57)
which gives no new information when considering the lowest band, assuming as before that
T0 + 2T1 = 0.
Tight-binding style method
An equivalent analysis for the tight-binding style method gives the following energy ex-
pression:
Enk = T0 + 2T1cos
(
kx0 +
2pin
N
)
. (5.58)
This clearly has a periodicity in the Brillouin zone which is dependent on the width of the
basis functions x0 and therefore also the length of the unit cell, as L = Nx0. However, to
demonstrate free electron dispersion of the lowest band around the Γ-point, the following
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approximation to this expression can be made:
E0k = T0 + 2T1cos (kx0) (5.59)
= (T0 + 2T1)− 2T1 (1− cos (kx0)) (5.60)
' (T0 + 2T1)− T1x20k2, (5.61)
therefore implying that:
T1x
2
0 = −
1
2
. (5.62)
For a non-orthogonal basis we have:
Enk =
T0 + 2T1cos
(
kx0 +
2pin
N
)
S0 + 2S1cos
(
kx0 +
2pin
N
) , (5.63)
which, following the same simplification, then Taylor expanding the denominator up to
second order in k gives:
E0k ' (T0 + 2T1)− T1x
2
0k
2
(S0 + 2S1)− S1x20k2
(5.64)
' (T0 + 2T1)
(S0 + 2S1)
(
1− T1
T0 + 2T1
x20k
2
)(
1 +
S1
S0 + 2S1
x20k
2
)
(5.65)
' T0 + 2T1
S0 + 2S1
− x20k2
[
T1
S0 + 2S1
− S1 (T0 + 2T1)
(S0 + 2S1)
2
]
(5.66)
' −x20k2
T1
S0 + 2S1
, (5.67)
once again using the previous condition of T0 + 2T1 = 0. Therefore this gives S0 + 2S1 =
−2T1x20, so that for example in the orthogonal case −2T1x20 = 1⇒ T1x20 = − 12 , as already
found. This is consistent with the original relationships, although it implies that the
fundamental relationship is between T1 and the overlap matrix elements, not T0 as originally
suggested.
Verification of the analysis
These expressions were tested by comparing the numerical and analytical results for the
mirrored basis and the cusp-free basis. Excellent agreement was obtained between the
94
CHAPTER 5. BASIS SETS AND BAND STRUCTURES
predicted band structures and those obtained by solving the eigenvalue problem using
direct diagonalization. The new conditions derived were used to define a set of matrix
elements for an ideal basis, with S0 =
3
5
, S1 =
1
5
, P1 =
i
2x0
, T0 =
1
x20
and T1 = − 12x20 ,
which gave the correct band structure as expected, however these matrix elements do not
necessarily correspond to a real basis set.
These relationships can be generalized to a non-nearest neighbour basis set using the
same procedure as above for the tight-binding based method, which will give the following
for E0k:
E0k = T0 + 2T1cos (kx0) + 2T1cos (2kx0) + 2T3cos (3kx0) + · · ·
S0 + 2S1cos (kx0) + 2S2cos (2kx0) + 2S3cos (3kx0) + · · · (5.68)
'
∑
β Tαβ − 12x20k2
∑
β β
2Tαβ∑
β Sαβ − 12x20k2
∑
β β
2Sαβ
(5.69)
' −
1
2
x20k
2
∑
β
β2Tαβ∑
β Sαβ
(5.70)
⇒
∑
β
Sαβ = −x20
∑
β
β2Tαβ. (5.71)
This relationship holds true for the B-splines, and also gives the correct band structure
when used to arbitrarily define matrix elements within the tight-binding based method.
However, some generalization is still needed to find a condition on the momentum matrix
elements (or prove Equation 5.25), which can probably only be achieved by considering
more than just the lowest band for the k ·p style method, for which the analysis would be
less straightforward. Furthermore, knowledge of the required relationships between matrix
elements does not guarantee the existence of such a basis, therefore it would seem likely
that B-splines are one of the simplest low-order piecewise polynomial localized basis sets
that are capable of accurately reproducing the free-electron band structure. This will be
verified by considering systems with simple potentials in the following Section.
5.2.5 Simple potentials
Two simple one-dimensional potentials were implemented in the test program; Kronig-
Penney [52] and Gaussian potentials. The Kronig-Penney potential is defined as:
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Figure 5.6: Example Kronig-Penney (red) and Gaussian (blue) potentials and band struc-
tures, calculated with N = 200 in the B-spline basis.
V (x) =
{
V0 if 0 < x < b
0 if b < x < b+ w
with a width w, height V0 and centred at b + w/2, so that the length of the unit cell is
L = b+w. The solution can be derived analytically [52], which provides a useful basis for
comparison. The Gaussian potential is defined as:
V (x) = V0e
− (x−b)
2
2c2 (5.72)
where V0 is the height, b defines the centre and c is related to the full width at half maximum
in the usual manner. Examples of both types of potential are shown in Figure 5.6, with
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Figure 5.7: The 7th and 8th bands for Kronig-Penney [left] and Gaussian [right] potentials
using an unconverged basis set with N = 10 B-spline functions, compared to the converged
result, which is depicted in black. Both the k · p and tight-binding (t-b) methods are
compared.
the corresponding band structures, as calculated in the B-spline basis.
In Figure 5.7, a small, unconverged set of B-splines is used to calculate the band struc-
ture using both methods for the two different types of potentials. The lack of convergence
highlights the difference between the methods, where the tight-binding method gives a bet-
ter approximation of the band gap and the k ·p method gives a better approximation of the
band shape. Whilst this behaviour agrees with earlier observations made for “bad” basis
sets in a zero potential system, in this case it is much more approximate, with neither the
correct gap nor the correct shape achieved with either of the two methods. This highlights
the need for good basis set convergence when calculating band structures. However, we do
note that the tight-binding style method gives a more faithful representation of the true
result, and would therefore probably be the better method to use in onetep.
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5.3 Summary
We have studied a number of nearest neighbour localized basis sets, including the consid-
eration of necessary conditions on a “good” basis set. In particular, it was determined that
the existence of cusps in the localized basis sets, which are similar to the kinks that can
occur in NGWFs in onetep at the edge of their localization regions, has a detrimental
effect on the accuracy of resulting band structures. Some conditions have been derived
for the matrix elements of a good basis set, however no nearest neighbour basis set was
found which satisfied all of these conditions, and it seems likely that a nearest neighbour
formulation is overly simplistic. Instead, B-splines, which are localized to third nearest
neighbours, were demonstrated to accurately reproduce band structures for all the systems
studied and so these have been adopted for the work in the following Chapter.
Two different methods for generating band structures using a localized basis set have
been investigated, a k · p perturbation theory based method and a tight-binding based
method. For a good basis set, which is fully converged, the two methods agree. However, for
an imperfect basis set or for an insufficient number of basis functions, there are significant
differences between the two methods. The k ·p method gives a better approximation of the
shape of the bands, however it can produce highly inaccurate band gaps. The tight-binding
based method, on the other hand, better enforces the correct periodicity and so achieves
more accurate results for gaps between bands. Whilst the calculated band shapes are less
accurate than with the k ·p style method, on average the tight-binding style method gives
better results.
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Conduction states: methods and
applications
As discussed in Section 3.4.5, the unoccupied Kohn-Sham states tend not to be well repre-
sented within the basis of NGWFs which are optimized during a ground state calculation.
Therefore it is necessary to optimize a second set of NGWFs to represent the unoccupied
states in a non self-consistent calculation. In this chapter we present three different meth-
ods for doing so and identify the projection method as the most promising. We go on to
describe the implementation of the projection method in onetep, including the description
of a scheme designed to avoid problems associated with local minima. We also describe
the application of the method to the calculation of optical absorption spectra in onetep.
6.1 The different methods
Possible methods for optimizing a new set of NGWFs to represent the conduction states
include the folded spectrum method [190,191], the shift-invert method [192] and the use of
a projection operator. These differ principally by the form of the eigenvalue equation they
attempt to solve to obtain the excited states. These were implemented in the toy model
described in the previous chapter and both the accuracy and efficiency of each method was
compared.
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folded spectrum projected spectruminverted spectrum
original
spectrum
Ereforiginal
spectrum
Eref original
spectrum
0
Figure 6.1: Schematics comparing the three methods for the calculation of unoccupied
states. The original spectrum is shown on the x-axis and the transformed spectrum on
the y-axis, with thick black curves depicting the relationship between the two sets of
eigenvalues. The occupied states are shown as red circles and the unoccupied states as
blue squares, with the reference energy arbitrarily chosen to be in the gap for the folded
spectrum and shift invert methods.
6.1.1 Folded spectrum
The folded spectrum method involves folding the energy spectrum of a matrix H around
a reference energy Eref, where the spectrum of H is found from the eigenvalue equation
Hx = Ex. This leads to a new eigenvalue equation which the eigensolutions of the original
equation also satisfy:
(H− ErefI)2 x = (E − Eref)2 x. (6.1)
The smallest eigenvalues of this new matrix are related to those of H nearest Eref, so that
by setting Eref to a value near the centre of the energy range covered by the conduction
states, they can be found by solving the new eigenvalue equation.
The transformed equation could be used to find the eigenvalues of the original equation
directly, as the eigenvalues of the new equation E ′ are defined in relation to E , such that
E ′ = (E − Eref)2. However in practice, one instead calculates x∗Hx, to avoid the need
for knowing whether or not the eigenvalues found correspond to those above or below the
reference energy in the original problem, i.e. whether to calculate E = Eref +
√E ′ (for the
case where E > Eref) or E = Eref −
√E ′ (for the case where E < Eref).
The folded spectrum method can also be generalized to account for the use of a non-
orthogonal basis set [193], giving the following:
(H− ErefS)S−1 (H− ErefS)x = (E − Eref)2 Sx. (6.2)
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This is illustrated by Figure 6.1, which contains a schematic showing the effect of the
folded spectrum method on a set of example eigenvalues. This method has been used
previously for example to study the conduction band minimum for Si within the tight-
binding method [194], as well as in studies of quantum dots [195,196].
6.1.2 Shift invert
Shift invert is another method of spectral transformation which can be used to find extremal
eigenvalues. It can also be used to convert a generalized eigenvalue equation to a standard
eigenvalue equation. Starting from the generalized eigenvalue equation Hx = ESx, the
following simple transformation can be made:
H−1Hx = EH−1Sx (6.3)
⇒ x = EH−1Sx (6.4)
⇒ H−1Sx = 1E x. (6.5)
Adding a reference energy in a similar manner to the folded spectrum method thus gives
the generalized shift invert equation:
(H− ErefS)−1 Sx = 1E − Erefx. (6.6)
As can be seen, this shift invert equation is now a standard, rather than a generalized
eigenvalue equation, which can be a very useful transformation. However, even if both
S and H are Hermitian, (H− ErefS)−1 S will not generally be Hermitian [197, 198], which
could result in decreased numerical efficiency. The most straightforward method of ensuring
that the transformed Hamiltonian is Hermitian is to pre-multiply by the overlap matrix,
giving:
S (H− ErefS)−1 Sx = (E − Eref)−1 Sx. (6.7)
For this case, the eigenvalues of the original matrix will be calculated in descending order,
starting from the reference energy, as demonstrated in Figure 6.1, which contains a diagram
showing the transformation of a set of example eigenvalues following the application of shift
invert. In order to correctly calculate the conduction states, the reference energy should
therefore be set between the highest required conduction band and the state immediately
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above (shift invert variant +). One way to avoid this problem is to multiply the new
Hamiltonian by minus one, reversing the order of calculation and therefore allowing the
conduction states to be calculated in ascending order starting from the LUMO, simply by
setting the reference energy to be just above the HOMO energy (shift invert variant -).
The shift invert method can suffer from stability problems, which can be reduced by
adding an imaginary component, iµ, to the reference energy, however this means that the
Hamiltonian once again loses its Hermiticity, creating the possibility of complex eigenval-
ues. This can be avoided by combining two shift invert transformations, such that a small
positive imaginary component is added to the reference energy for the first transforma-
tion and a negative component is added to the second, thereby eliminating all imaginary
components:
[H− (Eref − µi)S]x = (E − (Eref − µi))Sx (6.8)
⇒ [H− (Eref + µi)S]S−1 [H− (Eref − µi)S]x = (E − (Eref + µi))
× (E − (Eref − µi))Sx (6.9)[
HS−1H−HS−1 (Eref + µi)S− (Eref − µi)SS−1H
− (Eref − µi)SS−1 (Eref + µi)S
]
x = (E2 − 2ErefE
+ E2ref + µ
2)Sx (6.10)[
HS−1H− 2ErefH+ (E2ref + µ2)S
]
x = (E2 − 2ErefE
+ E2ref + µ
2)Sx. (6.11)
This can be rearranged to give the final generalized eigenvalue equation:
S [HS−1H− 2ErefH+ (E2ref + µ2)S]−1 Sx = (E − Eref)−2 x, (6.12)
where we have neglected the µ2 term from the eigenvalue denominator, as µ is very small.
In this case the eigenvalues appear in an unfavourable order, such that as the transformed
eigenvalues increase in energy, |E−Eref| decreases , i.e. the eigenvalues furthest from Eref will
be found first. Multiplying the Hamiltonian by minus one will reverse the order, returning
to the situation where eigenvalues closest to the reference energy are found first (shift invert
variant i). This resembles the folded spectrum method in that the conduction and valence
states again become mixed, and so a careful choice of reference energy is needed.
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6.1.3 Projection
The density operator is defined according to Equation 3.3, where we assume the fn to
be 1 for valence states and 0 for conduction states within the test program. The density
operator ρˆ is a projection operator onto the subspace of states occupied by the valence
states, so that projecting ρˆ onto Hˆ and solving the new eigenvalue equation will give only
the valence eigenstates. Alternatively, projecting with Iˆ − ρˆ, where for onetep the Iˆ is
defined in the underlying psinc basis, will leave only contributions from the conduction
states. This is illustrated in Figure 6.1, which contains a schematic demonstrating the
effect of projecting the Hamiltonian in this manner on a set of example eigenvalues. In
this way, a new eigenvalue equation could be solved to find the correct conduction states,
which for onetep will correspond to minimizing a set of conduction NGWFs with respect
to a total energy expression involving the projected Hamiltonian.
One problem which can arise due to the imposition of localization constraints during a
calculation is that Hˆ and ρˆ may not commute exactly, which will result in the projected
Hamiltonian no longer being Hermitian. This can be overcome by projecting twice, so that
the expression:
Hˆ − ρˆHˆρˆ (6.13)
is used to form the new projected Hamiltonian. However, projecting the Hamiltonian in
this manner leads to an energy spectrum where all the valence energies are equal to zero,
which is only desirable when all the conduction energies are negative and so more favourable
in energy than the zeroed valence states. To avoid this problem the energy spectrum is
shifted so that all the valence states become higher in energy than the required conduction
states. To guarantee that this shifting is sufficient, the shift must be greater than or equal
to the highest conduction energy. Conjugate gradients can easily be used to find a single
extremal eigenvalue, so we can use it to find the highest energy eigenvalue within the current
conduction NGWF basis. The shift must therefore be greater than this eigenvalue. The
projected Hamiltonian can be modified to include the shift, σ, so that the final operator
is:
Hˆ − ρˆ
(
Hˆ − σ
)
ρˆ. (6.14)
In practice, the shift σ is set to be higher than the highest conduction energy, so that in
general it remains constant even when there are changes in the highest eigenvalue, adding
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stability to the minimization process. If necessary, it can also be updated during the
calculation.
6.1.4 Results and discussion
These five methods were tested and compared for a system with a Kronig-Penney potential
using a block update preconditioned conjugate gradients method [199]. By applying the
appropriate level of preconditioning and selecting good choices for the reference energies,
the results in Table 6.1 were obtained. No shift was applied for the projection method.
In attempting to choose good values for the reference energies, it was verified that a poor
choice can result in significantly slower convergence. For all of the methods the total
conduction energies calculated were accurate to within 10−10 Ha of the correct result.
Method Avg. time Avg. number
taken (s) of iterations
Folded spectrum 2.39 182
Shift invert + 2.34 158
Shift invert - 2.23 170
Shift invert i 5.48 463
Projection 1.21 36
Table 6.1: Results for the different conduction methods, showing averages for time taken
and the number of iterations for a total of 100 calculations with randomly generated starting
guesses for the eigenvectors. Shift invert +, - and i refer to the three variants of the shift
invert method discussed in the text. The first form of the projection method was applied,
without the use of a shift.
The results show that the different methods are fairly similar in terms of both speed and
accuracy, with the projection method as the clear favourite. An important requirement
of the selected method is the need for linear-scaling. Whilst this is hard to test within
this basic implementation due to the lack of localization and sparse matrix multiplication,
it can be shown that with the appropriate level of preconditioning, the number of itera-
tions required for increasing system size remains approximately constant for the projection
method. Combined with the fact that the method mainly consists of matrix multiplica-
tions, it seems likely that favourable scaling could be achieved when implemented within
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local-orbital methods such as onetep.
The reason for the relatively large number of iterations required for the folded spectrum
method can be seen by considering the condition number, which will be higher for the folded
Hamiltonian. Using the approximate expression [71]:
κ ≈ (Emax − Emin)Egap , (6.15)
it is clear that the largest eigenvalue Emax will be much bigger for the transformed Hamil-
tonian, and thus so will the condition number, κ. Therefore when using an iterative mini-
mization scheme, convergence will be slower compared to solving the original equation.
For both the shift invert and folded spectrum methods, the choice of reference energy is
particularly important. For the folded spectrum method, for example, if it is too low then
unwanted valence states will be re-calculated, if it is too high then unwanted high energy
conduction states will need to be calculated in order to get the lowest conduction states.
Additionally a poor choice of reference energy will result in slower convergence for the shift
invert method. For example, if the reference energy is too close to a given eigenvalue, such
that the difference between Eref and E is very small compared to the distance to other
eigenvalues, the magnitude of the eigenvalue for the new system will be much greater than
all other eigenvalues. This will result in a high condition number, so care must be taken to
find a good reference energy. The projection method, however, has the advantage that no
reference energy is required and therefore it is more automatic. Additionally, the density
matrix is already calculated within a self-consistent ground state local-orbital calculation
and so can easily be reused.
For the case of all three methods, the accuracy of the conduction states will clearly
be affected by the accuracy with which the potential has been calculated. However, the
projection method will also be affected by the accuracy of the valence density matrix,
whereas the folded spectrum and shift invert methods will not. This will be particularly
significant when the localization and truncation approximations required for linear-scaling
behaviour are applied.
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6.1.5 Expanding the projection method
The methods outlined above were applied directly to the solution of an eigenvalue equation.
However in a onetep calculation, the system is solved using a density matrix scheme,
within the representation of a basis of NGWFs. It is therefore necessary to adapt the
methods described above for use within this context. As the projection method has proven
to be the most favourable, this is the one which has been further developed.
The general scheme for the projection method within the test program begins with
some initial ground state calculation analogous to that of onetep, incorporating a set
of NGWFs and a density matrix representation. Once the ground state calculation has
then been completed, some initial guess is formed for the conduction NGWFs, which can
either be random or an arbitrary set of Gaussian functions. From this initial guess, the
overlap, inverse overlap and Hamiltonian matrices are then generated by combining the
matrix elements from the underlying basis, in this case B-splines, which for the overlap
matrix for example would involve the following:
Sαβ = 〈φα|φβ〉 (6.16)
= diα〈bi|bj〉djβ (6.17)
= diαd
j
βsij, (6.18)
where Greek indices are used to denote the NGWF basis, Latin indices are used to denote
the underlying basis functions {|bi〉} and the Einstein summation convention has again
been used. The NGWFs are assumed to be real, and are related to the underlying basis
via:
|φα〉 = diα|bi〉. (6.19)
Before the Hamiltonian is generated, however, it must first be projected with Iˆ − ρˆ, to
effectively set all the eigenvalues associated with valence states to zero. Unlike the basic
adaptation used to calculate the results described in Section 6.1.4, however, the aim is to
only calculate the conduction states, rather than calculating the valence and conduction
states then projecting out the valence contribution. Therefore, the shift must be applied to
the Hamiltonian as described in Equation 6.14. Within the test program, this was initially
achieved by using conjugate gradients to find the highest eigenvalue, λ, of the underlying
basis and therefore defining the shift as σ = λ+δ, where δ is some small additional shift to
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ensure the highest conduction eigenvalue becomes negative. The underlying Hamiltonian
was then shifted such that h′ij = hij − σsij. The Hamiltonian of the underlying basis can
then be projected, so that when the Hamiltonian of the NGWF basis is calculated from
the underlying projected Hamiltonian, it will automatically be projected appropriately. In
fact, this method of projection corresponds to a shifting down of the conduction states,
rather than a shifting up of the valence states, i.e. the following Hamiltonian operator is
used: (
Hˆ − σ
)
− ρˆ
(
Hˆ − σ
)
ρˆ. (6.20)
This was selected within the test program due to the advantage of requiring the calcula-
tion of the largest eigenvalue and the projection of the Hamiltonian only once, however this
would be far less practical within the large basis of psincs used in onetep. Instead, the
Hamiltonian in the conduction basis must be projected directly, as described in the follow-
ing Section. In such a situation the original description of the shift is more advantageous,
due to a reduced number of matrix operations required and a more intuitive definition of
the total conduction energy.
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Figure 6.2: Demonstration of NGWF optimization in the test program, showing the change
for a system with 3 NGWFs calculating the eigenstate shown in black. The NGWFs start as
Gaussian functions (red) and adapt in such a manner that the final NGWFs (blue) resemble
the eigenstate within their localization regions, the boundaries of which are indicated by
the dotted black lines.
To further imitate the behaviour of onetep, the NGWFs in the test program were
localized within some user specified region, and truncation of the density kernel was also
included. Figure 6.2 shows an example of NGWF optimization in the test program; the
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NGWFs were initialized to Gaussian functions within their localization regions and follow-
ing the energy minimization process they approximately resemble the eigenfunction they
are aiming to represent.
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Figure 6.3: A band structure calculated for the Kronig-Penney potential. The correct result
(calculated using direct diagonalization in the B-spline basis) for the valence (conduction)
regime is indicated by the red (blue) lines. The results obtained using NGWFs optimized
for the valence (conduction) states are plotted as red squares (blue circles). As with
onetep, the valence regime accurately reproduces the valence band structure and the
lower lying conduction states, but fails to accurately represent the higher energy conduction
states. Using the projection method, the conduction NGWFs are able to successfully
reproduce the band structure in the conduction regime.
As with onetep, a combination of the purification transformation, canonical purifi-
cation and the LNV method were used to impose idempotency and minimize the energy
with respect to the DM. Using the above combination of methods, a band structure was
calculated for Kronig-Penney potential. As with onetep calculations, the valence NGWF
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basis functions were optimized in such a manner as to be able to accurately represent those
states designated as valence states, however they were not able to accurately reproduce the
correct band structure in the designated conduction regime, as shown in Figure 6.3. How-
ever, using the projection method to optimize a set of conduction NGWFs it was possible
to achieve excellent agreement with the correct result. Following the success of the imple-
mentation in the toy model, the projection method was then implemented in onetep, as
described in the following Section.
6.2 Implementation in ONETEP
6.2.1 Calculating conduction states
Two sets of NGWFs are now required, {|φα〉} for the valence states, and {|χα〉} for the
conduction states. The ground state onetep calculation already provides access to the
valence DM ρ and kernel K, overlap matrix Sφ and Hamiltonian Hφ. The additional
conduction matrices will be labelled as follows: Sχ is the conduction overlap matrix, T is
the rectangular valence-conduction cross overlap matrix defined as Tαβ = 〈φα|χβ〉,Hχ is the
(unprojected) conduction Hamiltonian, Hprojχ is the projected conduction Hamiltonian, Q
is the conduction DM andM is the conduction density kernel. These are all represented by
atom-blocked sparse matrices [16,140], such that all matrix-matrix operations are possible
in asymptotically linear-scaling computational effort, due to the strict truncation.
The final expression for the projected conduction Hamiltonian, including the shift, σ,
is therefore defined as:
(
Hprojχ
)
αβ
= 〈χα|Hˆ − ρˆ
(
Hˆ − σ
)
ρˆ|χβ〉 (6.21)
= (Hχ)αβ −
(
T †KHφKT
)
αβ
+ σ
(
T †KSφKT
)
αβ
The energy expression E = Tr
[
MHprojχ
]
can then be minimized by optimizing both the set
of conduction NGWFs and the conduction kernel. This follows the same general procedure
as a ground state onetep calculation, without the need for self-consistency or updating of
the density and potential. However, extra terms will be needed in the gradients for both
the NGWF and kernel optimization.
The total energy functional, including the LNV enforcement of idempotency, can be
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written:
Ω = Tr
[
3M˜SχM˜H
proj
χ − 2M˜SχM˜SχM˜H
proj
χ
]
(6.22)
= Tr
[(
3M˜SχM˜− 2M˜SχM˜SχM˜
) (
Hχ −T†KHφKT+ σT†KSφKT
)]
, (6.23)
where we have defined an auxiliary kernel, M˜, so that M = 3M˜SM˜ − 2M˜SM˜SM˜. The
derivative with respect to the conduction NGWFs is therefore:
∂Ω
∂〈χγ| = 3|χβ〉
(
M˜Hprojχ M˜
)βγ
− 2|χβ〉
(
M˜SχM˜H
proj
χ M˜
)βγ
−2|χβ〉
(
M˜Hprojχ M˜SχM˜
)βγ
+3Hˆ|χβ〉
(
M˜SχM˜
)βγ
− 2Hˆ|χβ〉
(
M˜SχM˜SχM˜
)βγ
−3|φβ〉
(
KHφKTM˜SχM˜
)βγ
+ 2|φβ〉
(
KHφKTM˜SχM˜SχM˜
)βγ
+3σ|φβ〉
(
KSφKTM˜SχM˜
)βγ
− 2σ|φβ〉
(
KSφKTM˜SχM˜SχM˜
)βγ
, (6.24)
which can more succinctly be written as:
∂Ω
∂〈χγ| = Hˆ|χβ〉M
βγ + |χβ〉Qβγ − |φβ〉 (KHφKTM)βγ + σ|φβ〉 (KSφKTM)βγ , (6.25)
with:
Q = 3M˜HχM˜− 2M˜SχM˜HχM˜− 2M˜HχM˜SχM˜. (6.26)
The tensorially correct gradient can then be found via:
gγ =
∂Ω
∂〈χα| (Sχ)αγ . (6.27)
An additional factor of 2 is required to account for the NGWFs being real and in practice
we actually need the gradient with respect to the NGWF coefficients, which can be easily
found from the above expression.
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The gradient with respect to the (auxiliary) conduction kernel is:
∂Ω
∂M˜γβ
= 6
(
SχM˜H
proj
χ +H
proj
χ M˜S
)
βγ
−4
(
SχM˜SχM˜H
proj
χ + SχM˜H
proj
χ M˜Sχ +H
proj
χ M˜SχM˜Sχ
)
βγ
, (6.28)
which has the same form as for the valence kernel gradient. This must also be modified to
find the tensorially correct contravariant search direction:
Gγβ = Sγδχ
∂Ω
∂M˜ δα
Sαβχ . (6.29)
Diagonalization
Once the set of conduction NGWFs has been optimized, one has a choice of Hamiltonians
which can be diagonalized to obtain the eigenvalue spectrum. This can be either the
unprojected Hamiltonian in the conduction NGWF basis or the projected Hamiltonian.
Alternatively, the most useful approach is to diagonalize the Hamiltonian in a joint basis
of valence and conduction NGWFs, which gives an improved eigenvalue spectrum. Whilst
there is a small additional cost associated with diagonalizing the Hamiltonian in a larger
basis of NGWFs, this has the particular advantage that it allows eigenvalues and other
properties to be calculated in a basis that is capable of representing both the valence and
conduction states of the system. Additionally, this proves to be particularly important
when calculating band structures, as discussed in Section 7.3.1.
6.2.2 Avoiding local minima
It has been observed that it is sometimes possible to become trapped in a local minimum
when optimizing the conduction orbitals. This behaviour is characterized by slow conver-
gence of the conduction NGWFs, wherein the RMS gradient stagnates or increases while
the energy continues to decrease; or by sharp jumps in the energy with increasing con-
duction NGWF radii, rather than the expected smooth convergence. Examples of both
of these features can be seen in Figures 6.4 and 6.5 respectively. This has been seen to
occur due to an unfavourable ordering of the energy eigenstates in the unoptimized basis
of NGWFs, so that the NGWFs are optimized for some eigenstates which will eventually
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Figure 6.4: Demonstration of the appearance of a local minimum, where the RMS gradient
increases for a period whilst the energy continues to decrease. This was for a geometry-
optimized structure of metal-free phthalocyanine at a radius of 18 Bohr with four extra
states being optimized.
be higher in energy at the expense of those which will eventually be lower in energy.
Whilst the occurrence of such behaviour is strongly system dependent, we have de-
veloped a method which can be used to overcome the problem. Unlike a ground state
calculation where the number of occupied states is fixed by the number of electrons in the
system, one is free to choose the number of conduction states one wishes to optimize in a
conduction calculation and so this number can easily be varied. Therefore, instead of opti-
mizing for the required number of states from the start of the calculation, we introduce an
additional “pre-optimization” stage wherein the conduction NGWFs are initially optimized
for a greater number of conduction states than required for a small number of conjugate
gradient iterations. The number of states is then reduced to that actually required, the
conduction density kernel is regenerated accordingly and the calculation then proceeds to
full convergence of the conduction NGWFs using the results of the initial stage as the new
starting guess.
The first stage of this process aims to overcome the problem of poor initial ordering
of states, whilst the second stage will allow for closer optimization of those states actually
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Figure 6.5: Comparison of conduction energy convergence with respect to conduction
NGWF radii for different numbers of extra states, for a geometry-optimized structure
of metal-free phthalocyanine. The energy difference is calculated with respect to the tradi-
tional PWPP result. A discontinuity appears in the curve at 18 Bohr when four additional
states are optimized, demonstrating problems with local minima, whilst optimizing 12
additional states is sufficient to overcome the problem.
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State Initial 0 extra states 4 extra states
LUMO+14 0.628 >0.368 -0.042
LUMO+15 0.355 0.045 0.039
LUMO+16 0.259 0.082 0.061
Table 6.2: Initial energies and values after 5 iterations both with and without optimizing
extra states for three different eigenstates of a geometry-optimized structure of metal-
free phthalocyanine with conduction NGWF radii of 14 Bohr. States shown in bold are
those which are among the 16 lowest states, and thus being included in the conduction
NGWF optimization. Without the optimization of extra states, the LUMO+14 state is
not optimized and so remains high in energy, whilst with the addition of four extra states,
the correct order is found and the LUMO+14 is significantly lowered in energy.
required. This is illustrated by Table 6.2, where the LUMO+14 state is initially much
higher in energy so that if no additional states are included the NGWFs are not optimized
to represent it and it ends up significantly higher in energy than other states. If, however,
four additional states are included, this is sufficient to reorder the states and it becomes
lower in energy.
The application of this scheme must be done systematically as the appearance of such
problems vary from system to system, as does the number of extra states required to resolve
the problem. It is therefore very important to perform careful convergence tests to ensure
that the calculated conduction states do not correspond to any local minima. This will
require variation of the number of conduction NGWFs per atom, convergence with respect
to conduction NGWF radii, and an increase in the number of extra conduction states
requested, until consistent results are achieved, with a smooth curve of energy against
NGWF radii, and sensible convergence of the NGWFs during a calculation. By following
these strategies one can become confident that accurate results have been achieved.
6.2.3 Band structures
Both methods of band structure calculation had been previously implemented in onetep,
with the necessary extensions to three dimensional systems and the use of non-local poten-
tials. As the calculation takes place as a post-processing step, once either or both sets of
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NGWFs are fully optimized, it is possible to use the joint basis of valence and conduction
NGWFs directly. As will be seen in Section 7.3.1, the use of the joint basis is vital for the
accurate calculation of the band structure across the Brillouin zone.
One restriction to the use of the tight-binding style method is that the basis functions
used must, of course, be well localized. In onetep, particularly for conduction calculations,
it is possible, although not desirable to use large NGWF radii such that the NGWFs extend
over a large portion of the unit cell. Whilst this is not a problem for the largest supercells
used, for smaller systems there will be some restriction on the applicability of the tight-
binding style method when large NGWF radii are used. More precisely, the NGWF radii
must be small enough that no NGWFs centred in the unit cell overlap with any NGWFs
associated with its periodic image. This is equivalent to the condition that must be fulfilled
to allow the application of the position operator to molecular systems.
6.2.4 Application to spectroscopy
We follow the method for the calculation of optical absorption spectra as applied in the
castep PWPP code [165], as described in Section 4.2.2. As with the calculation of band
structures, this calculation occurs after the NGWF optimization process, and so again it
is possible to use the joint valence and conduction NGWF basis.
In principle the expression for the imaginary component of the dielectric function (Equa-
tion 4.26) includes a k-point sum over the entire Brillouin zone, however as with ground
state onetep calculations, it is assumed that a large enough supercell will be used such
that only the Γ-point need be considered. This could be extended in future using either
of the two methods for interpolating band structures in onetep described in the previous
Chapter. For the purposes of this work, however, all calculations have been restricted to
the Γ-point only.
As discussed in Section 4.2.1, the position operator is not well defined in periodic
boundary conditions, and so one must instead use a momentum representation to calculate
the transition matrix elements required for the calculation of optical absorption spectra.
This necessitates the calculation of the commutator between the non-local potential and
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the position operator. In onetep this is calculated using the following identity [200]:
(∇k +∇k′)
[∫
e−ik·rVnl (r, r
′) eik
′·r′dr dr′
]
(6.30)
= i
∫
e−ik·r [Vnl (r, r
′) r′ − rVnl (r, r′)] eik′·r′dr dr′,
where the derivative can be calculated using finite differences in reciprocal space. Alter-
natively, it can be determined analytically, which requires the derivative of the angular
momentum projectors of the non-local pseudopotential. These are defined in reciprocal
space as:
χ(I)lm (k) = e
ik·R(I)4pi (−i)l Zlm (Ωk) ζ(I)l (k) , (6.31)
where the Zlm are real spherical harmonics and R(I) is the position vector of atom I. The
derivative of the spherical harmonic can be determined analytically, however the derivative
of the radial part of the projectors, ζ(I)l (k), must be interpolated to allow the calculation
of its derivative using a finite difference approach.
The matrix elements are calculated in this manner and used to form a weighted density
of states, which is smeared using Gaussian functions. We note that it is possible to calcu-
late position matrix elements between eigenstates for molecules within periodic boundary
conditions, providing the NGWF radii are sufficiently small that no NGWFs associated
with the molecule overlap with any NGWFs associated with its periodic image. This is
equivalent to the condition for the use of the tight-binding style method for band structure
calculation, as described in the previous Section.
Once the transition matrix elements and eigenvalues have been successfully calculated
in onetep, they can then be used to calculate the imaginary component of the dielec-
tric function. This is done in a manner equivalent to the calculation of DOS, where the
eigenvalues are smeared using Gaussian functions. At this stage, the scissor operator ap-
proximation can also be applied to facilitate comparison with experiment.
6.3 Summary
In this chapter we have presented three different methods for the accurate calculation
of the unoccupied Kohn-Sham states. These were applied within a toy model and the
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projection method was consequently selected as the most efficient. This method was fur-
ther developed for application within a local orbital code and the implementation within
onetep was described, including the details of the application to the calculation of optical
absorption spectra. In the following Chapter, we present the results of the application of
the projection method to molecular and extended systems, demonstrating the effectiveness
of the method in calculating DOS, band structures and the imaginary component of the
dielectric function.
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Results and discussion
In this chapter we present results calculated in onetep using the projection method de-
scribed in the previous Chapter. We apply the method to both molecular and extended
systems. For the smaller system sizes these results have been compared to those obtained
from a PWPP code, validating the results obtained. We also include results calculated us-
ing the valence NGWF basis only, which emphasizes the necessity of the projection method
for obtaining accurate DOS, band structures and absorption spectra. For all systems, the
local minima avoiding scheme described in Section 6.2.2 was used to ensure the conduc-
tion states obtained corresponded to the true minimum. We also test the scaling of the
method for a conjugated polymer, which proves to be linear for systems containing up to
1000 atoms. Finally, we discuss some of the limitations of the method, highlighting the
importance of systematic convergence for conduction calculations. All orbital, NGWF and
atomic structure plots here and elsewhere were plotted with XCrySDen [201].
7.1 Metal-free phthalocyanine
As stated in Section 3.4, onetep is particularly efficient at treating molecules, and so
metal-free phthalocyanine was chosen as a good test system on which to apply the con-
duction state method. As it contains only 58 atoms, calculations could also be performed
in castep, with a corresponding plane-wave/psinc kinetic energy cut-off of of 1046 eV
and identical norm-conserving pseudopotentials. In all calculations the LDA exchange-
correlation functional was used.
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Phthalocyanines and their derivatives are commonly used as dyes and are also of interest
in a number of other fields, including use in photovoltaic cells [202] and molecular spin-
tronics [203] and so metal-free phthalocyanine also provides an interesting test case for the
calculation of optical absorption spectra. Therefore in this section we will present DOS and
optical absorption spectra results for four different structures of metal-free phthalocyanine.
Figure 7.1: Schematics showing the structures of the trans [left] and cis [right] isomers of
metal-free phthalocyanine. C atoms are shown in white, N atoms in gray and H atoms in
black.
The atomic coordinates for metal-free phthalocyanine were taken from neutron diffrac-
tion data [204] with C2h symmetry and the inner H atoms attached to opposite N atoms.
Additional symmetry constraints were then applied by averaging the atomic positions to
give the higher symmetry D2h with the inner H atoms attached to both opposite and adja-
cent N atoms (trans and cis forms respectively), and finally a geometry optimized structure
was calculated using traditional DFT, which which was found to have a trans-D2h sym-
metry but differs in bond lengths from the other D2h structure. Diagrams of the trans
and cis forms are shown in Figure 7.1. Table 7.1 shows the ground state energies for each
structure relative to the geometry optimized result, with the higher symmetry structures
lower in energy. Very good agreement is achieved between the onetep and traditional
DFT results.
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Structure
E − Egeom / eV
onetep PWPP
C2h 1.554 1.553
cis-D2h 1.875 1.874
trans-D2h 0.952 0.951
Table 7.1: Comparison between onetep and PWPP ground state total energies for four
different structures of metal-free phthalocyanine, relative to the lowest energy geometry
optimized structure. The energy difference between the onetep and PWPP results for
the geometry optimized structure is 0.163 eV, which is due to the slight inequivalence in
the basis sets used in the two methods.
Conduction states
Following the ground state calculations, a set of conduction NGWFs were optimized for
each structure of metal-free phthalocyanine using the projection method. The valence
NGWFs were at a fixed radius of 12 Bohr, with one NGWF per H atom, and four each per
C and N atom. Sixteen conduction states were optimized, with four conduction NGWFs
for each atomic species, and a radius of 16 Bohr was used for the DOS calculations, whilst
13 Bohr was sufficient to achieve almost perfect agreement with traditional DFT for the
optical absorption spectrum. This difference in NGWF radii required for good convergence
of DOS and optical absorption spectra is discussed in Section 7.4. The DOS of the geometry
optimized structure is shown in Figure 7.2, which compares onetep results both with and
without conduction NGWFs to those found using the PWPP method. For this and all
other results in this Chapter, we have included the same number of conduction states
for both the onetep and PWPP results. Without the conduction NGWFs, the onetep
results differ greatly from the PWPP results, but with the addition of conduction NGWFs,
excellent agreement with the PWPP method is achieved.
Optical absorption spectra
Optical absorption spectra were then calculated using both the position operator and the
momentum operator (including the non-local commutator) for all four structures, and in
all cases the two methods agreed almost perfectly with the PWPP results for the energy
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Figure 7.2: Density of states calculated in both castep and onetep for the geometry-
optimized structure of metal-free phthalocyanine, plotted with a Gaussian smearing width
of 0.1 eV, with a conduction NGWF radius of 16 Bohr. Only the 16 optimized conduction
states are included, and the onetep+cond curve shown is calculated in the joint valence-
conduction NGWF basis.
range considered. The addition of a greater number of conduction states is unnecessary for
this energy range, confirming that the calculation of unbound conduction states will not
always be needed.
It should be emphasized here that the aim of this work is to calculate absorption spectra
within DFT and so find good agreement with conventional DFT implementations, rather
than go beyond DFT and achieve good agreement with experiment. However, useful insight
can be achieved through comparision with experiment, and so the absorption spectra for
the four structures were compared with experimental results in solution [202], applying a
scissor operator of 0.4 eV, and arbitrarily scaling the height of the imaginary part of the
dielectric function to facilitate easier comparison with experiment, as shown in Figure 7.3.
The spectra are indeed distinguishable, despite the very small differences in the atomic
structures.
It is also possible to identify the transitions responsible for the peaks, with the split
Q-band peaks (indicated in Figure 7.3) being due to HOMO-LUMO and HOMO-LUMO+1
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Figure 7.3: The imaginary component of the dielectric function calculated in onetep and
plotted for four different structures of metal-free phthalocyanine as indicated on the graph
(“geom” refers to the geometry optimized structure). Results from the PWPP method are
indistinguishable and so not plotted. A Gaussian smearing width of 0.01 eV is used, with
conduction NGWF radii of 13 Bohr and a scissor operator of 0.4 eV. Experimental results
in solution (labelled “exp”) are also included with the peaks shown as vertical lines for
clarity and the calculated results vertically scaled arbitrarily for easier comparison. The
position of the Q-bands is indicated below the x-axis.
transitions and the degree of splitting within the peak therefore due to the energy difference
between the LUMO and LUMO+1 bands. It is accepted that the lower symmetry of the
metal-free phthalocyanine structure as compared to metal phthalocyanines is the cause for
this Q-band splitting, which is not observed for metal phthalocyanines. This agrees with
the observation that the higher symmetry trans-D2h structure exhibits a lower degree of
splitting than the trans-C2h structure. The Q-band splitting for the geometry optimized
structure is 0.02 eV, which is significantly less than the experimental value of 0.09 eV,
implying that the LDA is not sufficiently accurate to calculate the correct structure.
There have already been a number of studies [205–208] of the electronic structure
and absorption spectrum of metal-free phthalocyanine, with which the above results are
consistent, confirming that this is a useful system to demonstrate the ability of theoretical
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optical absorption spectra as implemented here to distinguish between similar geometries.
7.2 C60
Calculations were performed for C60 at a kinetic energy cut-off of 1115 eV with four valence
NGWFs per atom and valence NGWF radii of 10 Bohr. The structure was generated using
geometry optimization in CASTEP.
Conduction states
Figure 7.4 shows the density of states for C60, calculated with five conduction NGWFs per
atom at a radius of 14 Bohr. As with the other systems studied, excellent agreement is
achieved with the PWPP method for those conduction states which have been optimized.
Figure 7.5 shows the convergence of the DOS in the conduction regime with respect to
the conduction NGWF radii. Those states lower in energy are well converged even at a
radius of 10 Bohr, however the higher energy states require a much larger radius in order
to achieve a similar level of agreement with the PWPP method.
7.3 Conjugated polymers
As well as tests on molecular systems, we have applied the method to two different con-
jugated polymers (shown in Figure 7.6) and a doped system. These are periodic systems,
but retain the advantage of having low dimensionality and so there will be a favourable
crossover point at which onetep calculations become cheaper than corresponding PWPP
calculations. For these systems, the existence of a momentum operator formulation is
essential, as discussed in Section 4.2.2.
Conjugated polymers: discovery, properties and applications
Since their discovery in 1976, conjugated polymers have been the subject of much re-
search, both for reasons of fundamental theoretical interest and due to the promise of a
wide range of exciting applications. They benefit from a variety of unique properties which
make them a highly attractive candidate for use in applications ranging from light-emitting
diodes (LEDs) [209–211] to photovoltaic cells [211]. Conjugated polymers are particularly
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Figure 7.4: DOS of C60 calculated with both castep and onetep with conduction NGWF
radii of 14 Bohr and a Gaussian smearing width of 0.15 eV. Only the 23 optimized conduc-
tion states are plotted, and the onetep+cond curve is from the joint valence-conduction
NGWF basis.
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Figure 7.5: Convergence of the DOS of C60 with respect to conduction NGWF radii,
compared to the PWPP result.
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(a) The structure of poly(para-phenylene) (b) The structure of poly(para-phenylene viny-
lene)
Figure 7.6: Schematics showing the structures of PPP and PPV, with C atoms shown in
white and H atoms in black.
suited for applications and theoretical research such as this, in part due to the ability to
influence their properties via doping and modification of side chains, enabling for example
the creation of materials with a wide range of energy gaps resulting in materials ranging
from metallic to insulating [212, 213]. Furthermore, they benefit from useful mechanical
properties, such as the ability to be flexible and from desirable processing methods, partic-
ularly the ability to process from solution [211,213,214]. As a result, a great deal of effort
has been extended into developing and studying such polymers with the hopes of replacing
inorganic semiconductors for a number of applications.
One of the chief uses for conjugated polymers has been in LEDs, with two of the
main polymers used being poly(para-phenylene) (PPP) and poly(para-phenylene vinylene)
(PPV) and their derivatives [209]. In particular blue electroluminescence has been demon-
strated using PPP [209, 215]. The ability to tune the band gap has enabled the LED
colour to be varied across the visual spectrum with high performance LEDs having been
demonstrated [211].
Moreover, conjugated polymers are useful for a number of other optoelectronic de-
vices [214], which in addition to those mentioned previously include photodetectors, op-
tocouplers and light-emitting electrochemical cells (LECs) [211], as well as molecular in-
formation storage [213], lasers, batteries, thin-film transistors and all-polymer integrated
circuits [214]. Extensive progress has been made towards the development of electrolumi-
nescence displays [211] and two-colour LECs have even been fabricated, where the colour is
changed when the bias voltage is reversed [216]. This abundance of novel applications has
led to an unsurprising growth in the field of plastics electronics. Indeed, the importance
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of conjugated polymers has been recognized through the granting of the 2000 Nobel prize
for chemistry to Heeger, McDiarmid and Shirakawa for their discovery and development.
Conjugated polymers and solar cells
For the purposes of this work, we are particularly interested in the application to photo-
voltaic cells, where conjugated polymers such as PPP and PPV have also been suggested
as possible candidates for use as a donor when in combination with an acceptor such as
the fullerene C60 [211, 217]. For this use, certain criteria must be met including the oc-
currence of charge transfer, which has been demonstrated to occur in fullerene-polymer
mixtures [218]. An example of this was in C60-doped PPP: Lane et al. [215] compared pho-
toinduced absorption spectra of PPP with C60-doped PPP, for which their results showed
an additional sharp peak in the doped sample that was not present in the spectrum of pure
PPP, thus demonstrating the occurrence of charge transfer.
One could envisage constructing polymer/C60 devices in a variety of ways with either
covalent or non-covalent bonds connecting the polymer to the C60, or by creating thin film
devices. Indeed there are a wide variety of structures which have already been realized
for C60-doped polymers [219]. We have chosen a simple structure for C60-doped PPP, in
order to demonstrate the usefulness of calculating optical absorption spectra in onetep
of systems of such sizes. In practice, it is likely that chemically substituted PPP or other
related conjugated polymers might be used instead of pure PPP, due to the increased
solubility that can be achieved in organic solvents, which Lane et al. note is useful for
easy fabrication of electronic devices. Similarly, it would not necessarily be possible to
easily produce experimentally the structure investigated in this work. Nonetheless, this
simplification is justified as a first approximation in that it allows us to meet the intended
aim of demonstrating the relevance of this work and potential for application to real world
problems.
7.3.1 Poly(para-phenylene)
Calculations were performed for the conjugated polymer poly(para-phenylene). The struc-
ture for two unit cells was obtained by performing a geometry optimization in castep
using the structure of Ambrosch-Draxl et al. [209] as a starting guess, with the final struc-
ture shown in Figure 7.6(a). A cut-off energy of 1115 eV was found to be necessary for good
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Figure 7.7: DOS of 120 atoms of PPP calculated with both castep and onetep with
conduction NGWF radii of 14 Bohr and a Gaussian smearing width of 0.1 eV. Only the
optimized conduction states are included, and the onetep+cond curve is from the joint
valence-conduction NGWF basis.
convergence of the results. All calculations were performed at the Gamma point only, with
no k-point sampling, to allow for direct comparison between the two codes. Ground state
calculations were first performed with one NGWF per Hydrogen atom and four NGWFs
per Carbon atom and a fixed radius of 10 Bohr.
Conduction states
Conduction calculations were performed using four NGWFs for all atomic species with a
fixed radius of 14 Bohr. Calculations were performed for a range of different system sizes,
with the number of conduction states calculated being set to include all negative eigenvalues
for the smallest system studied (corresponding to two unit cells of PPP) and increased
linearly with system size. The density of states was plotted for varying chain lengths of
PPP, with the graph for 120 atoms shown in Figure 7.7. As with metal-free phthalocyanine,
excellent agreement with castep is achieved for the conduction calculation.
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Figure 7.8: Graph showing the scaling of onetep conduction calculations for increasing
chain lengths of PPP. Calculations were performed on 8 nodes and therefore a total of 32
cores. The total time taken for onetep is approximately linear up to 1000 atoms and the
number of NGWF iterations required for convergence (shown on the right hand scale) is
shown to be constant with an increasing number of atoms.
Scaling
This system was also used to test the scaling of the projection method for calculating
conduction states by increasing the chain length and comparing the time taken for the
calculations. Figure 7.8 shows the scaling behaviour of onetep for the conduction calcu-
lation. Neither the valence nor conduction density kernels were truncated, however, the
behaviour of onetep is shown to be approximately linear up to 1000 atoms, and it is
expected that this trend will continue up to larger system sizes.
Optical absorption spectra
The imaginary component of the dielectric function was calculated for varying chain lengths
of PPP, using the momentum operator formulation. The result for 120 atoms is shown in
Figure 7.9. As with metal-free phthalocyanine, nearly perfect agreement with castep
was achieved with the conduction NGWF basis, whereas the calculation using the valence
NGWF basis only showed big discrepancies not only in the positions of the peaks, but also
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Figure 7.9: The imaginary component of the dielectric function calculated in castep and
onetep both with and without a conduction calculation for 120 atoms of PPP. Conduction
NGWF radii of 14 Bohr and a Gaussian smearing width of 0.2 eV are used.
in the relative strengths.
We can also use the system of PPP to demonstrate the possibilities for identifying
particular peaks in a given spectrum. Figure 7.10 shows the imaginary part of the dielec-
tric function of PPP split into its three Cartesian components, with the three directions
indicated. In addition, the two biggest peaks in the spectrum are highlighted and the wave-
functions corresponding to the states involved in those transitions are also shown. Both of
these transitions are for the component of the dielectric function along the direction of the
chain and we can see that the second peak is degenerate.
Band structures
The two methods of band structure calculation were also tested for PPP. The results are
shown in Figure 7.11, where band structures have been plotted in the valence NGWF
basis, conduction NGWF basis (using the projected Hamiltonian) and the joint valence-
conduction NGWF basis. The occupied states are well represented by the valence NGWF
basis, however the unoccupied states are not, as would be expected. Only two bands have
been plotted in the unoccupied region in the valence NGWF basis and as with the toy model
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Figure 7.10: Plot showing the three Cartesian components of the imaginary dielectric
function for PPP. The directions are indicated on a schematic of the polymer. In addition,
the two lowest energy peaks are highlighted in green and purple respectively, with the
wavefunctions plotted for the states involved in the corresponding transitions on the left.
results, we can see that the band has been shifted upwards in energy, with the k · p style
method preserving the true shape of the band and the tight-binding style method achieving
the correct gap between the bands. The results for the conduction NGWF basis show
significant improvement over the valence results in the unoccupied region, however whilst
the agreement is almost exact at the Γ point, correct results are not achieved throughout
the Brillouin zone, particularly using the tight-binding style method. It is only when one
combines both sets of NGWFs to form the joint basis that excellent results are achieved
throughout the Brillouin zone. When this joint basis is used, the tight-binding style results
are marginally better than the k · p results, due to its ability to better enforce the correct
Brillouin zone periodicity.
7.3.2 Poly(para-phenylene vinylene)
We have also performed calculations on the conjugated polymer poly(para-phenylene viny-
lene), for which the structure was obtained via geometry optimization using the PWPP
method starting from the initial structure of Gomes da Costa et al. [220]. A schematic of
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(a) Band structures calculated in the valence NGWF basis.
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(b) Band structures calculated in the conduction NGWF basis using the projected Hamiltonian.
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(c) Band structures calculated in the joint valence-conduction NGWF basis.
Figure 7.11: PPP band structures calculated in onetep using the k · p [left] and tight-
binding [right] style methods in the different NGWF bases are compared to PWPP results.
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Figure 7.12: Density of states calculated with both castep and onetep for PPV with
conduction NGWF radii of 14 Bohr and a Gaussian smearing width of 0.1 eV. Only the
fifteen optimized conduction states are plotted, and the onetep+cond curve is from the
joint valence-conduction NGWF basis.
the final structure is shown in Figure 7.6(b). The PWPP calculations were performed at
a kinetic energy cut-off of 1115 eV whilst a cut-off of 1140 eV was used for the onetep
calculations; any discrepancies between the results due to the different energy cut-offs used
are expected to be negligible. A unit cell containing 56 atoms was used and ground state
calculations were first performed with one NGWF per Hydrogen atom and four NGWFs
per Carbon atom and a fixed radius of 10 Bohr, as for PPP.
Conduction states
Conduction calculations were performed using five NGWFs for all atomic species with
a fixed radius of 14 Bohr. The density of states is shown in Figure 7.12 and excellent
agreement between the two methods is again obtained. Figure 7.3.2 shows the NGWF
optimization process for the conduction NGWF basis, with the initial and final NGWFs
plotted for a selected H atom.
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Figure 7.13: Demonstration of the conduction NGWF optimization process for PPV. The
top row shows the initial unoptimized conduction NGWFs on a selected H atom and the
bottom row shows the final optimized conduction NGWFs for the same atom.
Optical absorption spectra
The imaginary component of the dielectric function is plotted for PPV in Figure 7.14,
again calculated using the momentum operator, including the non-local commutator term.
Figure 7.15 shows the convergence with respect to the number of conduction states in-
cluded, calculated using the PWPP method. For energies up to approximately 6.5 eV the
spectrum is remarkably well converged with only 15 conduction states included. This justi-
fies the calculation of bound states only in onetep for spectra plotted within the selected
energy range. To converge the higher energy part of the spectrum a significant number of
conduction states are required, and so caution should be applied to results calculated in
onetep for this energy region, where states are less likely to be well represented within a
localized basis.
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Figure 7.14: The imaginary component of the dielectric function of PPV calculated using
the PWPP method and onetep both with and without a conduction calculation. Con-
duction NGWF radii of 14 Bohr and a Gaussian smearing width of 0.1 eV are used.
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Figure 7.15: Convergence of the imaginary component of the dielectric function of PPV
with respect to the number of conduction states included, calculated using the PWPP
method.
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Figure 7.16: Schematic showing the structure of a segment of C60-doped PPP.
7.3.3 C60-doped poly(para-phenylene)
We have calculated spectra for both PPP and C60 individually, as well as a C60-doped poly-
(para-phenylene) chain with a concentration of approximately 25% by weight, in agreement
with that used by Lane et al. This allows us to highlight the benefits of being able to cal-
culate optical absorption spectra in a linear-scaling DFT code, in particular the capability
of identifying the origin of various peaks in the spectrum. The bonding structure between
the C60 molecule and the PPP chain is shown in Figure 7.16.
Optical spectra
Figure 7.17 shows the spectrum for the doped polymer, which is compared with pure PPP,
C60 and an average of the two individual spectra. A unit cell of 676 atoms was used for
the doped polymer, which corresponds to 28 units of PPP and 2 molecules of C60. The
spectrum shown for pure PPP is calculated with a unit cell containing 14 units of PPP and
for C60 the result is for a single molecule, the results are therefore scaled accordingly. The
number of NGWFs and their radii were set to the same values as used for C60. The results
show a number of small peaks which appear at lower energies than than any of the peaks in
either of the individual spectra, demonstrating that the PPP and C60 are interacting with
each other, as one might expect. These peaks are due to a number of different transitions,
involving states which are both localized on the chain and the C60, as well as states which
are mixed. This agrees with expected results in that charge transfer has been shown to
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Figure 7.17: The imaginary component of the dielectric function for C60-doped PPP, com-
pared with that of pure PPP and C60. An average result is also shown for pure PPP and
C60 for comparison. The results are plotted with a Gaussian smearing width of 0.05 eV.
occur in similar systems. One could further explore this behaviour by calculating spectra
for systems wherein the C60 is attached to the PPP in different ways. In addition, similar
results could be generated for C60-doped PPV.
7.4 Discussion and limitations
As can be seen from the above results, the projection method has proven to be a good
method of optimizing a set of NGWFs that are capable of representing the conduction
states to a good degree of accuracy. Excellent agreement has been achieved with the
PWPP code castep, for the calculation of DOS, band structures and optical absorption
spectra. Furthermore, the method has been demonstrated to scale linearly up to system
sizes of 1000 atoms. However, there are some limitations to the method.
One limitation which cannot be overcome is the inability to represent completely delo-
calized and unbound states, which is to be expected with a localized basis. With increasing
NGWF radii the eigenvalues tend towards the correct Kohn-Sham eigenvalues, however
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when one uses such large radii the prefactor of the calculation becomes dominant, so that
even though the overall behaviour is still linear-scaling, the crossover point at which the
method becomes quicker than cubic-scaling codes will occur at systems with a greater
number of atoms. However, for applications considered here, notably the calculation of
optical absorption spectra, often only lower energy bound states are required, as many
of the interesting features in optical spectra are transitions between bands close to the
gap and one is interested in a relatively small energy range. Therefore in practice this
limitation on the method is less serious than it first appears to be. Additionally, it has
been observed that the lower energy conduction states converge with respect to NGWF
radius faster than those with higher energy, and so if the lower energy bound states only
are considered, it no longer becomes necessary to use such large NGWF radii to achieve
a good level of convergence in the optical absorption spectra. It was for this reason that
smaller conduction NGWF radii were used for the absorption spectra compared to the
DOS of metal-free phthalocyanine, as presented in Section 7.1.
As well as the above-mentioned problems, there are a number of parameters which
require more careful consideration when selecting appropriate values than in a ground
state onetep calculation, where they can be set automatically. This includes the number
of conduction states one is trying to represent, the number of NGWFs one chooses for each
atom, the number of additional states to be optimized and the number of iterations for
which these extra states are optimized. Some of these parameters, such as the number of
iterations to perform in the first stage of the local minima avoiding scheme, have less of
an effect on the final result, but for many of these parameters, the effect of different values
appears to be strongly system-dependent. As discussed in Section 6.2.2, it is therefore vital
that careful convergence tests are performed to ensure the accuracy of the final results.
It should also be noted that the iterative energy minimization scheme used here requires
the presence of a band gap, which for the conduction calculation translates as a gap between
the highest optimized conduction state, and the lowest unoptimized conduction state. As
one approaches the continuum of conduction states, this gap will become increasingly small,
which could result in poor convergence behaviour.
Finally, we observe that whilst problems have been encountered with the projection
method, a clear strategy has been outlined both for identifying and resolving them. There-
fore, providing one follows the systematic convergence procedures required, we expect that
accurate results can be obtained for a wide range of systems.
137
Chapter 8
Conclusion
We began this thesis by observing that the field of experimental spectroscopy has made a
significant impact on our knowledge of the properties of materials, in particular relating
to their electronic structures. However, in order to fully understand this information, the
ability to theoretically determine spectra is a vital tool. We have therefore presented a
method of calculating optical absorption spectra within a linear-scaling DFT framework,
with the twin aims of allowing ab initio theoretical spectroscopy calculations on large
systems and providing a means of extracting useful information from large scale simulations
of materials which can be directly compared to experiment. The central component of this
approach was the development of a method for accurately calculating the unoccupied Kohn-
Sham states, which are not well represented within the optimized local orbital basis sets
used for ground state linear-scaling DFT calculations.
In order to more accurately represent the unoccupied states, a method was developed
for optimizing a second set of local orbitals in a non self-consistent calculation. Three
different methods for doing so were compared within a toy model. The most efficient
method involved the use of the density operator to project out all contributions of the
occupied states to the total energy, so that the new set of conduction orbitals could be
minimized with respect to the total energy of a selected number of conduction states.
This projection method was implemented with the linear-scaling DFT code onetep and
excellent agreement was demonstrated with plane-wave DFT results.
In addition, we have also explored some of the features required for an accurate localized
basis set and the impact of less than ideal basis sets on the generation of band structures.
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Two different methods for generating band structures in localized basis sets were compared,
which were shown to be equivalent for a good, fully converged basis set, as would be
expected. However, for the simple nearest neighbour basis sets considered, considerable
differences between the two methods were observed, proving both that a nearest neighbour
approach is too simplistic for the accurate calculation of one-dimensional band structures
and that one of the two methods is more appropriate for use in onetep. Furthermore, the
deficiencies of these simple basis sets allowed us to identify some of the causes responsible
for inaccuracies in band structures calculated in onetep.
The existence of a localized basis set capable of representing the Kohn-Sham conduction
states in onetep enabled us to implement the calculation of optical absorption spectra
using Fermi’s golden rule. Whilst other methods could be used to calculate absorption
spectra to a greater degree of accuracy, they are more expensive to implement and so pro-
hibit access to the large systems that one aims to study with a linear-scaling DFT method.
The optical absorption spectra calculated in onetep also showed excellent agreement with
traditional plane-wave results.
Some problems were encountered with local minima when optimizing these conduction
orbitals, and so a strategy was developed for both identifying and avoiding such problems.
Whilst there are some limitations to the use of localized basis functions, in that they are
not ideal for the representation of higher-energy delocalized conduction states, such higher
energy states are not necessary for the calculation of optical spectra within the energy
windows considered in this work.
Through application to both molecular and extended systems, we have demonstrated
the ability of our method to identify the transitions responsible for a given peak in a
spectra, and differentiate between results from very similar atomic structures. Finally,
we calculated the absorption spectra for a doped conjugated polymer, which could be a
candidate for use in photovoltaic applications, demonstrating the possibility of using our
method for applications of technological importance.
8.1 Future work
There are three main ways in which the work presented in this thesis could be further
developed in future. Firstly, the calculation of optical absorption spectra could be further
developed to include a sum over states at a number of different k-points, rather than just
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at the Γ-point. This could be achieved using either the k ·p or tight-binding style methods
for band structure interpolation.
The method we have presented here could also be extended to the calculation of other
types of spectra. This could include the calculation of EELS and XAS, which involve tran-
sitions between core and unoccupied states. This would therefore require some additional
effects to be taken into account, including, for example, core hole screening.
Finally, whilst our method is an important first step in calculating optical absorption
spectra, there are a number of approximations involved. In order to achieve truly excellent
agreement with experiment, it will be necessary in future to apply methods which allow
for the calculation of more accurate results. As we have previously mentioned, recent re-
search has been done on decreasing the computational costs associated with such methods,
including the use of the GW approximation combined with the Bethe-Salpeter equation.
It is anticipated that such progress will continue, and it will therefore be necessary to
implement a similar approach within a localized orbital framework in the future.
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