Abstract We consider the well-known problem of the forward computation of the gradient of the gravitational potential generated by a mass density distribution of general 3D geometry. Many methods have been developed for given geometries, and the computation time often appears as a limiting practical issue for considering large or complex problems. In this work, we develop a fast method to carry out this computation, where a tetrahedral mesh is used to model the mass density distribution. Depending on the close-or long-range nature of the involved interactions, the algorithm automatically switches between analytic integration formulae and numerical quadratic formulae, and relies on the Fast Multipole Method to drastically increase the computation speed of the long-range interactions. The parameters of the algorithm are empirically chosen for the computations to be the fastest possible while guarantying a given relative accuracy of the result. Computations that would load many-core clusters for days can now be carried out on a desk computer in minutes. The computation of the contribution of topographical masses to the Earth's gravitational field at the altitude of the GOCE satellite and over France are proposed as numerical illustrations of the method.
Introduction
The problem of the fast forward computation of the gravitational potential, its gradient, and its second derivatives, generated by a mass density distribution of general 3D geometry is a requisite for many geodetic and geophysical applications. For instance, a precise estimation of the gravitational effect of Earth's topography is needed to build local high-resolution geoid models by remove-restore techniques; this is also true when designing global high-resolution gravitation models, where unevenly distributed gravitation data can be interpolated using the gravitational signal of a topographic mass model (Pavlis et al. 2012) . Geophysicists need to compute the gravitational signal of a 3D mass anomaly, from very local scales, when considering for instance Earth's subsurface exploration for energy and mineral resources (Blakely 1995) , to much larger scales, when analyzing gravitation data in terms of Earth's lithosphere and underlying mantle structure (Kaban et al. 2004; Hager et al. 1985) . Moreover, the joint analysis of a growing number of highly precise satellite gravitation data together with high-resolution surface data, requires to handle consistently and in a numerically efficient way the change of scale of a local high-resolution mass model embedded into a regional one at intermediate resolution, and compute from such mass models a large number of gravitation observables: gravitational potential, gravitational field and gravitational gradients, both at high resolution on the ground, and lower resolution at satellite altitude. To perform such tasks, without any planar or spherical approximation, it is desirable to consider the studied distribution of mass as a general 3D source in space-as may also be requested when studying the gravitational field of complex-shaped planetary bodies. In all cases, one may need a fast and reliable method for the forward computation of gravitational effect associated to a given mass distribution, at various resolutions.
The Newton integral for computing the gravitational potential at a point x for a mass distribution with support included in a domain V ⊂ R 3 writes
where G denotes the gravitational constant, ρ(y) is the density distribution at y and dV (y) is the considered volume element. The first and second derivatives of φ are respectively
and
where δ i, j denotes the Kronecker delta.
With the development of gravitation and magnetic exploration methods, algorithms were designed to compute (2) and (3) (Nabighian et al. 2005a, b; Jekeli and Zhu 2006) . Explicit solutions were proposed for simple sources, for example, the magnetic anomaly of a vertical right cylinder (Singh and Sabina 1978) or the gravitation (Nagy 1966) or magnetic (Bhattacharyya 1964) anomaly of a prism, but of course, no general analytic formula exists for a body with arbitrary shape. So, when adequate, approximations were made to mimic the shape of the source with a geometry that allowed practical computation: a method to remove the terrain effect by computing the gravitation anomaly of a finite-thickness horizontal plate was proposed by Plouff (1976) , or solutions for sources modeled by stacked laminae were proposed in Talwani and Ewing (1960) (gravitation) and Talwani (1965) (magnetic) . Elongated geological structures have also been approximated as 2D bodies with infinite extension perpendicular to a polygonal cross section (Cady 1980; Rassmussen and Pedersen 1979; Shuey and Pasquale 1973; Talwani 1959) . As computing power increased, general shaped 3D sources have been modeled using polyhedral elements (see Furness 1994; Holstein 2002a, b; Okabe 1979; Petrovic 1996; Pohánka 1988; Singh and Guptasarma 2001; Barnett 1976; Hansen and Wang 1988 for magnetic data of uniform magnetization), allowing more precise estimations of the effect of complex sources. When the source is defined in spherical or ellipsoidal geometry, tesseroid-based computations have been implemented in Grombein et al. (2013) , Heck and Seitz (2007) and Uieda et al. (2011) . Yet, these space-based methods lead to very time-consuming computations when the size of the sources and observation points data become large. Recent developments aim at increasing the speed of prism-based methods (Davis et al. 2011) . The mesh has an adapted resolution using a quad-tree; the geometry is limited to quasi 2D objects for local terrain corrections and the mesh changes depending on the location of the observation point.
Alternatively, the Fast Fourier Transform (FFT) algorithms enable efficient computations and have been widely used (Bhattacharyya 1966 (Bhattacharyya , 1967 Cooley and Tukey 1965; Forsberg 1985; Parker 1973; Pedersen 1985; Sideris 1990; Wieczorek 2014 ). However, they rely on strong hypotheses on the sources, that have to be periodic, and observation points that have to lie on a plane. Extending the spectral methods beyond the planar geometry, spherical harmonics are used to compute the gravitational attraction of crustal or topographic mass sources; they rely on the spherical harmonics expansions of powers of the topographies (see for instance Wieczorek and Philips 1998; Balmino et al. 2012 and references herein, Claessens et al. 2013 for a discussion on the treatment of Earth's ellipticity in this framework). To embed the gravitational attraction of a local mass source into a global spherical harmonics model of the gravitational field, formulas for the spherical harmonics expansion of a polyhedral element have been derived (Tsoulis et al. 2009 ). Up to now, classical libraries such as SHTOOLS (Wieczorek 2014) permit to expand a given field up to spherical harmonic degree 2800, i.e., a space resolution of maximum 13 km, with a limited precision at this resolution due to Gibbs effects. Recent developments reach a 1.8 km resolution (Balmino et al. 2012) . However, such approaches are not optimal for local investigations. In addition, the number of functions in the summations increases as the square of the gain in space resolution, leading to high numerical costs at very high resolution-besides being far from straightforward at very high degrees.
In this work, we propose an efficient way to compute (2) and (3) for general 3D mass distributions and general sets of observation points, using an accelerated prism-based method. Our method is able to handle a wide range of resolutions, up to ultra-high, both locally and globally. For the sake on conciseness, we restrict the presentation to g. In Sect. 2, we consider two methods to compute (2), analytic and numerical, and investigate the inaccuracy, with a tetrahedral mesh to model the mass density distribution. In Sect. 3, we present the Fast Multipole Method (FMM) and explain how it can be used to accelerate the computation of long-range interactions, i.e., the contribution of mass sources 'far' from the observation point. We then present our algorithm in Sect. 4. It is designed in order to maximize the speed of the computation while guarantying a chosen accuracy. For that, depending on the close-or long-range nature of the involved interac-tions, the algorithm automatically switches between analytic integration formulae and numerical quadratic formulae, and relies on the Fast Multipole Method to drastically increase the computation of long-range interactions. In Sect. 5, we give details on how the parameter of this method are chosen. Section 6 shows examples at different resolutions to estimate the gravitational signal of Earth's topography: over the Himalaya in Sect. 6.1, over France in Sect. 6.2, and at planetary scale in Sect. 6.3 at the altitude of the satellite GOCE (Gravity field and steady-state Ocean Circulation Explorer), whose mission was to map in detail the Earth's gravitational field (Panet et al. 2014) . A computation of the gravitational field generated by the comet Churyumov-Gerasimenko is proposed in Sect. 6.4. Finally, a performance comparison with Gravsoft (Tscherning et al. 1992 ) on a local terrain correction computation is carried out in Sect. 6.5.
Direct computation
For general mass distributions, there exists no analytic formula to compute (2). Usually, the geometry is first modeled as a mesh. In this work, we use the tetrahedron as volume element. If we denote the number of tetrahedrons of the mesh by N , and {V k } 1≤k≤N , the set of these tetrahedrons, the formula (2) writes
In what follows, we discuss the integration over one volume element:
Analytical integration
We consider in this work the analytical formulae derived in Okabe (1979) . They enable to compute the gravitational potential, and its first and second derivatives, generated by homogeneous polyhedral bodies. These formulae are derived by applying the divergence theorem to the Newton integrals (2) to obtain surface integrals on the faces of the polyhedrons. Then, the divergence theorem is applied a second time to transform the surface integrals into 1D integrals over the edges of each face. To avoid introducing new notations, we refer to Okabe (1979, Equation (31) and (51)) for the analytic formulae of respectively the first and second derivatives of the gravitational potential. We denote the formula for computing g the "Okabe formula".
In Li and Chouteau (1998, Chapter 5) , it is specified that such analytic formulae are sensitive to round-off errors (errors occurring when using computer finite-precision arithmetics) when the distance from the target increases. Actually, since the signal decreases with the distance, there exists a distance beyond which the signal is dominated by rounding errors, as we will see in Sect. 2.3. Hence, we can evaluate the integral (5) accurately when x is not too far from the tetrahedron V k and with a uniform density in V k .
Numerical integration
Numerical integration schemes can be used to evaluate the integral (5):
where S is the order of quadrature, and {ω V k ,s } 1≤s≤S , {y V k ,s } 1≤s≤S are the sets of quadrature weights and points associated to the tetrahedron V k , and v(V k ) is the volume of V k . The density ρ(V k ) is supposed constant in the tetrahedron). We consider quadrature formulae of order 1, 4, 5, 11, and 15 on tetrahedrons, which integrate exactly polynomials respectively up to order 1, 2, 3, 4, and 5. We denote these formulae to compute g the quadrature formulae. In general, error estimates using numerical integration scheme exist for regular enough functions. For instance, from Stoer and Bulirsch (2002, Theorem 3.6.24) , the error of order S 1D Gaussian quadrature is controlled by the 2S-th derivative of the considered function. Therefore, the singularity of (5) for y = x prevents the use of numerical integration where the observation points are too close to the tetrahedron V k . Moreover, as we will see in Sect. 2.3, numerical integration are more accurate as the distance between the source and the observation point increases.
Accuracy of the integration
In this section, we numerically investigate the accuracy of the Okabe formula and the quadrature formula.
Consider a trirectangular tetrahedron, which legs (the three edge that meet at the right angle) have a length of 0.1, and consider the four meshes of this tetrahedron represented in Fig. 1 .
Define {x i,r } 1≤i≤144 , a set of 144 points located on a sphere of radius r centered at the barycenter of the tetrahedron. We evaluate the first derivative of the gravitational potential g using the Okabe and quadrature formulae on the sets {x i,r } 1≤i≤144 for some values of r , and denote them respectively g O (x i,r ) and g q (x i,r ). We then define the relative difference between the Okabe and quadrature formulae by 
where · 2 denotes the Euclidean norm in R 3 . Figure 2 shows the relative difference E r for various values of r and using a 1-point and a 15-points quadrature formula. The quadrature values are computed on Meshes 1-4, whereas the Okabe values are always computed in Mesh 1. For the sake of the presentation, we do not provide the results for the 5-points and the 11-points quadrature formula: they are simply the expected intermediate scenarios. The relative difference is globally much smaller for the 15-point quadrature formula than for the 1-point one. We notice that for small values of r , the difference is important, then decreases down to a minimum, and finally increases for large values of r . For small values of r , the Okabe formula is known to be accurate, but the quadrature formula fails due to the singularity of (5) at x = y. Notice that as the number of the mesh increases, the ratio r/c increases, where c denotes the mean edge of the Mesh, and the relative error decreases. It is due to the fact that since the integrated function is homogeneous, the error made by the quadrature does not depend on the absolute distance r to the tetrahedron, but on the distance ratio r/c. For large values of r , the contrary happens: the integrated function is regular enough for quadrature formulae to be accurate, whereas the Okabe formula suffers from important round-off errors.
In this work, we propose to separate, for each observation point, the tetrahedrons in two groups: the close-range and the long-range ones, and apply an Okabe formula for the first group and a quadrature formula for the second group. This way, we are able to ensure a given accuracy for the computed result. In Sect. 3, we present the Fast Multipole Method, an algorithm that can accelerate certain type of summations, and we explain how it can be used to accelerate the computation of the quadrature formulae that models long-range interactions. fast computation of the N -body gravitation problem, where point masses were considered. In this work, the FMM will be applied to quadrature formulae that model volume integrals for long-range interactions only, and not on mass points models.
Let us denote by {x i } 1≤i≤M a set of observation points and by {y j } 1≤ j≤N a set of source points, and consider the following summation:
where K is called the kernel, and σ j is a physical quantity related to the source point y j . In an ideal case, we suppose
then the following factorization holds
The quantities
being independent from x i , they can be precomputed, so that the summation (8) can be computed in complexity O(max(N , M)), leading to important execution time gains.
The FMM deals with cases where the kernel K is not separable and has a singularity at x = y. Under certain assumptions, the asymptotic complexity O(max(N , M)) can be reached as well. Consider the smallest cube containing all the source and observation points. This cube is recursively divided into eight smaller cube to form a data structure called octree. A given subdivision is called a level, the initial cube is the level zero of the octree (called the root). The level l of the octree contains 8 l cubes, called also boxes. The set of all boxes at each level is a partition of the root and contains all the source and observation points. The height of the octree is the total of times the root has be recursively subdivided. The boxes at the last level of the octree are called the leaves. In 1D, this corresponds to a recursive subdivision of a line segment into two smaller line segments: this data structure is called a binary tree, see Fig. 3 for an example in 1D. To simplify the presentation, we present schemes of binary trees instead of octrees in what follows.
Then, we need to obtain the separation of variables (9) approximately. Due to the singularity at x = y, only the long-range interactions can be efficiently approximated by low-rank decompositions, i.e., such that d in (9) is not too large. Factorization of approximate decompositions for longrange interactions and precomputations are at the foundation of FMM algorithms. Some key quantities at each levels are computed by recursion formulae in the octree, see Fig. 4 . The number of subdivisions 2 j of the considered interval (here in 1D) gives the level j of the tree, the number of levels defines the tree height. The leaves are the boxes at the highest level; thus their size decreases as the height increases. The shortrange interactions are computed using the exact formula (8) in a local quadratic complexity. The height of the octree is increased as N and M increase. With the right choice of the octree height with respect to N and M, the summation (8) is computable in linear complexity and with a controllable error.
Remark 1 (The octree height determines the nature of the interaction) In Fig. 4 , we notice that the height of the octree determine the size of the leaves (the boxes at the last level). Recall Fig. 3 and let x ∈ I , where I is a leaf. The interaction between x and a point y is considered close range if y ∈ N (I ) and long range if y ∈ F(I ). The size of the leaves, therefore, determines the limit at which the interaction between an observation point and a source point is close-or long range in the octree sense. Notice that the notion of boxes "close to" and "far away from" exist at each level, whereas close-or long-range interactions are related to points lying in leaves, therefore, in the last level.
Among the available FMMs, some are kernel specific and other are kernel independent. In our case, a kernel independent algorithm is desirable, since the first and second derivatives of the potential require the use of two different kernels. We use the Scalfmm C++ library Coulaud et al. (in review) , and among the available algorithms, we choose the BlackBox FMM which was proposed in Fong and Darve (2009) . In the BlackBox FMM, the kernel evaluations of the long-range interactions are approximated using summations of tensorization of three 1D Chebyshev polynomials (one 1D polynomial per spatial dimension), see Fong and Darve (2009) . We denote Chebyshev node the roots of these polynomials. For a given octree height, the accuracy of the computation is controlled by the number of Chebyshev node per dimension, and by a tolerance parameter used to accelerate one step in the FMM algorithm. Usually, the number of Chebyshev nodes and the tolerance parameter are changed together, in a way that minimizes the execution time while guarantying a given accuracy for the result. In what follows, Fig. 4 Schematic representation of the computation steps in the FMM algorithm, for a tree of height 4. Each line of the figure represents a step in the algorithm: the number at the left denoted the current level in the tree. The arrows in the scheme start from a quantity that is used to compute the quantity where they end (in what follows, W , g and l are interim calculation quantities). The algorithm starts by computing some quantities at the last level of the tree: vectors W I 4 are computed using local σ j and y j for each leaf I 4 , vectors g I 4 combine the W I 4 vectors from the interaction list (in green) of the considered leaf (in red). Then, the algorithm uses recursion formulae to compute vectors W I 3 at level 3, using vectors W I 4 from level 4, and vectors g I 3 are computed in the same fashion as vectors g I 4 in level 4. The same procedure applies at level 2; then vectors l I 2 are computed using vectors g I 2 at level 2 and vectors W I 3 at level 3. Vectors l I 4 are compute likewise: at this last level, they correspond to a component of the long-range interactions, to which a local quadratic step is added to compute the searched quantity f (x i ) when the tolerance parameter is not specified, it means that it is chosen accordingly to the number of Chebyshev nodes.
Coupling FMM accelerated numerical quadrature and analytic Okabe formulae
Since we are going to use the FMM, the sets of tetrahedrons and observation points are organized in an octree. We take for the location of a tetrahedron the coordinates of its barycenter. A tetrahedron is close to x if it lies in the same box of the octree or in an adjacent box (i.e., a box sharing a part of it boundary with the box containing the tetrahedron), and away from x otherwise, as a 3D generalization of Fig. 3 . The sets of close and far-away boxes are defined based on the geographic distance of the tetrahedra to the point x; when this distance is smaller (resp. larger) than a threshold (hereafter named "limiting distance"), which is automatically chosen by our algorithm, the tetrahedron belongs to the close (resp. far-away) set. The density is supposed constant in each tetrahedron.
The quadrature formula (6) for long-range interactions can be rewritten, for 1 ≤ i ≤ 3,
which consists of two summations of the form (8), where
tively in the first and second summation, and K (x, y) = 1 x−y 3 in both summations. Hence, the quadrature formula can be accelerated using the FMM as explained in Sect. 3. The difference is that the close-range interaction are not computed using the quadrature formulae (11), but using the analytic Okabe formulae.
Remark 2 (Issue with high-order quadrature formulae) The box I containing a given tetrahedron V k of the mesh is determined solely by the location of the barycenter of V k . This means that when computing the interaction between V k and a far-away observation point x using a quadrature formula, all the quadrature points y V k ,s , 1 ≤ s ≤ S, in (11) are seen by the FMM as being located in I . However, this may not be the case, see Fig. 5 . The consequence is that, in the FMM algorithm, some Chebyshev polynomials will be evaluated outside their domain in which the approximations are trustworthy. Notice however that in the case of a onepoint quadrature formula, the unique quadrature point is the barycenter of V k , and the phenomenon described here never happens.
Constraints on the octree height
In an FMM algorithm, there is a competition between the short-range interactions, which are computed faster as the octree height increases, and the long-range interactions, which are computed slower as the octree height increases. To see that, denote h the height of the octree and α the mean number of close leaves, for each leaf of the last level. There are 8 h leaves, N /8 h tetrahedrons per leaf, and then a mean of α M/8 h observations points close to any leaf. As a consequence, the number of close-range interactions to be computed is roughly α M N/8 h , which decreases when h increases. There is a trade-off value for the octree height that minimizes the overall execution time. In the FMM summation as described in (8), with non-oscillatory kernels, the accuracy does not depend on the octree height. As a consequence, the octree height can be freely chosen to optimize execution time.
In the proposed algorithm, the octree height determines the size of the leaves in the octree, and therefore the limiting distance between short-range and long-range interactions, see Remark 1. We define the "aspect ratio" of the mesh by this limiting distance divided by the mean edge of the mesh. From  Fig. 1 , we see that for a chosen accuracy, there is an interval of values for admissible aspect ratio, and corresponding admissible octree height. It may happen that the optimal octree height (in terms of execution time) is not among the admissible octree heights. In that case, we choose the admissible octree height that is the closest to the optimal one. Then, we might not reach in all cases the asymptotic linear complexity of the FMM.
Influence of the other parameters
The execution time is increased when the mesh size, the order of quadrature and the number of Chebyshev nodes increase, by increasing the number of terms of the considered summation. These parameter influence the accuracy of the result in the following ways: (1) the mesh size improves the quality of the model (by allowing a closer to reality geometry), (2) the order of quadrature improves the approximation of the volume integration of the long-range interactions, (3) the number of Chebyshev nodes improves the approximation of the kernel decomposition used in the FMM.
In Sect. 6, we present a campaign of numerical experiments that aims to check the effects of these parameters and find the set of parameters leading to the fastest computation guarantying a given relative error.
Selection of the parameters and scalability
In what follows, we present a numerical campaign aiming to establish empirical landmarks to select the values of the parameters: octree height, order of quadrature and number of Chebyshev nodes. The goal is to minimize the execution time for the computation of g, while guarantying a given accuracy. Then, the scalability of the algorithm is checked by measuring execution time on large test cases.
Numerical campaign
The mesh of this test case is represented on Fig. 6 . It consists of a cube denoted C, centered at the origin, of edge length 0.2 (C = (−0.1, 0.1) 3 ) and containing 13,712 tetrahedrons. We consider 1000 observation points randomly taken in (−0.2, 0.2) 3 \C. The reference value is computed using the Okabe formula on the whole cube directly (the observa- Fig. 6 Meshcube, centered at the origin, edge length: 0.2, 13,712 tetrahedrons tions are close enough for the Okabe formula to be accurate enough: r/c < 2) and the relative accuracy is computed using (7).
In Table 1 are reported the L 2 -norm of the relative accuracy of the computation with respect to the octree height and the order of quadrature. The BlackBox FMM is used with 8 Chebyshev nodes per dimension, which enables an relative accuracy of at least 10 −8 on the FMM approximation. Since the relative accuracy measured in Table 1 are lower than 10 −8 , they are free of FMM approximation errors. We observe that the lower the octree height is, the more accurate the computation is. This indicates that between the two competing effects (1) inaccuracy of quadrature formula for short-range interactions and (2) inaccuracy of Okabe formula for longrange interactions, the first one is predominant. Indeed, in small height octrees, the leaves are large, and the limiting distance between short-range and long-range interactions is large. This means that, in the trade-off, it is better to compute some long-range using Okabe than some short-range using quadratures. We also observe that, up to order 11, the higher the order of quadrature is, the more accurate the result is, which was expected. We observe that for a relative accuracy of 10 −4 , we can choose either an order of 1 with an octree of height 5 and below, or higher orders of quadrature with an octree of height 6 and below.
Figures 7 and 8 show the execution time of the computation of the short-range interactions (Okabe) and the long-range interactions (far FMM) with respect of the octree height, for various values for order of quadrature and number of Chebyshev nodes. As expected, the execution time for Okabe is not sensitive to the order of quadrature of the number of Chebyshev nodes, since these parameters only affect the computation of long-range interactions. The smaller the octree height, the larger the execution time: since the leaves are larger, the ratio of short-range interactions divided by the total of interactions is larger (recall that the number of close-range interactions to be computed is roughly α M N/8 h , which decreases when h increases). For the long-range interactions, the last effect is inverted. Finally, as expected, the larger the order of quadrature and the number of Chebyshev points, the larger the execution time for the long-range interactions. As a conclusion, for fast computation, one should choose some optimal octree height, a low order of quadrature and few Chebyshev points. The reference value is computed using Okabe directly on the whole cube. The BlackBox FMM is used with 8 Chebyshev nodes per direction, and a tolerance parameter of 10 −10 In Table 1 , the FMM approximation (via the number of Chebyshev nodes) is chosen to be very accurate in order to evaluate the effect of the octree height in the accuracy of the algorithm. In Fig. 9 are reported the relative accuracy of the algorithm with respect of the octree height, for various values of the order of quadrature and the number of Chebyshev nodes. This time, the effect of the number of Chebyshev nodes is visible: taking 4, 5, and 6 Chebyshev points introduce lower bounds on the relative accuracy of roughly 10 −3 , 10 −4 , and 10 −5 respectively. Consider we want the fastest set of parameters that allows a relative accuracy of approximately 10 −4 . From Fig. 7 , the fastest parameters are order of quadrature 1, 4 Chebyshev nodes and octree height 5. From Fig. 8 , the relative accuracy of this combination is close to 10 −3 , which is too large. The second fastest set of parameters is order of quadrature 1, 5 Chebyshev nodes and octree height 5. From Fig. 8 , the relative accuracy of this combination is less than 2 × 10 −4 , which we decide to choose. With an octree height of 5, the aspect ratio (the edge of a leaf in the tree divided by the mean edge of the mesh) is approximately 2. Remark 3 A natural trick to reduce the computation time consists in saying that due to the rapid decreasing of the kernel, on can neglect the physical long-range interactions. However, with an aspect ratio of 2, a tetrahedron located at more than twice the mean edge of the mesh of an observation has a long-range interaction, but cannot be neglected. Hence, the physical long-range limit is much larger than the one in the octree sense, for an octree of recommended height. Neglecting physical long-range interactions with no FMM acceleration results in computation of still quadratic asymptotic complexity (with a better constant than when computing all the interactions).
As a conclusion, the empirically selected set of parameters for fast computations and relative accuracy of approximately 10 −4 is: order of quadrature 1, 5 Chebyshev nodes and an octree height such that the aspect ratio is 2. We recall that with on order of quadrature of 1, the issues described in Remark 2 do nor occur. In what follows, we denote by "recommended height", the octree height that corresponds to an aspect ratio of 2. We also recall that imposing a value for the aspect ratio directly determines the limiting distance between an observation point and a tetrahedron: below this limiting distance Okabe formulae are used, and over it, accelerated quadrature formulae are used, this choice being made automatically by the algorithm, such that the desired accuracy on the overall result is satisfied.
The modeling error
When deriving a mesh representation of a 3D body, an modeling error is introduced, in particular for objects bounded by curved surfaces. In this section, we consider a 3D ball, and a set of four meshes shown in Fig. 10 . A set of 1000 observation points are taken uniformly along a radius of the ball. Figure 11 shows the known exact solution for the xcomponent of the vector g, and the difference between the exact and computed solution using our algorithm, on Meshball 4, with order of quadrature 15, an octree of size 6 (corresponding to an aspect ratio of 2), and 5 Chebyshev nodes. Figure 12 presents the relative accuracy of the x-component of the vector g with respect to one parameter, while the other two are kept constant, for MeshBall 1-4. We observe that in this case, the variation of the parameter have a little influence on the relative accuracy, whereas the choice of the mesh has an important effect. This indicates that while we have derived an empirical criterion for ensuring a relative accuracy of 10 −4 for a computation on any mesh, the modeling error was not considered, and can sometimes be significant. Hence, it does not appear useful to consider an accuracy better than 10 −4 .
Performance on large scale computations
Finally, we assess the scalability of the algorithm by running large test cases on a 32-procs cluster AMD Opteron Processor 6276@2.3 GHz. The test case is the same as in Sect. 5.1, and we checked that the computed relative error was approximately 10 −4 using our empirically selected set of parameters. Figure 13 shows execution times and acceleration factors for test cases ranging from 10 3 to 10 7 tetrahedrons. The number of observation points is the same as the number of tetrahedrons. The unaccelerated curve is extrapolated in the following way: the computation is done on one processor using the Okabe formula on a six tetrahedron mesh of the cube depicted in Fig. 6 . Then, the obtained execution time is scaled to the number of tetrahedrons of the test case, then divided by 32, the number of processors used to apply our algorithm. For 10 7 tetrahedrons and observation points, our algorithm takes 47 min, while the unaccelerated one would take more than 3 years. We observe that the execution time increase with respect to the number of tetrahedrons and observation points is linear starting from roughly 10 5 (and slower before).
The 10 7 limit is due to the memory size of our cluster. A test case with 10 8 tetrahedrons and 2 × 10 6 observation points (with corresponds to one observation points per pixel on a full HD screen) has been computed on our cluster.
Examples of application
We finally tested our method by considering examples illustrative of different settings.
Regional case: topography signal over the Himalaya
We first consider the computation of the topography contribution to the surface gravitation over a wide regional area marked by extreme topographic variations: the region of the Himalaya mountains. Each volume element above the reference ellipsoid WGS84 is supposed to have a density of 2700 kg/m 3 , and each element of volume below the zero height (i.e. water covered areas) is supposed to have a density of −1900 kg/m 3 (which corresponds to the density of the oceanic crust subtracted from the density of water). We use an in-house algorithm to construct the tetrahedral mesh from the ETOPO1 database (Amante and Eakins 2009) , see an example of outer surface from a constructed mesh in Fig. 14 . In this algorithm, a particular attention is paid to the modeling of the coasts: each time the altitude changes sign between two points, the intersection with the reference ellipsoid is computed, see Fig. 15 . Figure 16 presents the result of the contribution of topographical masses to the Earth's gravitational field over the Himalaya. The mesh has an input resolution of 1 min, and consists of 1.2 × 10 7 tetrahedrons. There are 10 6 observation points, located 1 cm above the topographic points. The octree has a height of 11, and has 1,327,186 leaves, which have a side of 960 m. The computation takes <20 min on a 16-procs cluster AMD Opteron Processor 6276@2.3 GHz. The zoom on mount Everest is computed using 3.7 × 10 3 topographic points (from the same dataset ETOPO1) and 4.5 × 10 5 observation points. Figure 17 shows separately the close-and long-range interactions in the octree sense for the contribution of topographical masses to the Earth's gravitational field over the Himalaya. First, we notice that both components contain a physical signal. Then, the circular artifacts illustrate than when two observation points are close to each other, but in different leaves of the octree, the sets of tetrahedrons in closerange interactions associated to the two observation points are translated from one another by at least twice the mean edge of the mesh.
High-resolution contribution of topographical masses to the Earth's gravitational field over France
We now move to an example at a higher spatial resolution, namely the contribution of topographical masses to the Earth's gravitational field over France, as can be needed when computing a local high resolution geoid model. show the mesh used for the computation; note that no geometrical approximation is done when building the 3D mesh, in particular the Earth's curvature is visible on the mesh. Figure 19 shows the component of g along the ellipsoidal normal, the observation points being located 1 cm above the topographic points on the ground and 1 cm above the sea level in maritime areas. The topographic effects are well observed, including a good delineation of valleys in mountainous areas.
The data is composed of 2,804,433 tetrahedrons and 422,521 observation points. The octree height is 10, the order of quadrature is 1 and the number of Chebyshev nodes 5. The computation takes 2 min 32 s on our 32-procs cluster for the long-range interactions, and 4 min 32 s for the short-range interactions. The post-treatment to convert the g vector from Cartesian to latitude-longitude coordinates takes 58 s on one processor.
Gravity field and gradients at the GOCE satellite altitude
We now test our method on evaluating the far field created by a mass distribution, as may be needed when analyzing satellite data along the orbit. For that we considered the computation of the geoid, gravitation and gravitational gradients signals arising from the Earth's global topography at the GOCE satellite altitude, approximately 250 km. The com- The observation points are taken 1 cm above the topographic points on the ground, and 1 cm above the sea level in maritime areas putation is carried out on a 16-procs cluster AMD Opteron Processor 6276@2.3 GHz, and take 6 m 30 s per component.
The mesh is composed of 1.6 × 10 7 vertices, 3.3 × 10 7 triangles and 10 8 tetrahedrons. There are 2 × 10 6 observation points, the octree has a height of 10, which leads to leaves of side 6.7 km. Figure 20 shows the gravitational fields generated by the topography above the WGS84 ellipsoid at 250 km altitude. In this figure, the red color refers to high values, whereas the blue color refers to low values. Figure 20 shows that at 250 km, the signal is mainly composed of large wavelengths. To demonstrate the capabilities of our methodology and the resolution of our mesh, we include the contribution of topographical masses to the Earth's gravitational field at 20 km of g r and T rr in respectively Figs. 21 and 22. Figure 23 shows a computation of the free air anomaly on the WGS84 reference ellipsoid with spherical harmonics of degree 1500 using SHTOOLS (Wieczorek 2014) . Stability and spectral truncation issues using this kind of decomposition lead to Gibbs phenomenon, visible in the numerical oscillations over the Himalaya on Fig. 23 . The present method is not subject to this phenomenon since it has been designed to ensure a chosen level of accuracy, and does not involve a sharp spectral truncation of the signal, see Fig. 16 for the result over the Himalaya using the present method.
67P/Churyumov-Gerasimenko (67P) gravitational field
This test is dedicated to the gravitational signal of a general 3D mass geometry, and we take the example of the Tchouri comet. Figure 24 shows the mesh used to compute the gravitational fields created by the comet 67P, containing 989,950 tetrahedrons. The largest dimension of the comet is 5 km, and we compute the vector g on 1,994,004 observation points located at the surface of the sphere centered in the geometric center of the comet; see Fig. 25 . The computation is carried out on a 4-core Intel Core i5@2.67 GHz, using a height-8 octree. BlackBox FMM is taken with 5 Chebyshev nodes per dimension. The FMM summation is computed in 251 s, while the post-treatment to plot the components of g takes 68 s. Figure 26 shows a 3D representation of 1000 g vectors, and the tangential components of 2048 g vectors is represented in Fig. 27 . The asymmetry of the latter field is due to the asymmetry of the two lobe of the comet.
Performance comparison with Gravsoft
In this section, we apply our algorithm to a local terrain correction and compare the result with Gravsoft (Tscherning et al. 1992) . We consider the region between latitudes 49 • and 50 • , and longitudes between 2 • and 3 • -the region For Gravsoft, we consider a coarse mesh of resolution 220 m for long-range interactions. The computation of the component of g along the ellipsoidal normal takes 45 min 22 s, see Fig. 28 . The computation of the tetrahedral mesh needed for our algorithm takes 14 min 39 s, leading to 4.7 million tetrahedrons. The selected height of the tree is 12. With a relative accuracy of 10 −4 of the FMM part, the long-range interactions take 41 min 40 s, while lowering the relative accuracy to 10 −3 reduces the computing time to 14 min 39 s. In both cases (the tree height is the same), the short-range interactions take 14 min 20 s. The total computation time for the 10 −3 relative accuracy takes 36 m 32 s, see Fig. 29 . To make the comparison, all the computation have been made on a single core. Notice that while the computation we have made with Gravsoft for this test gives only one compo- Fig. 29 The effect of the topography's gravitational field over the region around Paris: g r , g θ and g φ (in ms −2 ) computed by our algorithm, at 10 −3 relative accuracy nent of g, we have computed the three components with our algorithm. Although the execution times are quite comparable, notice that Gravsoft has been specially optimized for terrain correction, while our algorithm does not profit from the particular geometry or hypothesis on the sources and the observation points, since it can treat any geometry likewise, and all the tetrahedrons can have different densities with no additional cost. Moreover, we included the construction of the mesh in the overall performance of our algorithm while the in-house used algorithm could be further optimized, and is beyond the scope of this paper.
Conclusion
In this work, we have presented a new algorithm to compute gravitation anomalies for a general 3D source. Depending on the close-or long-range nature of the involved interactions between the mass source and the observation point, the algorithm automatically switches between analytic integration formulae and numerical quadratic formulae. It relies on the Fast Multipole Method to drastically increase the speed of the computation of long-range interactions while guarantying a chosen accuracy. Our method is general: it can be used not only to compute the first derivative g of the gravitational potential, but also the potential itself and its second derivatives; it can also be applied to the computation of magnetic field anomalies. With the obtained numerical efficiency, we can perform forward gravitation modeling of local ultra-high-resolution mass anomalies of arbitrary shape as well as larger-scale mass sources. This is important when jointly analyzing surface and satellite potential fields data for geodetic and geophysical purposes, allowing us to cover the whole spectrum of resolutions, both globally and locally, in a consistent framework and a numerically tractable way.
