Abstract-In the standard kernel partial least squares (KPLS), the mapped data in the feature space need to be centralized before extraction of new score vectors. However, each vector of the centralized variables is often uniformly distributed, and some original features that can reflect the contribution of each variable to fault diagnosis might be lost. As a result, it might lead to misleading interpretations of the principal components and to increasing the false alarm rate for fault detection. To cope with these difficulties, a novel data-driven framework using KPLS based on an optimal preference matrix (OPM) is presented in this paper. In fault monitoring, an OPM is proposed to change the distribution of the variable and to readjust the eigenvalues of the covariance matrix. To obtain the OPM, the objective function can be determined in terms of the squared prediction error and Hotelling's T-squared (T 2 ) statistics. Two optimization algorithms, genetic algorithm and particle swarm optimization algorithm, are extended to maximize effectiveness of the OPM. Compared with traditional methods, the proposed method can overcome the drawback of original features loss of the centralized mapped data in the feature subspace and improve the accuracy of fault diagnosis. Also, few extra computation costs are needed in fault detection. Extensive experimental results on both the Tennessee Eastman benchmark process and the case study of the aluminum electrolytic production process give credible fault diagnosis.
D
UE to the difficulty in discovering the correlation of system variables, modeling fault diagnosis accurately has long been a challenging issue in practical processes [1] , [2] . It is well known that aluminum reduction cell, which always works in high-temperature and high-corrosion electrolyte molten, is the main production equipment of the Hall-Carvoeiro aluminum electrolytic process [3] . The online measurable process data are few, and most of the process data need to be measured offline. This will lead to a failure to distinguish the contribution of each parameter to fault detection because of the high coupling between parameters [4] , [5] . With the application of some new technologies for energy conservation by the reducing the cell voltage, the problem is becoming more and more serious [6] - [8] . Specifically, all parameters are at the critical condition, and the system becomes unstable when the cell voltage is depressed a certain degree. Therefore, some abnormal phenomena, such as abnormal fluctuation of liquid aluminum, floating carbon residue, and others, occur more frequently during production. This is a serious threat to the safety of the electrolytic cell, and challenges the existing control method and technology in the aluminum industry control field [9] .
In the last two decades, a variety of multivariate statistical methods, as a branch of data-driven methods, have been proposed with the development of high-tech computing and the accumulation of huge amount of valuable process data on the plant [10] - [13] . Jiang et al. proposed a multivariate statistical method for fault detection based on principal component analysis (PCA) and Bayesian inference [14] . In this method, PCA is used to reduce dimension and extract latent feature in largescale local behaviors. An improved PCA approach had been presented for a practical 10-kV distribution system, which can reduce the dimension of the process data using the optimal copula rank correlation matrix instead of the covariance matrix [15] .
A new fault diagnostic model based on improved partial least squares (IPLS) had been proposed by Yin et al. , in which IPLS is used to decompose the process data into the related parts with key indicator or not [16] . A statistical approach using PLS to fault detection had been presented by Muradore et al., which has obvious advantages for identifying the dynamical parameters [17] . However, the aforementioned methods are effective only for the linear system and fail to take into account the nonlinear coupling of cell parameters in the aluminum electrolytic process.
Kernel partial least squares (KPLS) is widely considered as a data-driven tool to solve the problem posed by nonlinear characteristics because it has two advantages: 1) KPLS has excellent nonlinear mapping capability and 2) KPLS takes full account of the nonlinear relations between the process and quality variables [18] - [20] . Earlier studies based on KPLS, such as the kernel orthonormalized PLS algorithm with reduced complexity (rKO-PLS) [21] , showed good performance. In these KPLS-based approaches, to eliminate the influence of the dimension of various variables to their covariance, the mapped data of the independent variables in a feature space F need to be centralized before the extraction of new score vectors. However, each vector of the centralized variables is often uniformly distributed, and some original features that can reflect the contribution of each variable to fault diagnosis might be lost. This will lead to misleading interpretations of the principal components and increasing the false alarm rate. To address this problem, an optimal preference matrix (OPM) based on objective function of the squared prediction error (SP E) and Hotelling's T-squared (T 2 ) statistics, is proposed to overcome the disadvantages that the variables, which have bigger covariance play a bigger role in the choice of extracting the principal components in the different dimensional sense. At the same time, the OPM also can highlight the different significance of the variables and better capture the variable's contribution to a fault under the condition of keeping energy conservation of the system. To obtain the optimized operator of the preference matrix, an appropriate optimization algorithm should be selected. In the past two decades, genetic algorithm (GA) and particle swarm optimization (PSO) algorithm as two typical search techniques, which show outstanding global optimized ability, have been widely used in industrial field [22] - [27] . After the comparisons with other optimization methodologies, this study identifies that a GA might be well suited for achieving its goals.
On these arguments, a novel framework using KPLS based on an optimized preference matrix (KPLS-OPM) for fault diagnosis is presented in this paper. Experimental results are carried out on both the Tennessee Eastman (TE) benchmark process and the case study of aluminum electrolytic production process to verify the effectiveness of the proposed method. Compared with state-of-the-art methods in terms of the performance indicators of Hotelling's T 2 and SP E test, the advantages of the proposed algorithm are shown as follows.
1) Application-oriented: A specialized fault diagnosis framework is proposed for the aluminum production process. 2) Relatively efficient: The proposed method can overcome the drawback of original features loss of the centralized data in the feature subspace and improve the accuracy of fault diagnosis.
II. PREFERENCE MATRIX IN KPLS
In this section, a preference matrix is proposed to solve the problem of feature loss after centralizing the mapped data in the feature subspace F .
A. Problem Description
In the classic KPLS, given the independent variable X L 1×N represents the (L1 × N ) matrix of L1 inputs and Y L 2×N indicates the (L2 × N ) matrix of the corresponding responses. Furthermore, centered X L 1×N and Y L 2×N are assumed and can obtain X L 1×N and Y L 2×N . Assume a nonlinear transformation of X L 1×N into a feature space F to construct a linear regression model, i.e., mapping φ i :
In general, the nonlinear transformation Φ (.) can be realized by the kernel function k(·), which is the product of the vector φ i and φ j . This can be expressed as k (x i , x j ) = φ i T φ j . According to Mercer's theorem, an N × N matrix K can be obtained by kernel mapping ofX L 1×N as follows:
Before the analysis of the regression model in the feature space, K needs to be centralized for the purpose of extraction of the principal components, it can be updated by the formula on the right hand as follows:
where I N is an N-dimensional identity matrix. However, the eigenvalues of the covariance matrix of K obtained are often approximately equal in the manner described previously. Thus, this will be likely to be nonideal for fault diagnosis purposes due to lack of representativeness to the original information for the extracted principal components. In this way, each vector of the centralized matrix K is uniformly distributed and some original features that can reflect the contribution of each variable to fault diagnosis might be lost. Obviously, this will greatly reduce KPLS accuracy of fault diagnosis. Therefore, a novel concept called the preference matrix is proposed to extract a series of more representative principal components.
Algorithm 1:
The Modified NIPALS Algorithm.
while t(i) = t(i − 1) do
u ← u/ u . 10:
i ← i + 1.
11:
end while 12:
TȲ . 14: end while
B. Preference Matrix
Preference matrix μ is formed by a series of weights, which initial value is randomly generated. Without loss of generality, μ is defined as follows:
From (2), K can be updated as
Following (3) and (4), instead of (1), the centralized matrix K is expressed as
where
Through the introduction of the preference matrix, the distribution of the variables in the feature space can be changed. Accordingly, the eigenvalues of the covariance matrix of K are also readjusted to eliminate the influence of centralization.
To extract the principal component, a linear PLS regression model needs to be constructed in the feature space. The nonlinear iterative partial least squares (NIPALS) procedure [28] is often used to estimate the desired components in the reported KPLS. Based on the aforementioned analysis of the preference matrix, the NIPALS algorithm is modified following Algorithm 1.
In Algorithm 1, let t and u be the score vector of K and
is the desired number of the principal components, and l is the iterations number of extracting the principal components.
Taking into account output results from Algorithm 1, a KPLS regression model can be provided.
Before and after extracting the principal components, the energy of the system can maintain conservation in each iteration, that is,
where .
2 is a norm in the feature space, K l is the residual after extracting the lth principal component, P l is the coefficient of regression, and it is defined by
By introducing the preference matrix to KPLS, not only the correlation between variables in the centralized data K can be kept, but also the energy of the system can be conserved. It is obvious that the extracted principal components are more of a representative and help to construct the fault diagnosis model more effectively. To maximize the preference matrix's effectiveness, it is necessary to propose a novel fault diagnosis framework. The design challenges for this framework is to select the suitable optimization algorithm to obtain the OPM.
III. PROPOSED FRAMEWORK

A. Framework Overview
The framework based on the data-driven techniques, whose architecture is shown in Fig. 1 , consists of three primary modules: 1) fault monitoring; 2) detection; and 3) classification. In the fault monitoring stage, the proposed KPLS-OPM is only used to obtain the OPM. In the other word, once the OPM is obtained, the KPLS-OPM has completed its goal. Specifically, the preference matrix μ is randomly initialized. Then, it is introduced into KPLS to construct the regression model in the feature space. To obtain the optimal preference matrix μ , the objective function f obj SPE, T 2 of the false positive rate and the missing alarm rate in term of SP E and Hotelling's T 2 statistics should be minimized. In our work, GA and PSO are used to accomplish this task. Once the termination condition is satisfied, this process will be stopped. As the second stage of the framework, the OPM as output will be introduced into the KPLS to extract the principal components for fault detection. For new samples, a fault is detected when the faulty index SP E and T 2 exceed simultaneously the control limits. In the fault classification stage, since different types of fault can lead to different pattern classifications, neural networks (NNs) as a classifier is then used to identify the type of fault currently occurring in the electrolytic cell.
B. Objective Function
Generally speaking, traditional KPLS-based fault monitoring methods use SP E and T 2 statistics: the former shows variation of samples in terms of Mahalanobis and Euclidian type distances in the residual subspace, the latter represents the distance in the principal subspace. SP E statistic can be given by
M is the number of the principal components extracted, and SP E 0 is the control limit. Normally, a fault is deemed to occur when (8) is false. SP E 0 can be calculated as
with g = b/2a and h = 2a 2 /b. Here, g is the weighted parameter, h is the degrees of freedom of χ 2 distribution, a and b are the means and variance of SP E statistic, respectively.
Analogously, T
2 statistic is defined as
where Λ denotes the diagonal matrix of covariance of the score vector.
In (10), T 2 0 is the control limit at the confidence level α ((1 − ξ) × 100%) and is calculated by means of an Fdistribution as
To evaluate the detection results, two common indices include false alarm rate and missing alarm rate are regularly used on the previous research. The former is defined as the ratio of the numbers of the normal conditions judged as abnormal to all faulty samples, and the latter shows the numbers of abnormal status falsely detected as normal one. Assume that Ω is the total number of all faulty data, ω 1 is the number of false alarm, and ω 2 is the number of missing alarm, then the objective function can be determined in terms of SP E and Hotelling's T 2 as
KPLS-OPM procedure will be stopped when the value of f obj SP E, T 2 is reduced to minimum, at the moment the output is the optimal preference matrix.
C. KPLS-OPM Procedure
To obtain the OPM, the selection of a suitable optimization algorithm is a crucial step to the diagnostic effect. After repeated comparison and screening, two classical algorithms, GA and PSO, were identified to execute this goal. The two KPLS-OPM algorithms are summarized as Algorithms 2 and 3, respectively.
The purpose of KPLS-OPM algorithm is to obtain an OPM through the optimization algorithm. It follows from this that the convergence of the algorithm proposed is mainly dependent on the optimization algorithm. In this paper, the convergence of the GA and PSO, which are considered to be the most well-known optimization algorithms, has been proved in the literature [22] , [29] .
IV. EXPERIMENTS AND DISCUSSION
In this section, the effectiveness and performance of the proposed KPLS-OPM method are shown through the TE benchmark process and the case study of aluminum electrolytic production process. In this paper, one comprehensive index called as accuracy rate A cc is used. It is described as follows:
The results below are achieved using MATLAB 2013a on a desktop computer (2.60-GHz Intel Core i5, 4GB of RAM).
The summary of the two optimization algorithm parameters, GA, and PSO, is given in Table I .
Algorithm 2: KPLS-OPM (GA).
Input: Sample data X and Y. Output: Optimal preference matrix μ. 1: Normalization of X and Y. 2: Obtain the positive definite kernel K. 3: Centralize K. 4: Initialize the GA parameters: encoded string length P RICE, initial population individual NIND, maximum genetic number MAXGEN, crossover probability P r , and mutation probability P m etc. 5: Initialize μ to form the first population R 1 . 6: Set g = 1. 7: while g < G max do 8:
Choose two solutions I and J from R g based on the fitness values. 10:
Crossover and generate offspring and add them to Q g .
11:
Mutate each solution I ∈ Q g . 12:
μ ← I.
13:
K ← Kμ. 14:
Extract the principal components using Algorithm 1.
15:
Calculate SP E and T 2 statistics.
16:
if the ending condition about f obj SP E, T 2 is satisfied. then 17:
Output μ and stop running. 18: else 19:
g ← g + 1.
20: end if 21: end while
A. TE Process
The TE process model, which is a closed-loop control system with five major units, i.e., reactor, condenser, compressor, separator, and stripper, is a well-known tool for a chemical industrial plant for the purpose of researching on fault monitoring and also other kinds of process control issues [30] . In this model, 41 process variables and 12 manipulated variables can be generated at a sampling interval of 3 min. Also, 21 kinds of programmed faults, containing 7 types of step conditions and 14 types of random faults, can be produced by various known interferences in the process. More information about the TE process can be found in [30] . According to the 21 kinds of faults, the diagnosis results in terms of SP E and T 2 statistics are summarized in Fig. 2 . From Fig. 2 , two KPLS-OPM algorithms have significantly better accuracy than the KPLS and rKOPLS in general. In detail, it can be observed from the monitoring results of T 2 and SP E statistics that rKOPLS obviously shows better performance compared to the KPLS, whereas SP E statistics of two algorithms are very similar in the fault IDV(11), IDV (14) , and IDV (19) case. This indicates that the rKOPLS can very well handle nonlinear samples of the TE process due to the introduction of the kernel function.
Algorithm 3: KPLS-OPM (PSO).
Input: Sample data X and Y. Output: Optimal preference matrix μ. 1: Normalization of X and Y. 2: Obtain the positive definite kernel K. 3: Centralize K. 4: Initialize the PSO parameters: self-confidence factor C1, swarm confidence factor C2, maximum velocity V max, minimum velocity V min, maximum genetic number MAXGEN, population size P OP size etc. 5: Initialize randomly μ to form the first population P. 6: for i = 1 : POPsize do 7: for each particle p in P do 8:
p best ← p.
10:
end if 11: end for 12: g best ← best p in P. 13: for each particle p in P do 14:
15:
p ← p + v. 16: end for 17: end for 18: output μ ← P. However, the eigenvalues of the covariance matrix of the positive definite kernel have been changed to consistency and convergence through centralized nonlinear mappings. For this reason, the results obtained by the KPLS-based fault diagnosis method to the TE benchmark are not satisfactory because of the lack of expression of nonlinear features of the independent and dependent variables. As shown by SP E statistics in Fig. 2 , the highest accuracy detected by the rKOPLS at the 95% confidence level is 83.61% at the onset of the fault IDV (5) . Similarly, the best is 91.21% in the behavior of T 2 in the fault IDV (7) case. The frustrating results of the KPLS and rKOPLS at the 97.5% and 99% confidence levels from the same figure can also be observed.
After the application of the proposed KPLS-OPM method, it is obvious that the performance of fault detection has significantly improved. Take the fact for example, the average fault detection accuracy rates of the KPLS-OPM using GA are 89.91%, 88.14%, and 85.62%, respectively, at three different control limits in terms of SP E statistics. Fig. 2 also shows impressive results that the same index of the same algorithm are 90.39%, 87.07%, and 85.49%, respectively, for T 2 statistics. This shows that the proposed method can make it easier to extract the representative principal components that capture more variability of the TE process because of the introduction of the concept of the preference matrix, and implementation of two classic optimization algorithms is good for obtaining the optimal preference matrix, which can maximize the effectiveness of the proposed method.
It is worth mentioning that the GA shows superior optimization performance compared to the PSO in some fault case such as IDV (17) , although they perform almost in most other cases. Considering the following reasons can explain well the aforementioned phenomena: The optimization object in this work (whether the TE process or the aluminum electrolysis process) is the preference matrix, which is regarded as the discrete data. It is clearly seen that the GA is more suitable in solving discrete optimization problem than the PSO.
Without loss of generality, the fault IDV (2) is taken as a randomly chosen example for detailed study, which will lead to step-function change of B composition and A/C ration and to the decline in production. According to our design, the fault occurs from the moment of 161th sample points. The upper part of Figs. 3 and 4 show that neither the KPLS nor the rKOPLS can clearly capture the fault IDV (2) . In contrast, the two subplots of the KPLS-OPM, indicate a clear classification results and the fault can be successfully detected at the observation point. In summary, the performance and the effectiveness of the proposed fault framework are proven once again.
B. Aluminum Electrolysis Process
To further demonstrate the effectiveness of the proposed diagnostic framework, the case study of aluminum electrolysis process is carried out. In this subsection, 1000 groups of experimental data are taken as samples from January 1, 2013 to May 31, 2014, providing a total of 17 observed months on the 170-KA series of aluminum reduction cell in Chongqing. In view of the difficulty to measure and the degree of influence on the production process, seven kinds of variables as inputs, including current series, cell voltage, alumina feeding interval, molecular ratio, aluminum level, electrolyte levels, and bath temperature, and amount of aluminum as output are chosen. Four types of failure including floating carbon residue, cathode breakage, liquid fluctuation, and high anode-cathode distance, are shown as desired response, which appear at the moment of the 901st sample taken.
As shown in Fig. 5 , SP E statistics that exceed three control limits with variance level can be considered as faulty. In the case of KPLS, the control limit is 5.8225 and the number of the samples is 448 as the false fault. Similarly, the false fault points are 468 and 520 when α = 95% and 97.5%. In contrast, the monitoring chart of KPLS-OPM using GA, shown in Fig. 5(d) , captures the fault at the control limit 21.7711 while the false faults detected reduce to 48 at α = 99%. Indicating that the false alarm rate and the missing alarm rate are minimal in the KPLS-OPM, same conclusions can be obtained at the other two confidence levels. It can be clearly seen from Fig. 6 that the same two indices are significantly decreased by the application of the proposed method in terms of T 2 statistics. From Table II , it can also be seen that the accuracy rate of KPLS-OPM is higher than that of rKOPLS and KPLS.
It is interesting to note that diagnostic accuracy of KPLS-OPM in the TE process is much higher than the other two algorithms, but these advantages of the proposed method are not obvious in the aluminum electrolysis process. There are at least two reasons that can explain this. One is that the number of process variables affect production. There are 41 kinds of decision variables in the TE process, whereas types of variables in aluminum electrolysis process is only 8. For the former case, the original information carried by each variables can be more reserved with introduction and optimization of the preference matrix. The other is the ratio of test samples under normal and abnormal conditions. This ratio of the TE process and the aluminum electrolysis process are 160/800 and 900/100, respectively. According to the definition of SP E 0 and T 2 0 , the control limit is calculated from the normal dataset, and mathematical properties of which are more biased toward the original features of those normal sets. Therefore, the false alarm rate to the normal data is lower than the missing alarm rate to the abnormal data in general. To sum up, for the rKOPLS and KPLS methods, their diagnostic accuracy for the TE process is lower than for the comparison process this is reasonable.
The classifier based on the back-propagation neural network (BPNN), which has a good nonlinear approximation ability and simple network architecture, is used to evaluate the multifault diagnosis accuracy of the proposed framework. There are four common abnormal states of aluminum reduction cells, including floating carbon residue, cathode breakage, aluminum liquid fluctuation, and high anode-cathode distance. The total datasets are separated into 400 training and 100 testing datasets. In the diagnostic model, logsig is chosen as the transfer functions of hidden layer and output layer. The number of hidden layer neurons is determined to 10. Fig. 7 shows classification results of four comparison approaches. It can be clearly seen from Fig. 7(c) and (d) that the classification error rate is significantly decreased by the variance of the OPM. It can also be noted that selection of the appropriate optimization algorithm has a certain influence on the classification results. The results illustrate that a GA is more suitable than PSO for solving the discrete optimization problem because the preference matrix can be regarded as discrete data. 
V. CONCLUSION
In this paper, we proposed a novel three-stage framework based on KPLS-OPM for the industrial process monitoring. To readjust the distribution of the variable for reserving the information of original data as much as possible. Two wellknown optimization algorithms, GA and PSO, are designed to obtain the OPM and to maximize the role of the preference matrix. The results show the effectiveness and performance of the proposed approach on both the TE process and the case study of aluminum electrolytic production process. In future work, it is planned to further apply the proposed method to a larger range of the fault diagnosis problem in industrial application, and to attempt to improve the performance.
