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Developing Higher-Order Materials Knowledge Systems 
Anthony Nathan Fast 
Surya R. Kalidindi, Ph.D. 
 
 
 
 Advances in computational materials science and novel characterization 
techniques have allowed scientists to probe deeply into a diverse range of materials 
phenomena.  These activities are producing enormous amounts of information regarding 
the roles of various hierarchical material features in the overall performance 
characteristics displayed by the material.  Connecting the hierarchical information over 
disparate domains is at the crux of multiscale modeling.  The inherent challenge of 
performing multiscale simulations is developing scale bridging relationships to couple 
material information between well separated length scales.  Much progress has been 
made in the development of homogenization relationships which replace heterogeneous 
material features with effective homogenous descriptions.  These relationships facilitate 
the flow of information from lower length scales to higher length scales.  Meanwhile, 
most localization relationships that link the information from a from a higher length scale 
to a lower length scale are plagued by computationally intensive techniques which are not 
readily integrated into multiscale simulations.  The challenge of executing fully coupled 
multiscale simulations is augmented by the need to incorporate the evolution of the 
material structure that may occur under conditions such as material processing. 
To address these challenges with multiscale simulation, a novel framework called 
the Materials Knowledge System (MKS) has been developed. This methodology 
efficiently extracts, stores, and recalls microstructure-property-processing localization 
xv 
 
relationships.  This approach is built on the statistical continuum theories developed by 
Kroner that express the localization of the response field at the microscale using a series 
of highly complex convolution integrals, which have historically been evaluated 
analytically. The MKS approach dramatically improves the accuracy of these expressions 
by calibrating the convolution kernels in these expressions to results from previously 
validated physics-based models.  These novel tools have been validated for the elastic 
strain localization in moderate contrast dual-phase composites by direct comparisons with 
predictions from finite element model.  The versatility of the approach is further 
demonstrated by its successful application to capturing the structure evolution during 
spinodal decomposition of a binary alloy.  Lastly, some key features in the future 
application of the MKS approach are developed using the Portevin-le Chaterlier effect.  It 
has been shown with these case studies that the MKS approach is capable of accurately 
reproducing the results from physics based models with a drastic reduction in 
computational requirements.  
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Chapter 1: Introduction 
 
 Historically, the focus of materials science has been to establish structure-
property relationships.  A variety of empirical techniques or simulation tools have been 
developed to generate the complex connections that span multiple spatial and temporal 
domains.  Compiling and exploring the structure-property connections provides a crucial 
aid in developing new and alternative materials.  A daunting challenge is met when 
attempting to integrate this information into cohesive, combinatorial materials design 
problems because of the disjointed nature of tools used to extract the information from 
disparate length scales.  Consequently, there is an immediate need for novel tools that 
allow more efficient search of the material space over sluggish physical models.  These 
tools require data-mining procedures that can compile the structure-property relationships 
in an intuitive and generic manner.  The emerging field of materials informatics endorses 
the development of these techniques by merging concepts from statistics, machine 
learning, database and parallel and distributed computing [1, 2].  Generating the 
appropriate informatics will facilitate more efficient exploration of the material space 
using statistically robust, physically meaningful tools. 
 Informatics is established in fields such as biology, drug discovery, and 
astronomy; materials informatics is in its early stages of development [1, 2].  Materials 
science initiatives like Integrated Computational Materials Engineering (ICME) promote 
the development of materials informatics to minimize the timeline from research and 
development to product insertion for new materials [3, 4].  ICME related ideas express 
the traditional structure-property paradigms of materials science research as knowledge 
2 
“nodes” that focus upon exploring isolated materials phenomena.  Each node is isolated 
to distinct phenomena that operate at individual, or closely related, material hierarchies.  
ICME focuses upon decentralizing the knowledge nodes by extracting “knowledge” from 
information generated by these tools which explores the linkages, or interconnectedness, 
between related knowledge nodes.  Recent research has led to powerful advancements in 
materials characterization (e.g. Atom Probe Microscopy [5, 6], Automated Serial 
Sectioning [7], and X-Ray Computer Tomography (CT) [8-11]) and simulation tools (e.g. 
Molecular Dynamics [12], Continuum Based Methods [13, 14], Dislocation Dynamics 
[15, 16]).  Such tools are capable of generating extremely large datasets that contain as 
yet unmined knowledge because of the limitations of conventional informatics that rely 
of primitive statistical quantifications (e.g. average grain size, crystallographic 
orientation) of the microstructure.  Materials informatics aims to develop progressive 
tools to extend the quality of the “knowledge” that can be extracted from the knowledge 
nodes with distinct emphasis on large-scale datasets. 
 
 
Figure 1:  The linear concept of Materials by Design [17]. 
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 Materials informatics provides more efficient vehicles to explore the underlying 
material characteristics that lead to the discovery of advanced materials with improved 
performance qualities.  Early materials informatics tools were developed by Ashby et al. 
that provided maps of common structure-property relationships extracted from 
phenomenological models[18].  Similarly, computer programs like ThermoCalc can 
perform thermodynamics calculations to predict multi-component phase diagrams; these 
predictions are developed from established knowledge nodes [19].  These tools are 
valuable because they provide a large, searchable database of phenomenological 
discoveries, but they are mostly aligned with the cause-and-effect design methodologies 
that lack any predictive capabilities.  Materials by Design sets forth the idea of inductive 
materials design wherein goals/means systems-based, optimization methods supplant 
these slower, traditional approaches [20].  In this framework, a linear relationship 
between processing, structure, and property is expressed (Figure 1).  The challenge of 
formulating inductive design methods stems from the complex hierarchical nature of 
materials. At the connecting nodes between processing-structure and structure-property, 
it is necessary to consider the hierarchical nature of the material as exemplified in Figure 
2 [21].  In the case of macroscale plasticity, the relevant materials phenomena operate on 
multiple spatial and temporal domains.   The movement of atoms at the lowest length 
scale result the formation of discrete dislocations.  These dislocations aggregate into 
dislocation densities after enough discrete dislocations form.  The dislocation densities 
have a direct effect on parameters such as strain hardening that influence the behavior at 
the crystalline level.  In the last step, the polycrystalline behavior determines the 
macroscale plasticity behavior.  This description passes information in a bottom-up 
4 
manner, but these connections are furthered compounded by the inverse flow of 
information in a top-down direction. 
 
 
Figure 2:  Hierarchy of heterogeneous microstructure features active in plastic 
deformation of metals.  Multiscale modeling aims to investigate the nature of the material 
over each length scale using scale-bridging relationships.  These relationships are 
separated into homogenization relationships and localization relationships.  
Homogenization relationships communicate information from lower length scales to 
coarser scales while localization relationships address the reverse flow of information 
[17]. 
 
 Inductive design exercises under the ICME initiative and Materials by Design 
have shown drastic improvements in the insertion timeline for new materials, which is 
typically reported to be about 20 years [3].  The DARPA Accelerated Insertion of 
Materials program integrated multiple knowledge bases from various databases and 
modeling tools to incorporate multiple levels of the material hierarchy to optimize the 
manufacturing routes for optimal performance [22].  This program facilitated the 
introduction of Ni-based superalloys into service to five years. Despite their success, 
these efforts are rooted in the systems-based design which is far from a truly predictive 
design methodology.  In a purely inverse design problem, fully-coupled concurrent 
multiscale simulations will be used to design the processing conditions that provide the 
5 
optimal microstructure at every hierarchy, from atom to component.  This optimization 
requires a multi-objective function to optimize performance behavior and failure criterion 
with simultaneous multi-level nonlinear optimization of the material structure over the 
operating hierarchies. 
 Multiscale modeling aims to simulate large volumes of hierarchical material by 
creating scale-bridging tools to connect the heterogeneous microstructure features at 
disparate length scales [23-25].  Scale-bridging relationships are analogous to 
“knowledge” as they facilitate the flow of information between different length scales 
within a multiscale simulation.  Executing fully-coupled multiscale simulation is 
hindered by the problem of scale where the computational demands increase 
exponentially with the consideration of each length scale. Currently, multiscale 
simulations have an ability to explore a limited volume of material using scale-bridging 
tools that systematically probe interesting volumes where localized extreme value 
features are expected to be manifested.  The limited volume of the simulation that is 
explored does not assure an accurate assessment of complete multiscale material features.  
To reduce these limitations, it is necessary to develop efficient knowledge systems to 
express the hierarchical information that would otherwise be resolved from costly and 
diverse physical models. Meta-models provide an opportunity to extract this rich 
information in a more efficient, but accurate manner; such ideas fall under the umbrella 
of materials informatics. 
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Figure 3:  Schematic representing the process of homogenization wherein heterogenous 
microstructure features are input into a physical model to extract a homogenous effective 
quantity. 
 
 Linkages, or knowledge, come in two distinct forms: homogenization and 
localization (Figure 2).  In homogenization, the heterogeneous microscale material is 
approximated as an effective response over the Representative Volume Element (RVE) 
[25-28].  Bottom-up linkages communicate defect-insensitive properties from a lower 
length scale to a higher-length scale.  This converts the heterogeneous microscale 
features into an effective homogeneous medium at the coarser length scale using 
modeling tools as illustrated in Figure 3.  Localization operates in an opposite, top-down 
direction where boundary conditions at the coarser length scale are passed to the lower 
scale to extract the local material response [29, 30].  Top-down relationships are 
necessary to capture the effect of defect-sensitive responses on performance criterion 
distinguished by extreme value statistics such as failure, fatigue, and damage. The 
localization relationships retain the fine-scale information that is lost in homogenization. 
 Homogenization theory has been applied extensively in literature.  The techniques 
vary in form from analytical statistical composite theories [26, 31-34] to numerical meta-
model approaches[28, 35, 36].  Typically, homogenization relationships are developed ad 
hoc for a particular physical model which limits them to specific knowledge nodes 
thereby hampering their generic applicability to other phenomena. The limiting factor is 
7 
developing broad homogenization tools may be attributed to a lack in a rigorous 
mathematical description of the hierarchical microstructure.  Adams, et al. filled this void 
with the concept of the microstructure function that describes the salient microstructure 
features as a spatially resolved probably density function[37]. The microstructure 
function was the impetus for Microstructure Sensitive Design (MSD) which placed 
Materials by Design into a rigorous mathematical framework. MSD set Kroner’s 
statistical continuum mechanics [26, 31] into a numerical framework that incorporated 
discrete homogenization relationships to rapidly extract and explore effective material 
properties.  The numerical framework incorporated the microstructure function into the 
homogenization relationships which allowed for a larger breadth of material systems to 
be explored than had been reported in the past.  MSD extended homogenization 
relationships to multi-phase/polycrystalline materials systems with strong-contrast [27, 
37-42].  These developments made it possible to delineate nonlinear optimization 
problems that tailored the material structure to achieve a design set of material 
properties[40, 43, 44]. 
 Early MSD developments employed first-order statistical measurements of 
microstructure (i.e. volume fraction) and were later extended to higher-order 
homogenization relationships that employed higher-order statistical measurements[37].  
MSD itself is a materials informatics tool for homogenization relationships; its success is 
based upon the integration of n-point microstructure statistics, data-driven approaches, 
and spectral techniques into a numerical formulation of statistical continuum theories.  
These concepts promoted the discovery of other advanced material informatics.  Compact 
descriptions of n-order statistical correlations of the microstructure function have been 
8 
capable of extracting essential shape metrics of the microstructure applied to 
segmentation[45-47].  Similar concepts of higher-order homogenization relationships 
have recently been extended to develop efficient localization relationships under the 
Materials Knowledge System. 
 The Materials Knowledge Systems is a data-driven, meta-model that applies 
digital signal processing techniques to expedite the investigation of local connections 
between material response and microstructure topologies[36].  Digital filters are designed 
from the input and output signals of direct numerical simulation.  These impulse filters, 
or influence coefficients, learn the local effect of the microstructure topology upon the 
local material response.  Following a one-time cost of calibration, the influence 
coefficients are stored in an easily searchable database.  They can be rapidly recalled to 
produce accurate local material responses that would be computed by direct numerical 
simulation (DNS), but at a fraction of the cost.  These methods have been used to 
compute MKS databases that capture the effect of the local 1-point statistics of dual-
phase composite materials of low contrast to extract the localized elastic[41, 48], 
plastic[30], and thermo-elastic [49] mechanical responses; each database was calibrated 
from Finite Element Analysis.  Once they were calibrated, orders of magnitude 
improvement in computational speed was exhibited in the MKS meta-model versus the 
FEA.  Also, it was shown that the influence coefficients are readily extendable using 
zero-padding methods which allows extremely large volumes to be explored that would 
otherwise be impossible with DNS [48]. 
 The success of the MKS in literature shows extreme promise as a materials 
informatics framework to express localization relationships.  Its gains in computational 
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speed are extremely valuable to multiscale modeling and invariably Materials by Design.  
These current studies are very limited in the breadth of materials that can be explored.  
This thesis aims to promote the diversity of this tool by developing a rigorous framework 
that extends MKS databases to multi-phase materials and strong contrast systems.  It will 
address that capability of predicting manufacturing processing by developing 
microstructure-evolution meta-models.  The thesis will develop the mathematical 
framework with the goal to form a generic set of computational codes that are applicable 
to structure-processing and structure-property relationships (Figure 1).  Also, it’s 
applicability to other direct numerical simulations will be exhibited by calibrating 
databases to phase field models and finite difference methods [14, 50, 51].   
The Materials Knowledge System is a novel material informatics tool for extracting 
localization relationships from numerical and empirical models.  This tool supplants 
costly simulation with meta-models that are embarrassingly parallel, readily scalable, and 
more computationally efficient.  It is directly aligned with the advanced statistical 
microstructure metrics, regression analysis, database methods, and data-driven concepts 
that drive materials informatics.  The power of these methods is yet to be harnessed, but 
their inception comes at a pivotal time which aligns with external pushes of “big data” 
concepts [52, 53].  This thesis aims to develop rigorous protocols to establish MKS 
databases for a broad range of materials systems and simulation tools to promote its 
applicability as a generic material informatics technique for localization relationships. It 
is essential to establish the framework to exploit any gains that may be made with 
emerging big data techniques that utilize tailored parallel or distributed computing 
clusters. 
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Chapter 2: Background 
 
2.1 Analytical Homogenization Relationships 
 
Innovative tools were required to evaluate the mechanical response of 
heterogeneous microstructures prior to the advent of the powerful computational 
resources that are commonly available today.  Kroner’s statistical continuum mechanics 
theories were one of the approaches that proved valuable to these efforts [26, 31]. 
Perturbation theories were extended to homogenization relationships to extract the 
effective material response (e.g. elastic stiffness) based on the deviation of the local 
material response from a selected homogenous reference medium.  A fourth-rank 
localization tensor is used to connect to an applied strain  to the local strain at 
each position  ,  
 
(1) 
(2) 
where is the local perturbation from the homogeneous elastic stiffness of the 
reference medium at each spatial bin in the Representative Volume Element (RVE).  
Brackets denote an ensemble average over the RVE. The role of the heterogeneous 
material structure is captured within the localization tensor.   is the Green’s function 
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operator that contains n-fold statistical correlations that are associated with the refence 
medium [29].  The localization tensor is typically computed analytically using a selected 
reference medium.  Once this tensor is extracted, it can be used to study the role of 
different material topologies in controlling the effective stress response. 
The techniques described above have been used to develop homogenization 
theories for a host of material phenomena including elasticity [26, 31, 33], and 
conductivity [32, 34].  Their broader application is hindered by certain limitations. 
Extracting the localization tensor required tedious calculations of complicated nested 
integrals that contain singularities within the domain of integration.  A unique treatment 
of the principle value problem is required for individual material geometries.  Although, 
strong contrast approaches are developed, their form deviates substantially from the 
simple expressions of the localization tensor in Eqs. (1) and (2) in the weak contrast 
formulation  [32-34, 54].  Also, the tensors are extremely sensitive to the selection of the 
reference medium.  Despite the challenges associated with these analytical methods, their 
ability to explore different material topologies is crucial for Materials-by-Design 
methodologies. 
 
2.2  Microstructure Sensitive Design 
 
Microstructure Sensitive Design was developed as a mathematically rigorous 
approach to assist in the multiscale, bottom-up material design ideas that are 
conceptualized by Materials-by-Design.  These ideas translate to a numerical compliment 
to Kroner’s analytical approaches; recasting these ideas in a numerical framework aligns 
12 
them with materials informatics ideas which provide pathways that make it easier to 
determine the localization tensors [42]. Rather than one reference medium, various 
topologies can be incorporated into the calibrated tensors thereby broadening their 
applicability to other configurations in subsequent analysis. One of the most relevant 
contributions from MSD to this thesis is a rigorous quantification of the heterogeneous 
microstructure features, called the microstructure function[37].  MSD permitted the 
extension of the Kroner’s perturbation concepts to a wider breadth of hierarchical 
materials systems beyond dual-phase composites [27, 37-39, 41, 42, 44, 55]. 
 
2.2.1  The Microstructure Function 
 
 Originally established by Adams, et al. [37], the microstructure function  
has been used to describe an array of material local states including discrete and 
continuous multi-phase microstructures [30, 41, 48, 49] and crystallographic orientation 
[37, 41, 42].  It begins with probability density function (PDF) over the local state space 
(LSS) assigned at each position in the representative volume element (RVE) 
 
(3) 
where the LSS is the bounded space of all possible local states.  Alternatively, it can be 
written as volume fraction of material at position  in local states that lie within an 
invariant measure of dh near  at position , 
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(4) 
Because of the properties of the PDF, it has the following constraint 
 
(5) 
 
To align with the numerical MSD framework, the microstructure function is 
expanded using a Fourier representation over the RVE and LSS.  The discrete 
microstructure function  approximates the continuous microstructure function as 
follows 
 
(6) 
where  and  are the primitive basis representations of the RVE and LSS, 
respectively.  The primitive basis tessellates each domain into unique elements, where 
each spatial element and local state are indexed by and  and , respectively. This 
definition is constrained by the discrete analogue of Eq. (5) where  
 
(7) 
 
Essentially, Eq. (6) translates to expressing the microstructure as a digital signal.  
This concept is aligned with most modern materials characterization tools that extract 
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local material structure.  Most techniques extract volume averaged information whose 
scale is controlled by the probe size of a particular technique (e.g. nanoindentation[9], x-
ray microtomography [56]). The power of the microstructure function lies in its ability to 
accommodate the description of any number of material features over multiple 
hierarchies.  In some cases, the primitive basis may not provide the most compact 
microstructure representation (e.g. generalized spherical harmonics [39, 41, 42]), but this 
basis will be used exclusively in this work. 
From this point forth in this thesis, the discrete microstructure function  is 
referred to as the microstructure function.  Its interpretation is equivalent to decomposing 
the spatially resolved microstructure signal into a multi-channel signal using a moving 
filter.  Figure 4(a) illustrates this process for digitizing dual-phase microstructures 
delineated by the phase A (green) and phase B (blue).  If phase A is defined by local state 
index  then each position in the microstructure, , that matches the filter is given a 
value of one in the microstructure signal.  For example, at position  the phase A 
exists therefore  while position  is blue meaning . Applying this 
filter to every spatial cell defines the whole microstructure signal for , .  
Similarly, this process is repeated for phase B which provides the signal for local state 
, .  The local state space is tessellated by two distinct phases, , therefore 
when these two signals are considered collectively they maintain the constraint in Eq. (7). 
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Figure 4:  (a) presents the filter process used to decompose a dual-phase microstructure 
(top) into a two-channel microstructure signal where each local state corresponds to the 
spatial cell where each local state filter finds the same phase in the microstructure signal.  
(b) shows a similar decomposition for a continuous microstructure with five local states.  
Each local state filter is a volume fraction of the filter in the continuous microstructure.  
Each of the decompositions is illustrated for a one-dimensional microstructure. 
 
It is possible to extend the concept above to multi-phase materials.  Consider the 
continuous microstructure denoted by consecutive real numbers in Figure 4(b) that is 
allowed to take on real values between  in each spatial cell.  This bounded local state 
space is tessellated into five evenly spaced, discrete local states (filters).  The 
corresponding microstructure signal is the volume fraction of each local state at every 
spatial position.  What is produced is a definition of the linear, continuous microstructure 
as five distinct microstructure signals that correspond to each distinct filter defined in the 
figure.  Collectively, these five signals are the microstructure function for continuous 
microstructure for the corresponding delineation of the discrete local state space.  
The approach described above is amenable to a broad range of multi-dimensional 
spatial and local state domains. Figure 5 illustrates the microstructure function for a 
binary alloy where the local state in each spatial cell is identified by the atomic fraction, 
c, of one of the elements. Each discrete spatial cell in the micrograph is associated with 
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an atomic fraction, which represents the average value over that spatial cell.  The values 
of the atomic fraction are usually bounded for a given binary alloy. For the alloy system 
shown in Figure 5, constitutes the local state space. This local state space 
is tessellated into 11 discrete bins (i.e.  ), with the first and last bins centered on 
0.15 and 0.23, respectively.  As an example, consider the spatial cell indexed by 
 with an atomic fraction 219.  This atomic fraction lies between 
discretized local states and  corresponding to atomic fractions 0.214 and 
0.222, respectively. Consequently, the microstructure variable takes the values 
 and 66, with all other  (for n not equal to 9 or 10).   
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Figure 5:  Illustration of the definition of the microstructure variable used in establishing 
the materials knowledge system described in this work for spinodal decomposition. The 
color scale identifies the atomic fractions that are tessellated into 11 bins. The values of 
the microstructure variables for the spatial bins indexed by s as 2578, 3000, and 3376 are 
shown.  
 
2.2.2 Higher-Order Homogenization Relationships 
 
Homogenization relations provide quantitative linkages between the 
heterogeneous microstructure features and material’s effective macroscopic properties.  
The Microstructure Sensitive Design (MSD) framework established higher-order 
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homogenization relationships that utilized higher-order spatial statistics of the 
microstructure to connect the microstructure to effective response[57]. 
In MSD, the localization tensor is established in the Fourier domain for a discrete 
microstructure signal and effective response.  The tensors are calibrated by extracting the 
input signal (microstructure) and output signal (effective response) from physical models 
[42].  This approach is similar to filter design in digital signal processing [58, 59].  Data-
driven approaches to calibration extend the reach of the localization tensors to multi-
phase materials [30, 41, 48, 49], crystallographic textures [37, 41, 42], and higher-order 
contrast materials [38].  MSD even allowed bottom-up inverse design investigations to be 
explored that were able to predict the optimal microstructure features for a particular 
application [43, 44].  The contribution of data-driven calibration, Fourier representation, 
and the microstructure function are essential to the development of the localization 
relationships that will be expanded upon in this thesis. 
 
2.3. Materials Knowledge Systems 
 
2.3.1 First-Order Materials Knowledge Systems 
 
Traditionally, Kroner’s approaches were used to produce effective material 
properties (homogenization), but it is clear that Eq. (2) is amenable to predicting spatially 
resolved, localized stress fields.  These equations provided the motivation for the 
Materials Knowledge System (MKS) which is a novel data-driven, meta-model that 
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facilitates rapid exploration of different microstructure topologies and their localized 
response fields.  Currently, the only approach to explore localized material responses is 
via costly direct numerical simulations (e.g. Finite Element Modelling, Phase Field 
Modelling, Dislocation Dynamics).  These methods are computationally demanding and 
therefore inefficient in exploring the effect of a very large number of material topologies 
on extreme phenomena (e.g. failure).  In the MKS, a learned database is established that 
provides a more efficient vehicle to explore the large combinatorial space of different 
microstructure topologies. This microstructure informatics tool is desirable for inductive 
design concepts and decentralization of knowledge nodes within distinct facets of 
materials science and engineering. 
The concept of localization relationships had begun with an early extension of 
Kroner’s equations (Eqs. (1) – (2)).  Over time the equations shifted toward a more 
computationally advantageous form of a linear, causal system [58].  This relationship, in 
literature, captures the localized response field (e.g. strain) using a convolution filter that 
passes over the multi-channel microstructure signal.  The output signal in the MKS is a 
localized response field at each position  in the RVE, which, for a dual-phase composite, 
has been expressed as 
 
(8) 
is a convolution filter that is referred to as the first-order influence coefficients.   is 
the microstructure function representation of a discrete dual-phase composite (Figure 
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4(a)).  This equation is generalized such that the response field may accommodate any 
material responses including stress, strain, and flow. 
The first-order influence coefficients are the central feature of the MKS.  Figure 5 
further clarifies the physical interpretation of the influence coefficients defined in Eq. 
(10) with the vector .  It captures the linear contribution of local state  at a distance  
away from  on the response.  It should be noted that the influence coefficients are 
closely related to the Green’s function kernels used in other problems [60].  Their 
application presumes that the physical model they represent maintains spatial invariance 
and has finite memory [61]. 
 
2.3.2 Spectral Localization Relationships 
 
Linear regression techniques are used to calibrate the influence coefficients. This 
can be performed upon the real space localization relationship (Eq. 8), but the 
dimensionality of problem is extremely large. The efficiency of the MKS is harnessed 
when it is cast into the spectral domain by a Fourier transform with respect the spatial 
components to yield the relationship 
 
 
(9) 
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where ( ) denotes the Fourier transform, and the superscript  denotes the complex 
conjugate.  Applying a discrete Fourier transform on a convolution requires that the 
system can be accurately represented using periodic boundary conditions [62].  Casting 
the localization relationship in spectral form drastically reduces the complexity of the 
method.  The number of coefficients is reduced from  to  for each frequency.  This 
reduction in complexity makes it much easier to calibrate the influence coefficients.  It is 
important to mention that process is embarrassingly parallel. 
The first-order MKS databases were proven to be extremely accurate for local 
stress and strain fields for elastic[41, 48], thermo-elastic[49], and plastic responses[30]. 
In these explorations, the microstructure features were limited to two discrete phases with 
weak contrast between their Youngs moduli and Poisson ratio.  The approach exhibited 
drastic gains in computational speed when compared with the Finite Element Models that 
were used for calibration.  However, only relatively simple microstructure descriptions 
can be incorporated in the first-order MKS databases and much work is required to 
expand the idea to more complex microstructure descriptions. 
One of the most notable contributions from recent work in the MKS is that the 
influence coefficients are readily scalable.  Landi, et al. [48] noted that the real space 
influence coefficients not only exhibited finite memory, but fading memory within the 
RVE.  This meant that at large values of  the magnitude of the influence coefficients 
tend towards zero, 0.  Imposing zero-padding methods made it possible to extend 
coefficients calibrated on  RVE’s to  RVE’s.  The 
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comparison with Finite Element Methods was accurate within an error of equal 
magnitude.  The power of the zero-padding extrapolation is that the complexity of the 
Finite Element Model, , is reduced to  because the localization relationship 
(Eq. 8) is a convolution [63].   
 
2.4 Higher-Order Localization Relationships 
 
The localization relationship (Eq. 8) is a subset of a larger expansion that contains 
more complex statistics of the microstructure. The higher-order localization relationship 
has been expressed as the following infinite series [30, 38, 48, 49, 64]:  
(10
) 
 and  are the second-order and third-order influence coefficients, 
respectively.  The hierarchical higher-order descriptions of the local microstructure are 
expressed by the products , where  denotes the order.  
These higher-order descriptors translate to higher-order statistical moments of the 
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microstructure.  The higher-order influence coefficients incorporate the physical effect of 
the higher-order microstructure statistics on the material response.  For example, the 
second-order influence coefficients capture the combined effect of placing local 
states  and  at distances  and  away, respectively (this concept is illustrated 
in Figure 5). 
 The form of the higher-order localization relationship is supported in literature by 
a few disparate fields.  It is straightforward to compare this equation as a discrete form of 
the Kroner’s statistical continuum mechanics [26, 31], from which this concept was 
borne.  The hierarchical higher-order descriptions comprise the same information as the 
n-fold statistical correlations used in these expressions.  As opposed to statistical 
continuum mechanics wherein different problem statements were required for different 
material properties, Equation (10) is easily generalized to include more complex 
microstructure descriptions.   
 Volterra series have been used extensively in literature to model the dynamic 
response of nonlinear systems using a set of kernel functions called Volterra kernels [58, 
65-69]. The higher-order localization relationship shown in Eq. (10) is a particular form 
of Volterra series and assumes implicitly that the system is spatially-invariant, casual, and 
has finite memory. The influence coefficients in Eq. (10) are analogous to Volterra 
kernels. The higher-order terms in the series are designed to capture systematically the 
nonlinearity in the system. In other words, the accuracy with which the nonlinearity is 
captured depends strongly on the specific higher-order terms retained in the localization 
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relationship. The influence coefficients are expected to be independent of the 
microstructure, since the system is assumed to be spatially invariant.   
 It is supported that the higher-order localization relationship is necessary to 
address high-contrast composites and nonlinear systems.  Higher-order influence 
coefficients have yet to be established because of the intrinsically large number of them.  
The higher-order localization relationship (Eq. 10) does not directly lend itself to the 
spatial decoupling using the Fourier transform that facilitated the calibration of the first-
order coefficients.  Later, an in depth analysis of this equation will be used to modify it 
such that Materials Knowledge Systems can be developed for any strongly nonlinear 
system.   
 
2.5 Focus and Goals 
 
This thesis focuses upon harnessing the power of the Materials Knowledge 
System.  To date, databases have only been compiled for the microstructure-property 
relationships for low-contrast dual-phase materials.  To achieve a broader application of 
the MKS the following ideas will be addressed in this thesis: 
(1) Develop protocols to incorporate continuous multi-dimensional local state spaces 
into the MKS framework. 
(2) Apply MKS framework for capturing localization relationships in processing- 
structure evolution problems. 
(3) Incorporate higher-order influence coefficients needed for the higher-contrast 
material systems. 
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(4) Develop a unified set of computational protocols and tools to build the knowledge 
databases. 
(5) Explore new methods to evaluate critically the robustness of the MKS approach. 
 
This thesis is structured around developing and validating the underlying 
computational procedures required that enable the above extensions to the MKS 
framework.  Chapter 3 systematically provides the details of the mathematical extensions 
made to the MKS framework in this thesis to address each of the features listed above.  
These derivations include a new interpretation of the localization relationship that 
facilitates efficient incorporation of the higher-order influence coefficients into the 
spectral framework. Chapter 4 adapts the mathematical theories into generalized 
numerical tools to efficiently extract, store, and recall the information contained within 
the influence coefficients.  Extracting the influence coefficients requires calibrating them 
to validated physics based simulations via linear regression methods.  Identities of the 
influence coefficients and localization relationship will be derived to achieve compact 
representation of the MKS, thereby minimizing the computational requirements of 
storing and recalling the databases. 
 The subsequent chapters aim to validate the heuristics developed in Chapters 3 
and 4 through three case studies chosen to address specific components of the MKS.  
Chapter 5 builds a materials knowledge system for the spinodal decomposition [54, 70, 
71] of a dual phase alloy simulated via phase-field simulations [72].  This case study sets 
a precedent for using the MKS framework to build structure-structure evolution linkages 
using first-order influence coefficients.  These linkages necessitate building databases for 
26 
continuous local state spaces.  The structure-structure evolution linkages will be applied 
again in Chapter 6 to the Portevin le-Chatelier effect simulated via finite difference 
methods [51, 73].  This study presents an initial perspective of what is required to build 
databases for multi-dimensional local state spaces to predict multiple coupled response 
fields.   Chapter 6 investigates the challenges of including moderate contrast local states 
into the databases for the elastic response of two-phase composites.  In this case study, 
models used in prior MKS publications [30, 48] are used to develop a new localization 
formulation for incorporating the higher-order influence coefficients. 
 Mainly, this thesis aims to perform several comprehensive extensions to the 
Materials Knowledge System (MKS) with an ultimate goal of opening a discourse on 
how the digital signal processing techniques can be effectively utilized to develop novel 
informatics tools.  Drastic savings in computational cost have already been achieved in 
multiple simple case studies explored thus far.  These savings can only be improved by 
tailoring computer hardware and coding algorithms to gain further computational 
advantages.  In the current data-driven era of information exchange, tools such as the 
MKS will prove to be extremely powerful.  
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Chapter 3: Generalized Framework for Materials Knowledge Systems 
 
This chapter aims to extend the preceding concepts of the Materials Knowledge 
System (MKS) to a wider breadth of material systems.  The focus is on rigorously 
developing the mathematics of the MKS such that it can be applied to multi-feature, 
multi-phase materials with strongly nonlinear features. One of the past practices in 
developing the MKS has been the use of two “delta” structures for the calibration 
process; this approach is not readily extendable to materials with a large number of 
phases or a continuous local state space.  In Chapter 4, a new approach to calibration will 
be discussed that specifically addresses this critical need. To address the challenges of 
strongly nonlinear interactions (strong contrast), the higher-order localization relationship 
(Eq. 10) will be reinterpreted in an intuitive manner that reduces the demands on the large 
number of coefficients.  These developments focus on casting the localization 
relationship as a linear causal system as to provide the desired computational advantages 
when cast in the spectral domain. 
 
3.1 Generalized Localization Relationship for Multi-Phase Materials 
 
The versatility of the microstructure function described earlier lies in its ability to 
digitize any combination of discrete and continuous microstructure features.  This is 
achieved by tessellating the N-dimensional, bounded local state space into unique local 
state elements.  Each element is indexed by a unique local state index using column-
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major indexing.  The number of possible local state indices is limitless, which allows 
representation of extremely complex combinations of hierarchical microstructure 
features.  Removing the limitation of two local states (Eq. 8) on the first-order 
localization relationship allows it to be modified to a more generic form  
 
(11) 
where  is the upper bound of the LSS indices and can take on any positive integer such 
that .  It follows that the localization relationship for dual-phase materials (Eq. 8) is 
a subset of this new first-order localization relationship (Eq. 11).   
The multi-phase localization relationship can be applied to multiple discrete or 
continuous phases; this equation translates to linearizing the physics of the system based 
upon the microstructure features in each local state.  For continuous phases, it is expect 
that the accuracy of the influence coefficient will improve as the discretization of the LSS 
is refined.  This will directly impact the computational demands of calibrating and 
recalling the MKS databases.  It is important to note that it is trivial to translate the 
spectral methods of dual-phase materials to multi-phase materials. 
 
3.2 Reformulated Higher-Order Localization Relationships 
 
In literature, the first-order MKS databases were limited to weak contrast systems 
[30, 48, 49].   It has been recognized that higher-order influence coefficients are critically 
needed to improve the accuracy for higher-contrast composites. The concept of Volterra 
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series supports this idea wherein the higher-order Volterra kernels are expected to capture 
more nonlinear interactions of the system [58, 68].  Calibrating the higher-order 
localization relationships has thus far not been possible; the Fourier transform does not 
provide the necessary decoupling of the higher-order localization relationship (Eq. 10).  
The spectral form of Eq. (10) would require the incorporation of every higher-order term 
up to the N-th order.  The number of coefficients is extremely large and would be 
intractable to compute by linear regression methods.  This challenge is circumvented by a 
reformulation of the higher-order localization relationship that systematically prioritizes 
and incorporates a subset of the higher-order coefficients to develop more accurate MKS 
databases for mildly nonlinear systems.  The reformulated higher-order localization 
relationship results in a linear, casual relationship that maintains the desired spatial 
decoupling in the Fourier domain. 
 
3.2.1  Compact Higher-Order Localization Relationships 
 
Including higher-order influence coefficients into the localization relationship 
indicates that a richer description of the microstructure topology is possible from the 
microstructure function.  It is possible to include such information through the higher-
order microstructure function , 
 
(12) 
30 
In Eq. (12),  denotes the local state identifier for the new microstructure function that 
enumerates all distinct ordered sequences of the combination of local states . 
The corresponding local state space, , can be expressed as the product space of the 
individual local state variables. The number of distinct local state identifiers in  is 
denoted by .  The higher-order local state space contains first-order 
microstructure descriptors and their topology.   defines a distinct choice of 
vectors enumerated by the index  in Eq. (12).  It is important to note that each choice of 
and all of its permutations are captured by one microstructure descriptor.  This 
concept is equivalent to re-indexing the original microstructure function based upon the 
spatial conformation of its local states; the number of local states rapidly increases with 
increasing order. 
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Figure 6:  Illustrates the process for defining the higher-order microstructure function for 
microstructure at the top.  Each of the signals are indicated by a particular local state 
value (LS).  Local states 1-2 provide the first-order microstructure signal.  The second-
order signals are provided by local states 3-10.  3-6 provide the second-order signal for 
vector t=+1 while 4-10 are for vector t=+2.  These secord-order signals are combined into 
a third-order signal in local states 11-18 for vectors t={+1,+2 }.  
  
 Figure 6 illustrates the process for defining the higher-order microstructure 
function for an example dual-phase microstructure.  This figure illustrates the process for 
defining first, second, and third-order microstructure descriptors by local states , 
, and , respectively. The first-order descriptors define the phases of the two 
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phase microstructure; this description is exactly the same as shown in Figure 4(a).  The 
higher-order signals explore the conformation of the different permutations of the first-
order signal.  Local states  represent the second-order microstructure description of 
vectors separated by a distance .  When the conformation of phases is contained a 
particular position in the microstructure then the signal is denoted with a value of one.  
For example, a pattern of green in cell  and blue in  is translated to the signal for 
local state . Similarly, this process is repeated for a vector  in local states  
wherein the phase defined by the vector  has no bearing on the microstructure 
function.   
The filters that define each local state are applied to the microstructure, the 
microstructure signal is assigned a value of  when that particular configuration is found.  
The microstructure function for these local states expresses the simultaneous occurrence 
of each possible combination of phases separated by a distance .  In order to define all of 
the of second-order descriptors, it is necessary to consider all of the possible vector 
distances within the RVE.  The complete second-order microstructure descriptors are 
identified by establishing the conformations for all possible vectors in the spatial domain.  
The third-order signal defines the simultaneous placement of three different phases.  For 
dual-phase materials, there are  possible permutations of the phases.  Figure 6 shows 
the third-order signals in local states  for vectors  and .  There are 
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no features in the microstructure that contain three consecutive segments of green or blue 
therefore signals  and  contain all zeros. 
 Some conclusions can be drawn about the higher-order microstructure signals 
from the example in Figure 6.  It is clear that the higher-order signals contain all the 
information of the lower-order signals containing the same vectors.  Consequently, the 
first-order signal is always contained within the higher-order signal.  These features 
present a challenge because the descriptors are redundant.  More information about 
redundancies will be elucidated in the coming chapters.  Like the first-order descriptor, 
this approach is amenable to higher-order spatial domains in which case the vectors 
would be defined in multiple directions.  The complete third-order signal contains the 
conformations of possible vector pairs in the RVE.  The number of local states for the 
complete  order signal grows rapidly with increasing order. 
 
3.3 Higher-Order Localization Relationship  
 
The higher-order microstructure function (Eq. 12) replaces the first-order 
microstructure function in Eq. (11) to establish the compact form of the high-order 
localization relationship, 
 
(13) 
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where  is a compact representation of the higher-order influence coefficients 
associated with the local conformation of the microstructure based upon the choice of the 
set of vectors indexed by , and  is the truncation error that depends critically on the 
choice of the vectors sets.  The notation in Eq. (13) is cumbersome to capture the idea of 
selectively picking terms from the different order expansions as they are associated with 
different values of . In order to simplify the notation, Eq. (13) is rewritten as 
 
(14) 
where i now enumerates not only all the distinct combinations of the selected 
combinations of vectors, but also the distinct combinations of the ordered sequences of 
local states that could be potentially associated with each selected combination of 
vectors. The number of distinct terms selected in this mixed higher-order expansion is 
denoted by I.  It is also noted that that the subscript on the vector t has been dropped for 
simplicity. 
Expanding the localization relationship (Eq. 10) is equivalent to selectively 
choosing Nth-order influence coefficients that are contained the complete higher-order 
localization relationship 
 
(15) 
Although Eq. (15) allows a simpler physical interpretation compared to Eq. (10), it still 
has a very large number of influence coefficients. In fact, the number of independent 
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influence coefficients in Eqs. (10) and (15) remain exactly the same.  The main advantage 
of Eq. (15) is that it allows us to organize the terms in a much simpler and intuitive 
manner.  This equation can be directly related to the Volterra representation of nonlinear 
systems [58, 68].  The extension of the higher-order localization relationship into the 
Fourier domain is best expressed on the compact from of Eq. (14), 
 
(16) 
where the error term has been removed.  The spectral higher-order localization 
relationship in the reformulated framework still exhibits the same advantageous spatial 
decoupling that was built upon to develop first-order databases of dual phase composites.  
From this point forth, Eq. (10) is referred to as the higher-order localization relationship 
and all the features of the expanded equation (Eq. 15) are applicable; Eq. (16) is the 
spectral higher-order localization relationship. 
The reformulation of the higher-order localization relationship (Eq. 15) exploits 
the knowledge that the lower-order influence coefficients are contained within the higher-
order influence coefficients and that the it is advantageous to separate the set of spatial 
correlation vectors  in Eq. (15) is such a way that we use  for the 
convolution of microstructure with the influence coefficients, but use the set of vectors 
 to capture the details of the neighbourhood. This idea is illustrated in Figures 
7(a) and 7(b). Figure 7(a) shows the previous interpretation where each term is defined in 
a continuous serial chain of spatial vectors.  Figure 7(b) shows the new interpretation 
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introduced in this work where the first vector  is used to identify a neighbour of interest 
(with the intent of using this vector for spatial convolution as we have previously done 
with the first-order terms), and the rest of the vectors are defined to quantify the 
neighbourhood in a concurrent manner. This new interpretation allows us to select and 
arrange the vectors  such way that we progress systematically from the nearest 
neighbours to the farthest. We will demonstrate in this paper the implicit advantage of 
this new interpretation; it allows us to identify systematically the relevant subsets of the 
dominant higher-order influence coefficients in the localization relationship in the 
increasing order of their relative importance. 
Collectively when all possible vectors are considered, the reformulated higher-
order influence coefficients capture all of the same information as those in the original 
higher-order expression (Eq. 10).  The reformulated higher-order coefficients provide a 
richer description of the physical interactions in the system.  They capture the effect of 
the spatial conformations of each of the local states defined by the vector choices upon 
the localized response in each cell Figure 7(b).  This definition of the coefficients 
provides a more intuitive interpretation of the effect of the material topology on the 
response.  This description may prove to be crucial in optimizing the material topology.  
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Figure 7: (a) Illustration of the previous interpretation of the higher-order terms in the 
localization relationship where each vector is selected independent of all others. (b) 
Illustration of the interpretation of the higher-order terms in the reformulated localization 
relationship presented in this paper. In this new interpretation,  are used 
concurrently to quantify the neighborhood of  are considered concurrently. 
 
Table 1:  List of the choices for  to account up to fourth neighbours in the second-order 
influence coefficients. denote the three orthonormal positive vectors, whose 
lengths reflect the spatial cell size in the tessellation of the RVE. The choices are grouped 
by the distance of the neighbours. There are a total of six first neighbours, twelve second 
neighbours, eight third neighbours, and six fourth neighbours in the table below.  
Choices for  Comments 
First-Order Coefficients 
First Neighbours 
 Second Neighbours 
 Third Neighbours 
Fourth Neighbours 
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Table 2: Possible choices for the combination of vectors   needed to 
specify the seventh-order influence coefficients. For the lower-order coefficients, only the 
first and second-order coefficients are included in this table. By systematically increasing 
the number of non-zero , one can specify the other lower-order coefficients up to the 
sixth-order coefficients. Note that there are a total of 64 seventh-order first neighbours.  
Choices for  Comments 
All six  First-Order Coefficients 
Five   
Second-Order Coefficients. If the non-zero  are 
equated to , we get the Second-Order Coefficients 
for the First Neighbours (same as those in Table 1). 
All  Seventh-Order Coefficients for the First Neighbours. 
 
3.3.1 Selecting higher-order terms 
 
The main advantage of Eq. (15) is that it allows us to organize the terms in a 
much simpler and intuitive manner. As an example, Table 1 lists the choices for  for the 
second-order (N = 2) descriptors in the increasing order of their likely importance (based 
on the length of the vectors) in quantifying the neighbourhood. Likewise, Table 2 lists the 
choices for the combination of vectors  needed to quantify the 
seventh-order (N = 7) microstructure descriptors, once again in the order of their likely 
importance for the localization relationships. These tables also illustrate that the lower-
order microstructure descriptors are always included in the higher-order microstructure 
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descriptors.  It should be noted that the interpretation of the first and second-order 
influence coefficients remain the same under either the prior formulation (Figure 7a) or 
the present formulation (Figure 7b). 
Equation (15) represents all terms in the expansion of the localization relationship 
up to order N. However, in this work, we found that it is advantageous to selectively pick 
combinations of terms from different orders. As shown in Table 2, the numbers of terms 
in the higher-order expansions are extremely large. For example, if one considers 
seventh-order terms, there are 64 different combinations of vectors to account for first 
neighbours alone (see Table 2). The numbers for seventh-order second neighbours are too 
large to include them in establishing the localization relationships, and therefore one may 
be forced to truncate the series to include only the first neighbours in the seventh-order 
expansions. However, it might be advantageous to include the twelve second-order 
second neighbours (see Table 1) along with seventh-order first neighbours to improve on 
the accuracy (note that the second-order first neighbours are already included in the 
seventh-order first neighbours and therefore do not need to be included again). 
Representing the localization relationship as shown in Eq. (15) allows us to 
recognize the fact that the heuristics developed earlier for the first-order influence 
coefficients can now be applied to the higher-order influence coefficients in a relatively 
straightforward manner. Later, we specifically explore the potential benefits to the 
localization relationships from considering a limited number of local microstructure 
conformations corresponding to specific selections of short vectors from Tables 1 and 2. 
However, in doing so, we also need to pay particular attention to the implicit 
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redundancies in the microstructure descriptors (these will be discussed later) in order to 
achieve compact representations. 
 
3.4 Microscale Volume Elements 
 
 The shapes of the influence functions establish the concept of a Microscale 
Volume Element (MVE).  In the dual-phase composite explorations, it was demonstrated 
that the influence coefficients exhibited fading memory within the selected 
Representative Volume Element (RVE).  Fading memory in the influence coefficients is 
captured by the effect of the influence coefficients decaying to zero before reaching the 
limits of the spatial domain for every local state.  This characteristic allows the influence 
coefficients to be effortlessly applied to larger spatial domains. 
The localization relationship shown in Eq. (14) is to be applied on each spatial cell of 
the Microscale Volume Element (MVE). The size of the MVE is generally selected based 
on the specific application. In applications involving homogenization, the MVE is 
essentially the representative volume element (RVE) or a member of an RVE Set [74].  
As mentioned earlier, in the MKS framework, we aim to calibrate the influence 
coefficients in Eq. (14) to results from numerical models. Consequently, MVEs are also 
used here for generating the necessary numerical datasets for the calibration of the 
influence coefficients. Since the influence coefficients are expected to decay to zero 
values for increasing values of t, the localization captured by Eq. (14) is associated with a 
finite interaction zone or finite memory. In order to capture the spatial characteristics of 
localization accurately, we recommend that the MVE size used for generating the 
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calibration datasets be at least twice the size of the interaction zone. Since the size of the 
interaction zone is not known a priori, a few trials are typically needed to establish a 
suitable MVE size for a given material system. In general, we note that the MVE size 
increases as the contrast in the local properties is increased.  
It will become clearer in the following chapter that calibrating the influence 
coefficients is the most demanding component of the MKS.  It is advantageous to 
establish the minimum MVE size to reduce these demands. Assigning the appropriate 
MVE size for a particular application is necessary for extracting, storing, and recalling 
the influence coefficients in the most efficient manner. 
 
3.5  Application of Materials Knowledge System 
 
 The Materials Knowledge System aligns well with the principles of materials 
informatics in its use of databases, advanced statistics, and linear regression.  It is a 
progressive tool that sets precedence in materials science and engineering for describing 
the complex physical interactions of top-down microstructure-property-processing 
linkages.  Using the influence coefficients in the MKS to extract knowledge, it is possible 
to capture knowledge of complex hierarchical interactions within a multiscale simulation.  
Once the coefficients are established then they can be recalled using the higher-order 
localization relationship (the first-order localization relationships is intrinsically a subset 
of this equation) to explore the response of different material topologies.  This process 
translates to a meta-model of the physical models for microstructure-property and 
microstructure-processing localization relationships.  As a meta-model, the localized 
response fields can be at a fraction of the cost that the physical model requires.  These 
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efficient localization tools are required for designing materials that are most resistant to 
failure mechanisms controlled by extreme value statistics. 
A distinct difference separates the concepts of data and knowledge. In the context 
of localization relationships, physical models are used to produce data in the form of 
localized material responses; the response is unique to a particular microstructure 
configuration provided as input.  To extract the response for another input then the model 
must be repeated with the new configuration.  Consequently, data provides little 
information about the physical interactions that connect the microstructure configuration 
with the localized response contained within the model.  Bridging this connection is the 
goal of the MKS wherein the influence coefficients contain the knowledge of the system.  
The knowledge contained within the coefficients is extracted from data produced by the 
model.  They capture the physical interactions of the microstructures used in their 
calibration along with unexplored topologies.  This concept is where the distinction lies, 
data and the physical model contain no information about unexplored inputs, but this 
information exists within the knowledge. 
 Implicit in the use of the MKS is that proven and validated physical models are 
used to extract knowledge in the form of the influence coefficients.   Incidentally, the 
MKS retains all of the underlying assumptions within the model and the applied 
boundary conditions.  One stringent limitation arises from the use of periodic boundary 
conditions.  Currently, the MKS depends upon data from direct numerical simulation for 
calibration, but this approach ought to be amenable to empirical models. 
 The efficiency of the MKS as a meta-model can be understood by comparing its 
limitations and complexity with those of direct numerical simulation.  Often times, the 
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volume of material that can be explored using simulation tools are limited by generic 
engineering modeling packages (e.g. ABAQUS).  These packages typically lack any 
readily accessible parallel and distributed computing capabilities that would allow the 
simulation of the required RVE to be realized.  Consequently, the simulation volume is 
constrained by the specifications of the modeling server which is meant to execute the 
physical model.  It is expected that a considerable time allotment is required to simulate 
the RVE if the model is feasible.  This may indicate that in order to make a multiscale 
model or materials design problem feasible, a smaller less desirable RVE must be 
explored.  Effectively, these physical models do not readily lend themselves to such 
applications because of their limits in scale; the MKS is developed to circumvent these 
challenges. 
The MKS is a meta-model that accurately reproduces the localized response that 
would be produced by the physical model.   After calibrating the influence coefficients, it 
provides a much more efficient computational tool to extract the response fields.  The 
initial calibration steps require that multiple iterations of the physical model are executed 
to establish the size of the MVE.  The size of the MVE is tuned to capture the physical 
interactions contained within the influence coefficients such that their effect decays 
within the MVE; it is generally much smaller than the RVE.  Once the influence 
coefficients are established, the physical model can be supplanted with the highly 
parallelizable higher-order localization relationship.   
The real space interpolation of the influence coefficients shown in literature 
allows the influence coefficients calibrated on the MVE to be extended to the size of the 
RVE [48].  Modeling tools such as finite element and finite difference methods scale with 
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a complexity of  [63].  Since the MKS is based on a convolution relationship (Eq. 14), 
it maintains a complexity of .  Benchmarking the MKS with physical models on 
volumes the size of the MVE already provides drastic time savings.  Furthermore, the 
benchmarks explored thus far seem to suggest that the MKS will only provide even more 
favourable evaluation times for phenomena exhibiting higher complexity.  It is possible 
that the MKS will be capable of exploring RVE volumes that are otherwise intractable.  
Furthermore, the MKS concepts are embarrassingly parallel which allows tailored 
hardware and coding (e.g GPU, distributed computing, parallel computing, MPI) to be 
used to improve its efficiency [75, 76]. 
 Using the Materials Knowledge System to extract knowledge from costly physical 
models is a necessary utility in multiscale modeling and inductive materials design 
concepts.  The gains in computational speed are boosted by combining advanced 
statistical metrics, data-mining, databases, and regression techniques.  Currently, these 
tools have been applied to a small number of cases with low levels of complexity.  With 
the reformulated higher-order localization relationship (Eq. 14), there exist boundless 
opportunities for the MKS because the spectral localization can be exploited for strongly 
nonlinear and multi-phase material systems. Substantial gains have been made in 
computational efficiency even without the application of parallel computing tools, with 
these additions the MKS informatics tools profoundly expands the space of material 
topologies that can be explored in top-down linkages. 
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Chapter 4: Building Databases of Influence Coefficients for Hierarchical 
Materials 
 
In this chapter, we extend the underlying mathematics of the Materials 
Knowledge System to a robust set of numerical tools that are amenable to both 
microstructure-property and microstructure-processing linkages. These tools are designed 
to execute the following three serial steps:  
(1) Extract the information from physics based models to calibrate the 
influence coefficients using linear regression, (2) store the influence coefficients 
in an easily searchable database, and (3) recall the influence coefficients to 
efficiently explore the localized response of different microstructures. 
Ordinary least squares fitting (OLSF) methods are adopted to calibrate the 
influence coefficients from physics-based models [77]. Extracting the coefficients 
requires that the input and output signals (or microstructure and response, respectively) 
are cast into a form suitable to approximate the influence coefficients using OLSF.  This 
step is the most demanding both in computational storage and time consumption.  
Therefore much care is taken in this thesis to meticulously develop the most compact and 
efficient representation of the OLSF components in efforts to reduce the expense of 
calibrating the influence coefficients. Achieving the most compact representation of these 
features will permit a more complex set of influence coefficients to be introduced into the 
MKS.  A training set of physics-based model results is used to calibrate them similar to 
methods used in neural networks [67, 78].  This calibration set plays a strong role in the 
information captured by the influence coefficients. 
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Once a suitable calibration set is acquired, the influence coefficients are 
determined by solving multiple, parallel linear systems of equations.  We employ a 
similar approach to those used in the prior calibration of the first-order influence 
coefficients [30, 41, 42, 48, 49, 64].  An inherent challenge is imposed in the first-order 
influence coefficients because the microstructure function (Eq. 6) presents redundant 
information.  In the case of the higher-order terms, there will be many more redundancies 
that need to be considered which further complicates the application of the MKS. We 
rigorously develop the tools required to treat the redundant equations in this chapter; 
these methods further reduce the computational resources necessary to estimating higher-
order influence coefficients.  Similar resource savings techniques can be extended to the 
calibrated influence coefficients to minimize their storage and optimize the efficiency of 
their access. 
Lastly, in this chapter we will develop a technique to extend influence coefficients 
calibrated on small MVE’s to larger MVE’s using the inherent finite memory assumption 
of the Volterra series and zero-padding [79].  Previous applications of the spectral 
interpolation method have been implemented in literature [39, 48, 55].  We extend these 
methods to non-eigen local states and higher-order influence coefficients. 
 
 
4.1 Ordinary Least Squares Fitting 
 
The hindrance of the widespread use of Volterra series arises from the inherent 
challenge of establishing such a sizeable number of transfer functions, or in our case 
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influence coefficients.  Many approaches are used in literature to approximate higher-
order Volterra kernels (e.g. cross-correlation methods [68, 69], neural networks [67], and 
Bayesian methods [28, 80]); but, we employ ordinary least square fitting (OLSF) because 
the re-indexed higher-order spectral localization relationship (Eq. 16) readily lends itself 
to this approach [59, 77].  This fitting technique is further supported by its successful 
application to first-order influence coefficients [30, 41]. Physics-based models (PBM) are 
used to calibrate the influence coefficients.  Since the localization requires that the 
periodic boundary conditions (PBC) are maintained, the PBM ought be appropriately 
solved with PBC [30, 48, 49, 62]. 
In OLSF, the  of the truncation error in the spectral localization 
relationship (Eq. 16) is minimized by the real objective function : 
 
(17) 
By linear regression, this objective function (Eq. 17) is minimized by solving the 
following system of linear equations, 
 
where (18) 
where  are the spectral influence coefficients.  In Eq. (18),   indexes the input and 
output signals from the physics-based (often numerical) models; we refer to the input-
output couple as a datapoint. and  are a condensed notation for the calibration 
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matrix and response vector, respectively, for each frequency . Determining all of the 
influence coefficients requires that a linear system is solved at each frequency, with each 
frequency independent of the others. 
Least squares fitting is a curve fitting procedure that estimates a best fit for a 
given function (here it is a polynomial) relating an independent variable to a dependent 
variable [77, 81].  In the context of this work, the microstructure function is the 
independent variable and the dependent variables are the salient response fields of 
interest.  Each of the calibration datapoints are obtained by executing a physics-based 
models (either numerical or empirical) to simulate the localized salient responses in a 
selected microstructure. Each microstructure/response combination constitutes a 
datapoint that is provided a unique index  (Eq. 18). Linear regression methods are 
sensitive to the datapoints used to calibrate the coefficients; in this approach different 
calibration datasets may be used so an index  is introduced to define each calibration 
dataset. There is a strong analogy between the calibration datasets in the MKS method 
and the training sets in neural networks [67, 78].   
Each unique datapoint included in the calibration contributes to the rank of the 
matrix.  The rank indicates the total number of independent equations in the system, or 
the number of independent influence coefficients.  At the very least, to calibrate a set of 
independent influence coefficients, one must have as many independent datapoints as the 
rank of the calibration matrix.  However, to recover a most robust set of influence 
coefficients many more datapoints are required beyond the rank of the matrix. This 
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information may ultimately determine the applicability of the method.  If too many 
datapoints are required than the MKS may pose no immediate advantages. 
The spectral localization relationship reduces the calibration of the influence 
coefficients to solving multiple independent linear systems of equations.  Extracting the 
physics in the forms of the calibration and response vector prove to be the most 
demanding task in the MKS approach; with the calibration matrix consuming a bulk of 
the computational resources.  In general, this matrix is singular which requires that 
additional tools are developed to ultimately produce an independent set of influence 
coefficients devoid of any implicit redundancies.  The number of elements in this matrix 
scales as a quadratic with respect to the size of the local state space; the complete 
calibration matrix is comprised of  complex terms while the response contains  
terms.  Utilizing some of the known features of the OLSF components we will develop a 
most compact representation to reduce their computational demands. 
In the coming sections, we will explore the numerical tools applied to the MKS 
method with an aim to optimize the efficiency of the approach.  Although this thesis does 
not develop this topic, it ought to be noted that the OLSF is embarrassingly parallel [82].  
Consequently, the use of the MKS framework can be expedited using smart coding 
methods and hardware specific configurations like Graphics Processing Units [75].  
These concepts with be discussed in prospective future work. 
50 
 
 
4.2 Unique Components of Ordinary Least Squares Fitting 
 
Estimating the influence coefficients using OLSF is an iterative process wherein 
the response vector and calibration matrix are accumulated from datapoints in the 
calibration dataset. Both of these features must be stored and recalled numerous times 
during this step of the MKS method.  These features scale extremely fast with more 
complex microstructure descriptors and large LSS’s. Consequently, it is extremely 
important to recognize the unique components of the linear regression in order to 
minimize the computational resources required. 
It is clear that microstructure signal and response field will contain only real 
values in the form of the localization relationship in the form of Eq. (14).  As a result, the 
Fourier transform of these signals will exhibit complex conjugate symmetry about the 
center of the frequency domain [79, 83], thus we observe the following features: 
 
(19) 
Only half of the influence coefficients are required to extract the full set of spectral 
influence coefficients. The number of necessary terms to store in the calibration matrix is 
further reduced by observing that it is a Hermitian matrix [83].  This provides the 
following relationship, 
. (20) 
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Combining the identities in Eqs. (19) and (20), we can reduce the terms in the calibration 
matrix from  components to  unique elements.  Likewise, the response 
vector is completely expressed by only  unique complex terms.  Effectively the storage 
requirements have been reduced by at least 25% from the total number of terms in the 
original least squares fitting1. 
 
4.3 Redundant Terms 
 
Since the calibration matrix in Eq. (18) is inherently singular in most cases2, it is 
not a simple process to use Eq. (18) directly. We have attempted to use special 
procedures to estimate the influence coefficients from Eq. (18) that allow for singular 
calibration matrices, but they produced non-physical values for the influence coefficients. 
For example, when using the singular matrices for calibration matrices, the estimated 
values of the influence coefficients did not decay to zero values with increasing 
magnitudes of vectors. We therefore had to explicitly address the the source of these 
singularities. The singularity of the calibration matrix implies that the influence 
coefficients as formulated in Eq. (18) have redundancies. It is possible to trace the source 
of these redundancies back to the definition of the microstructure function.  A simpler, 
                                                 
1 The storage savings relates has a functional dependence on the number of local state indexes.  For smaller 
systems the savings is , but for larger systems the limit of this savings 25%. 
2 There is only one isolated case where the calibration matrix is nonsingular.  This occurs when solely the 
first order influence coefficients are concerned and every local state is populated.  In this case this the 
calibration matrix for the zero-th frequency is .  This concept is later expressed in Table 6. 
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but similar, challenge was recognized in the application of the first-order MKS. However, 
the redundancies among the higher-order coefficients are significantly more complicated.   
To understand the redundancy implicit in the higher-order microstructure descriptors 
(Eq. 12), let us consider, as a simple example, the set of second-order microstructure 
descriptors in a highly simplified one-dimensional microstructure.  More specifically, 
consider combinations of two spatial cells to define one of the first-neighbour, second-
order microstructure descriptors.  This produces a total of four possible second-order 
local states as shown in Figure 8.  Let us index these distinct local states as .  
For the example microstructure shown in Figure 8, it is easy to see that the specification 
of the local state in spatial cells 3 and 5 automatically identifies the local state in spatial 
cell 4.  
 
 
Figure 8:  Illustration of the redundancy in the second-order microstructure descriptors 
for the vector  .  For a local state space tessellated into two discrete local states 
(i.e. white and black) there are four possible arrangements of the local states in the 
higher-order microstructure description for the selected vector. All of these possible 
combinations are illustrated in the box on the left. On the right is an example 1-D 
microstructure, which contains 10 spatial cells. The local state in each spatial cell 
depends upon the conformation of the local state in spatial cell at s in addition to the local 
state in the spatial cell to its right.  As an example, the higher-order local state in spatial 
cell  is defined by the presence of the black local state in cell 4 and the presence of 
53 
the white local state in cell 5. This conformation matches with the higher-order local state 
3 as shown in the box on left . 
 
This concept can be proven analytically. It is possible to express the second-order 
microstructure function at  in terms of the microstructure function at  and  
for eigen and non-eigen structures, respectively, 
 
 
21 
 
and 
 
. 
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Substituting these relationships in the microstructure function (Eq. 6) definition yields the 
following relationships 
 
 
such that 
23 
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 and . 
Using shift property of the Fourier transform of Eq. (23) with respect to reveals the two 
following relationships. 
 
 
24 
Upon introducing these identities into the spectral localization relationship (Eq. 
16): 
. 
 
2
5 
It is noticed that some of the original influence coefficients in Eq. (18) cannot be 
independently evaluated.  By a change of variable we can define a new set of unique 
influence coefficients, , that intrinsically contain the redundancies.  In this case, of the 
four original variables there are only three independent coefficients per frequency.  This 
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indicates that it is impossible to recover the original influence coefficients with the 
exception of the  term. 
It was relatively simple to develop the redundancies for a one-dimensional spatial 
domain using only the second-order influence coefficients for a single vector. However, 
real applications will utilize three-dimensional spatial domains along with a complex 
combination of higher-order neighbourhood choices of varying orders of complexity. 
These systems may be extremely demanding, if not intractable, to analytically establish 
all of inherent redundancies. 
 
4.4 Independent Influence Coefficients  
 
To circumvent the challenges associated with determining the redundancies 
analytically, we have developed a numerical approach to resolve these relationships using 
elementary linear algebra principles.  The calibration matrix is cast into its reduced row 
echelon form (RREF) [83],  
 
(26) 
which is the solution to the homogeneous system of equations, 
 
(27) 
is also be referred to as the null space of the OLSF.  Another feature of the RREF are 
that the pivots  indicate the columns of the matrix that contribute independent 
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information to the linear system, or the local states values of the unique coefficients.  The 
null space of the matrix provides a connection between a new set of spectral influence 
coefficients  that are comprised of the following linear system of the original 
influence coefficients, 
 
(28) 
Incorporating the redundancies of Eq. (28) into Eq. (18) results in the establishment of a 
transformed set of influence coefficients that are now independent and therefore 
amenable to solution using standard OLSF techniques (i.e. inversion of the calibration 
matrix).     
The reduced row echelon approach is extremely robust and broadly applicable to 
wide range of phenomena with different local state spaces.  It allows the necessary 
number of elements in response vector and calibration matrix to be reduced to their most 
compact notation.  Currently, this has only been developed for microstructure function 
descriptions using the primitive basis.  It is suspected that this method will be easily 
extendable to other basis function representations (e.g. Generalized Spherical 
Harmonics).  
In the Materials Knowledge System, one is interested in capturing the localized 
response with the constraint that the influence coefficients are a unique solution of the 
linear regression.  Utilizing the new influence coefficients in Eq. (28), we recast the 
spectral localization relationships (Eq. 16) as 
 
(29) 
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 represent the set of independent influence coefficients. There is a clear analogy 
between the relationships in Eq. (29) and the one derived in Eq. (25).  
We must modify the ordinary least squares fitting to accommodate the new 
spectral localization relationship (Eq. 29), 
 
where (30) 
This new form of the least squares fitting merely applies the original representation (Eq. 
18) in terms of only the local state indices that contribute to the pivot points.    The size 
of the new calibration matrix is, for higher-order terms, assured to be less than the 
calibration matrix conveyed earlier in Eq. (18). 
 Using this form of OLSF, provides the most compact and physically meaningful 
representation of the calibration matrix and response vector to determine a set of 
independent influence coefficients.  
 
4.5 Rank, Sparsity, and Calibration Matrices 
 
 So far, considerable emphasis has been placed on the calibration of the influence 
coefficients and the least squares fitting components.  These features indicate one of the 
potential limitations for the applicability of the MKS.  It may not be appropriate for 
phenomena that contain complex microstructures features with strongly nonlinear physics 
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thus requiring large LSS’s and higher-order coefficients.  In such problems, it is expected 
that the demands on acquiring the influence coefficients by OLSF may be too large to 
benefit from the MKS method. 
There are two particular features of the null space, that provide particularly 
useful information:  its sparsity and rank.  The sparsity pattern is the visualization of the 
points that are populated in the matrix; shown in Figure 9 for the null space of the 
calibration matrix.  The labels on the x-axis refer to the order of the local states in 
equation while the labels on the y-axis are the equation numbers.  The sparsity pattern for 
 is different than those for , which are all the same. This disparity can be 
traced back to the original microstructure function which causes redundancies in first-
order coefficients [30, 48, 49].  Moreover, the sparsity pattern remains the same for both 
eigen or non-eigen structures. 
In each row of , the leading term indicates the pivot points of the matrix; the 
columns where each of the pivot points are located are denoted by the set  (the pivot 
points are shown in red in Figure 9) that are used in Eq. (20).  The number of pivot points 
defines the rank of the matrix, or the number of unique influence coefficients. From the 
disparity in the sparsity patterns in Figure 9, the rank of . 
It may be quite challenging to a priori know the expected rank of the calibration 
matrix, these values can be put into perspective by some simple empirical results.  For a 
one dimensional spatial domain and one chosen local neighbourhood, Table 3 provides 
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the maximum rank possible for each combination of LSS  and order of influence 
coefficient .  This rank is compared to the number of local states defined by the higher-
order descriptors. From this table, one can extract the following empirical relationship for 
the fraction of indices that comprise the independent equations 
 
(31) 
where the numerator is the rank of the system (for one local neighbourhood) and the 
denominator is the total number of indices in the original Eq. (18). A similar equation can 
be drawn from Table 4 for two-dimensional systems, 
(32) 
A rule for three-dimensional system has not been developed yet, but some empirical 
values are shown in Table 5. 
 Much emphasis is placed upon the rank of the calibration matrix because it 
establishes the number of datapoints required to calibrate a robust set of influence 
coefficients.  Larger rank, or more coefficients, requires more datapoints for calibration.  
From Eqs. (31) and (32), it is evident that the rank of the matrix scales proportionally 
with the order of influence coefficients.  If the rank requires an exceedingly large number 
of datapoints for calibration then the approach might fail.  Particularly, if the system 
exhibits strong nonlinearity, the size of the LSS and order of influence coefficient may be 
a hindrance. Nonlinearity will play a stronger role in the computational demands because 
it requires the rank to scale exponentially, and the LSS will scale to a lesser exponent. 
Alternatively, it may be best to pursue other microstructure function descriptors besides 
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the primitive bases (e.g. Generalized Spherical Harmonics) to decrease the size of the 
LSS and ultimately compact the influence coefficients. 
 
4.6 Exercises with the Calibration Matrix 
 
In this section we explore the features of the calibration matrix for a simple 
system to observe how the microstructure function affects the sparsity and rank in the 
calibration matrix.  All of the features that are discussed are independent of the physical 
phenomena being studied, because the calibration matrix is only dependent on the 
microstructure function.  In the example, microstructures are generated using a random 
number generator that defines values bounded between at each of evenly 
spaced spatial cells.  One thousand random structures are generated to build each of the 
calibration matrices to assure that rank is achieved. 
The first study will calibrate the first and second-order influence coefficients for 
the local neighbourhoods indicated in Table 6.  As an aside, this table provides an ideal 
look at the re-indexing process to achieve Eq. (12).  For this example, the indices 
 refer to the first-order coefficients while , , and 
 refer to all of the possible local state combinations in the second-order 
influence coefficients for neighbourhoods of , , and . 
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Table 3:  The maximum predicted rank of the calibration matrix for frequencies of   
in the left-most values with the original dimension of the original calibration 
matrix on the right.  This table is provided for varying order coefficients  containing 
one local nieghborhood with varying LSS sizes, .   
    Local States 
    2 3 4 5 6 7 8
O
rd
er
 o
f C
oe
ff
ic
ie
nt
s 1 1/2 2/3 3/4 4/5 5/6 6/7 7/8
2 2/4 6/9 12/16 20/25 30/36 42/49 56/64
3 4/8 18/27 48/64 100/125 180/216     
4 8/16 54/81 192/256 500/625       
5 16/32 162/243           
6 32/64             
7 64/128             
 
 
 
Table 4:  The maximum rank of calibration matrices for frequencies  on the left and 
the dimension of the original calibration matrix on the right for varying combinations of 
LSS and orders of influence coefficients for two-dimensional systems. 
Local States 
O
rd
er
 o
f 
C
oe
ff
ic
ie
nt
s 1 1/2 2/3 3/4 4/5 5/6 6/7 7/8
2 2/4 6/9 12/16 20/25 30/36 42/49 56/64
3 5/8 22/27 57/64 116/125 205/216     
4 12/16 74/81 246/256 612/625 1080/1296     
5 27/32 234/243           
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Table 5:  The maximum rank of calibration matrices for frequencies  on the left and 
the dimension of the original calibration matrix on the right for varying combinations of 
LSS and orders of influence coefficients for three-dimensional systems. 
    Local States 
    2 3 4 5 6 
O
rd
er
 o
f C
oe
ff
ic
ie
nt
s 1 1/2 2/3 3/4 4/5 5/6 
2 3/4 8/9 15/16 24/25 35/36 
3 6/8 24/27 60/64 120/125 210/216 
4 14/16 78/81 252/256     
5 29/32 238/243       
6 60/64         
7 121         
 
 
Table 6:  Depicts the choices of local states and neighborhoods selected for application to 
a simple experiment whose local state space has the size .  These choices of 
neighborhoods include the first-order influence coefficients and the second-order 
coefficients for neighborhoods , , and .  This table offers a 
glimpse into how the re-indexing process is achieved when converting the localization 
relationship from Eq. (14) to Eq. (15). 
       
1 1 4 1 1 1 13 -1 1 1 22 2 1 1 
2 2 5 1 2 1 14 -1 2 1 23 2 2 1 
3 3 6 1 3 1 15 -1 3 1 24 2 3 1 
7 1 1 2 16 -1 1 2 25 2 1 2 
8 1 2 2 17 -1 2 2 26 2 2 2 
9 1 3 2 18 -1 3 2 27 2 3 2 
10 1 1 3 19 -1 1 3 28 2 1 3 
11 1 2 3 20 -1 2 3 29 2 2 3 
12 1 3 3 21 -1 3 3 30 2 3 3 
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Table 7 provides an alternate view of the some of the pivot points  of the 
sparsity matrix (Fig. 9) for this system.  The non-highlighted entries are redundant, or 
dependent, local states in the system that cause the calibration matrix to be singular.  
There are 11 independent local states for this system.  It follows that the state is  is 
unique to the  pivot points.  It follows, all of the first-order state indices are 
necessary in expressing this system.  Only the neighbourhoods of  and  
contribute to the independent terms in the equation.  One can conclude that the 
information for neighbourhood  is already contained in the neighbourhood of 
.  This translates to the influence coefficients being symmetric meaning the 
neighbourhood contains the same information as .  This assumption is often made in 
determining Volterra kernels [58].   
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Table 7:  Shows the pivot points of the calibration matrices in Figure 9.  The entries 
highlighted in grey indicate the pivot points for the (top)  calibration matrix and 
(bottom) the  matrices.  The non-highlighted entries are dependent local states.   
 pivot points 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 pivot points 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
 
 
Figure 9:  Sparsity patterns of the calibration matrices for (a) the  term and (b) 
the  terms for the vectors shown in the Table 3. 
 
 For the same set of local neighbourhoods (Table 6), it is possible to rearrange the 
columns of the calibration matrix by the commutative property of linear systems.  If the 
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calibration matrix is reorganized to include the second-order influence coefficients prior 
to the first-order coefficients then the calibration matrix exhibits the sparsity patterns in 
Figure 10. (The rearrangement of the indices should be noted on the x-axis.) Similarly, 
Table 8 indicates the local states indices that comprise the pivot points for the rearranged 
calibration matrix (Figure 10).  As expected, the number of independent local states for 
is still 11, but the location of the independent indices, or pivot points, has shifted.  
First, it is clear that the first-order influence coefficients are dependent on the new pivot 
points.  It can be presumed that the first-order influence coefficients are contained within 
the second-order influence coefficients of neighbourhood  since they are the 
leftmost neighbourhood in the matrix.  This supports the claim that the lower-order 
influence coefficients are contained within those of higher order.  The additional index 
for  has shifted from  to ; it is now located in the leftmost second-order 
terms.  As in the prior sparsity matrix, the neighbourhood  does not contribute 
any unique information.  The pivot points of neighbourhood  remain the same. It 
can be presumed that a higher-order neighbourhood contains information for the 
neighbourhoods of all of the lower-order permutations of the neighbourhood vectors. 
 
Table 8:  Shows the pivot points of the calibration matrices in Figure 10.  The entries 
highlighted in grey indicate the pivot points for the (top)  calibration matrix and 
(bottom) the  matrices.  The non-highlighted entries are dependent local states.   
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 pivot points 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 pivot points 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
 
 
Figure 10:  Sparsity patterns of the calibration matrices for (a) the  term and (b) 
the  terms for the vectors shown in the Table 3. 
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Figure 11:  Calibration matrix for the k=0 term in a poorly defined local state space 
wherein certain local states are unpopulated. 
 
Figure 12:  An example cross-section of a three-dimensional set of influence coefficients 
for a particular local state.  This figure illustrates the decay of the influence coefficients 
to zero that facilitates the spectral interpolation by zero-padding. 
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In an earlier section, we defined formalism for describing the microstructure 
function using the primitive basis.  It is required that the local state is defined by only its 
nearest local state indices while the rest of the indices are zero. Consequently, there is no 
requirement that every local state combination is populated.  In this case, the calibration 
matrix exhibits a sparsity pattern similar to that shown in Figure 11.  Unpopulated local 
states correspond to a zero signal in the microstructure function representation.  If it is 
never populated then its column and row entries in the calibration matrix will always be 
zero causing the banding of the respective rows and columns.  Fortunately, the reduced 
row echelon formulation described naturally treats such a system. 
 
4.7 Summary  
 
 A number of intricate features of the MKS have been illuminated in this chapter, 
particularly with respect to the redundancies in the microstructure input signal and its 
effect upon the influence coefficients.  In summation, we have learned the following 
factors that can be considered in developing databases of influence coefficients: 
1. At most, only  of the unique influence coefficients contribute unique 
information to the database.  This reduces the computational demands on 
extracting, storing, and recalling the influence coefficients. 
2. The coefficients are symmetric with respect to each local neighbourhood which 
reduces the initial choices of neighbourhoods. 
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3. The higher-order coefficients contain all of the information of the lower-order 
coefficients for every lower-order permutation of neighbourhood vectors. 
4. The reduced row echelon is a robust method in determining the independent 
influence coefficients.  Its use prior to accumulating the OLSF components will 
further reduce the demands of calibrating the influence coefficients. 
5. All of these features apply to both eigen or non-eigen structures. 
This list of features allows a user to make intelligent decisions regarding the information 
that must be included into the influence coefficients. 
 
 
4.8 Spectral Interpolation of Influence by Zero Padding 
 
 In prior work on first-order knowledge systems, it was acknowledged that the 
overall effect of the influence coefficients collectively contain information about 
the applied boundary conditions , that is [48] 
	
(33) 
This allows the localization relationship to be reinterpreted using the associative 
property: 
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where	  
(34
) 
Performing this operation separates the boundary conditions for the local fluctuations that 
the coefficients provide.  This form relates closer to the traditional form of the Volterra 
series [58, 68] or perturbation theories[26, 31, 34, 38].   may be referred to as the zero-
input signal or the mean response.  Collecting this information into the re-indexed 
localization relationship (Eq. 14) provides the following equation 
(35) 
Since the spatially independent components, or boundary conditions, of the system have 
been removed then these coefficients have the following property 
 
(36) 
Further, expanding the localization by extracting the zero-response signal may prove 
truly valuable in developing methods to store compacted, or truncated, influence 
coefficients. 
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 Earlier an assumption was placed on the influence coefficients that their values 
would rapidly decay to zero.  This is motivated by the physics of the type of phenomena 
studied using MKS.  In Figure 12, the transformed independent influence coefficients are 
shown to obey this rule.  When the influence coefficients decay to zero, as the ones in Eq. 
(36), zero-padding methods can be used to extend the coefficients to larger domains [79].  
Subsequently, the padded coefficients can be converted to the spectral domain to utilize 
the spectral localization relationship. 
This approach is truly powerful because often times the size of the physics-based 
simulation is greatly limited by its complexity.  For example, Finite Element Methods 
and Finite Difference Methods scale with .  Since the spectral localization 
relationship is guided by a convolution, its complexity is .  If the localized 
response field can be accurately captured by the influence coefficients, then large scale 
PBM simulations can be executed with MKS approach at substantial computational 
savings. 
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Chapter 5: Calibrating Datasets and Robustness Measurements 
 
5.1 Boundary Conditions in the MKS 
 
In the previous chapter, our focus was dedicated to the calibration of the influence 
coefficients and its deterministic features that affect that calibration.  Particularly, the 
attention was upon the features of the calibration matrix and its redundancies.  In this 
chapter, we will build on these concepts to develop a robust set of protocols for 
calibrating influence coefficients for any selected physical phenomena of interest in a 
given material system.  
The Materials Knowledge System is a meta-modeling approach to efficiently 
capture localized response fields in multi-scale modeling that would generally prove 
tedious by way of traditional simulation techniques.  It serves as an auxiliary tool to 
accurately reproduce results from physics based simulations. Although MKS can be 
established independent of the physics-based simulations, the approach taken in this work 
is to calibrate the MKS directly to results from the physics-based models (PBM). 
Therefore, a validated PBM is the starting point for the MKS approach described and 
developed in this work. Furthermore, the boundary conditions and assumptions implicit 
in the PBM are transmitted to the MKS.  Also, in the approach presented here, it is not 
possible for the MKS to provide more accurate information than the PBM.  There is a 
strict provision that the PBM must observe periodic boundary conditions to provide a 
most accurate MKS representation [30, 48, 49, 84].   
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It is possible to establish localization relationships for boundary conditions that 
deviate from periodicity by introducing a new error term into the truncated localization 
relationship, , 
 
(37) 
The new error term simultaneously captures the contribution from the truncation and 
boundary conditions, respectively.  In general, the boundary elements will make up a 
small percentage of all of the spatial cells.  The error contribution from the boundary 
elements can be reduced by increasing the number of elements in the spatial domain.  On 
a similar note, the error is expected to be larger in spatial cells  nearest to the 
boundaries.  An alternate approach to this issue would be to apply weighted least squares 
fitting to perturb the effect of the boundary cells [85]. 
 
5.2  Comparative Evaluation of Error Metrics 
 
 In the initial work of the first-order localization relationships, a deterministic 
approach was applied to choosing the calibration set.  The concept of “delta” structures 
was developed to determine a calibration set that would adhere to the rank requirements 
of the MKS [48, 49].  When extending these methods to more complex LSS’s and higher-
order coefficients, this approach would be inadequate.  This thesis adapts a more 
stochastic approach where random structures are used to populate the calibration set.  It is 
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expected that these structures will capture many more possible microstructure 
configurations while satisfying the rank requirements. 
To address the dependence of the influence coefficients  on the structures in 
the calibration, each calibration set is indexed by  and designed to contain a particular 
combination of microstructures.  Currently, the best choices of the microstructures for 
calibration are unknown.  It is unclear whether tailored microstructures that exhibit long-
range order (e.g. delta, fibers and lamellae) or structures generated by random numbers 
are best or even necessary for calibration.  Due to this uncertainty, we explore both types 
of structures in the calibration sets used in later work. 
 The concept of what calibration set is “best” can be determined by the localized 
response fields that the influence coefficients best capture.  It is expected that the 
coefficients will accurately capture the structures used for calibration, but this raises the 
question of how accurate are the predictions for other structures. To address this query 
we build a new set of microstructure-response datapoints called the validation set. The 
intersection between the microstructures in the calibration set and validation set is a null 
set. 
 Image comparison by comparative evaluation is extended to quantify how 
accurately the influence coefficients of a particular calibration set capture the response 
fields in the validation set [86].  It is possible that the rank of the matrix requires an 
extremely large number of points in the calibration set.  Typically the number of 
structures in the calibration set is of the order of the number of structures in the validation 
set. 
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 For each structure in the calibration set and the validation set, an error metric is 
defined   
 
(38) 
for each structure .  This metric is a function that compares the localized response fields 
from the physics-based models and the Materials Knowledge System. The superscript R 
is placed to remind that the predictions from the MKS depend on the specific calibration 
set used for a particular degree of truncation of the influence coefficients. The function 
used to compare the local fields may take on any applicable metric such as mean squared 
error (MSE), template matching (TM), or signal-to-noise (S2N) ratio.  In the work 
presented in this thesis our attention is restricted to ensemble errors (e.g. MSE) that 
quantify how well the localized structure is captured over the whole MVE.  In the interest 
of accurately representing localized response fields with the MKS, it may develop and 
employ more sophisticated error metrics that provide spatially resolved local errors or 
focus on extreme value features of the response distribution.  Furthermore, the choice of 
the error metric may vary from application to application.  
 A robust set of influence coefficients is expected to capture the information in the 
calibration set  as accurately as the information in the validation set .  One approach to 
quantifying this agreement is to compare the mean and standard deviations of the error 
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for the structures in each set.  The following relationship provides the mean  and 
standard deviation  of any set , respectively, 
 
(39) 
If these values are determined for both the calibration set and validation set then one can 
set the following requirement for a robust set of influence coefficients 
  and . (40) 
Eq. (40) is the qualification that is currently used to define a robust set of influence 
coefficients.  It states that the mean and standard deviations of structures in the 
calibration and validations sets must exist within the tolerances  and , respectively.  
These tolerances are expected to be extremely sensitive to the error metric used and will 
vary with the material properties of interest. 
 Successful identification of a set of the influence coefficients that satisfy Eq. (40) 
is dependent upon several factors including: 
1. The error metrics chosen to compare the microstructure sets.  Error metrics 
capture different features of local field, thus it is not to be expected that all error 
metrics will satisfy Eq. (40) provided one metric does.  Some metrics may 
provide more stringent requirements. 
2. The size of the local state space and the order of influence coefficients in set  
strongly influence the rank of calibration matrix.  Systems containing larger ranks 
will be require more datasets to shift the mean of the error metrics. 
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3. Modifying the calibration data is one of the many ways to satisfy Eq. (40).  
Adding new structures into the calibration set will increase the accuracy of the 
influence coefficients.   
4. Similarly, the structures in the validation set will play a role in the overlap of the 
standard deviations.   
Furthermore, it is expected that higher-order influence coefficients will most accurately 
describe the localized response fields in high contrast composites.  One can expect that 
the requirements on Eq. (40) will more challenging due to a smaller standard deviation 
and even smaller mean.  The more information introduced into the coefficients, either by 
way of larger LSS discretizations and higher-order coefficients, is expected to improve 
the accuracy of the MKS for the calibration subset and validation sets.  Typically adding 
more structures to calibration set will facilitate complying with these robustness 
requirements. 
 
5.3 Current Challenges in Comparative Evaluation 
 
 This new approach to qualifying the applicability of the influence coefficients is a 
necessary improvement from past exercises [48, 49] because it conveys the information 
over a variety of microstructures.  However, it is still wholly a qualitative metric of the 
influence coefficients; a set of influence coefficients is defined as either robust or not.  
This does not provide any insight to actually quantify the accuracy of the influence 
coefficients. 
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 It is in the best interests of the Materials Knowledge System to put forth efforts in 
developing quantitative metrics that capture the confidence of the influence coefficients.  
Methods from nonlinear dynamics can be extended to develop confidence intervals on the 
coefficients [87].  The nonlinear dynamics approaches analyze the confidence intervals of 
the kernels used to parameterize the nonlinear systems. 
 Developing these concepts is essential to the growth of the MKS.  These 
quantitative influence coefficients metrics communicate information to the modeler or 
designer regarding how accurate the results from the MKS will be.  Furthermore, it may 
be established that the results are accurate for a distinct set of microstructures.  Similarly, 
this information may be used to develop techniques to appropriately choose the structures 
that are necessary to calibrate a robust set of influence coefficients for a particular  
material system or problem set. 
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Chapter 6: Case Study of Microstructure-Processing Evolution through Spinodal 
Decomposition 
 
So far, this thesis has been focused heavily upon developing the underlying 
theories of the Materials Knowledge System that are necessary for developing materials 
databases.  In the coming Chapters, our focus shifts towards the application of the MKS 
using three new case studies. The prior literature from our group has described 
methodologies to build first-order influence coefficients for composites with a small 
number of discrete local states. This work has provides an excellent assessment of the 
versatility of the first-order MKS for low contrast composites by establishing databases 
for various mechanical responses such as elasticity [30, 41, 48], thermo-elasticity [49], 
and plasticity [30]. In the new case studies undertaken in the present thesis, we will 
extend these methods by developing databases for spinodal decomposition [70, 71], a 
crude Portevin-le Chatelier model [51, 73], and lastly we will explore the elastic response 
of a high contrast two-phase material. Together, these studies assess some of the essential 
features contained within a fully coupled multiscale model.  Emphasis is placed on 
exploring multi-dimensional, continuous local state spaces and higher-order coefficients.  
Furthermore, we will test a new concept of calibration sets and explore its advantages 
over calibration using “delta” microstructures (protocols used in all prior studies).  Each 
case study will systematically address these features with the ultimate goal of developing 
a robust versatile framework for fully-coupled multiscale simulations. 
This chapter addresses the first foray into evolving microstructure-processing 
linkages using Materials Knowledge System by spinodal decomposition.  This study 
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contributes the first extension of the MKS to continuous microstructure features in real, 
continuous, and bounded local states spaces. Spinodal decomposition occurs when a 
homogeneous mixture separates into regions of distinct chemical compositions (or 
phases).  Phase separation of a binary alloy into two distinct phases,  and , can be 
described by the well-known Cahn-Hilliard equation[70, 71, 88] as  
 
(41) 
where  is the spatial variable,  is a conserved order parameter that defines the atomic 
fraction of phase ,   is the diffusion coefficient,  is the free energy expressed as a 
function of c, and  gives information about the interface between the two phases.  The 
free energy, , is classically assumed to be a double-well potential and is often 
approximated as a fourth-order polynomial as [89] 
 
(42) 
where  is the height of the energy barrier between the minima in the potential.  Eq. (42) 
implicitly identifies the atomic fractions where spinodal decomposition will occur. For 
the present study, the various parameters in Eqs. (41) and (42) were assigned the 
following values:  and . These values are assigned on a 
81 
spatial grid of .  For these parameters, the compositions can be shown to lie in 
the range,  
This Chapter establishes MKS databases for spinodal decomposition based solely 
upon the atomic fraction of the binary alloys.  Developing these databases relies on 
introducing continuous microstructure features, or non-discrete local states into the 
microstructure function. 
6.1 Local State Variables and Response Variables 
 
The first step in formulating MKS is the proper identification of the local state 
variables (along with the corresponding local state space) and the response variables. As 
mentioned earlier, the proper local state variable for the spinodal decomposition 
phenomenon is the atomic fraction, c. The corresponding LSS depends on the parameters 
used to describe the free energy function. As mentioned earlier, for the parameters chosen 
for the present study, the local state space is identified as  which 
refer to the spinodal points in the free energy curve. 
In order to capture accurately the underlying nonlinear physics in the spinodal 
decomposition phenomenon in the MKS framework, it is necessary to adequately 
discretize the local state space. This approach is tantamount to linearizing the underlying 
physics over small intervals in the local state space.  As shown in Figure 3 in Chapter 2, it 
is fairly easy to describe the affine mapping between the average atomic fraction in a 
spatial bin, , and the microstructure function, , to discretize the LSS. 
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The response variable of interest in the spinodal decomposition problem described 
above is the time derivation of atomic fraction, . In the discretized representations 
used in the MKS framework, the response variable would be the time derivative of the 
averaged atomic fraction in a spatial bin, . The MKS framework described earlier aims 
to establish the correlations between  and . It is important to note that we have cast 
the problem in such a way that we are capturing the correlations between  and  at a 
given instant of time. In other words, the correlations by themselves do not push the time 
forward and are established independent of the time step. Once  is established, it is 
necessary to evolve the microstructure using an appropriate time-integration procedure. It 
is envisioned that the MKS framework will be applied recursively in microstructure 
evolution problems in order to march forward in time, thereby capturing the path-
dependence of the phenomenon studied by the physics-based model. 
In the present work, for consistency and simplicity, an Euler-Forward method has 
been implemented for time-integration of both the physics-based model and the MKS 
approach. It is, however, noted that more sophisticated time-integration schemes can be 
implemented as needed. Since most typically used time-integration schemes can 
accumulate errors over a large number of time steps, it is important to evaluate critically 
the accumulation of errors at various intermediate steps in the overall simulation of the 
phenomenon. 
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6.2 Calibrating Influence Coefficients 
 
The next step in the formulation of the MKS framework is the calibration of the 
first-order influence coefficients. As noted earlier, we intend to establish them by 
calibration to selected results from the numerical implementation of the phase field model 
described above.  In the prior first-order MKS studies, “delta” microstructure were used 
for calibration.  Applying the same approach here would require a very large number of 
delta microstructures. Rather, we explore collections of randomly chosen datapoints that 
comprise the calibration set used to estimate the influence coefficients.   
To produce the datapoints for this study, we have generated 20 different two-
dimensional (2-D) initial microstructures that are discretely binned into 20×20 spatial 
bins and reflect a random perturbation in average atomic fraction that lies within the 
spinodal points identified above. Eqs. (41) and (42) were numerically integrated using a 
phase field model, wherein each selected initial microstructure was evolved using the 
Euler Forward method with a time step of  [72].This time step, for the selected 
model parameters, assured that the numerical integration was well within the stability 
criterion for the finite difference method and showed excellent convergence [90].Periodic 
boundary conditions were maintained by imposing the minimum image convention on 
the system[62].  Datapoints of the atomic fraction (microstructure) and its instantaneous 
time derivative (response) were extracted from intermediate times in the evolution.  A 
total of about 2000 datapoints were taken from the simulations on 20 different initial 
84 
microstructures described earlier. Datapoints were extracted at several intermediate 
stages of microstructure evolution and assigned to the calibration set .   
Only the first-order terms are considered in this problem.  Fortunately, their 
redundancies are trivial to resolve analytically.  The spectral localization relationship for 
these coefficients is 
 
(4
3) 
where  are the original coefficients and  are the unique coefficients.  Although the 
RREF method was not applied, it will still produce unique influence coefficients of the 
same form in Eq. (43). The average atomic fraction in the microstructure is conserved 
therefore we expect in Eq. (43) (i.e. the volume averaged value of the time 
derivative of the atomic fraction in the microstructure is identically equal to zero). 
Before calibrating the influence coefficients, it is important to recognize that their 
reliability is influenced by two factors (1) the discretization of the local state space and 
(2) the microstructures in the calibration set. We conducted a parametric study that 
assessed the contributions from each component.  Ordinary least squares fitting was 
performed on different datasets with varying LSS discretizations and different calibration 
datasets.  Thus, we recognize these dependencies in the notation used for influence 
coefficients by denoting them as , where  and  indicate the level of discretization 
in the LSS and the calibration dataset, respectively,  used to establish the coefficients.  
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Consequently, we define the localized response produced by the MKS method  
with the following relationship 
 
(44) 
 
6.3 Accuracy of the MKS 
 
Comparative evaluation techniques will be extended to the Materials Knowledge 
System for the first time in this study.  Prior work based the accuracy of the coefficients 
using a single calibration dataset and a single metric of the average error; the latter does 
not express how well the local features of the desired microscale fields are captured.  It 
was alluded to earlier that the comparative evaluation methods vary based upon the error 
metric used for comparison.   We will explore the effect the choice of error metric plays 
on the comparative evaluation techniques and how they can be tailored for different 
comparisons of robustness. 
Three separate error metrics are chosen: Template matching (TM), signal to noise 
ratio (SNR), and mean square error (MSE).These metrics are defined for the dependent 
variable of the system and produce a single value for each microstructure indexed by  
which also relates to a particular microstructure.  Each microstructure dataset is either 
contained in the calibration subset or the validation set. Template matching is often used 
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in pattern recognition which analyzes the cross correlation between two images[86].  In 
this application, the error metric for template matching in the real domain is 
 
(45) 
where  is local response produced by the physics based model, in this case the 
spinodal decomposition phase field model. Meanwhile, the response field from the MKS 
is a function of the calibration set and LSS used to calibrate the influence 
coefficients. As a reminder, these response fields capture the instantaneous time 
derivatives.  Signal to noise ratio is another metric that quantifies how distorted the MKS 
reproduction of the response field is from the physics based model using the following 
relationship[91] 
 
(46) 
The last metric is a conventional volume averaged root mean squared error metric has 
been used in the following form 
 
(47) 
Each of these error metrics allows for a different comparison between the approximate 
response field from the MKS and the response from the phase field model. From these 
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relationships, it is clear that smaller error values indicate improved accuracy for MSE and 
TM, while SNR shows improvement for larger values. This case study provides a forum 
to present the nuances between each of these different error metrics. 
 A parametric study was developed to assess the effects of the discretization of the 
local state space H and the selection of the number of datasets included in the calibration 
set R. Several calibration sets were defined of varying sizes and containing different 
microstructures.  For each calibration set, we compute the influence coefficients by OLSF 
methods. A subset of the calibration dataset is extracted to perform comparative 
evaluation upon each of the coefficients.  The mean and standard deviation for each error 
metric is computed for the calibration subset and validation set for varying degrees of 
discretization of the local state space for values of .  
Figures 13-15 convey the results of these parametric studies.  Each figure contains 
two curves: the blue, or most accurate, curve indicates the mean and standard deviation of 
the respective error metric for the calibration subset, while the green line illustrates the 
same measures for the validation set.  Each set contains fifty structures that are unique to 
each set. The figures show the results for template matching (Fig. 13), signal to noise 
ratio (Fig. 14), and mean squared error (Fig. 15), respectively.  Within each figure, the 
left most plot (plot a) indicates influence coefficients captured from a set of 200 
datapoints while the other plot (b) uses a calibration set containing 400 datapoints.   
Each figure conforms to our expectation that the accuracy of MKS improves 
substantially with increasing discretization of the local state space (i.e. the value of H). It 
is also interesting to note that the improvement in accuracy slows down with the very 
high values of H. This indicates that we have obtained a sufficient discretization of the 
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local state space at the high values of H that the underlying correlations can be expressed 
to the best possible accuracy in the form of the simplified linearized expressions 
formulated in Eq. (14). In other words, beyond these levels of discretization of the local 
state space, the gains in accuracy are expected to be minimal. Further gains in accuracy 
have to come from the inclusion of the higher-order terms. 
 
 
Figure 13:  Influence of the discretization of the local state space and the number of 
datasets used in the calibration group on the accuracy of the MKS: (a) 200 datasets in the 
calibration group, and (b) 300 datasets in the calibration group. The mean and the 
standard deviation of the errors are shown in these plots for both the calibration group 
(i.e. the datasets used in the regression analyses) and the validation group (i.e. the 
datasets that were not used in the regression analyses). 
   
 
Figure 14:  Influence of the discretization of the local state space and the number of 
datasets used in the calibration group on the accuracy of the MKS: (a) 200 datasets in the 
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calibration group, and (b) 300 datasets in the calibration group. The mean and the 
standard deviation of the errors are shown in these plots for both the calibration group 
(i.e. the datasets used in the regression analyses) and the validation group (i.e. the 
datasets that were not used in the regression analyses).  
 
 
 
Figure 15:  Influence of the discretization of the local state space and the number of 
datasets used in the calibration group on the accuracy of the MKS: (a) 200 datasets in the 
calibration group, and (b) 300 datasets in the calibration group. The mean and the 
standard deviation of the errors are shown in these plots for both the calibration group 
(i.e. the datasets used in the regression analyses) and the validation group (i.e. the 
datasets that were not used in the regression analyses). 
 
 
Figure 13-15 (a) indicate that the relatively small calibration group is not 
sufficiently accurate and does not represent the best MKS for the spinodal 
decomposition. On the other hand, the inclusion of a larger number of datasets in the 
calibration group for Figure 13-15 (b) resulted in very close mean errors for the 
calibration and validation groups with the difference in the errors being significantly 
smaller than their respective standard deviations. It is therefore critical to have 
sufficiently rich datasets to establish high fidelity MKS, and the overall approach 
described above can be used to quantify its accuracy. 
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The standard deviations of the MSE and SNR metrics are reduced with the 
inclusion of more datapoints in the calibration set (Figure 14 and 15).  Furthermore, the 
separation between the two datasets appears to be closer in these figures.  Meanwhile, 
template matching contains smaller standard deviations and larger separation.  This 
indicates that template matching may provide more stringent requirements in comparative 
evaluation which is consistent with prior work in literature [86]. 
 The number of datasets included in the calibration group also has a tremendous 
influence on the accuracy of the MKS. With fewer datasets in the MKS, although the 
error in the calibration group is low, the error in the validation group is substantially 
higher as seen in Figures 13-15 (a). Furthermore, there is significant separation between 
the means of the errors in the two groups that is significantly larger than their respective 
standard deviations. 
 Figure 16 shows an example initial microstructure, the corresponding predicted 
response (i.e. the time derivative of the atomic fraction), and the error in the predicted 
response (i.e. the absolute difference between the predicted responses by the MKS and 
the direct computation using the physics-based model). The prediction was obtained 
using H = 125 and the calibration group used for Figure 16(b). It is seen that the MKS 
predicts the response field with very high accuracy. 
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Figure 16:  The predicted time derivatives of the atomic fraction by the MKS approach 
developed in this study and the error in this prediction (in comparison to values computed 
directly from the physics-based model) for an example microstructure for a RVE size of 
20x20. MSE refers to mean squared error. 
 
 
 
Figure 17:  A cross section of the influence coefficients for used to generate Figure 13-
15(b) with a discretization of .  This figure illustrates the local effect of the 
influence coefficients and its rapid decay with increasing distances. 
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Figure 18:  The predicted time derivatives of the atomic fraction by the MKS approach 
developed in this study and the error in this prediction (in comparison to values computed 
directly from the physics-based model) for an example microstructure for a RVE size of 
100x100. 
 
6.4 Scaling Spatial Domains with the MKS 
 
A major advantage of MKS lies in its scalability to large microstructure datasets. 
The Green’s functions based influence coefficients , are expected to decay to zero 
values as t takes on large values. In the present example, it was noted that the influence 
coefficients generally approached zero values for spatial cells that were removed by 
about 4 or 5 cells from the spatial cell of interest as illustrated with a subset of the 
influence coefficients in Figure 17. This figure illustrates that local nature of the 
influence and their subsequent decay.  In other words, the influence coefficients obtained 
from relatively small models (e.g. the models with 20 X 20 spatial cells described above) 
can be applied to extremely large microstructure datasets without any need for 
recalibration. This concept was previously validated in the application of MKS approach 
to mechanical response of composites [48]. In order to demonstrate the validity of this 
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concept to the spinodal decomposition problem studied here, we applied the influence 
coefficients obtained from the smaller 20 X 20 models to a new microstructure described 
on a much larger model with 100 X 100 spatial cells. Figure 18 shows an example initial 
microstructure, the corresponding predicted response (i.e. the time derivative of the 
atomic fraction), and the error in the predicted response (i.e. the absolute difference 
between the predicted responses by the MKS and the direct computation using the 
physics-based model).  For a validation dataset of 100 RVEs, the mean squared error and 
its standard deviation for 20x20 and 100x100 spatial cells are 
 and , respectively.  
Meanwhile, the maximum mean squared errors are and 
, respectively.  It is clearly seen that the MKS approach 
provides excellent predictions even for the larger models. 
The use of FFT methods in the MKS approach affords several computational 
advantages: (i) It is well known that the computational cost of FFTs scales as 
, whereas most other numerical approaches scale at least as [63]. (ii) 
The de-coupling achieved by the use of FFTs (see Eqs. (2) and (3)) allows easy 
implementation of parallelized computations. (iii) The recent advent of Graphics 
Processing Units (GPU) promises to dramatically enhance the speed of FFTs 
computations [75].  Furthermore, comparative evaluation methods must be performed on 
the smaller domain due to the computational demands of the underlying physical model. 
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6.5 Evolution of Microstructure-Processing Linkages 
 
The predicted response field (i.e. the time derivative of the atomic fraction in each 
spatial cell) was used to update the microstructure using a simple Euler forward time 
integration scheme with a time step of .This time integration procedure is 
exactly the same as that was used in the direct physics-based model computations 
described earlier. The MKS produced with the calibration group shown in Figure 13-
15(b) corresponding to H = 125 was used, as it was the most accurate one produced in 
this study.  It is important to recognize that the MKS linkages describe the correlations 
between microstructure variables and response fields at an instant of time, and therefore 
are not tied to a particular time-integration scheme. For example, they can be utilized 
with an implicit scheme. However, for this first example, for consistency and simplicity 
we opted to utilize the same Euler forward time-integration scheme that was used in the 
physics-based model. 
The flow chart in Figure 19 illustrates the process for evolving microstructure-
processing linkages via the MKS.  Similar to the physics-based model, an initial structure 
is input into a differential equation solver that performs explicit numerical integration 
methods.  Subsequently, the structure is digitized via the microstructure function and cast 
into the Fourier domain since the localization relationships are most efficiently computed 
using the spectral relationship.  The spectral response field is converted back to the real 
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space wherein numerical integration is applied to advance the evolution of the system.  
This process is repeated until a predetermined final time is reached. 
 
 
Figure 19:  Illustrates the process for evolving microstructure-processing linkages using 
explicit numerical integration schemes.  
 
 
Figure 20:  MKS prediction of the microstructure evolution for an example initial 
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microstructure (first column) along with the corresponding predictions of the time 
derivative of atomic fractions (second column) and the associated error (in comparison 
with results from the direct physics-based model computations). 
 
Starting with a selected initial microstructure, Figure 20 shows the MKS predicted 
evolution of the microstructure at certain intermediate time steps and the corresponding 
errors (in comparison with direct computations using the physics-based model). It is clear 
that the MKS approach provided excellent predictions of the evolution of the 
microstructure. Figure 21 shows the variation of the accumulated mean squared error as 
the simulation progresses in time.  It is seen that the mean squared error accumulates up 
to a certain time in the simulation and then it remains more or less constant, indicating 
that the error in these simulations does not grow in an unbounded manner. It is also 
important to note that the accumulated error in the MKS predictions of the final evolved 
microstructure is very low. 
With the relatively small spatial domains and for the relatively simple problems 
described in this paper, the computational cost advantage of the MKS approach over the 
physics-based model was observed to be about a factor of two. However, it is emphasized 
that the MKS approach allows for a true multi-scale simulation of the physical 
phenomenon with the information flowing in both directions between the constituent 
length scales. As an example, consider the simulation of a complex processing operation 
where different macroscale spatial locations in the sample experience different thermal 
histories (often an unavoidable consequence of the boundary conditions imposed at the 
macroscale). Consequently, strong variations in the microstructure should be expected at 
different macroscale locations in the sample.  In other words, it is not enough to track the 
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evolution of a single representative microstructure for the entire sample. Furthermore, the 
development of microstructure heterogeneities can be expected to have a strong influence 
on the macroscale simulation by altering the local effective properties at different 
locations in the sample. In such a situation, it is necessary to track evolution of several 
representative microstructures at various macroscale locations in the sample, and 
effectively pass information in both directions between the microscale simulations and 
the macroscale simulation. This is extremely difficult, if not impossible, using any of the 
currently employed techniques. The MKS approach described in this work offers a viable 
approach for such problems. For a given problem, it should be possible to set up the 
necessary MKS linkages as described in this paper (this constitutes a one-time 
computational expense). After the MKS linkages are set up, they can be retrieved with 
minimal computational expense in a multi-scale simulation to not only track accurately 
the evolution of the microstructure at each spatial location of interest in the macroscale 
simulation, but also to pass their associated updated effective properties influencing the 
macroscale simulation.   
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Figure 21:  The accumulation of the mean squared error in the MKS prediction of 
microstructure evolution shown in Figure 18.  
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Chapter 7: Meta-Modeling the Instantaneous Response of the Portevin-le Chatelier 
Effect 
 
 The next case study is presented to illustrate the problem of scale that is 
associated with particular applications of the Materials Knowledge System.  So far, both 
literature and this thesis report results for material systems that contain only one salient 
microstructure features3 [30].  This case study presents the first attempt at developing 
materials databases for multi-dimensional local state spaces and highlights the inherent 
challenges. 
 
7.1  Portevin-le Chatelier Plastic Instability 
 
The Portevin-le Chatelier (PLC) effect is a plastic instability that manifests itself 
when particular material systems that exhibit dynamic strain aging are deformed under a 
constant strain rate [73].  When a material exhibits this phenomenon there is often a 
surface roughness that forms on the manufactured part, thereby limiting its use for 
exterior components particularly in automotive applications.  The fingerprint of the PLC 
effect is repeated stress drops in the stress-strain curve which results from dynamic strain 
aging occurring on the dislocation density scale illustrated in Figure 22.  The 
characteristics of the surface banding are classified by three types of banding with 
increasing values of strain rate: type A, continuously propagating bands; type B, hopping 
bands; and type C, random nucleating bands [51, 73].   
                                                 
3 In the case of the original spinodal decomposition database the microstructure features were assumed to 
be independent of each other thus the scale of the local state space was additive rather multiplicative. 
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Figure 22:  The top portion of the figure indicates the stress vs. time curve for Type A, 
Type B, and Type C banding patterns manifested by the Portevin-le Chatelier effect.  
These curves translate to the surface roughness on the sample illustrated in the lower 
portion for Type A and Type B bands, respectively. [73] 
 
 
Figure 23:  A visualization of the path that the mobile, immobile, and Cottrell-type 
dislocations will take during the evolution of the PLC bands.  Also, this domain is used to 
delineate the local state space for the MKS. 
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Ananthakrishna, et al. provide a description of the dynamical system which 
effectively reproduces the stick-slip behavior of the relevant dislocation densities using 
the partial differential equations [51, 73] 
 
 
(48) 
where and are the mobile, immobile, and Cottrell-type dislocation densities, 
respectively.   are control parameters of the system from which the model 
is carried out.   is the scaled effective stress where  is a work 
hardening parameter.  The macroscopic stress rate is determined by machine equation 
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where  is the applied strain rate,  is the dimensionless length of the sample and  is the 
scaled effective modulus of the machine and sample [92]. 
 The independent variables of the differential equations in Eq. (48) are the 
respective dislocation densitions, while the applied strain rate  characterizes the type of 
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banding patterns thus quantifying the boundary conditions.  The local state space is 
comprised of the possible combinations of dislocation densities.  The dislocations 
densities follow a path similar to those shown in Figure 23; the space bounding all of the 
possible paths for a given strain rate is the local state space of the system.  To apply the 
MKS to this system we place bounds on each of the dislocation densities and tessellate 
the three-dimensional local state space accordingly.   
 When developing the principles of the MKS it was mentioned that the influence 
coefficients were dependent upon the boundary conditions.  Furthermore, influence 
coefficients must be developed for each salient material response.  In this particular study 
it is necessary to define three sets of influence coefficients for the time derivative of the 
mobile, immobile, and Cotrell-type dislocation densities. Although the influence 
coefficients describe different responses, the microstructure function description is the 
same.  In this work, we attempt to develop an MKS for a strain rate of .  To 
explore other PLC phenomena it would be necessary to define influence coefficients for 
the respective strain rate.   
 Essentially the dynamical system is a concurrent multiscale simulation in the 
temporal domain.  The mobile dislocation densities operate on faster time scales than the 
immobile and Cotrell-type dislocations.  It is expected the mobile dislocations will 
require a finer tessellation than the other features to compensate of the faster time scale. 
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Figure 24:  A MATLAB simulation of the evolution the mobile dislocation densities of 
continuous propagating (Type A) PLC bands.  These densities correspond to surface 
banding on the material.  This simulation allows one to track the position of the bands 
with respect to time. 
7.2  PLC PBM 
 
 A set of datapoints are required to calibrate all three of the influence coefficients.  
These points are collected for a strain rate of   in Eq. (48).  The same control 
parameters are extracted from those previously reported in literature [51].  MATLAB is 
used to apply an Euler forward numerical integration scheme to the differential equations 
[93].  At intermediate time steps in the integration we extract the mobile, immobile, and 
Cottrell-type dislocations densities and their instantaneous time derivatives.  Collectively, 
these intermediate time steps comprise the calibration dataset.  The evolution is repeated 
with several initial structures to acquire a calibration dataset. 
 It is known that the accumulation of large mobile dislocation densities 
corresponds to the surface banding in the bottom of Figure 22.  Using the prescribed 
numerical simulation we are capable of watching the propagation of Type A bands shown 
in Figure 22.  This image illustrates the spatially resolved collection of mobile dislocates 
with respect to time for a particular initial configuration.  The spatially resolved mobile 
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dislocation densities at each time are one of the salient microstructure features necessary 
to apply the MKS.  These results are in agreement with similar simulations presented in 
literature [51]. 
 
7.3 Materials Knowledge System 
 
 From the datapoints accumulated using the physics based model developed in 
MATLAB we can build the calibration matrix and response vectors to build databases for 
the evolution of stick-slip behavior on a linear spatial domain.  In this particular problem, 
the mobile dislocation axis was tessellated to  while the immobile and Cottrell-
type dislocation are discretely binned as .  Consequently, the total number 
of unique cells in the LSS is .  Since the microstructure 
function description of the system is the same for the coefficients of each response, the 
calibration matrix is also the same.  Meanwhile, the response vectors will vary for each 
response.  Recognizing this feature drastically reduces the number of computations 
necessary for each set of coefficients, because the calibration matrix must be accumulated 
and inverted only once to describe all the different responses. 
 A set of coefficients was calibrated from 1000 datapoints for each of the salient 
response fields.  These coefficients are compared with a datapoint that is contained in the 
calibration set in Figure 25.  These results show that the evolution of the immobile 
dislocation densities (Fig. 25 (b)) and the Cottrell-type densities (Fig. 25 (c)) are captured 
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with reasonable accuracy.  However, the mobile dislocation density evolution (Fig. 25 
(a)) is weakly captured; the results provided by the MKS are extremely noisy in 
comparison to the PBM. 
 It is clear from the poor fit for the mobile dislocation densities that the current 
form the PLC MKS is insufficient to capture the mobile dislocation densities.  There may 
be a variety of methods to improve the accuracy such as increasing the binning of the 
LSS, particular the mobile dislocation densities, and adding more datapoints to the 
calibration set.  It is unknown which features will cause the most significant improvement 
in the results or how these modifications will affect the results of the other dislocation 
densities. Also, the accuracy is expected to vary with different strain rates; one may 
require finer LSS bins to capture more chaotic banding patterns.  The only clear take 
away of this study is that more accurate influence coefficients are necessary to evolve the 
microstructure-processing linkages in serrated yielding.  It is evident that increasing the 
complexity of the system to higher-dimensional spatial domains and more complex 
boundary conditions will drastically increase the scale of the problem.  For such 
problems, it may be necessary to establish new microstructure function representations 
that employ other basis functions besides the primitive basis. 
106 
 
Figure 25:  Comparison between the MKS method and the PLC PBM model for the (a) 
mobile, (b) immobile, and (c) Cottrell-type dislocation densities, respectively. 
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Chapter 8:  Higher-Order Linkages of Two Phase Composites 
 
 Our past explorations with the MKS approach have all utilized only the first-order 
terms in the expansion [30, 48, 49, 94].  It was generally observed that the first-order 
terms in the expansion were adequate to capture accurately the microscale distribution of 
response fields of interest provided the contrast between the possible local states in the 
microstructure was limited to moderately low values.  It was specifically noted that there 
is a critical need to include the higher-order terms for improving the accuracy of the 
localization relationships in the MKS framework for material systems with moderate to 
high contrast.   
 The main impediment to including the higher-order terms has been the lack of a 
robust methodology to estimate the values of the coefficients (also called influence 
coefficients) in the series expansion for the higher-order terms. In prior work [30, 48, 49, 
94], we have relied heavily on the highly efficient de-coupling of the first-order influence 
coefficients achieved by the use of fast Fourier transforms (FFTs), which then made it 
trivial to calibrate these coefficients to results from numerical models. The number of 
influence coefficients in the higher-order terms of the expansion of the localization 
relationship is unimaginably large. Although some de-coupling is accomplished by the 
use of FFTs, the numbers of even the second-order coefficients for most problems are so 
large that it is not practical to simply extend and employ the same heuristics that were 
used successfully for the first-order terms. 
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 In this chapter, we present the results from our first foray into estimating the 
numerical values of a subset of the dominant higher-order influence coefficients for 
elastic deformations in moderate to high contrast composite material systems, and 
critically validate their contributions to improving the accuracy of the localization 
relationships in these problems. It should be noted that this work represents the first ever 
calibration of the higher-order influence coefficients in the localization relationships to 
data from numerical models. For accomplishing this task, we have utilized the re-
formulation of the localization relationship and applied the new computational protocols 
and heuristics to quantify the relative contributions of various dominant higher-order 
influence coefficients. This chapter summarizes the most important advances in this 
novel scale-bridging framework which will ultimately expand the breadth of material 
systems that can be explored.   
 
8.1  Application of Re-Formulated MKS framework 
 
 Volterra series have been used extensively in literature to model the dynamic 
response of nonlinear systems using a set of kernel functions called Volterra kernels [58, 
65-69]. The higher-order localization relationship shown in Eq. (15) is a particular form 
of Volterra series and assumes implicitly that the system is spatially-invariant, casual, and 
has finite memory. The influence coefficients in Eq. (15) are analogous to Volterra 
kernels. The higher-order terms in the series are designed to capture systematically the 
nonlinearity in the system. In other words, the accuracy with which the nonlinearity is 
captured depends strongly on the specific higher-order terms retained in the localization 
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relationship. The influence coefficients are expected to be independent of the 
microstructure, since the system is assumed to be spatially invariant. 
 The localization relationship shown in Eq. (15) is to be applied on each spatial 
cell of the Microscale Volume Element (MVE). The size of the MVE is generally 
selected based on the specific application. In applications involving homogenization, the 
MVE is essentially the representative volume element (RVE) or a member of an RVE Set 
[74].  As mentioned earlier, in the MKS framework, we aim to calibrate the influence 
coefficients in Eq. (15) to results from numerical models. Consequently, MVEs are also 
used here for generating the necessary numerical datasets for the calibration of the 
influence coefficients. Since the influence coefficients are expected decay to zero values 
for increasing values of t, the localization captured by Eq. (15) is associated with a finite 
interaction zone or finite memory. In order to capture the spatial characteristics of 
localization accurately, we recommend that the MVE size used for generating the 
calibration datasets be at least twice the size of the interaction zone. Since the size of the 
interaction zone is not known a priori, a few trials are typically needed to establish a 
suitable MVE size for a given material system. In general, we note that the MVE size 
increases as the contrast in the local properties is increased.  
 Application of the concepts of Volterra series directly to materials phenomena 
poses a major challenge. Materials phenomena require an extremely large number of 
input channels (because of the complexities associated with microstructure 
representation) and an extremely large number of output channels (because of the broad 
range of response fields of interest). However, the microstructure representation 
presented in Eq. (12) allows certain simplifications. The introduction of these 
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simplifications allows a reformulation of the localization relationship (Eq. 14) into a form 
that is amenable for calibration by linear regression in the FFT space (Eq. 16).   
Table 9:  Summary of the different selections of the combinations of influence 
coefficients evaluated in this study.    
Case Combination of Coefficients Selected Value of I 
1 First Order Coefficients 2 
2 Second Order Coefficients up to first neighbors 5 
3 Second Order Coefficients up to second neighbors 11 
4 Second Order Coefficients up to third neighbors 15 
5 Second Order Coefficients up to fourth neighbors 18 
6 Second Order Coefficients up to fifth neighbors 30 
7 Second Order Coefficients up to sixth neighbors 42 
8 Seventh Order Coefficients up to first neighbors 113 
9 
Seventh Order Coefficients up to first neighbors plus 
Second Order Coefficients from second neighbors to sixth 
neighbors 
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8.2 Case Study: Elastic Deformations in a Two-Phase Composite 
 
 In this chapter, the new approach developed in this paper for building MKS 
databases involving higher-order localization relationships is applied to the elastic 
response of a two-phase composite.  This study employs the same model that was applied 
in the seminal work on developing first-order localization relationships [30, 48]. Both 
phases are assumed to exhibit isotropic elastic properties. A large number of three-
dimensional (3-D) volumes of the composite material (MVEs) with very different 
internal structures were created for this purpose. Each digital microstructure dataset was 
spatially tessellated into uniform cubes and enumerated as described earlier in Section 
2.2.1. Each spatial cell in the microstructure dataset was assigned to be occupied by one 
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of the two phases A or B, whose Young’s moduli are denoted as  and , respectively. 
Furthermore, we have selected phase A to be the stiffer phase, i.e. .  The ratio 
 reflects the contrast in the composite material, as their Poisson ratios are assumed 
to be the same. As noted earlier, we expect the higher-order influence coefficients to play 
an important role as the contrast ratio  increases. In prior work [30, 41, 48], we 
have shown that the first-order influence coefficients produced excellent predictions for a 
contrast ratio of 1.5. In this case study, we critically evaluate the contributions of various 
higher-order influence coefficients for composites with contrast ratios 5 and 10. 
 As mentioned earlier, in the MKS approach, the influence coefficients are 
estimated by calibration to datasets produced by physics-based models for the 
phenomenon of interest. In the present case study, we have used the commercial finite 
element code ABAQUS [95] to generate the datasets needed for the calibration of the 
localization relationships. Based on our prior experience in similar problems [30, 48, 94], 
we have generated a large number of example 3-D microstructures made of cubical eight-
noded solid elements (C3D8).  The size of each microstructure in this calibration dataset 
was selected to be  elements. This was deemed large enough to capture the 
decay of the influence coefficients with increasing . Either phase A or phase B was 
assumed to occupy each cubical element of the finite element model, and the 
corresponding local properties were assigned in the simulation.  Building on our previous 
experience with the MKS framework , we imposed periodic boundary conditions on all 
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[30, 41, 48, 94] microstructures that corresponded to uniaxial extension in  
direction. As noted in our previous work  [41, 48], it is adequate to consider a total of six 
different boundary conditions to build a comprehensive MKS database for elasticity 
problems to simulate an arbitrary uniform boundary condition using the superposition 
principle.  In this effort, we focus on only one boundary condition as our goal here is to 
critically validate the contributions of the higher-order influence coefficients in 
improving the accuracy of the localization relationships for moderate to high contrast 
composites.  
 In critically evaluating the contributions of the higher-order terms, we will 
increase the numbers and order of the influence coefficients in a systematic way so that 
we can evaluate the relative contributions of the different terms (i.e. different order and 
different level of neighbors at a given order). The different sets of influence coefficients 
evaluated in this study are summarized in Table 9 along with the corresponding numbers 
of independent influence coefficients in each set. In developing compact representations 
for each set listed in Table 9, we exploited all of the redundancies present in each case.    
 Each set of the influence coefficients listed in Table 9 is calibrated separately 
using linear regression methods (see Eq. 18) for two different contrast ratios of 5 and 10, 
respectively.  A total of 1100 MVEs (each with  cuboidal spatial cells) 
with varying volume fractions ranging from 1% to 99% were generated and used in this 
study. These MVEs were then randomly divided into two groups: (i) a set of 600 MVEs 
were selected as the calibration set, and (ii) the remaining 500 MVEs constituted the 
validation set.  
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 Numerous approaches may be used to quantify the accuracy of the influence 
coefficients as illustrated with spinodal decomposition (Section 6.4).  In this work, we 
have chosen to use the mean absolute strain error (MASE)   to compare the strain fields 
obtained from the MKS approach (denoted by ) and the finite element method 
(denoted by ). MASE for the strain field in an MVE indexed by r is expressed as  
 
(47) 
where  denotes the average strain imposed on the MVE.   This metric quantifies the 
error for a single microstructure. However, by applying Eq. (50) to all microstructures in 
a set, it would be possible to quantify the mean and standard deviation of MASE for that 
set. In this work, the mean and standard deviation for MASE were established separately 
for the calibration and validation sets.   
 Figures 26 and 27 elucidate the robustness of each set of influence coefficients 
calibrated in this study for contrasts of 5 and 10, respectively.  The overlap in the means 
and standard deviations of MASE for the calibration and validation datasets for Cases 1 
through 7 indicates that we have achieved an acceptable level of robustness for the 
influence coefficients being estimated in these cases. This is because these plots indicate 
that the MASE for the validation set for these cases is unlikely to improve further by 
adding more microstructures to the calibration set. It is noted that the number of 
microstructures needed to achieve robustness increased sharply with the inclusion of 
more influence coefficients in the calibration (see Table 9). In fact robustness was 
114 
achieved for Cases 1 through 7 with fewer than 200 microstructures in the calibration set. 
However, Cases 8 and 9 needed addition of several new microstructures to the calibration 
set. This is also reflected in the fact that the differences between the means of MASE for 
the calibration and validation sets are highest for Cases 8 and 9. Even with the inclusion 
of 600 microstructures in the calibration set, Figures 26 and 27 suggest that inclusion of 
additional microstructures is likely improve the calibration for Cases 8 and 9.     
 
Figure 26:  Mean and standard deviation of the mean absolute strain error (MASE) for 
the validation and calibration sets for each set of influence coefficients in Table 9 for a 
contrast ratio of 5. 
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Figure 27:   Mean and standard deviation of the mean absolute strain error (MASE) for 
the validation and calibration sets for each set of influence coefficients in Table 9 for a 
contrast ratio of 10. 
 
 Figures 26 and 27 also reveal that there is a dramatic improvement in MASE from 
Case 1 to Case 2 with the inclusion of the second-order first neighbours. Comparing Case 
2 to Cases 3 through Case 7 reveals that adding more second-order neighbours (beyond 
the first neighbours) produced only a small improvement. In fact, the next significant 
improvement in MASE occurred with the inclusion of seventh-order first neighbours 
suggesting that it would be beneficial to go to the higher-order terms instead of increasing 
the number of neighbours at the lower order. This is particularly clear from comparing 
Case 8 (includes seventh-order first neighbours) with Case 7 (includes second-order sixth 
neighbours). This suggests that the dominant interactions are generally confined to the 
nearest neighbours. The systematic inclusion of the higher-order terms not only improved 
the mean value of MASE, but also lowered its standard deviation (see Figures 26 and 27).  
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Figure 28:  MKS and FE predictions of the strain fields in an example three-dimensional 
MVE with a contrast ratio of 5. The strain fields are shown on a section 
perpendicular to the loading direction and containing the highest local strain in the MVE 
in the FE predictions.  
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Figure 29:  MKS and FE predictions of the strain fields in an example three-dimensional 
MVE with a contrast ratio of 10. The strain fields are shown on a section 
perpendicular to the loading direction and containing the highest local strain in the MVE 
in the FE predictions. 
 
 
Figure 30:  Frequency plots of the MKS and FE predicted strain distributions in an 
example MVE for a contrast ratio of 5.  Solid lines are for the stiff phase and the dashed 
lines are for the compliant phase.  
 
 
Figure 31:  Frequency plots of the MKS and FE predicted strain distributions in an 
example MVE for a contrast ratio of 10.  Solid lines are for the stiff phase and the dashed 
lines are for the compliant phase.  
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 Figures 28 and 29 present a comparison of the strain fields obtained from the 
MKS approach and the finite element simulation in a mid-section of an example MVE for 
contrast ratios 5 and 10, respectively.  In each figure, we have presented the MKS 
predictions for three different combinations of influence coefficients listed in Table 9 
along with the corresponding values of the MASE for the selected MVE. The mid-
sections shown in these figures are selected perpendicular to the loading direction. It is 
immediately evident from these figures that the first-order influence coefficients (Case 1) 
do not adequately capture the strain fields. Furthermore, the error increases significantly 
with an increase in the contrast value (compare Figures 28 and 29). It also clear from 
these figures that the systematic inclusion of higher-order influence coefficients steadily 
improves the MKS predictions for both contrasts ratios. In particular, note the 
considerable improvement with the results shown from Case 7 and Case 9.  In fact, the 
reduction in MASE between Case 7 and Case 9 is ~45% and ~80% for contrasts 5 and 
10, respectively.  These results clearly indicate the important role of higher-order 
influence coefficients for materials with higher contrast.  
 Figures 30 and 31 compare the frequency distributions in the predicted strain 
fields in each phase in an example MVE for contrast ratios of 5 and 10, respectively.  In 
these figures, the frequency distribution for the compliant phase (phase A) is shown using 
dotted lines, while the frequency distribution for the stiffer phase is shown using solid 
lines.  The first plot in each figure shows the contributions from the different neighbours 
in the second-order influence coefficients. It is generally seen that the inclusion of first 
neighbours in the second-rank coefficients resulted in a marked improvement in the 
predictions (by comparing all of the predictions to FE predictions).  However, there was 
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only a modest improvement with inclusion of additional neighbours (from second 
neighbours to sixth neighbours). The second plot in Figures 30 and 31 shows the 
contributions from only the first neighbours of different orders of influence coefficients. 
It is clearly seen that there is substantial improvement in the accuracy of the MKS 
predictions when we increase the order of the influence coefficients. In order to further 
emphasize this point, we have also added Case 9 to Figures 30(b) and 31(b). Once again, 
we observe that adding higher-level neighbours provides only a modest improvement in 
the accuracy of the MKS predictions. In other words, it might be much more beneficial to 
increase the order of the influence coefficients instead of increasing the number of 
neighbours beyond the immediately close neighbours. Comparing Figures 30 and 31, we 
note that the improvements are much more significant for the higher contrast composites. 
 
 Figures 30 and 31 indicate that the higher-order MKS predictions capture the 
details of the tails of the distribution with remarkable accuracy. It is further noted that the 
neighbours beyond the first neighbours do contribute to the tails of the distributions 
shown in these figures. For example, it is clearly seen that the second neighbours made 
contributions to the tails of the distributions shown for the composite with a contrast of 
10 in Figure 31(a).  
 
8.3 Spectral Interpolation of Higher-Order Influence Coefficients 
 
 It was previously shown that the first-order influence coefficients established on 
smaller spatial domains can also be applied to significantly larger spatial domains [30, 
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94]. In this work, we evaluate the viability of the same concept for the higher-order 
influence coefficients. As noted earlier, we expect an inverse FFT on  to produce a 
function that decays sharply with increasing . This allows us to extend the function to 
larger spatial domains by simply padding the functions with zeros for the larger values of 
. Using this concept, we trivially extended the higher-order influence coefficients 
extracted in this work on the  domain from Case 9 to a larger spatial 
domain of  for a contrast ratio of 10 using the same method that was used 
in our earlier work [30, 94]. These extended influence functions were then evaluated by 
comparing the finite element results to the MKS results on an example MVE that was 
digitally generated using the same protocols that were described earlier for the smaller 
MVEs. One such comparison is presented in Figure 32. It is clear that the trivially 
extended influence coefficients accurately reproduce the microscale spatial distribution of 
the strain field on the larger MVEs with about the same accuracy that was realized earlier 
for the smaller MVEs. The MASE on the  domain was  which is 
within the second standard deviation of the Case 9 influence coefficients (Figure 27(b)).  
It is noted that the finite element simulation required 45 minutes on a supercomputer, 
whereas the MKS predictions were obtained within 15 seconds on a desktop computer 
(3.2 GHz and 3GB RAM). 
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8.4 Conclusions of Higher-Order Coefficients 
 
 New heuristics were successfully developed for the higher-order influence 
coefficients in the localization expressions in the MKS framework. This was 
accomplished by a reformulation of the localization expression which allowed a 
systematic identification of the relevant subsets of the dominant higher-order influence 
coefficients in the localization relationship in the increasing order of their relative 
importance. The new methods developed in this study were validated on a case study 
involving the elastic response of a two-phase composite with contrast ratios of 5 and 10 
in the respective elastic moduli of the constituent phases. The higher-order influence 
coefficients were found to provide a drastic improvement over the first-order terms in the 
accuracy of the predictions of the microscale stress fields in these composites.  
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Figure 32:  (a) MKS and FE predictions of the strain fields in an example three-
dimensional MVE with a contrast ratio of 10. The strain fields are shown 
on a section perpendicular to the loading direction and containing the highest local strain 
in the MVE in the FE predictions. (b) Frequency plots of the MKS and FE predicted 
strain distributions of the same MVE.  Solid lines are for the stiff phase and the dashed 
lines are for the compliant phase.  
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Chapter 9: Summary, Conclusions, and Future Work 
 
9.1 Overall Motivation 
 
 This thesis is motivated by harnessing the potential power of the concepts 
encapsulated in the Materials Knowledge System.  The current state is relatively limited 
because of lack of accepted conventions for developing efficient databases.  It is felt that 
this work is an important contribution for developing effective localization models by 
laying the groundwork for the development and application of the MKS.  Each of the 
distinct contribution is highlighted in the coming sections. 
 
9.2 Calibrating Coefficients 
  
 Prior developments of the MKS databases have been limited to material systems 
containing two phase distinct phases.  The concept of “delta” structures was introduced to 
calibrate the influence coefficients for these systems.  Delta structures are microstructures 
that are comprised a matrix defined by one phase while the other phase populates a single 
spatial cell [30, 41, 48].  This approach satisfied the rank requirements for MKS systems 
of size  thereby only requiring two possible “delta” structures to calibrate a set of 
coefficients. 
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 There is an inherent challenge of using delta structures to calibrate the multi-
phase systems in this work.  For larger systems, an intractable number of delta structures 
is likely to be required, .  To address this issue a new approach is developed that 
chooses calibration structures by random placement of the salient phases in each spatial 
cell.  This approach assumes that adding more datapoints will not be detrimental to the 
calibration. 
 As will be highlighted in the forthcoming coming sections, this approach 
facilitated accurate calibration of influence coefficients for multi-phase problems.  Its 
application is validated using three case studies.  Ultimately, this concept is one of the 
main proponents to cataloguing more material systems with a tractable number of 
calibration structures. 
 
9.3 Statistical Validation of Influence Coefficients 
 
Another improvement in the MKS framework lies in a new technique for 
assessing the robustness of the influence coefficients.  The main motivation of the MKS 
is to develop knowledge systems that accurately capture the underlying physics of a 
material system for a wide array of microstructure instantiations.  To measure the concept 
of robustness, it is necessary to explore the accuracy of the influence coefficients over a 
variety of structures. 
The prior literature portrayed the validity of the coefficients by direct comparison 
with the local response field of a single structure.  This approach doesn’t provide any 
information about how well the physics are captured over a collection of structures; in 
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other words, how robust the coefficients are.  A new approach was extended from 
comparative image evaluation to quantitatively capture the robustness [86].  It is assumed 
that influence coefficients will be capable of accurately capturing the local response 
fields of the structures in the calibration set by the properties of ordinary least squares 
fitting.  A new validation set has been defined for comparison with the calibration set to 
determine how well other structures are captured.  A robust set of coefficients is defined 
when the mean error and standard deviation over all the structures in both the calibration 
set and the validation are in sufficient agreement.  This concept is wholly qualitative and 
was found to be extremely dependent upon the relevant error definition. 
 
9.4 Microstructure-Processing Linkages of Spinodal Decomposition 
 
 The extension of the MKS to spinodal decomposition was the first successful 
foray into defining knowledge systems for multi-phase material systems.  The salient 
microstructure features for spinodal decomposition are continuous and bounded in the 
real space.  Consequently, the continuous features are digitized by sufficiently 
tessellating the local state space to attain acceptable accuracy.  As expected, increased 
refinement of the local state space improved the accuracy of the coefficients.  The 
demands of calibrating and utilizing the MKS approach increase with increasing LSS 
binning.  This results in a tradeoff between computational demands and accuracy. 
Although, refinement improves the accuracy of database, the rate of accuracy 
improvement decreases as the refinement gets larger.  
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 The main interest of this case study was to determine whether the MKS method 
can be used to evolve structure-structure linkages over time.  Consequently, the accuracy 
of the influence coefficients at each time step is crucial to the overall evolution of the 
material structure via the MKS.  If the instantaneous structure is not well captured then 
one is likely to experience non-physical or instable microstructure evolution as a result.  
In this particular case study, we were able to illustrate that a refined binning of 125 local 
states was able to accurately capture the structure-structure evolution of the spinodal 
decomposition of a dual phase alloy.  The spinodal decomposition feature was well 
captured with extremely accurate results when compared to the structure-structure 
evolution predicted by the phase field model. 
 
9.5 Microstructure-Processing Linkages of the Portevin-le Chatelier effect 
  
 Historically the PLC case study was the first target simulation for exploring 
structure-structure evolution.  However, this system proved to contain many 
complications for an initial study including: 
1. Multi-dimensional local state spaces containing three salient microstructure 
features 
2. Multi-physics in the temporal domain because there are mechanics that operate on 
faster and slower temporal scales. 
3. Multiple salient output responses for the evolution of each of the salient 
microstructure features. 
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Minimal success was made in accurately capturing the stick-slip behavior of each of the 
salient microstructure features.  However, the MKS proved capable of capturing 
important important features expected in the local response.  This leads us to believe that 
the MKS could eventually be useful for such a phenomenon, but there is a need to 
develop some new tools and approaches. 
 This exercise proved to be extremely valuable in developing computer codes for 
delineating multi-dimensional local state spaces.  Furthermore, some interesting concepts 
can be extracted from the calibration routine.  The size of the local state space grows 
rapidly with the inclusion of multiple salient microstructure features.  It was important to 
note from this study that calibration matrix needs to only be defined once for calibration 
in order to capture each of the desired responses.  This implies that if one is interested 
including a new response feature into a database then only the response vector needs to 
be populated which is much less demanding than repopulating the calibration matrix. 
 
9.6 Microstructure-Property Linkages of High Contrast Dual Phase Composites 
 
 In comparison, the aforementioned MKS advances were not nearly as challenging 
and necessary as the extension of the MKS to strongly nonlinear systems.  Early on, in 
similar effective modeling techniques for homogenization it was recognized that higher-
order kernel functions are necessary to capture nonlinear features [38].  Determining 
higher-order terms for homogenization posed a large challenge, but for localization this 
difficulty is compounded by the many outputs required to define the localized response.  
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Calibrating Volterra kernels is even a daunting task in the realm of digital signal 
processing where it finds its roots [58, 67, 69]. 
 The composite case study chosen in this work was assigned to have strong 
contrast which necessitated smart protocols for establishing higher-order influence 
coefficients.  Two important arguments were spawned: 
1. The local influence zone reduces with distance indicating that distant 
microstructure conformations are less influential in the database. 
2. Influence coefficients of higher-order best capture strong nonlinear features. 
Building off these ideas we were able to develop a set of rules to drastically reduce the 
number of influence coefficients that exist within the localization relationship.  Subsets of 
these influence coefficients are explored to determine their effectiveness on moderate and 
high contrast composites.  It was found that the most accurate and tractable databases are 
comprised higher-order influence coefficients for the nearest neighborhoods (i.e. the 
conformations of the closest cells) and extracting information about more distant 
neighborhoods using lower-order influence coefficients. 
 
9.7 Summary of Case Studies 
 
 Separately, each of the aforementioned case studies illustrates tremendous 
advances in the application of the Materials Knowledge System.  As a whole, they further 
describe the diversity of the method.  The MKS approach shows merit as a truly diverse 
effective modeling technique.  Each case study employed a different simulation technique 
(phase field modeling, finite difference modeling, and finite element modeling) and the 
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influence coefficients were able to accurately capture the physical interactions.  Along 
with further improvement of microstructure-property linkages indicated in literature, the 
MKS shows much promise in the extension to microstructure-processing linkages and 
evolution.  Lastly, each of these studies were implemented using the same computational 
codes that are capable of extracting, storing, and recalling influence coefficients for 
square grid spatial domains. 
 
9.8 Accessing Broader Materials Systems in Future Work 
 
The first iterations of a rigorous MKS framework were truly successful with the 
intent of replacing physics based models with the effective models to reduce the 
computational demands of the PBM.  It is suspected that that the current approaches may 
be limited by the number of PBM iterations required for calibration.  Improvements are 
necessary to reduce the number of calibration datapoints.  These ideas are encapsulated in 
the following ideas. 
Although effective, the current choice of calibration structures applied in this 
thesis is relatively haphazard.  Developing methods to best explore the space of possible 
structures is extremely important.  Currently, it is felt that the search space may be rather 
limited and there is likely to be a better selection of calibration structures. 
The microstructure function employed in this work uses the primitive basis to 
tessellate the local state space.  It is well established that some microstructure features are 
more efficiently communicated using other basis like in the case of generalized spherical 
harmonics to describe crystallographic orientation [27, 43, 55].  Extending the 
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advancement effective microstructure descriptors to the MKS will prove extremely 
important in future applications.  A fortunate consequence of the work developed in this 
thesis is that the RREF method for obtaining the redundant relationships in the 
microstructure descriptors is readily amenable to the description of the microstructure 
using any basis function. 
Recent literature has commented on the current approaches of calibrating 
effective models to direct numerical simulation.  The contention is that the current fitting 
methods require an unnecessary number of datapoints to calibrate deterministic PBM’s.  
Seminal work has been presented on the application of Bayes theorem to effective 
homogenization models [28].  It is likely that these methods can be extended to the MKS 
approach for localization, but the key feature to consider is that the Bayesian prior used 
must be allow for the spectral decoupling that proves so powerful. 
Another issue to that can easily be explored is the effect of refinement of the local 
state space for lower-order coefficients versus coarse binning of higher-order 
coefficients.  Initially, refining the LSS space was utilized to develop more accurate 
coefficients protocols for developing first-order coefficients were the only ones available.  
Now that extracting higher-order coefficients is feasible this question can be answered.  
A new idea rests on the comparison between extremely coarse binning of higher-order 
microstructure signals may versus extremely fine binning of first-order coefficients.  If it 
is in fact possible to use a coarse binning of higher-order signals then the number of local 
states may be reduced leading to a reduction in calibration datapoints. 
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9.9 Seamless Integration into Multiscale Simulation 
 
 Although the MKS is heavily regarded as a multiscaling tool, this thesis provides 
no extension to such approaches.  Efforts are currently being placed upon integrating 
these concepts into multiscale simulation in a serial manner.  Using the developed 
methods in this thesis, the influence coefficients are calibrated and validated externally 
then would be integrated into the concurrent multiscale simulation. 
 The MKS requires evaluation of the PBMs to calibrate the influence coefficients.  
It is expected that the best approach to utilizing the MKS in multiscale simulation is to 
integrate it in parallel with the evaluation of the multiscale simulation.  This approach 
utilizes the initial evaluations of the PBM that are evaluated in the multiscale simulation 
to calibrate the influence coefficients at the same time.  As the simulation progresses and 
the influence coefficients are calibrated then one can supplant the physics based model. 
 It is necessary to develop advanced quantitative tools to evaluate the robustness to 
integrate the MKS in a streamlined manner.  In the current approach, the influence 
coefficients are simply regarded as robust or not.  It is necessary to extend methods from 
nonlinear system identification to address the reliability of a set of influence coefficients 
over a set of input signals [96].  These concepts would be a confidence interval on the 
influence coefficients to quantify how effective they are at treating a particular material 
system.  Furthermore, it needs to be addressed as to which error metrics are best used to 
evaluate the error in a localized response field.  This concept may be achieved by 
considering extreme value statistics that would better capture the local perturbations from 
the expected results. 
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9.10 Hardware Optimization and Parallelization 
 
 In the description and overall application of the MKS, it often harkens back to its 
power as a parallel utility.  Its mathematical formulation makes this concept clearly 
evident, but to date no advances have been made in the parallelization of the MKS.  The 
future application of the MKS to real engineering scenarios will hinge on the integration 
of the MKS in parallel computing regimes like MPI. 
 Once the parallel computing skeleton has been built then one can begin to develop 
hardware specific computer servers.  These servers will be tuned toward extracting, 
storing, and recalling microstructure linkages in the most efficient manner.  This may be 
achieved on a number of levels from using GPUs, to parallel computing clusters, and to 
distributed computing [75, 76].  Such tools will drastically accelerate each feature of the 
MKS particularly the upfront computational demands of calibrating the influence 
coefficients. 
 
9.11 Summary 
 
 Although in its infancy, I hope the usefulness and application of the MKS is 
clearly discerned.  The concept of the MKS is a simple idea that poses a demanding 
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challenge to delineate diverse materials databases.  This thesis provides the skeleton for 
the framework which will ultimately allow future advances to apply the MKS to real 
world applications.  If these informatics tools begin to gain momentum then the MKS 
concept can be a truly transformative tool in materials by design, multiscale modeling, 
and communications amongst the materials science community as a whole. 
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