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los  códigos  de  diseño  para  nuevos  puentes.  Sin  embargo,  muchos  de  estos  puentes  deben 








una  inversión  de  reparación  muy  elevada  para  llevarlo  de  nuevo  al  nivel  de  comportamiento 
estipulado en  las normativas actuales. Los métodos avanzados de evaluación estructural existentes, 
permiten  evaluar  el  estado  real  de  la  estructura.  Se  ha  demostrado  en  muchos  casos  que  con 
métodos avanzados se obtienen mejores resultados que con  los métodos convencionales ya que se 
evalúa  la  estructura  disminuyendo  al máximo  posible  las  incertidumbres  existentes.  Ello  conlleva 
pasar  de  una  estructura  que  en  un  principio  parecía  requerir  una  inversión  muy  elevada  o  ser 




través de  la actualización de  las variables que encierran  incertidumbre (solicitación del tráfico, etc.). 
Dicha actualización se  lleva a cabo con datos  tomados  in situ mediante sistemas “Structural Health 
Monitoring”. Las pruebas de carga también pueden englobarse dentro de las metodologías avanzadas 
de evaluación. 
Estos métodos  de  evaluación  tienen  un  gran  impacto  en  la  evaluación  del  ciclo  de  vida  de  un 
puente puesto que aparte de reducir  los costes de mantenimiento y reparación permiten, mediante 
una  evaluación más  precisa,  alargar  la  vida  útil  de  una  estructura manteniendo  unos  niveles  de 
comportamiento y seguridad adecuados. 
La presente  tesis   presente sintetizar el estado del arte de  los métodos avanzados de evaluación 
estructural  mencionados  utilizados  en  puentes.  También  incide  directamente  en  la  implicación, 
















for an assessment of an elderly bridge  this procedure should be  removed  in order  to have a more 
realistic  understanding  of  the  state  of  the  structure.  Otherwise,  the  decisions  made,  being  too 
conservative, can result in unnecessary costs. 




been  shown  in many  cases  that better  results  can be obtained with  advanced methods  than with 
conventional methods  because  the  advanced  ones  evaluate  the  structure  decreasing  as much  as 
possible  the  existing  uncertainties.  This  implies  to move  from  a  structure  that  initially  seemed  to 
require heavy investments or to be replaced, to a structure which would have acceptable conditions 






These evaluation methods have a great  impact on  the  life‐cycle assessment of a bridge because 








































of his  expertise  and  research  insight  always with  enthusiasm, patience,  encouragement  and  great 
efforts to explain things clearly and simply.  




bit  far geographically,  the  future doctor Mr. Carlos Gil. Their patience,  resilience and desire  to give 
encouragement are endless. 
I would also like to thank their support to the members and staff of the Construction Engineering 
Department because only with  their  support, gossip,  laughter and affection have made easier  this 
task. 
I am tempted to individually thank all of my friends who have made possible this thesis in one way 
or another. However, because  the  list might be  too  long and by  fear of  leaving someone out,  I will 
simply say thank you very much to you all. 
Some of  you are, anyway, quite  lucky:  thank  you Dr.  Jasmina Berbegal, my  twin brain although 
sometimes we  are  not  able  to  see  the  limits  even with  thousand  concerns  over  us, Ms.  Begoña 
Mediano, my  little adopted sister and her ability  to  focus on what really matters, Ms. Raquel  Juan, 
one of my prodigal children and best friend, Ms. Cristina Alvarez and Mr. Sergi Herran for dragged me 
out of home to clear my head and have some  laughs together, and finally Ms. Alejandra Lopez, Ms. 
Laura Alvarez  and Mr. Ander  Elkoro  the  three  pillars  of  balance  between mental  sanity,  delirious 
ideas, chocolate addiction and unending laughs. 
I cannot  finish without  saying how grateful  I am with my  family: grandparent, uncles, aunts and 
cousins all have given me a loving environment where to develop.  
Lastly, and most  importantly,  I wish to thank my parents, Juana Chacón and José Soriano and my 
brother  Enrique  Soriano.  They  have  always  supported  and  encouraged me  to  do my  best  in  all 















































































































































































































































































































As  a  result of  the economic  growth  and of  the enlargement of  the European Union, mobility  is 











congestion  is  experienced  also  on  the  rail  system  as well, with  a  20%  of  the  network  classed  as 
bottlenecks.  
Bridges are continuously subjected to destructive effects of material aging, widespread corrosion 
of  steel  reinforcing  bars  in  concrete  structures,  corrosion  of  steel  structures  and  components, 



















Bridges  are  key  elements  in  the  infrastructure,  since  they  represent  30 %  of  the  infrastructure 
investments and are the critical parts of the infrastructure in terms of safety and functionality for the 
whole infrastructure. The ageing and deterioration of bridges and the increased traffic intensities and 
loads,  makes  bridges  the  bottlenecks  of  the  transport  infrastructure.  The  inconveniences 
(congestions)  created  by  the  necessary  activities  for  upgrading  and  repairing  bridges  grow  rapidly 
with increased traffic and age. 
In general the limited availability of economic resources has made it a necessity to carefully analyse 
the conditions of  the existing bridges with  the aim of  foreseeing and planning  the  interventions of 
repair not only  for  the existing population, but also  for  the bridges  to be built by  formulating new 
methodologies  of  design,  able  to  optimize  the  type  of  structure  and  the  choice  of materials  to 
minimize the totals cost of the structure (construction + maintenance).  
The planning of maintenance  interventions  is possible only by  knowing  the performance of  the 
structure  in  terms of durability and evolution of defects. This knowledge needs  to be continuously 





the  transport demand  (rapidly  increasing  in volume and weight)  is commonly shared among all  the 
countries.  
The performance of a structure is characterized in the stage of analysis and design by studies and 
tests.  Their  results  are  used  as  basis  for  the  construction  stage,  through  drawings,  procedures, 
including  guidelines  for  the  end‐users.  Once  built,  the  structure  is  operated  and  managed  in 
agreement with directives,  recommendations or operation handbooks. Because of uncertainties on 
the current conditions  in operating and environment,  inspections are necessary. Progressively with 






















and/or  the statistical modelling of  the  involved basic variables. Consequently, additional  inspection 
and testing of the bridge, as well as deeper study of the documentation of the bridge, will normally be 
of  interest. This will often  involve additional material  testing and determination of  the  load history 
during  the  previous  service‐life.  It  can  also  include  improved  data  of  subsoil  and  ground  water 
conditions, improved load data, bridge specific load models and load combinations, better knowledge 
of  the  construction  process  and  bridge  history  including  repairs  and  possible maintenance  due  to 
settlements in the transition zone between the bridge and the embankment, etc. 
The dimensioning philosophy adopted when writing new bridge standards and consequently when 
designing new structures,  is conservative  in nature. Bridges have an expected design  life  that often 
exceeds  100  years  and  there  are  many  unknowns,  especially  where  the  anticipated  future 
development  of  traffic  loads  is  concerned. Also,  it  has  been  shown  that  an  increased  in  the  load 
bearing  capacity  at  the design  stage of  a bridge  is  relatively  inexpensive. An  increase  in  the basic 
investment costs of approximately 3–5% resulting in an approximate increased load bearing capacity 
of 20 %. This conservative philosophy must however be abandoned when considering existing bridges 
as  replacement  cost  or  strengthening  cost  may  be  extremely  expensive,  especially  when  traffic 
disturbances  are  taken  into  consideration.  From  a  national  economics  point  of  view,  the  possible 
extra  reserves,  incorporated  at  the  design  stage,  should  be  exploited  and  considered  before 
decomising the structure. Intermediate and enhanced assessments aim to look at this possibility. The 
extra  costs  derived  from  a  deeper  assessment  and  material  investigations  may  be  largely 
compensated by the savings accounted along the remaining service life of the bridge. Therefore, the 






































































































and  finally  the advantages offered  to  introduce  them  into  the  life cycle of an elderly bridge will be 
shown. 
The maximum  to  achieve  is  to  demonstrate  that  bridges which  under  conventional  assessment 
would  require  major  repair  and  cost,  with  advanced  assessment  of  the  real  situation  is  not  so 
defective and therefore a  lower cost of repair would be needed. This can be achieved by evaluating 
both  load  factors and  special‐site materials of  the bridge  in question avoiding  the  conservationism 
existing  in  the  design  standards.  The  methods  for  evaluate  the  site‐specific  characteristics,  the 
treatment of data and updating of the variables will be shown.  
1.3 Layout	of	the	thesis	










with  particular  emphasis  on  convolution  and  simplified methods  because,  as  it will  be  seen  they 




real  adjustment  to  the  bridge  under  study may  vary  considerably  resistant  capacity  of  itself,  the 
values that mark the design codes are compared with recently measured studies.  
Chapter  6  is  a  study  of  the  incorporation  of  data  from  the  inspection made  through  Structural 














































































span consists of  five simply supported concrete beams. The  investigation showed  that  the bending 
capacities of the beams are critical. Reliability calculations were performed, using input from as built 
construction  drawings  for  dimensions  and  reinforcement  ratios.  All  values  from  the  drawings  are 
assumed to be mean values and coefficients of variation were estimated from  information found  in 













































Stewart and Rosowsky  (1998) developed a model  to  investigate ultimate and  serviceability  limit 
states for continuous concrete slabs with respect to bending capacity and chipping of the cover due 
to  corrosion.  Interaction  between  transversal  cracks,  diffusion  of  chlorides  as well  as  initiation  of 
corrosion was  taken  into  consideration.  Similar  calculations  regarding  concrete  bridges  have  been 
presented by Vu and Stewart (2000) and by Val et al. (1998). 
Probabilistic analyses were used by Estes and Frangopol (1999) to optimise bridge repair strategies. 
A  bridge with  nine  steel  beams,  side  by  side, was  first  analysed  to  identify  critical  failure modes. 
Safety indices were calculated for 16 different cases, and these were then combined to form a time‐
variant  reliability  system.  All  loads  were  assumed  to  be  time‐invariant  but  the  corrosion  of  the 




With  generic  software  for  Monte  Carlo  simulation,  together  with  software  for  optimisation 
Frangopol  et  al.  (1997)  performed  life  cost  analysis  of  a  bridge.  The  influence  of  corrosion  was 





when  it  was  erected  until  today,  uncertainties  regarding  the  reliability  of  the  structure  can  be 
reduced, according to Stewart and Rosowsky (1998). This means that progressive truncation can be 
done for the lower tail of the resistance with time. A result of this it can be shown that the probability 









































a  time‐invariant problem. Mori and Nonaka  (2001)  stated  that  the  target  reliability  index  could be 
accurately  achieved  using  approximate  resistance  reduction  factors  for  different  types  of 
deterioration models. The models tested were  linear, parabolic and square root dependent of time. 
This approach  is  the  same as  that used  in  the Swedish  structural design  codes, but here  the  loads 
were made time‐invariant and partial safety factors were calibrated to give the required safety. 
2.3 Direct	application	on	specific	bridges	
A  large  number  of  service  life  calculations  for  existing  bridges  subjected  to  assessment  can  be 




urgent  need  to  assess  the  safety  of  those  bridges  from  a  probabilistic  viewpoint.  The  authors 
performed a  study of  reliability‐based assessment of Suspended Bridges and  they applied  it  to  the 
Innoshima Bridge (Japan).  
To  develop  cost‐effective  design  and  maintenance  strategies,  it  was  necessary  to  assess  the 
condition  of  suspension  bridges  using  a  reliability‐based  approach.  This  was  accomplished  by  a 




Based  on  their  pioneering  work  at  the moment,  an  interface  was  created  between  a  system 
reliability  analysis  code  and  a  deterministic  nonlinear  finite‐element  analysis  code.  Furthermore, 
damage  scenarios  were  considered  to  assess  the  effects  of  failure  of  various  elements  on  the 
reliability  of  undamaged  elements  and  on  the  reliability  of  the  overall  bridge.  Finally,  sensitivity 







































as  an  example was  shown  by  Schnetgoeke  and Hosser  (2005).  The  authors  focused  on  structural 
health monitoring during the  life‐cycle of a structure which  is necessary to ensure permanently the 
bearing capability and the serviceability respectively. Differences from the designed properties were 
assessed consequently. For  the minimisation of  the  structural health monitoring measures and  the 
cost  involved,  the  monitoring  measures  were  concentrated  on  the  critical  weak  points  of  the 
structure. 
Recently, a methodology  for  the probabilistic assessment of masonry arches at  the serviceability 
and ultimate limit states was presented by Casas (2011). Firstly, the author explains the definition of 
the different failure modes and corresponding limit state functions that may occur depending on the 
type of masonry  construction  (single‐ring  and multi‐ring).  Secondly,  according  to  the  fact  that  the 
most reported modes of failure of those kinds of bridges in his study proposed a methodology for the 
fatigue and  serviceability assessment.  It  included an assessment process which  includes 3  levels of 
assessment. Finally, because of the  lack of reliable material data  (in the statistic sense) or available 






According  to  Stewart  (2001)  bridge  performance  can  often  be  expressed  in  a  reliability  format, 












































(SHM).  The  authors presented  an  efficient  approach  to  evaluating  the  effectiveness of  retrofitting 
distortion‐induced  fatigue  cracking  in  steel bridges. Both analytical  results  from 3‐D  finite element 
models  (FEM) and  the  field monitored data  from  structural health monitoring  (SHM) were used  to 
estimate  the  fatigue  reliability of  the  connection details after  retrofitting. They  concluded  that  the 
developed  limit  state  equation  for  fatigue  reliability  assessment  can  integrate  the  field monitored 
data from SHM into the evaluation of the softening connection retrofitting method. The importance 
of modifying  the  original  field monitored  data  to  truly  represent  the  fatigue  stress‐ranges  at  the 
identified critical locations was observed through an example. 
The  bridge‐rating  process  described  in  AASHTO  (2008)  permits  ratings  to  be  determined  by 
allowable stress, load factor, or load and resistance factor methods. These three rating methods may 
lead to different rated capacities and posting  limits for the same bridge, a situation that has serious 




and  summarized  a  coordinated  program  of  load  testing  and  analysis  to  support  the  reliability 
assessment  leading  to  the  recommended  improvements. The  second paper presents  the  reliability 
basis for the recommended  load rating, develops methods that closely couple the rating process to 





Management  of  bridges  under  uncertainty  is  an  important  issue  for  stakeholders.  The  use  of 
probabilistic  approaches  enables  one  to  consider  uncertainties  in  the  structural  deterioration, 
assessment,  and  maintenance  processes.  Combined  with  optimization  techniques,  Orcesi  and 
Frangopol  (2011)  have  demonstrated  that  it  is  possible  to  determine management  strategies  that 
simultaneously minimize failure, assessment, maintenance, and rehabilitation costs. 
Nevertheless, there  is a strong need  in developing practical and efficient frameworks that enable 
stakeholders  to  optimize  future  allocation  of  budgets  for  facilities  under  uncertain  structural 
parameters.  In particular, providing an approach that  is  in agreement with stakeholders constraints 
still  remains a challenge. The objective of  the work of Orcesi and Frangopol  (2011) was  to provide 





































consider  the  time  delay  between  the  assessment  and  the  intervention  schedule,  and  to  include 
information provided by SHM in the decision process and analyse the impact of monitoring strategies 
on the structural analysis accuracy.  
Finally,  they  concluded  that  optimal  solutions  are  associated  with  multiple  criteria  such  as 
minimum  expected  failure  cost, minimum  expected  inspection/SHM/maintenance  costs, maximum 
agreement  of  expected  inspection/SHM/maintenance  costs  to  available  budgets,  and  maximum 
accuracy of monitoring results.  
Since structural reliability, redundancy and risk as performance  indicators are expected to change 
over  time  due  to  structural  deterioration  and  time‐variant  loadings  the  objective  of  Zhu  and 
Frangopol (2012) was to investigate the effects of the deterioration in structural resistance, the type 






















































techniques  to  study  the  response  of  damaged  and  undamaged  flexural  systems  to  high  loads  are 
available, “little work has been done on quantifying the degree of redundancy that is needed” (ASCE‐
AASHTO  Task  Committee,  1985). Over  the  last  few  years  and  following  several  tragic  failures  and 
threats  from  man‐made  and  natural  hazards,  the  issues  related  to  structural  system  safety, 
redundancy, robustness and progressive collapse have been the subject of renewed interest. In fact, 
since that time, the AASHTO LRFD Bridge Design Specifications (AASHTO, 2007) has proposed a set of 
load modifiers  that  are  to be  included  in  the design  equations  to  account  for bridge  redundancy, 
ductility  and  importance.  Yet,  the  specifications  are  vague  on  how  to  select  the  proper modifiers 
which  in any  case were based on  the  judgment of  the  specifications writers  rather  than on actual 
scientific  and  engineering  criteria. On  the  other  hand,  the  AASHTO Manual  for  Bridge  Evaluation 
(AASHTO MBE, 2008) which is used for existing bridges recommends the application of system factors 
to be included in the load rating equations. Unlike the load modifiers in the design specifications, the 
MBE  gives  specific  instructions  on  how  to  select  the  proper  system  factor  depending  on  bridge 
geometric  criteria  and  other  parameters.  The  system  factors  in  the MBE were  adapted  from  the 
research work performed by Ghosn and Moses (1998) in NCHRP 406. 





































factors provided  in charts  for typical configurations or generated  from a direct redundancy analysis 
(Ghosn & Moses, 1998; Ghosn, 2005). The work provides the only available comprehensive approach 










Structural  systems  and  in  particular  bridge  systems  are  generally  designed  on  a  member  by 
member basis and little consideration is provided to the effects of a local failure on system safety. A 
local failure of a ductile member may be associated with the plastification of the overloaded member 
which could allow  the system  to continue  to carry additional  load after  the component  reaches  its 
strength limit. The ability of a structural system to continue to carry load after a member reaches its 
limiting capacity is referred to as structural redundancy. Occasionally, the failure of one element may 
result  in  the  failure of another element causing  the  failure  to progress  throughout a major part or 
even the whole structure. Such a system would be classified as nonredundant.  
Alternatively,  a  brittle  local  failure may  cause  a  structural  component  to  shed  its  load  to  the 
adjoining members and the rest of the structure creating a cascading failure. The recent literature has 
referred  to  such  a  phenomenon  as  progressive  collapse.  Progressive  collapse  occurs  if  a  local 






Depending  on  their  topological  configurations,  their  member  ductility  and  the  presence  of 



































generally  neglected  when  designing  new  structures  or  during  the  safety  evaluation  of  existing 
structures. However, several catastrophic bridge failures, most notably the Mianus River Bridge on I‐
95 in 1983, and more recently the collapse of the I‐35W Mississippi River bridge in Minnesota in 2007 
and other well publicized events such as the collapse of the  I‐40 Bridge  in Oklahoma  in 2002 or the 
collapse  of  Highway  19  Overpass  in  Laval  Quebec  in  2006,  have  alerted  the  bridge  engineering 




defined  as  a  structure which has  additional  structural  capacity  and  reserve  strength  allowing  it  to 
carry a higher load than anticipated when considering the capacity of individual members.  
Robustness is defined as the capability of performing without failure under unexpected conditions. 
Thus,  structural  robustness  could  be  defined  as  the  capability  of  a  structural  system  to  survive 
extraordinary circumstances, beyond the scope of conventional design criteria (Björnsson, 2010). This 
would be similar to the definition of robustness advanced by Karamchandani and Cornell (1989) who 
suggested  that  structural  robustness  would  represent  the  ability  of  a  structure  to  survive  and 
continue to carry some load after the removal of a structural component.  
The  two  definitions  for  redundancy  and  robustness  provided  above  are  both  related  to  system 
effects  and  the  ability  of  the  system  to  continue  to  carry  load  after  the  capacity  of  individual 
members are exceeded or after the removal of individual members from the system. For this reason, 
redundancy is the umbrella term adopted in this work for both. 
In a  first attempt at providing a method  to  incorporate  redundancy criteria  in  the bridge design 
specifications, the AASHTO LRFD (2007) proposed the adoption of load modifiers in the design check 
equations to account for redundancy during the design of new bridges based on the recommendation 
of Frangopol and Nakib  (1991). Thus, according  to  the AASHTO  LRFD, a  structural member will be 
designed such that  its factored nominal resistance Rn exceeds the factored nominal  load Qi using an 
equation of the form: 
  n R D I i i
i
R Q           (1) 







































ductility properties. An  additional  factor  is  related  to  the  importance of  the  structure  in  terms of 
defence/security  consideration. However,  the  specifications  do  not  explain  how  to  identify which 
bridges have  low and high redundancy or how  to define  low and high ductility. As explained  in  the 
LRFD  Commentary  (Minervino,  et  al.,  2004),  the  recommended  values  have  been  subjectively 
assigned pending additional research. A point to be noted is the inconsistency that it is assumed that 
the properties of redundancy and structural capability, which mainly affect the resistance and are a 
result  of  the  configuration  and  strength  characteristics  of  the  structure,  are  taken  into  account 
through factors that affect the solicitation part of the design equation, and not the resistant part. 
One the other hand, the LRFR option of the AASHTO MBE assigns a system factor, s, to be applied 
on  the  resistance  side  of  the  equation  with  values  ranging  between  0.85  and  1.0  for  bridge 
configurations that have been demonstrated to have low levels of redundancy. Specifically, the LRFR 
equation requires that existing bridges have a Rating Factor R.F. given by: 
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NCHRP  406 work  they  have  been  greatly  simplified.  Some  state  load  rating manuals  such  as  the 
Florida DOT have also developed their own sets of system factors.  
The  AASHTO  MBE  also  permits  the  implementation  of  the  detailed  analysis  approach 
recommended in NCHRP 406 that allows system factors ranging between 0.80 and 1.20 depending on 
the results of a rigorous nonlinear analysis. Some States have successfully implemented the proposed 
methodology  to  justify  saving bridges  that would have been  classified as nonredundant under  the 
traditional definitions (Hubbard, et al., 2004).  
The  importance  of  having  redundancy  evaluation methods  codified  in  the manner  proposed  in 
NCHRP  406  has  been  endorsed  in  NCHRP  Synthesis  Report  354  who  state  that  “the  capacity  of 
damaged  superstructures,  with  Fracture  Critical  Members  removed  from  the  analysis,  may  be 
predicted with  refined  three‐dimensional  analysis. However,  there  is  a  strong  need  to  clarify  the 
assumptions, load cases and factors, and dynamic effects in these analyses” (Dexter, et al., 2005). In 
NCHRP 406, these  issues are addressed using structural reliability models to obtain reliability‐based 




Current  design  specifications  are  calibrated  using  structural  reliability  procedures  to  provide 
uniform  levels of member safety expressed  in terms of the reliability  index . The aim of structural 
reliability  theory  is  to  account  for  the  uncertainties  encountered  while  evaluating  the  safety  of 
structural systems or during  the calibration of  load and  resistance  factors  for structural design and 





values  and  their  probabilities  are  described  by  the  probability  distribution  function.  The  most 
important  characteristics  of  a  random  variable  are  its mean  value  or  average,  and  the  standard 




















































that  capacity  is  less  than  applied  load  effects, may  be  formally  calculated;  however,  its  accuracy 
depends upon detailed data on  the probability distributions of  load and  resistance variables. Since 
such data are often not available, approximate models are often used for calculation.  
Let the reserve margin of safety of a bridge component be defined as, Z, such that:  
  Z R S     (5) 
Where R is the resistance or member capacity, S is the total load effect. Probability of failure, Pf, is 
the probability  that  the  resistance R  is  less  than or equal  to  the  total applied  load effect  S or  the 
probability that Z is less or equal to zero. This is symbolized by the equation: 
           ]  [f rP P R S     (6) 
where  Pr  is  used  to  symbolize  the  term  probability.  If  R  and  S  follow  independent  Normal 
(Gaussian) distributions, then the probability of failure can be obtained based on the mean of Z and 
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safety margin. Thus, equation  (5) gives  the probability  that Z  is  less  than 0  (or R  less  than S). The 
reliability index, , is defined such that: 
   fP      (8) 
For example, if the reliability index is =3.5, then the implied probability of failure is obtained from 
the  Normal  Distribution  tables  given  in most  books  on  statistics  as  Pf=2.326x10‐4.  If  =2.5  then 
Pf=6.21x10‐3.  A  =2.0  implies  that  Pf=2.23x10‐2.  One  should  note  that  these  Pf  values  are  only 
notional measures of risk giving the probability by which the limit state represented by equation 3 is 
exceeded but are not actuarial values corresponding to actual probability of bridge collapse. This  is 
because  the  limit  sates  used  in  checking  the  safety  of  structures  include  many  simplifying 
assumptions regarding the behaviour of bridge systems. The basic equations usually check the safety 
of  an  individual  member  and  ignore  the  system’s  effects.  In  addition,  contributions  from  non‐
structural members such as curbs barriers and other components to the stiffness and the strength of 






















































The  reliability  index provides an exact evaluation of  risk  (failure probability)  if R and S  follow 
normal  distributions.  Although    was  originally  developed  for  normal  distributions,  similar 
calculations can be made if R and S are lognormally distributed (i.e. when the logarithms of the basic 
variables follow normal distributions). In this case, the reliability index can be calculated as: 
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obtain  an  estimate  to  the  failure  probability.  This  is  accomplished  by  approximating  the  failure 
equation  (i.e. when  Z=0) by  a  tangent multi‐dimensional plane  at  the point on  the  failure  surface 




































Alternatively, Monte  Carlo  simulations  can  be  used  to  provide  estimates  of  the  probability  of 




to  the  total  number  of  generated  experiments.  Given  values  of  the  probability  of  failure,  Pf,  the 
reliability index, is calculated from equation (9) and used as a measure of structural safety even for 
















more  traffic,  or  bridges  that,  according  to AASHTO,  are  classified  as  critical  for  “social/survival  or 
security/defence  requirements”. Since higher   levels would  require higher  construction  costs,  the 
justification should be based on a cost‐benefit analysis whereby target  values are chosen to provide 
a balance between cost and  risk  (Aktas, et al., 2001). However,  there  is currently no consensus on 
how this can be achieved. Therefore, traditional and recent code calibration efforts have been based 





































In  most  code  calibration  efforts,  appropriate  target    values  are  deduced  based  on  the 
performance of a sample population of existing designs that have performed in a satisfactory manner. 
That  is,  if  the safety performance of bridges designed according  to current  standards has generally 
been  found satisfactory, then the average reliability  index obtained  from current designs  is used as 
the  target  that  the  new  code  should  satisfy.  The  aim  of  the  calibration  procedure  is  to minimize 
designs that deviate from the target reliability index.  
The  calibration  based  on  past  performance  has  been  found  to  be  robust  in  the  sense  that  it 
minimizes the effects of any  inadequacies  in the database as reported by Ghosn and Moses (1986). 
Their studies (Ghosn & Moses, 1986) found that the load and resistance factors obtained following a 
calibration based on "safe existing designs" are relatively  insensitive  to errors  in  the statistical data 
base as  long as the same statistical data and criteria used to find the target reliability  index are also 
used to calculate the  load and resistance factors for the new code. In fact, a change  in the  load and 
resistance  statistical  properties  (e.g.  in  the  coefficients  of  variation) would  affect  the  computed  
values for all the bridges in the selected sample population of existing bridges and consequently their 










‐  In general,  there will be considerable  scatter  in  such computed  reliability  indices. A  target   is 
selected to correspond to the average reliability index of the representative bridge sample. 
‐ For the development of the new code,  load and resistance  factors as well as nominal  loads are 




































safety  evaluation  of  existing  bridges.  Reliability  index  values, in  the  range  of  2  to  4  are  usually 
specified for different structural applications. For example, the calibration of the Strength I limit state 
in AASHTO  LRFD  Specifications  aimed  to  achieve  a  uniform  target  reliability  index  target=3.5  for  a 
range of typical bridge span lengths, beam spacing and materials for a design service life of 75 years 
(Nowak,  1999).  A  reliability  index  target=2.5 was  used  by Moses  (2001)  for  the  calibration  of  the 
Operating Rating  in the AASHTO LRFR for a rating period of 5 years. Similarly, Sivakumar and Ghosn 
(2011) have  calibrated updated  live  load  factors  for  the  issuance of permits  for  truck overweights 
based on achieving on the average a reliability index =2.5 for a 5‐year permit cycle while maintaining 




The calibration of  the AASHTO LRFD was executed  to achieve a  reliability  index =3.5. However, 
the calibration did not consider the  load modifiers, D, R or I which have been  included at a  later 
date in the design check as given in equation (1). As indicated by Mertz (2008) the application of the 
AASHTO  LRFD  load  modifiers  would  mean  that  the  structural  members,  which  were  originally 






This  approach  is  similar  to  current  recommendations  in  ASCE  7‐10  which  propose  different 
member  reliabilities  for  different  types  of  members  based  on  the  consequence  of  failure.  For 
example, ASCE 7‐10 recommends that a lower reliability level be used for ductile members in bending 
as  compared  to  connections  under  shear.  Thus,  in  order  to  remain  consistent  with  the  LRFD 
philosophy, the calibration of the system factors or load modifiers for bridge codes must be based on 
reliability methods.  However,  unlike  the  approach  adopted  during  the  calibration  of  the  AASHTO 
LRFD that used member reliability criteria as the basis for the calibration of the member resistance 





















































redundancy  of  a damaged  system.  If member  L  is  suddenly  removed  from  the  system,  evaluating 
P(C|LE) would require a dynamic analysis. If L fails at a relatively slow pace, P(C|LE) can be evaluated 
using  static analysis methods. Björnsson  (2010) defines  structural  robustness  in  relation  to P(C|LE) 
which is similar to the probabilistic definition adopted by Ghosn et al (1998; 2005) in NCHRP 406.  
The probability of  structural  collapse  should be  limited by  an  acceptable  risk  level  expressed  in 
terms of the maximum Pthreshold which can be determined based on cost‐benefit analysis or based on 
previous experience in successful designs. This can be represented as: 
  ( ) thresholdP C P    (13) 
Although Ellingwood  (2006, 2009) did not  recommend Pthreshold, values or provide a methodology 
for  determining  Pthreshold,,  recommended  that  its  determination must  be  based  on  a  cost‐benefit 












































be  subject  to  impact,  seismic  loads or explosions  can be designed  to withstand high  loads applied 
increasing  the  confinement  ratios using  composites  (FRP) or other means.  The  items  subjected  to 
fatigue must be designed for a life under prolonged fatigue. 
Finally,  P(C)  can  be  reduced  by  reducing  P(C|LE)  and  this  can  be  achieved  by  selecting 
configurations of bridge which can withstand the loss of an element. For example, using multiple piles 
designs  with  multiple  beams  or  superstructures  such  that  if  one  component  fails,  the  surviving 
elements  absorb  the  load  released  by  the  broken  element.  Another  approach  to  reduce  P(C|LE) 
consists  in  the design of all elements  for a  load greater  than  the  load originally planned, such  that 
there  is an additional reserve of strength  to hold  the required  load on  the structure even after  the 
failure of an element. 





particular  element  or  a  certain  level  of  local  damage.  The  analysis  of  such  risk  requires  the 
determination of the probability that a particular event will cause the failure of a particular element 
and the risks associated with the occurrence of the event. As an example, Bjornson (2010) performed 
an  analysis  to  study  the  robustness  of  a  bridge  over  a  stretch  of  railroad  analysing  the  risk  of 
derailment of a  train, and  the probability  that a particular pile  fails as a result of  the  impact of  the 
train with the pile and then the probability that the bridge collapse given the failure of a pile. 
 Analyses such as the one conducted by Bjornson (2010) can only be  implemented  in a base case 























































2.  "The  ability  of  a  structure  to withstand  extreme  events without  being  damage  to  an  extent 
disproportionate to the original cause" (Agarwal, et al., 2006). 
3. "...defined as insensitivity of a structure to local failure. It's a property of the structure alone and 








































7.  "...robustness  is  taken  to  imply  tolerance  to damage  from extreme  loads or accidental  loads, 
human error and deterioration" (Baker, et al., 2008). 
8.  "We  call  a  system  robust  if  it  can withstand  an  arbitrary damage,  for  example,  the  loss of  a 
member or degradation in the quality of a member" (Agarwal, et al., 2006). 




























1 2d,intR d i i di        (15) 
where  i   is  the  extent  of  the  initial  damage  and   id   is  the maximum  extent  of  total  damage 
following the initial damage  i . 













































     (16) 
where  jrE ,   is  the  energy  released  by  the  initial  failure  of  an  element  j   and  available  for  the 
damage of the next structural element  k  and  ksE ,   is the energy required for the failure of the next 
structural element  k .   
The  three  measures  advanced  by  Starossek  (2008)  give  different  levels  of  evaluation  of  the 
robustness. But, they do not provide criteria to help determine which structures provide acceptable 
levels of robustness. 







R f x dx


     (17) 
where  f   is  given by  the  ratio between  the  structural performances of  system  in  the originally 
intact state and in its damage state, and d  is the ratio of actual and maximum possible damage. 
Baker  et  al.  (2008)  proposed  a  definition  of  robustness  based  on  risk  measures.  Risk  based 
approaches are the most complete framework to calculate the robustness of structures because They 
provide the most comprehensive model which accounts for the probability of structural collapse and 
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Modern  day  design  codes  are  based  on  structural  reliability  theory  utilizing  a  framework  of 
probabilistic‐based design in which an acceptable probability of failure (or margin of safety) is decided 










improbable actions are not taken  into account since supporting empirical data  is unavailable. This  is 
significant for non‐robust structures where the combined low probabilities of local failure may lead to 
unacceptably  high  probabilities  of  global  failure.  Finally,  structural  reliability  theory  depends  on 
specified  acceptable  probabilities  of  failure  which  are  difficult  to  adjust  with  regard  to 
disproportionate collapse. 
Taking  into  account  the  extreme  consequences  of  low  probability  events  associated  with 
progressive  collapse  it  is  difficult  to  derive  an  acceptable  failure  probability.  Thus,  it  seems  that 
structural robustness cannot be fully achieved using current reliability based approaches. The current 
design methods  should  rather  be  complemented  by  additional measures with  particular  focus  on 
creating more robust structures. 
As  pointed  out  by  Anitori  et  al.  (2012),  it  is  noticed  that  national  and  international  codes  are 
following different paths  in research and  implementation of concepts of structural redundancy and 
robustness especially when it comes the application to bridges.  Another relevant aspect is that there 




do not offer much  in  the way of  aiding  the  engineer with  achieving  this demand.  This, of  course, 





































to how a  structure  in general may be  indirectly designed  to  try and avoid disproportionate  failure 
(such  as  tying  structural members)  it  seems  to  rather  state  the  demand  for  a  robustly  designed 
structural  system while  leaving much  interpretation  as  to  its  implementation  for  specific  types  of 
structures.  
A significant problem with  incorporating  robustness  into current design methods  is  the need  for 
some measure of quantification of robustness of structural systems. Otherwise the term only  lends 
itself  to subjective and almost philosophical  interpretation.  If a  framework  for  the quantification of 
robustness  can be explicitly established  (and accepted),  then  certain  limitations  can be  introduced 
with  regard  to  ensuring  structural  robustness  during  design;  i.e.  an  acceptable  limit  of 






Prior  to  considering  robustness  in  the design of  any  structure,  the  significance of  the  failure or 
malfunction of that structure must be accounted for; i.e. is structural robustness necessary and if so, 
to what degree.  It  is  important  to  incorporate  this within  the  specified design  requirements of  the 
structure  in question. The consequences of collapse with  regard  to material and  immaterial  losses, 
safety, direct effects to the surrounding  infrastructure and additional effects must be accounted for 
(Starossek 2006). Thus, the  first step needed before robustness of bridges can be  investigated  is to 
establish  whether  there  is  a  need  for  robust  design  of  bridges.  There  are,  of  course,  varying 
requirements of robustness depending on the bridge being investigated.  
According  to Anitori et al.  (2012)  the evaluation of  the  robustness of bridges should be  just one 
step  in  the normal design process;  it  should be  fast  and  affordable by most designers, otherwise, 
application  in practical normal design or assessment processes will never  take place.  In particular, 
structural safety should be assured by mitigating the effect of one or more of the factors that could 





































system  robustness.  For example,  the  solid  line  labelled  “Intact  system” may  represent  the applied 
load  versus maximum  vertical displacement of  a ductile multi‐girder bridge  superstructure.  In  this 































Assumed linear   














































to other  loading conditions, such as the  loading of a bridge substructure under the effect of  lateral 
loads. 
The  load multipliers,  LFi, provide deterministic estimates of  critical  limit  states  that describe  the 
safety  of  a  structural  system.  These  load  multipliers  are  usually  obtained  by  performing  an 
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analysis  is performed using a different nominal  load  such as  the HL‐93 design  load or  the AASHTO 
Legal trucks. 
While  the  nominal  value  of  LF  is  obtained  from  the  incremental  analysis  of  the  structure  as 
described  in Figure 3.2, the normalized  intensity of the applied  live  load  is obtained from studies on 
live  load modelling  such  the work of Nowak  (1999) or Sivakumar et al  (2011)  in NCHRP 12‐76. For 
example, during  the calibration of  the AASHTO LRFD, Nowak  (1999) determined  that  the maximum 
truck load effect expected to be applied on a single lane of a 60‐ft simple span bridge during a 75‐year 
design life is equal to LL75=1.79 times the effect of an HS‐20 vehicle. 
Equation  (19)  lumps all  the  random variables  that  control  the  load  carrying  capacity of a bridge 
structure  including  the dead  load  into  the  load multipliers,  LF. Alternatively,  the  system’s  capacity 
represented  by  the  random  variable,  LF,  can  be  expanded  as  a  function  of  the  basic  random 
parameters that control the strength and stiffness of each member in the system and the probability 




new  bridges  or  existing  bridges  with  or  without  member  deterioration  and  to  understand  the 
interaction between  system  reliability  and  redundancy.  For  example one  can  refer  to  the work of 
Frangopol  and  his  colleagues  in  several  references,  only  a  sample  of  which  is  provided  herein: 
(Frangopol, 1989; Okasha & Frangopol, 2010; Fu & Frangopol, 1990; Frangopol, et al., 1992). Most of 
the  existing work  has  concentrated  on  bridge  superstructures  and  there  are  almost  no  studies  to 
address  the  system  safety  and  redundancy  of  combined  superstructure‐substructure  systems.  An 
exception is a study by Estes and Frangopol (1999) in which the system reliability of an entire bridge is 
evaluated.  The  results  of  advanced  reliability models  can  still  be  simply  represented  following  a 
format similar to that of equation (12).  
Equation  (12) can be used  to determine  the  reliability  index, ,  for any member or  system  limit 
state  defined  in  terms  of  the  load  multipliers  LF1,  LFf,  LFu  or  LFd  of  Figure  3.2.  In  most  typical 
applications,  bridge  specifications  have  focused  on  ensuring  that  bridge members meet minimum 
safety requirements and failure is defined as the point at which the first member reaches its ultimate 








































able  to carry  significant  levels of  live  load:  such a bridge  is known  to be  robust. Different  types of 
bridges may have different degrees of  redundancy or  robustness depending on  their  topology and 




As  reported  in Cavaco et al., 2010,  several deterministic measures of  structural  robustness have 
been defined. The  authors propose  themselves  a new deterministic measure of bridge  robustness 
that is afterwards applied to measure of robustness of structures affected by a corrosion process.  
To  this date,  the only known studies  that provided non‐subjective and quantifiable definitions of 
bridge  redundancy along with specific criteria  for assessing bridge  redundancy are  those of NCHRP 
Reports  406  and  458.  The  two  NCHRP  reports  developed  a  framework  for  quantifying  system 
redundancy and developed an approach for including system redundancy during the structural design 
and safety assessment of highway bridge superstructures and substructures. The approach consists of 
penalizing  non‐redundant  designs  by  requiring  that  members  of  bridges  with  non‐redundant 
configurations  be  designed  with  higher  safety  factors  as  compared  to  bridges  with  redundant 
configurations.  The  objective  is  to  design  bridges  that  produce  similar  system  safety  levels  as 
compared  to  the  current  approach  that  relies on designing bridges  that  achieve uniform member 
safety levels.  
The approach proposed  in NCHRP 406  is based on  system  reliability principles and distinguishes 
between four different measures: a) Member safety evaluated deterministically by LF1 of Figure 3.2 
and  the member  reliability  index  member;  b)  Structural  system  safety  represented  by  LFu  or  LFf  in 
Figure  3.2  depending  on which  limit  state  is  being  considered  and  their  corresponding  reliability 
indices; c) system redundancy which is a measure of the additional reserve strength that the system 
can carry beyond first member failure and c) system robustness which  is a measure of the ability of 





































For  typical  superstructure  configurations,  the  recommendations  in NCHRP  406  and NCHRP  458 
explain  how  to  apply  a  system  factor  in  the  design  check  AASHTO  LRFD  equations  or  the  rating 
equation of  the AASHTO  LRFR based on  the  type of  the bridge  considered,  the number of parallel 
members, and  the  spacing between  the members  for  typical bridge  superstructure  configurations. 
For typical substructure configurations, the system factors depend on the pile and foundation types 
and the  level of column ductility that must be satisfied. For the cases not covered  in the tables, the 





load after  the brittle  failure of a main  load  carrying member,  then  comparisons between  the  load 
multipliers  LFu,  LFf,  LFd  and  LF1would  provide  non‐subjective  and  quantifiable measures  of  system 























where  Ru  =system  reserve  ratio  for  the  ultimate  limit  state,  Rf=system  reserve  ratio  for  the 
functionality limit state, Rd= system reserve ratio for the damage condition.  
The  system  reserve  ratios  as  defined  in NCHRP  406  provide  nominal  deterministic measures  of 
bridge  redundancy  and  robustness.  For  example, when  the  ratio  Ru  is  equal  to  1.0  (LFu=LF1),  the 
ultimate  capacity of  the  system  is  equal  to  the  capacity of  the bridge  to  resist  failure of  its most 
critical member.  Based  on  the  definitions  provided  above,  such  a  bridge  is  nonredundant.  As  Ru 
increases,  the  level  of  bridge  redundancy  increases.  A  redundant  bridge  should  also  be  able  to 
function without  leading  to high  levels of deformations as  its members plasticize. Thus, Rf provides 
another measure of  redundancy. Similarly, a  robust bridge  structure  should be able  to  carry  some 





































The definitions of equation  (20) emphasize  the  fact  that  redundancy  is associated with different 
levels that can be quantified. Thus, bridge redundancy  is a matter of degrees. This  is different from 
current conventions that identify a bridge as either redundant or nonredundant.  
Furthermore,  while  the  LF  factors  are  related  to  member  and  system  strength  and  safety, 









values  to  the member’s  capacity expressed as  LF1,  the  system  reserve  ratios Ru, Rf and Rd may be 
calculated for each mode.  
The AASHTO  LRFD  specifications were  calibrated  so  that bridge members provide an acceptable 
level of safety against their failure. Ideally, all bridges should be designed to provide a sufficiently high 
level  of  redundancy  such  that when  a member  fails  the whole  system will  not  collapse. Different 


















































Note that  increasing LFu, LFf and LFd by also  increasing LF1, will not necessarily  increase Ru, Rf or Rd. 
But, will ensure that a minimum value of system safety in provided. 
Option b) can be achieved by applying a system factor s, during the design of a bridge system to 
increase or  reduce member  resistances, Rn,  such  that  the  codified design equation would  take  the 
form of equation (21).  
  s n i i
i
R Q      (21) 
where s  is the system factor,   is the resistance factor, i  is the  load factor corresponding to the 
load Qi,  




format  of  equation  (21)  is  recommended  because  redundancy  is  related  to  the  resistance  of  the 
system and not the applied loads. Also, it is noted that redundancy and ductility cannot be explicitly 
separated using  the  simple  format of equation  (1) because even  systems with multiple  load paths 
cannot be redundant if their members fail in a brittle mechanism.  

















































carry  the  dead  load  expressed  in  terms  of  R’,  as  well  as  the  applied  load,  P,  follow  lognormal 
probability distributions, the relationship between the reliability index and the load multipliers, LF, for 
a bridge superstructure subjected to HS‐20 truck loading can be approximated by the equation (19). 
Equation  (19)  lumps all  the  random variables  that  control  the  load  carrying  capacity of a bridge 
structure  into  the  load multipliers,  LF. Advanced methods  for  evaluating  the  system  reliability  are 
available  and  have  been  implemented  as  described  by Ghosn,  et  al.  (2010)  and  other  studies  on 
structural reliability (Melchers, 1999).  
Equation  (19) or  similar models  for other probability distributions can be used  to determine  the 
reliability index, , for any member or system limit state. The reliability indices corresponding to the 
load multipliers LF1, LFf, LFu or LFd of Figure 3.2 may be expressed respectively as memberfunctionality, 
ultimate,  and damaged. The  relationship between  these  four  reliability  indices  can be  investigated by 
studying  the  differences  between  them  represented  by  u,  f,  d which  are  respectively  the 















As  an  example,  using  the  simplified  lognormal  reliability  model  of  equation  (19)  for  a 
superstructure under the effect of vertical live loading and assuming that the coefficients of variation 
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 (23) 
Note that for damaged bridges under the effect of the live load LL, the calculation of the reliability 
index  for  the damaged system  is executed using  the  rating period’s maximum  load  represented by 
the load multiplier, LLR, rather than the maximum load for the 75‐year design life represented by the 
load multiplier, LL75. This distinction  is made  in order to determine the expected  load that would be 
applied on a damaged bridge which is expected to be lower than the maximum lifetime load. The use 






relationship with  the deterministic measures of equation  (19)  if  the  lognormal model  is applicable. 
Several sensitivity analyses seem to  indicate that the  lognormal model provides a reasonable model 
for system reliability index calculations in bridge engineering (Ghosn, et al., 2010).  
In  NCHRP  406  various  bridge  superstructure  configurations  were  analysed  and  the  reliability 
indexes  for  their members and  systems were extracted. The  results of  the  reliability analysis were 
used  to calibrate deterministic and  reliability criteria  that bridge  systems  should  satisfy  in order  to 
provide  a  minimum  level  of  redundancy  and  robustness.  Also,  a  set  of  system  factors,  s,  for 
implementation  into  the AASHTO LRFD equations as presented  in equation  (21) were calibrated  to 
ensure that highway bridges provide a minimum  level of system safety under bridge overloading or 





































Also  the  reliability‐based  quantification  proposed  in  equation  (23)  has  been  applied  to  specific 
cases of bridges structural assessment under vertical loads (Wisniewski, et al., 2006; 2009) . 
A probabilistic measure based on  the  robustness of concrete  structures  subject  to corrosion has 
been recently presented at Cavaco et al. (2011). 
3.7 Calibration	indices	of	behaviour	as	system	and	redundancy	criteria	




The  proposed measures  of  redundancy  are  robust  in  the  sense  that  the  redundancy  ratios  of 
equation (20) and the relative reliability indices of equation (22) are not sensitive to variations in the 






within   10 % when the strength of bridge members is changed by up to   30 %. 
For superstructures, the level of redundancy represented by Ru, Rf, and Rd is not only a function of 
the  number  of  parallel  bridge  girders  as  accepted  by  current  bridge  engineering  practice  but  a 
combination of the number of girders and girder spacing. For example, multi‐girder bridges with wide 





damaged after  the brittle  failure of one of  its members  thus  leading  to higher Rd  ratios  for bridges 
with  diaphragms  as  compared  to  bridges without  diaphragms. However,  even  though  they might 


































Bridges, whose members  have  low  levels  of  ductility,  do  not  exhibit  adequate  levels  of  system 






to carry any  load and the whole torsional stiffness of the damaged external box  is  lost. This further 




Rd=0.50.  The  functionality  limit  state  is  reached  when  the  vertical  deflection  is  equal  to  span 
length/100. Generally, bridges with more  than  four adequately  spaced girders  show higher  system 
reserve  ratios. According  to current practice, all  four girder bridges are assumed  to have adequate 
levels  of  redundancy.  For  this  reason,  NCHRP  406  proposed  to  use  the  redundancy  ratios 
corresponding  to  these  bridges  as  the minimum  redundancy  ratios  that  any  bridge  configuration 












































































design  or  the  load  capacity  evaluation  of  existing  bridge  superstructures  which  have  typical 
configurations  to  ensure  that  the  system  capacities  of  these  bridges  are  adequate.  These  system 
factors provide a measure of  the system  reserve strength as  it  relates  to ductility,  redundancy and 
operational importance. 
The proposed system factors are calibrated such that overall system safety of a bridge structure as 
represented  by  the  system’s  reliability  index  meets  a  target  value.  Assuming  that  members  of 
adequately  redundant  bridges  are  designed  to  satisfy  the  current AASHTO  LRFD  criteria,  then  the 
reliability  index  of  their most  critical members  should  be  on  the  order  of  member=3.5.  The  target 
system  reliability  index  values  that  a  system  should meet  are  obtained  based  on  the  observation 
made earlier that adequately redundant bridges have been found to have relative reliability  indices 
u=0.85,  f=0.25  and  d=‐2.70.  Specifically,  given  that  adequately  redundant  bridge  systems 
should have a u=0.85, a set of system  factors s are calibrated so  that  the  reliability  index of an 
intact bridge  system will be equal  to ultimate=4.35  (=3.50+0.85). Similarly,  the  reliability  index  for a 
maximum deflection of span length/100 should be set at functionality=3.75. Finally, the system reliability 
of a bridge that has lost a major member should meet a target reliability index value damaged=0.80. As 











































  s su     (26) 
where su = system factor for superstructure ultimate capacity, sd1 =system factor for damage of 
superstructures  with  regularly  spaced  diaphragms,  and  sd2=  system  factor  for  damage  of 
superstructures with no diaphragms as given  in Table 3.1  for different number of beams and beam 
spacing. A minimum  value of  s  =0.80  is  recommended  but  in  no  instance  should  s, be  taken  as 
greater than 1.20. The upper and lower limits on s have been proposed as temporary measures until 
the practicing engineering community builds its confidence level in the proposed methodology.  
Bridges  susceptible  to  brittle  damage  include  bridges  with  fatigue‐prone  details,  those  with 
members that are exposed to collisions from ships, vehicles, and debris carried by swelling streams 
and rivers, or bridges that have high security risk. 
For  bridge  superstructures  having  configurations  not  covered  in  Table  3.1,  the  required  system 
factor that should be applied on the member strengths to ensure adequate system safety should be 
proportional to the calculated ratio using the equation:  

















Two‐girder bridges  0.85  0.80  0.80 
Three‐girder bridges with spacing:  
1.8m  0.85  1.20  1.10 
Four‐girder bridges with spacing:   1.2rn  0.85  1.20  1.10 
Other girder bridges with spacing:  
1.2m  1.00  1.20  1.15 




































All girder bridges with spacing:   2.4m  1.00  1.15  1.05 
All girder bridges with spacing:   3.0m  0.95  1.00  0.90 
All girder bridges with spacing:   3.6m  0.90  0.80  080 








An  example  of  direct  application  of  the  criteria  about  the  system  factors  was  made  in  the 
Deliverable 6.2.1 of REHABCAR Project  (Casas, et al., 2012).  In Figure 3.3, Figure 3.4 and Figure 3.5 










































































































































































(WIM)  Systems.  WIM  Systems  that  use  an  instrumented  bridge  to  obtain  information  for  WIM 




























WIM  is  the process of measuring  the  axle  load of  vehicles  in motion. Early WIM methods utilized 
scales or pressure sensors embedded into the road pavement. Unless the measured vehicles travel at 
low speed,  this  type of WIM has proved  to be  too  inaccurate  to provide results  that are usable  for 
most  situations. There has been great  interest  in  increasing  the accuracy of WIM methods, and  to 
make  it  possible  to  perform WIM  on  vehicles  travelling  at  full  speed.  Such  a  system  has many 
potential benefits, including: 







dynamic  behaviour  caused  by  large  number  of  components,  mostly  in  the  vehicle  suspension 
(Liljencrantz, 2007). The road itself is also susceptible to dynamic effects. This situation is made worse 





in  the network  (a bridge),  is necessary  to know  the  traffic values at  that point or at a point  close. 
These values can be obtained through the techniques of Weigh in Motion. 
The  technique of Weigh‐in‐motion  (WIM)  is a procedure  for obtaining  the axle weights and  the 
gross vehicle weight (GVW) as vehicles pass through the measurement point. The distances between 
























Its  main  advantage  over  WIM  systems  embedded  in  the  pavement  is  that  the  B‐WIM  are 









entirely  reliable  because  they  are  usually  avoided  by  vehicles  that  exceed  the  legal  weight  of 
transport and these loads could be the maximum control loads applied on bridge structures. Accurate 



























truck weights, weights and  configuration of  the axles while  it  remain hidden  from  the  sight of  the 
truck and this include the most real traffic situations. 
4.2.1 WIM	data	Quality	
WIM data collection  should not  sacrifice quality  for quantity. The  selection of WIM  system  sites 
should focus on sites where the owners maintain a quality assurance program that regularly checks 
the data for quality and requires system repair or recalibration when suspect data are identified.  
Weighing  accuracy  is  sensitive  to  roadway  conditions.  Roadway  conditions  at  a WIM  site  can 
deteriorate  after  a  system  is  installed  and  calibrated.  Regular maintenance  and  recalibrations  are 
essential for reliable WIM system performance. 
 Vehicle dynamics plays a significant role in the force actually applied by any given axle at any given 
point  on  the  roadway.  Site‐specific  calibration  is  the  only  way  that  the  dynamic  effects  of  the 
pavement leading to the scale can be accounted for in the WIM scale calibration. The dynamic motion 




of  traffic data quality problems.  Transmission problems  can  lead  to  gaps  in  the data  (i.e., missing 
data)  even  though data may be  continuously  collected  in  the  field. Data quality  checks  should be 
implemented to detect and fix “bad data” before processing. 
4.2.2 Filtration	of	WIM	Measurement	Errors	
Sensitivity  analyses have  shown  that  the most  important parameters  affecting maximum bridge 
loads are those parameters that describe the shape of the tail end of the truck load effects histogram. 
Current WIM  technology  is known  to have certain  levels of  random measurement errors  that may 
affect the accuracy of the load modelling results. These errors are due to the inherent inaccuracies of 




































To ensure  that high‐quality data will be  collected  for use  in bridge  live‐load modelling,  all WIM 
devices  used  for  this  purpose  should  be  required  to  meet  performance  specifications  for  data 
accuracy  and  reliability. Because  collection of  accurate  traffic  loading  rates  throughout  the  year  is 
necessary to provide the load data needed, the WIM systems used in this effort must meet the main 
criteria all year long.  
Historically,  many  WIM  systems  have  had  problems  accurately  weighing  vehicles  when 
environmental conditions have changed from those that were present when the equipment was last 
calibrated. Changes  in pavement condition at  the  scale  location are also known  to cause problems 
with WIM system sensor accuracy. 
In  the  US,  pavement  design  procedures  compute  equivalent  single  axle  loads  (ESALs)  from 






















significant  errors  in  determining  the  load  experienced  by  a  pavement  and  thus  computing  the 
expected pavement life. Bridge design, however, is controlled by shear and moment effects that bear 
a  linear  relationship  to  axle  loads  and  axle  spacings.  Therefore,  errors  in  scale  calibration  are not 
magnified to the same extent as in pavement design. 
Auto‐calibration is the practice by which software calculates and applies an adjustment to the scale 




environmental  conditions,  “known”  truck  conditions,  and  equipment  limitations.  Although  these 
techniques have considerable value, they are only useful after the conditions being monitored at the 
study site have been confirmed. A state must determine whether the auto‐calibration procedure used 
is  based  on  assumptions  that  are  true  for  a  particular  site  and  whether  enough  test  trucks  are 
crossing the sensor during a given period to allow the calibration technique to function as intended. 
Auto‐calibration may not be particularly suited to low truck volume sites. Field tests to verify that a 
WIM system  is performing within  the accuracy required  is an  important component of data quality 
assurance for bridge load modelling applications. 
4.2.5 Site‐to‐Site	Variability	
One  of  the  largest  variability  in  truck  traffic  is  site‐to‐site  variability.  Site‐to‐site  variability  of 
truckloads should be incorporated. Dividing truck routes into three functional classifications will allow 
a  systematic  assessment  of  truck  load  spectra  within  a  state.  Each  route  within  a  functional 
classification group is taken to experience truck weights per vehicle type that are similar to those of 
other  routes within  that  group.  The  classification  groups  routes  into  Interstate  and non‐Interstate 
highways. Many states allow heavier loads on non‐Interstate routes under grandfather exemptions to 



























Most  trucks  follow a  traditional urban pattern where weekday  truck volumes are  fairly constant, 
but on weekends, truck volumes decline considerably. Long‐haul trucks are not concerned with the 








One classic example of directional differences  in  trucks  is  the movement of  loaded  trucks  in one 





shears of the trucks  in the drive  lane are different than those of the trucks  in the passing  lane. The 
degree  of  this  difference  seems  to  be  dependent  on  the  site  and  travel  direction.  The maximum 
lifetime  loading requires as an  input the percentage of trucks that cross the bridge side by side and 
the  lane‐by‐lane distribution of  truck weights. Assuming  that  the  trucks  in each  lane have  identical 
distribution  (as  in past  simplified approaches) can  introduce unnecessary conservatism. Using WIM 






























evaluation.  It has been over 20  years  since  thorough measurements of dynamic wheel  loads have 
been  taken  in  the  field  (Tobias, et al., 1996). Loading  spectra describe  the most probable  range of 
loading for a type of freight and are important for fatigue evaluation. 
The previous discussions on WIM have been  focused on WIM  for  regular pavement  traffic. But 
many of the reasons why WIM is desirable for pavement traffic is also true for railway traffic. Because 




detected  vehicle  may  contain  hundreds  of  axles.  In  many  cases,  the  acceleration  of  the  train 
sometimes needs to be taken into account. 
‐  Trains  run  on  tracks.  This  means  that  the  problems  associated  with  differences  in  sensor 







Another  reason  for  performing  B‐WIM  instrumentation  on  railway  bridges  is  to  investigate  the 
































Salient System’s MARK  III (Mk  III) Wheel  Impact Load Detector (WILD)  is a system of strain gages 
coordinated by a central processing unit (CPU) (Dana & Russ, 2010).  
Each  gauge  consists  of  two  350  ohm  variable  resistors  that  are  positioned  with  a  45  degree 
orientation  to  the  rails neutral axis, see Figure 4.3. Between  two adjacent sleepers  two gauges are 



































































It was  suggested  that problems are experienced when measuring  the axle  loads of  locomotives, 








This  section  describes  several  procedures  to  estimate  the maximum  expected  load  effect  on  a 






























convolution method  uses  numerical  integrations  of  the  collected WIM  data  histograms  to  obtain 
projections of  the expected maximum  load effect within a given  return period  (e.g. 2‐years or 75‐
years).  The Monte  Carlo  simulation  uses  random  sampling  from  the  collected  data  to  obtain  the 
maximum load effect.  
The procedures  are  illustrated using  the data  collected  from  the North Bound  lanes of  the  I‐81 
bridge site  (USA) and with  the data collected  from Vransko Bridge  (Slovenia)  (Casas, et al., 2012b). 





































The data  is collected  into a per cent  frequency histogram. This histogram will provide a discretized 
form of  the probability density  function  (pdf) of  the moment effects  for  the  site. The histogram  is 
designated as Hx(X) while the pdf is designated as fx(X).  The relation between Hx(X) and fx(X) is given 
by: 






H X f x dx     (28) 
where Xl and Xu give the upper and  lower bounds of the bin within which X  lies.  If the bin size  is 
small,  then  fx(X)  can  be  assumed  to  be  constant within  the  range  of  Xl  to  Xu  and  equation  (28) 
becomes: 
   ( ) ( ) ( )x x x u lH X f X X f X X X       (29) 
where X  is  the bin  size. For example,  the histogram of normalized moments  for  the  truck data 
collected from the drive lane of the North Bound I‐81 site is shown in Figure 4.6 where the blue line 




the  upper  tail.  The  two  curves  differ  significantly  in  the  other  regions.  However,  as will  be  seen 
further below, it is the upper tail of the histogram that controls the maximum expected load effects. 
















































Moment Histogram for Individual Trucks in Drive Lane
from field data
from Normal pdf
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The  total moment effect when  two side‐by‐side  trucks are on a bridge  is obtained  from xs=x1+x2 
where x1 is the effect of the truck in the drive lane and x2 is the effect of the truck in the passing lane. 
Assuming  independence between  truck moments,  the probability density  function of  the  effect of 
side‐by‐side trucks fs(S) can be calculated using a convolution approach. The convolution equation is 
presented as: 
       2 1 1 1 1xs s x s xf X f X x f x dx




















































    ( )Zz zF Z f y dy

     (31) 




side obtained  from  the weight histograms collected  for  the North Bound  traffic at  the  I‐81 site are 
illustrated  in  Figure  4.9.  The  blue  lines  gives  the  cumulative distributions obtained  from  the WIM 
histograms and the red lines correspond to the cumulative probabilities for the Normal distributions. 


















Moment Histogram for Side-by-side Trucks
Convolution
Normal












































A bridge structure should be designed  to withstand  the maximum  load effect expected over  the 




years of  loading. Even getting  sufficient data  for  the  two‐year  return period would  require  several 






start  by  assuming  that  N  loading  events  occur  during  this  period  of  time  t.  These  events  are 
designated as S1, S2, … SN. The maximum of these N events, call it smax,N, is defined as: 
   , 1 2 ,  ,   max N Ns max s s s     (32) 
We  are  interested  in  finding  the  cumulative  probability  distribution  of  Smax,N.  This  cumulative 
probability distribution, Fs max N(S), gives the probability that smax,N is less than or equal to a value S. If 


















Moment Cumulative Distribution for Individual Trucks in Drive Lane
Empirical cdf
Normal cdf









































smax,N  is  less  than S,  this  implies  that  s1  is  less  than  s, and  s2  is  less  than  s, … and SN  is  less  than  s. 
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Figure  4.11  below  shows  the  cumulative  probability  function  for  the maximum  load  effect  for 
periods ranging from one day to 75 years obtained based on the histograms collected on the I‐81 site 
for side‐by‐side events FxS(XS).   
In practical  terms,  the projections  for  long return periods cannot always be done because of  the 
numerical  loss  of  accuracy  that  will  occur  as  N  becomes  extremely  large  and  the  application  of 
Equation (35) may lead to inaccurate results.  
The probability distribution of a single load event does not follow a known probability distribution.  
However, as seen before,  if  it  is observed  the  tail of assembled WIM data histograms  for different 
measurement points  it  is  found  that  the  tail end matches with  the  tail end of a Normal probability 
distribution.  For  example,  Figure  4.10  shows  the  data  taken  in  the  Slovenian Vransko  Bridge  in  a 
normal probability  scale. The normal probability graph  can be made by  taking  the  inverse of Fs(S) 












































































































The probability density function and the histogram for the  load effect of the maximum  loading  in 
different return periods can be calculated from: 
     maxmax |NsS N SdF sf S ds    (36) 










































































reasonable  within  the  constraints  of  the  assumptions.  In  the  previous  section,  the  statistical 
projection was  executed  assuming  that  the  tail  of  the WIM  data  histogram  approaches  that  of  a 
Normal distribution whose mean and standard deviation are obtained from the regression fit of the 
data plotted on Normal curves as demonstrated above.  
Another  method  described  in  this  section,  executes  the  statistical  projection  based  on  the 
principles of extreme value theory.   The advantage of the approach described  in this section  lies  in 





distribution,  is the asymptotic distribution for the  largest value  if the original distribution, Fs (S), has 
an exponentially decaying  tail. Thus,  this approach  is valid  if  the  tail of  the WIM histogram can be 
fitted  by  a  Normal  distribution  but  would  also  be  valid  if  the  tail  can  be  fitted  by  any  other 
exponentially decaying distribution. If the tail end of the WIM histogram can be fitted by a Lognormal 
distribution,  then  the  Frechet  Type  II  extreme  value  distribution  can  be  used  for  the  statistical 
projection.  If  the  tail  end  of  the WIM  histogram  has  an  upper  limit,  then  the  Type  III Weibull 
distribution may be used. In this section, the process of using Extreme value distributions is illustrated 
using the Gumbel Type I distribution although the process is applicable for the other types as well. It 
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    max,log log s k k k kn n F s u        (41) 
which has the linear form: 
      y m s n     (42) 
This indicates that if Fsmax,k follows a Gumbel distribution, the plot of the double log should follows 
a straight line with a slope = ‐k and an intercept at kuk  Figure 4.13 shows the plots obtained from 
the  double  log  of  the  cumulative  distributions  of  the  maximum  load  effects  calculated  from 













































































The design and safety evaluation of bridges  requires  the estimation of  the maximum  load effect 




projections. As mentioned  earlier,  the probability distribution of  the maximum  value of  a  random 













































of  the  single  lane  loading  where  the  data  is  insufficient  to  project  for  long  return  periods.  It  is 
observed that the Gumbel fit as executed in this section gives much better agreement than the use of 
the Normal  fit on  the  tail of  the original histograms  for  the medium  range projections  such as  the 







As  seen above,  in order  to make  the projection and obtain  the maximum  in a  certain period,  it 
must  be  calculated  the mean  number  of multipresence  events  occurring  per  day.  This  number  of 
expected  events  N  governs  as  the maximum  traffic  load  on  the  bridge  increases  over  time.  The 
greater the number of multipresence events  in the bridge the greater the projection of the  loading 
effect in a particular return period. To calculate N it can be considered two options:  





























































































An  alternative  to  the  convolution  approach  described  above  consists  of  using  a Monte  Carlo 
simulation to obtain the maximum load effect. In this approach, results of WIM data observed over a 
short  period  can  be  used  as  a  basis  for  projections  over  longer  periods  of  time.  A Monte  Carlo 
simulation requires the performance of an analysis a large number of times and then assembling the 
results of the analysis into a histogram that will describe the scatter in the final results. Each analysis 






Like  the  convolution  approach,  the  Monte  Carlo  simulation  will  not  be  accurate  for  large 
projections periods because of the  limitations  in the originally collected data. Also, the Monte Carlo 
simulation  will  be  extremely  slowed  down  when  the  number  of  repetitions  K  is  very  high. 
Furthermore,  one  should make  sure  not  to  exceed  the  random  number  generation  limits  of  the 
software used, otherwise the generated numbers will not be independent and the final results will be 


























Let  us  assume  that  the  tail  end  of  the  parent moment  effect  histogram  approaches  a  Normal 










K     (43) 
and a most probable value uK given by: 
         







        
   (44) 
With  N   y  Nu ,  the mean of maximum  effect of  load,  Lmax,  can be obtained  according  to  the 
equation: 
  max max 0.577216N
N
L u       (45) 
The following observations made from the results of this simplified Gumbel approach: 
1. The limitation in the WIM database implies that it is not possible to obtain estimates of the 




histogram  of  the  individual  event  from  the  raw WIM  data  approaches  a Normal  distribution 


























4.  The  estimation of  the maximum  load  effect  for  two  side‐by‐side  trucks  improves  as  the 
return period increases. This is again due to the asymptotic nature of the solution, which yields 
good results only as the number of load repetitions increases and as the sampling is made from 










But, assumption 2  is more general because  it  is valid when the tail of the parent histogram  follows 
any type of exponentially decaying distribution. For whichever assumption  is used, the results show 






and  the  per  cent  side‐by‐side  are  not  independent  and  it might  be  sufficient  to  characterize  the 
number  of  repetitions  by  the  ADT  alone.  Based  on  such  observations, Moses  and  Ghosn  (1985) 
calibrated a simplified empirical equation to estimate the maximum load effect over a 75‐year return 
period. The formula took the form: 


























then close  to 1.0 with a coefficient of variation  that varies  from 15  to 4 % depending on  the  span 
length.  
W95 is the characteristic value representing the intensity of the gross weight histogram. The 95 per‐
centile  value was  chosen  as  the  representative  gross weight.  For  the  spans where  the  single  unit 







likely  it  is  to have many heavy vehicles on  the bridge. Values of H are  tabulated  for different span 
lengths, truck traffic intensities and projection periods (or service lifespan). 
A model such as the one proposed in equation (46) is extremely powerful because of its flexibility 






























































made  due  to  necessary  conservatism  of  bridge  loading  standards  that  are  broadly  applied. Using 










measured WIM  data.  An  example  of  the  response  of  a  bridge  to  a  critical  loading  event  can  be 
observed in Figure 5.1. 
Once  the worst  static  case  is  known,  the  final  traffic  load  is  commonly  calculated  through  the 































complexity  of  the  Vehicle  Bridge  Interaction  (VBI)  problem.  They  typically  suggest  a  dynamic 
amplification which is function only of a few general parameters that ignore many of these significant 
bridge and  truck dynamic  characteristics. Thus,  the DAF  values are  conservative and  they produce 
maximum dynamic effects that might not necessarily correspond to the maximum static effects. This 
level  of  conservatism  is  acceptable  for  new  construction  due  to  the  low marginal  cost  of  adding 
capacity and uncertainty about future traffic loading growth. However, more accurate assessment of 
the capacity of existing structures may prevent needless expense in bridge rehabilitation.  






influence  the  overall  response  of  the  structure. On  one  hand,  they  yield  an  actual  instantaneous 










































behaviour,  this  energy  stored  in  the  bridge  element  consists  in  vibrations  leading  to  increase  of 
deflections  and  internal  forces.  Elastic bridge behaviour  is  considered  for  fatigue  and  service  limit 
state. However,  for  the ultimate  limit  state, elastic‐plastic  structural behaviour must be accounted 
for, and formulas like those commonly given in design codes are then fundamentally wrong since they 
refer to elastic structural behaviour only (Brüwhiler & Herwig, 2008). 
According  to  Bruhwiler  and  Herwig  (2008)  some  authors  showed  by means  of  simple  dynamic 
models how  the external work due  to dynamic action effects  (i.e.  impact‐like events, excitation by 
road  and  track  irregularities)  is  dissipated  in  the  structural  element  before  the  element  fully  fails 
(fractures). In addition, these studies show that: 










































the  interaction of moving vehicles and  the bridge  structure, and  is described  in  terms of  the  static 
equivalent of the dynamic and vibratory effects. 
Previous  research  into  the  effects  of  dynamics  of moving  loads  has  led  to  the  allowance  for 
dynamic  interaction to be described  in a number of different ways. Some authors prefer the use of 
the  concept  of  ‘Dynamic  Increment’  (DI),  others  describe  a  ‘Dynamic  Load  Allowance’  (DLA)  and 














































The DAF  for  a  particular  loading  event  is  influenced  by  the many  characteristics  of  the  loading 
events and the bridge structure under consideration. The parameters that have a clear  influence on 
the DAF are:  














































It  is  generally  accepted  that  shorter  bridges  are more  influenced  by  dynamic  interaction,  and 
therefore DAF  should be higher  for  short  span bridges, and  should decrease with  increasing  span, 
regardless of the number of vehicles contributing to the load case (Obrien, et al., 2010). 
It  is however  important  to again note  that as bridge  length  increases  the  formulation of  critical 
event conditions changes from those derived from free‐flowing traffic, for short to medium span, to 





Among  the most  important of properties which affect dynamic excitation on bridges  is  the  road 
condition. Road surface  irregularities can cause high  levels of vehicle excitation and thus may cause 
the  vehicle  frequencies  to  approach  the  natural  frequencies  of  the  bridge  structure,  significantly 
increasing the dynamic load applied. The quality of the road surface profile is influential, not only on 
sections  overlying  the  bridge  structure,  but  also  on  the  approaches  to  the  structure.  Also  the 
presence of bumps and/or joints is an important consideration, when assessing dynamic interaction. 
It  is  widely  accepted  that  the  level  of  dynamic  interaction  increases  as  road  surface  quality 
decreases (the amplitude and variations of the surface irregularities increases) (see Figure 5.2). Thus, 




According  to  ARCHES‐02‐DE10_A  (2009)  some  authors  have  proposed  that  for  certain  bridges, 
under  certain  load  cases,  the DAF  is  almost  completely  insensitive  to  quality  of  road  surface  and 





































Numerous  authors  propose  the  general  conclusion  that  high magnitudes  of DAF  occur  for  high 
velocity  values  (ARCHES‐02‐DE10_A,  2009),  however,  examined  a  point  load  crossing  a  simply 
































DAFs  are  found  to  be  dependent  on  both  the  span  length,  and  the  first  natural  frequency  of  the 
bridge  under  consideration.  Both  simple  numerical models  and  complex models were  examined, 





According  to ARCHES‐02‐DE10_A  (2009)  it appears  that vehicle‐DAF  relationships exist which are 






















consensus  arrived  at  by  numerous  researchers  is  that  this  relationship  consists  of DAF  oscillating 
between high and  low values, dependant on vehicle velocity. For multiple vehicle events both high 
and  low values of DAF also occur, however vehicle velocity  is not the only parameter which defines 
these  oscillations,  the  meeting  location  or  spacing  between  successive  vehicles  becomes  most 
significant. 
5.2.2.5 Vehicle Acceleration/Deceleration 
Very  little  is  known  of  the  influence  of  vehicle  acceleration  and  braking  on  the  dynamic 
amplification on highway bridges as  typically,  for highway bridges at  least,  it  is  considered  safe  to 
assume  that  the  flow  of  heavy  vehicles  is  at  constant  velocity  (Brady,  et  al.,  2006). A  number  of 
authors have however investigated the influence of change in vehicle velocity on bridge response but 
the main  conclusion  is  that,  since  free‐flowing  traffic  loading  is  considered,  it  is expected  that  the 
probability  of  a  combined  extreme  loading  scenario  and  sudden  braking  while  on  a  bridge  is 
sufficiently low. 
5.2.2.6 Gross Vehicle Weight (GVW) and combined vehicular loading 
The  Gross  Vehicle Weight  (GVW)  and  combined  vehicular  loading  on  a  bridge  are  significant 
variables  in  assessing  suitable  design/assessment  allowance  for  dynamic  interaction.  While  an 
understanding of the magnitude and frequency of occurrence of high vales of DAF is favourable, it is 
only  relevant  in  the assessment of  lifetime  total bridge  response, when  these high values, coupled 






































vehicle  load  is much  less  than  critical,  for both  single  crossing  events  and  vehicle meeting  events 







































Huang  et  al  (1993)  describe  the  variations  in  DAF  transversely  across  a  bridge  deck  using  an 
AASHTO HS20‐44  truck model  travelling  at 72km/h on beam  and  slab  grillage bridge models.  This 
variation will depend primarily on the transverse location of applied loading. The general conclusion 







of  point/sinusoidal  loads  moving  on  a  beam,  the  total  response  will  be  a  superposition  of  the 
responses  for each  individual  load  (Chan & O’Connor, 1990). Thus maximum bending moments will 
occur when the local peaks of the individual responses coincide, and so there will be combinations of 






The  influence of bridge vibratory condition prior to vehicular  loading  is an area that has received 
little  attention.  The majority  of  authors  and  experimental  investigations  consider  DAF  when  the 
bridge is stationary prior to loading, and this failure to consider the effects of bridge vibration prior to 
loading may result in significant inaccuracies. 



























between  the successive  loads being applied.  It appears  that  there exist certain combinations of  ILS 
and velocity that result in peak values of DAF. 
5.2.2.8 Dynamic Response due to Random Traffic Flow 
Free‐flowing  traffic  dynamically  interacts  with  the  bridge  structure,  accentuating  the  loading. 
Contrary to this, the congested traffic does not do this accentuation due to  its  lower speeds, but  is 
denser. Therefore,  for bridge  lengths of about 25  to 45 m,  the critical  form of  loading may not be 
clearly defined.  In particular, the governing  form of traffic depends both upon the  level of dynamic 
interaction  and  the  density  at which  vehicles  are  present  on  the  bridge.  Recent  advances  in  the 
statistical  analysis  of  dynamic  interaction  have  shown  that  the  dynamic  increment  for  extreme 
loading may not be as high as once thought. 
Often,  the DAF  is  determined  for  a  particular  crossing  event  as  the maximum  total  (static  plus 






Caprani  (2012) presents a methodology  to  incorporate both  free‐flow and congested  flow  traffic 




literature),  congested  flow  traffic  loading  is  found  to govern  in almost all  cases of  load effect and 
bridge  length  considered.  If  indeed DAFs  are  lower  than previously  thought,  then  this  finding  has 
great implications: the common assumption that free flowing traffic with dynamic effects governs for 
bridge lengths up to about 40‐50 m may not be correct in all cases. Furthermore, it would therefore 




























It  is  generally  expected  that  as  the damping  level of  a  structure  increases  the  level of dynamic 
interaction  occurring  will  decrease  (Li,  2006).  The magnitude  of  DAF  decrease  due  to  increased 





to ARCHES‐02‐DE‐10  (2009)  this may be  true  for cases where bridge  response  is considered due  to 
the passing of a single load or vehicle, but for platoons of vehicles the ability of a bridge to damp free 
vibrations between successive loadings can have a significant influence the bridge dynamic response. 
The  general  conclusion  from DIVINE  (1997)  indicates  that  adequate  care  should be  attached  to 




For many  years  the  importance  of  dynamic  interaction  between  vehicles  and  bridges  has  been 































































Around  the  same  time as  the  initial MOT Standard  Loading Code was  introduced,  the American 
Association  of  State  Highway  and  Transportation  Officials  (AASHTO)  Standard  Specifications  for 
Highway  Bridges were  first  introduced.  In  1931  the  final  recommendations  of  an ASCE  study  into 




The  revised  AASHTO  specification  gives  value  of  the  Dynamic  Load  Allowance  for  individual 
components of  the bridge  such as deck  joints, beams, bearings, etc. and  the global effects are not 



























The  1989  Guide  Specification  for  Strength  Evaluation  of  Existing  Steel  and  Concrete  Bridges 
provides guidelines for assessing load, and impact factor for existing highway bridges. Some authors 
state that the allowance is given solely as a function of surface roughness where for smooth approach 
and deck  conditions  IF=0.10,  for  rough  surface with bumps  IF=0.20, and  for extreme  conditions of 
high speed, short span (<12m) and poor road surface an IF of 0.30 should be taken. 
More  recent  Swiss,  Canadian,  American  and  European  codes  have  not  adopted  the  bridge 
frequency based approach to allow  for dynamic  interaction. The reasons  for this are varied,  from a 
desire  to  maintain  a  simplified  approach  to  an  appreciation  that  bridge  dynamic  response  is 


































number  of  axles  on  the  bridge.  Furthermore  when  speeds  are  restricted  on  bridges,  or  where 
approach slabs of 6 m are provided a reduction in impact factor is allowed.  
The  Swiss  code now  requires  that  the quality of  road  surfacing  approaches  a  smooth  standard, 
since poor quality road surfaces can result in large increases in the dynamic component of load effect. 













α’s  factors  reflect  traffic  on national networks or different  classes of  road.  The  Eurocode working 


































In  elderly  existing  bridges  or  those with  a  remarkable  deterioration,  according  to  ARCHES,  the 
variables that influence the DAF such as vehicle axle spacing, weight distribution, vehicle stiffness and 
























































































































































































bridges  (both  moment  and  shear  load  effects)  (Figure  5.17).  The  values  provided  in  the 
recommendations  represent  an  upper  envelope  that  covers  for  a  large  amount  of Monte‐Carlo 
simulations varying road profile and traffic static and dynamic properties. 
These  recommendations  take  into  account  the maximum  total  load  effect  for  the  entire bridge 
length.  For  assessment  of  1‐lane  and  2‐lane  bridges  ARCHES  recommends DAF  values  that  varies 
linearly and then, it remains constant. The recommended dynamic allowance represents a significant 





Further  reductions  in  dynamic  allowance  can  be  achieved  if  a  better  knowledge  of  the  bridge 
response was acquired through numerical simulations and field tests. Most probably, measurements 
will show that DAF  is considerably  less  than what  is reflected  in Figure 5.17.  In  fact,  the analysis of 
bridge measurements collected during the ARCHES project led to dynamic allowances close to 1.0 for 
the heaviest loading scenarios in different sites.  
However,  the proposed envelope of dynamic effects of Figure 5.17 offers an  inexpensive way  to 
give a preliminary assessment of  the dynamics of a bridge purely based on  its  length and  the  road 
class. DAF measurements can obviously  favour  the  reduction of  these values based on site‐specific 






















critical  traffic  scenario  inducing  less  dynamics,  or  a  particular  profile with  an  ideal  distribution  of 
irregularities within a given road class. 
5.3 DAF	of	railway	Bridges	




The dynamic amplification  factor  for  railway bridges  results  from a complex  interaction between 














































‐  The  presence  of  regularly  spaced  defects,  e.g.  poorly  compacted  ballast  under  several 
sleepers or alternatively the presence of regularly spaced stiff components such as cross‐beams, 
and  






The  first can be described as a  simplified method  for well and normally maintained  track and  is 
intended  to be used  together with one of  the characteristic  load models. This dynamic  factor  is  in 
some  manner  of  speaking  ’fictitious’  although  when  used  together  with  the  characteristic  load 
models  is designed to describe an envelope that will contain the dynamic bending moments of real 
trains  that  travel  at  their  associated  realistic operating  speed.  The other method described  in  the 







In  appendix  103 of  the UIC 776‐1R  leaflet  six  characteristic  trains  varying  from  special  vehicles, 
high‐speed passenger  trains and  freight  trains are used  to obtain maximum mid‐span moments  for 
varying  lengths of simply supported spans. These moments are then multiplied by the factor (1 + ϕ) 
related  to  the  maximum  speed  of  the  vehicle  in  question.  In  this  manner  the  type  of  train  is 

































where  v  is the maximum strain measured from a passage of a locomotive at speed v and  o ε0 is 
the maximum strain measured during the passage of the locomotive at a speed v ≤ 10 km/h. 
The major factor was found to be a factor they designated as K which  is often referred to as the 
velocity  or  speed  parameter.  It  was  finally  however  decided  to  use  a  factor  K/(1  −  K)  for  the 
calculation of a  linear  regression. Only  the  runs using  the diesel and electric  trains are used  in  this 
regression process  and  it  is  these basic  regression  curves  that  form  the basis behind  the dynamic 






where f  is the first natural bending frequency of the  loaded bridge  in Hz,  i.e. with the traffic  load 
present, v  is  the  speed of  the  train  in m/s and L  is  the  span of  the bridge  in m. The  choice of  the 
definition of f  is somewhat strange as the value of K will vary with the position of the  load and  it  is 
therefore often to use the unloaded natural frequency of the bridge rather than the  loaded bridge. 
However,  this  has  significance  later  when  the  value  of  K  is  simplified  to  the  deflection  from  a 
combination of the dead and the live load. 
According  to  the summary of  the  reports  the dynamic effects are  reproducible given  that all  the 
parameters  are  the  same.  However,  it  also  states  that  because  of  the  complexity  and  the  great 
number of parameters  involved,  the net effect of all  these parameters  is  that  the dynamics of  the 
railway bridges can be regarded as stochastic. 
The study (James 2003) finds that the dynamic increment for both the deflection and the bending 
moment,  increase generally with  the  speed parameter, K. The dynamic  increment  for  the bending 



























study,  contrary  to  the  earlier  part  of  the  report,  the  dynamic  increment  is  found  to  depend  only 
marginally on the damping. 
Nevertheless,  the  study  also  finds  that  the  influence  of  the  different  properties  of  the  track 
irregularities  is  small,  i.e.  depth  and  length  of  defect,  an  isolated  defect  or  regularly  recurring. 
However all  these were calculated  for a high speed of 300 km/h and  the earlier part of  the  report 
finds that the track defects have little effect for a combination of small spans and high speeds. 
It  is  observed  in  the  ERRI  investigation  (Specialists'  Comittee  D214,  1999)  that  bridge  deck 
accelerations  on  high  speed  lines  can  be  excessive  and  cause  amongst  other  phenomena,  ballast 
instability,  unacceptably  low  wheel/rail  contact  forces.  However,  this  appears  to  be  a  problem 





The  dynamic  effect  based  on  the  bridge  deck  accelerations  is,  however,  more  pronounced 
especially  if  wheel  lift‐off  occurs. When  the  unsprung masses  regain  contact  with  the  rail,  high 




The  Association  of  American  Railroads,  AAR,  undertook  a  series  of  field measurements  of  the 





field  data  and  in  contrast  to  (Tobias,  et  al.,  1996)  found  the  log‐normal  distribution  to  poorly 
represent  the data.  This  paper was based on  the  results using diesel  locomotives.  It  is  somewhat 























Also mentioned  is  the effect of  run‐in and  run‐out  i.e.  the  taking up of slack due  to braking and 
acceleration  of  the  train  between  wagons.  This  causes  pitching  of  the  wagons  and  hence  a 
redistribution of the load to adjoining wagons and boogies via the couplings.  








































































that  uses  a  variety of  sensors  attached  to, or  embedded  in,  a  structure  to monitor  the  structural 
response,  analyse  the  structural  characteristics  for  the  purpose  of  estimating  the  severity  of 
damage/deterioration  and  evaluating  the  consequences  thereof  on  the  structure  in  terms  of 
response, capacity, and service‐life (Housner, et al., 1997; Karbhari, 2005). The sensors obtain various 
types of data (either continuously or periodically), which are then collected, analysed and stored for 
future analysis and  reference. The data  can be used  to  identify damage at  its onset,  to assess  the 
safety, integrity, strength, or performance of the structure. 






























assessment  of  this  response.  Some  sensor  systems may  need  to  embedded  in  or  attached  to  the 
structure for the complete monitoring period. 









In  addition  to  the  need  for  current  condition  assessment  and  long‐term monitoring  for  better 
management  of  existing  structures,  the  following  factors  also  contribute  to  the  recent  rapid 
development and advancement of SHM technologies in civil engineering (Bisby, 2006):  
‐ The recent advancements  in sensing  technologies with high speed and  low‐cost electronic 
circuits, and development of highly efficient signal validation and processing methods (e.g. fibre 










According  to  (Sikorsky,  1999),  SHM  systems  can  be  classified  both  in  terms  of  their  level  of 
sophistication  and  by  the  types  of  information  (and  decision making  algorithms)  which  they  are 
capable of providing. These  classifications are particularly  instructive  in understanding  the goals of 






































































































































































































































Periodic monitoring  is  conducted  to  investigate  the  structural  response or any detrimental  change 
that might occur in a structure at specified time or time intervals (e.g. weeks, months, or years apart). 






period  of  time  (weeks, months,  or  years) without  interruption.  This  type  of monitoring  has  only 
recently been used  in  full scale  field applications, due  in part  to the higher costs and complexity of 
SHM  system  (Bisby,  2006).  In  continuous  monitoring,  data  acquired  at  the  structure  are  either 
collected or stored on site  (logged) for transfer, analysis, and  interpretation at a  later time, or they 
are continuously communicated  to an offsite  (remote)  location.  In  the most  sophisticated of  these 
types of SHM applications, field data are transmitted remotely to the engineer’s office for real‐time 
monitoring and interpretation. 
Customarily, continuous monitoring  is only applied  to  those  structures  that are either extremely 
important or  if  there  is a doubt about  their structural  integrity. The  latter might be  the case  if  the 
structure is likely to be exposed to extreme events, such as severe earthquakes and hurricanes, or if 






New advances  in  sensor  and  information  technologies and  the widely use of  Internet  is making 
SHM a promising technology for better management of civil  infrastructures. There have been many 




































































































































































































In‐service monitoring of  civil  engineering  structures provides  a wealth of  information on how  real 
structures  actually  behave  when  subjected  to  actual  structural  and  environmental  loads.  This 
information  is  critical  to  advance  the  future  practice  of  structural  engineering.  The  information 





becomes  less  necessary  for  structures  to  be  overdesigned, which  significantly  lowers  construction 
costs  (Dong,  2010)  and  increases  the  overall  efficiency  of  infrastructure  projects.  Early  damage 
detection also allows repairs to be made at the onset of damage, which can drastically decrease the 





This  can  be  particularly  important  for  long‐span  bridges, where  visual  inspections  are,  in many 
cases,  impossible  or  inadequate  for  determining  a  bridge’s  safety  (Pines  &  and  Aktan,  2002).  In 
addition, SHM can be used where data is needed to provide confidence in a new building material or 
an  innovative  construction  technique.  In  the  case of a  structure nearing  the end of  its  service  life, 
SHM may permit its continued use for a time by providing confidence of its satisfactory performance. 
Reduction in down time 
Down  time  during  structural  repair  or  upgrade works  is  one  of  the major  costs  that must  be 






















of  productivity  and  economic  growth,  inconvenience  costs,  and  energy  costs,  it  is  now  widely 
accepted that these costs must be considered when examining various rehabilitation and upgrading 
schemes, particularly for highway bridges. Early damage detection and an improved understanding of 
structural behaviour  result  in a  reduction  in down  time  for  structures which may  require  repair or 
strengthening. 
Improved maintenance and management strategies for better allocation of resources 
SHM  systems  reduce  the  requirement  for  field  inspection and enable  the development of  large‐





tools  to  quantify  the  structural  performance.  Lifetime  reliability  has  been  a  pillar  in many  of  the 
proposed approaches  for bridge management. The use of advanced  tools  can greatly  improve  the 
quality  and  increase  the  accuracy  of  these  frameworks.  Reduction  of  epistemic  uncertainty  and 
validation of present  information  is a key  step  in a good  life‐cycle management  framework.  In  the 




the  development  of  such  a  system  involves  the  use  of  expertise  in  many  disciplines,  such  as 
structures,  materials,  damage  detection,  sensors,  data  management  and  intelligent  processing, 
computers, and communication. 
Advances  in  structural health monitoring  (SHM) have paved  the  road  for SHM’s practical utility. 
SHM  can provide accurate  information about both  the  resistance parameters of  the  structure and 
load effects acting on its components. Further, SHM can be performed over discrete time intervals or 




























SHM  has  enjoyed  significant  research  efforts  aimed  at  the  development  of  algorithms  and 
methodologies for system identification, damage detection, and updating of finite element models. 
Only  recently,  research  that  treats  SHM  under  uncertainty  has  emerged  (Catbas,  et  al.,  2008; 
Frangopol  &  Okasha,  2009;  Liu,  et  al.,  2009).  However,  these  studies  have  mainly  focused  on 
information related to the load effects that SHM provides. Furthermore, these studies have primarily 
used  classical  inference  concepts  in which prior  information  cannot be easily  incorporated  and,  in 






decisions  (Frangopol  &  Okasha,  2009).  Figure  6.3  shows  a  flowchart  of  the  integrated  life‐cycle 
management  framework with  the main  features  of  the  framework  and  the  Figure  6.4  shows  the 
framework with extended details. Uncertainty is an integral component in all aspects of this (or any) 
life‐cycle management framework (Frangopol & Okasha, 2009). Therefore, each of the steps specified 






(b)  To be used with  the  SHM  to update  the  resistance parameters. Traditionally,  SHM data has 
been used to update FE models of structures for the purpose of obtaining a FE model that captures 
the performance of the structure more accurately. Frangopol and Ikasha (2009) have used the finite 
































































































































































































































































where the finite element model of the bridge and,  in turn,  its  lifetime reliability are update through 
the updating of the structural resistance and the structural response with SHM data.  
6.2.2 SHM	and	Bayesian	updating	




joints);  unmodeled  features  such  as  in‐plane  diaphragm  flexibility,  neglected  ‘‘non‐structural’’ 




itself;  it  is  usually motivated  by  the  desire  to  improve  the  accuracy  of  predictions  of  the  System 
response or its current condition or ‘‘health.’’ 
In  essence,  the  main  motivation  for  devising  ways  to  incorporate  SHM  data  into  a  life‐cycle 
framework  is  to  find  an  estimation  of  a  certain  quantity  of  interest,  such  as  the  load  effects  and 
structural  resistance  parameters.  Therefore,  updating  is  a mathematical  estimation  problem.  The 
quantities of  interest are  inherently  random. Accordingly, mathematical estimation  consists of  two 
steps: mathematically model the data  (i.e. describe  it by  its probability density  function  (PDF)), and 
estimate  its parameters  (Kay 1993). The classical estimation approach  treats  the parameters of  the 
PDF deterministically, and they can be found by methods such as the maximum  likelihood estimate. 
To  account  for  estimation  errors,  the  classical  estimation  approach  uses  confidence  intervals  to 
express  the degree of  these errors  (Ang & Tang, 2007). However,  the classical estimation approach 
provides no way for incorporating prior information. Instead, the Bayesian estimation approach treats 
the parameters of  the PDF as  random variables, and makes  it possible  to use  the prior knowledge 
(Bocchini, et al., 2013). Judgment based solely on SHM data obtained over a period of time may lack 
information on extreme events  that are encountered outside  this period. Therefore,  it  is crucial  to 
combine  this  SHM  data with  established  estimates  of  these  quantities,  for  example  the  AASHTO 
specified  live  load  (AASHTO  2002)  to  be  combined  with  the  load  effects  obtained  from  SHM. 
































PDF  called  the  prior  PDF   'f  ,  which  constitutes  the  prior  knowledge  that  is  intended  for 
combining with  the SHM data.  In addition,  the prior PDF has parameters of  its own. To distinguish 











L f x 

    (52) 
Where  ( | )X if x   is the PDF of X evaluated at the SHM data value xi, given that the parameter of 
the PDF  is θ. The  likelihood function L(θ) may be formally defined as the  likelihood of observing the 
SHM data values xi assuming a given parameter θ. 
Combining  the  prior  with  the  likelihood  provides  the  new  updated  information  about  the 
parameter  θ, which  is  in  the  form of  the posterior PDF   ''f   given as  the equation  (53)  (Ang & 
Tang, 2007). 
  ''( ) ( ) '( )f kL f      (53) 





























smaller  dispersion, meaning  that  it  refers  to  a  test with  high  accuracy.  The  posterior  distribution 
represented shows a dispersion between the two previous curves, meaning that execution of the test 






underlying random variable X. However,  in  life‐cycle management,  it  is most  likely that a reliability‐
based  performance  indicator  is  used.  Methods  and  software  that  compute  these  performance 
indicators are built to treat random variables with deterministic parameters. It is therefore necessary 
to combine  the  inherent variability  in X with  the variability  in  the posterior PDF of  its parameter  in 
order to obtain the updated PDF of X whose parameters become deterministic (Okasha & Frangopol, 
2012). By virtue of the total probability theorem, the updated PDF of X is: 
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Where  *( , )iF y p   is the fitted CDF at yi with parameters p. The optimisation problem associated 




as  the adaptive Simpson quadrature,  to  compute equation  (56). These methods may  find  that  the 





with  the  likelihood  function,  a  posterior  function  in  the  same mathematical  form  of  the  prior  is 
obtained. For example,  if the underlying random variable X  is Gaussian (with unknown mean µ and 







( ') '( / )''
( ') ( / )
( ') ( / )''





    

























Conjugate  prior  distributions  can  be  constructed  if  the  data  set  of  an  arbitrary  size  can  be 
completely characterised by a fixed number of summaries with respect to the likelihood function, i.e. 
it depends on the existence of sufficient statistics of fixed dimension for the given likelihood function. 
For  example,  the  sufficient  statistics  in  the  case  of  equation  (58)  are  x   and  n.  Hence,  all  the 
information that  is needed from the data set  in order to perform Bayesian updating  is contained  in 
the number of points in that data set and its mean. 
The basic justification for the use of conjugate prior distributions is that it is easy to understand the 
results, which  can  often  be  put  in  analytic  form,  and  they  simplify  computations  (Gelman,  et  al., 
2003). Unfortunately,  it  is mostly  the  case  currently  that  conjugate  priors  are  not  used  and  thus 
special techniques are used for Bayesian computations. Except in simple cases, explicit evaluation of 
the  integrals  in  Bayesian  analysis  is  rarely  possible.  In  fact,  the  recent  popularity  of  the  Bayesian 
approach to statistical applications  is mainly due to advances  in statistical computing (Ghosh, et al., 
2006).  
The  treatment  of  SHM  data  is  usually  associated with monitoring  of  extreme  events  (i.e.  load 
effects of very heavy  trucks). The  literature of papers  linking  the  themes of Bayesian updating and 
extreme  value modelling  is  sparse,  in  part  due  to  computational  difficulties,  some  of which  have 
recently been overcome by techniques such as Markov chain Monte Carlo (McMC) (Bocchini, et al., 
2013).  Extreme  value  distributions  do  not  lend  themselves  easily  to  Bayesian  updating;  the main 
problem  is  that  there  is  no  conjugate  distribution.  For  example,  the Weibull  distribution  or  the 
Gumbel distribution  are  the most used extreme  values distributions  for model  the  traffic extreme 




The Metropolis‐Hastings  algorithm  is  a  simple  procedure  to  simulate  samples  according  to  an 
arbitrary PDF where the target PDF need only be known up to a scaling constant. 
The  basic  idea  of  the  Metrapolis‐Hasting  (MH)  algorithm,  whose  development  led  to  very 
considerable progress  in Bayesian analysis,  is not to directly simulate from the target density (which 
may  be  computationally  very  difficult)  at  all,  but  to  simulate  an  easy Markov  chain  that  has  this 
density as its stationary distribution (Ghosh, et al., 2006; Bocchini, et al., 2013). Instead of finding the 





























equal  to  the  target PDF.  In other words,  the PDF of  the Markov  chain  sample  simulated at  the  jth 
Markov  step  tends  to  the  target  PDF  as  j  tends  to  infinite.  The Markov  chain  samples, which  are 
dependent in general, can be used for statistical averaging as if they were independent, although with 





To produce quality  samples efficiently with MH algorithm,  it  is crucial  to  select a good proposal 














closed‐form  and  for  this  reason,  Okasha  and  Frangopol  (2012)  recommend  the  use  of  the  slice 



























which  is mostly  the  case  in  SHM,  equation  (53)  has  to  be  computed  directly.  Construction  of  the 
likelihood  function  (see  equation(52))  requires multiplying  all  the  |( )X if x    functions  at  all  SHM 
data  points. With  only  five  observations,  the  test  resulted  in  a  long  equation  for  the  likelihood 
function (Okasha & Frangopol, 2012). When hundreds of SHM data points are at hand, construction 




- L(θ) = L(θ)  |( )X if x   
Second,  |( )X if x  is a PDF whose value  is most  likely  less  than 1.0.  In  this case, as N  increases, 
L(θ)  is decreasing,  creating numerical difficulties  in  the Bayesian  computations.  To  study how  L(θ) 
decreases with the sample size N (see equation (52)), consider that 200 samples are available. For this 







prior  in  the  subsequent  analysis.  Thus,  the  whole  SHM  set  can  be  divided  into  sets  of  sizes 































components  to be known are  the structural strength R and  the  load effect L. The  load effect  is  the 
structural  response  to  various  types  of  loads,  dead  and  live.  SHM  instrumented  on  a  completely 
constructed bridge is only able to detect variations in live load.  
Ideally,  a  SHM  system would  be  designed  for  fulfilling  objectives  of  the  life‐cycle management 
framework. The type of SHM devices used and the locations of these devices would be established to 
obtain the optimum details needed  for the enhancement of  the  life‐cycle management  framework. 
For  instance, appropriate sensors are  installed at  locations that can be determined by means of the 





the most  interesting data  is  the SHM data  that  represent  the  structural  response due  to  traffic.  In 
particular, the strain produced by passing traffic and measured using strain gages or through a WIM 
System and converted  to bending moments at  the critical section. However,  the monitored section 
may not be a critical one and thus the load effects at the critical section must be calculated through 
the envelopes of  load effects. For reliability purposes,  the safety of  the structure  is quantified with 






































































































































































































            
     (59) 
Where  ,jmon refC  reference cost of monitoring component j during d0 days, dk = length of monitoring 
(in  days),  fjmonC =fixed  cost  of  monitoring  component  j,  monm =number  of  components  that  are 
monitored,  r  =  yearly  discount  rate  of money,  monjn (t)  is  the  number  of monitoring  times  for  the 
component j until t, and  kt = time of kth monitoring of component j.  
The possible maintenance actions or reparations and their associated costs Cr(l) must be taken into 















     (60) 
Where  ( )rc l =cost of maintenance action l,  ( )rn t  =number of repair of the bridge until t, r=yearly 




financial  resources,  keeping  the  structures  safe  and  serviceable.  Therefore,  the  objective  of  the 
optimization process is to determine optimal maintenance and repairing (M&R) strategies. Moreover, 






























the  cumulative  owner  cost  at  the  end  of  service  life  includes  the  monitoring  cost  and  the 
maintenance cost.  
6.4 Benefit	of	SHM	
The  main  benefit  of  the  use  of  SHM  systems  is  to  help  in  the  determination  of  long  term 
maintenance  strategies with  the  introduction of accuracy  in  the data. The optimal M&R  strategies 
must be compared when monitoring results are not  taken  into account  in  the optimization process 
and when  they  are.  In other words, monitoring program enables  to update  the  knowledge of  the 
structure and to modify the future M&R strategies. 
The degree of accuracy  in  the predictions depends  in a  large way on  the ability and accuracy  to 
capture certain aspects of the structural performance and the approach of handling uncertainty. For 
this,  the  integration of monitoring  information  in  the  life‐cycle analysis  is highly  important. On  the 









































































































































The  evaluation  of  structures  requires  information  related  to  its  properties  and  real  boundary 
conditions. This information cannot always be known with the desired accuracy, especially in existing 







The non‐destructive  load  tests on  real  structures are  considered as one of  the best methods  to 
assess  the  carrying  capacity,  because  the  concept  is  intuitively  acceptable  and  the  results  are 
conclusive. 
The  load  test  tests  are  an  alternative  or  a  complement  to  the  assessment  of  bridges  through 
analytical calculations. A proof load test evaluates the ability of the bridge to support its own weight 
and  dead  load,  plus  a  certain  overload.  In  order  to  obtain  an  adequate  safety margin,  against  a 




















The  load  tests on bridges are not a  recent activity and have been executed  for centuries.  In  the 
early twentieth century the bridges were tested under distributed  load simulating real traffic.  If the 
bridge had not collapsed or had no excessive deflections, it was considered suitable. 
 In some European countries,  it got used  to check  the bearing capacity of  the  important bridges, 
before opening them to the public service. 
The load test assays are performed in different types of structures in many countries worldwide. In 
the beginning,  the main goal of  load  tests was  to verify  the design assumptions and  the expected 
behaviour during the design phase as well as the quality of the construction. Subsequently, they have 





‐  Behavioural  tests.  These  types  of  tests  are  performed  to  confirm  the  results  of  the  analysis 
methods and can serve as a complement to the assessment process. They  involve applying a known 
load, normally  less than the design  load, thus, theoretically,  it  is safe and does not carry any risk of 
damage or collapse. The decision to apply a test of this kind depends on the type and condition of the 
bridge,  as  well  as  the  presence  of  unknown  actions  during  analysis  that  can  cause  efforts  not 
considered.  Due  to  the  low  loading  levels  used,  these  assays  provide  information  only  on  the 
distribution of  the  load, allowing  the  theoretical models  calibrate both  static  (static  load  test) and 
dynamic (dynamic load test). They do not provide much information on the ultimate resistance. 
‐ Proof load test. This type of test is ideal from the point of view of the evaluation, because allows 
establishing the service  load supported by the bridge, for a given security  level.  In this type of test, 
the bridge  is subjected to high static  loads applied gradually until reaching a value equivalent to the 
value of the service  load multiplied by the factors of the ultimate  limit state. This  issue  is that  if the 
bridge design factors are used, theoretically it could collapse. If it is suspected that the structure has a 
reserve of strength the test can be performed. Otherwise smaller may oration design factors should 
be used, so  that  the maximum service  load can be calculated  from  the maximum  load  in  the assay 
divided by an appropriate factor.  
There is always the risk that the bridge could be damage during the test. Thus, the response of the 























(nonlinear  analysis).  This  could  mean,  for  example,  to  allow  steel‐concrete  composite  action  or 
concrete‐concrete where it is thought that does not exist or not allow the movement of the supports, 
modify the boundary conditions of the individual elements, considering soil‐structure interaction, etc. 




The  instrumentation  of  the  three  previous  tests  should  be  minimum  to  ensure  the  correct 
interpretation of the effects of the load test and it usually involves the necessary means to measure 
deformations and displacements. 








































In practice, the diagnostic assays  involve  low  load  levels, such as smaller trucks or normal traffic, 




























The  commonly  accepted method  involves  the  application  of  gradually  increasing  loads  to  the 
structure  and  simultaneous  monitoring  of  behaviour,  especially  deformations,  deflections  and 
appearance of microfissures  in  concrete  structures. Based on  the measures  taken,  the  critical  load 
level can be  identified, which can be characterized by the occurrence of nonlinear behaviour  in the 
structure. This critical  level must not be exceeded during  the  test. The maximum  test  load reached 
during the test is considered as the load limit to be taken into consideration in the calculation of the 
safety margin and therefore determine the allowable service load for the structure. 
During  the performance of  the  load  test  is necessary  to  take  several precautions,  such  as  good 
planning, gradual implementation of the test load and control the responses of the structure in order 
to not exceed the elastic limit of the material. 
In general,  the  load  test assays are performed  to evaluate  the  load  capacity of existing bridges, 
whose test loads are the maximum that the bridge can withstand without damage. Nevertheless the 
load proof does not necessarily have  to be  the  top  resisted by  the bridge, but  it must be of  such 
magnitude that allows classifying the bridge as safe. 







of  the  structure  through  a  load  test  and,  additionally, based on  the  results,  the maintenance  and 
repair of the structure can be more efficiently planned. 
Therefore,  load  test  on  bridges  are  usually  a  great  benefit  to  engineers,  as  they  help  the 



















action of the service  loads.  It  is appropriate to think  in a safety assessment of the structure using a 
test loads if: 
‐ The analytical methods produce an unsatisfactory load value of service, or 




Worldwide  there  are  several  experiences  in  carrying  out  load  tests  on  bridges  in  order  to 
determine their safety or to study their behaviour. 
One of the most  important  is that carried out by the German government through a cooperative 





order  to  extend  its  service  life  and  adapt  them  to  new maximum  permissible  overload  because 







































































Reliability  (or  safety) of a  structure depends on  the variability of  the  resistance and  the applied 
loads. Thus, when a bridge  survives a  load  test assay or  loads applied during  “n” years of  service, 
immediately shows that the resistance of the bridge is greater than the effects produced by the test 
load used or  the  service  loads,  applied during  its  lifetime. This  reduces  the uncertainty  associated 
with the bridge resistance and  increases  its reliability, but neither reveals  its maximum capacity nor 
provides a significant safety measure of it.  
When the bridges are designed, the built bridge behaviour, together with the nature of local traffic, 
can  only  be  estimated.  Therefore  the  load  factors  and  resistance  LRFD  method  are  necessarily 




















































































































































































































































































































































































Since  the  load  level  can  be  important,  one  of  the main  difficulties  in  a  proof  loaf  test  is  the 
application of the load itself. 
It  is  important  that any  load system consider the personal safety and avoid excessive damage or 
catastrophic failure of the structure. 




and  have  repeatability  in  the  sense  that  both  the  linear  response  of  the  bridge  under  repeated 
loading as well as the return to zero of the response in discharge can be monitored and verified. 
The monitoring of the load test must ensure that the behaviour of the bridge does not exceed the 
elastic  limit  of  the  materials.  The  basic  instrumentation  consists  of  load  cells,  strain  sensors, 
transducers and inclinometers. The instrumentation is used to measure the following: 
‐ Load cells for the measurement of test loads 































  ( ) 0G x R S     (61) 
And the safety margin can be defined as: 
  Z R S    (62) 
According to Fu y Tang (1995) the safety margin can be express, using Eurocode nomenclature, as 
follows: 
  Z R G Q R Q        (63) 
And the probability of failure as: 
  ( 0) ( 0)fP P R S P Z       (64) 





Having  defined  the  resistance  R  and  the  solicitation  S  as  random  variables  whatsoever,  the 
corresponding  reliability  index  β  related  to  the performance of a  load  test  can be  calculated using 
FORM methods  or  some  similar  algorithm  through  the  formulation  of  the  respective  limit  state 
function (equation (64)).  
Moreover,  if the desired reliability  index based on a  load test has been previously defined (target 
reliability  index),  the  test  load  to be  introduced  in  the assay  the  test  load  to be  introduced  in  the 
assay to ensure the passing of traffic with the defined security level can also be calculated iteratively 
using FORM methods. That  is, once defined  the  target  reliability  index given  the constraints of  the 
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( · ) ( )PL D D Q Dad
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BIAS Q     
      (67) 
The mean value of resistance can be defined using the BIAS factor of the random variable applied 
to the nominal value of resistance. The nominal value of resistance  is equal to the test  load applied 
during  the  assay  plus  the  permanent  loads.  Qd(0,95)  =  characteristic  value  of  the  effects  of  traffic 
actions. ϒPL = partial safety factor of variable actions. 
With  this,  ϒPL  x Qd(0,95)  is  the  effect  on  the  bridge  of  the  test  load  introduced  in  the  assay,  but 
expressed  in units of  characteristic  traffic overload  (  for  example,  the  value defined  in  the design 
standards). The value of the test load (ϒPL x Qd(0,95) ) can be obtained from the equation (67), when all 





in  the bridge during  the  load  test. Then  in  the equation  (67) only  remains  to determine  the partial 
safety  factor  of  variable  actions,  ϒPL  to  achieve  the  desired  reliability  index  β.  ϒPL  represents  the 
number of times that the characteristic value of traffic actions must be applied in the test. In the case 
of  reinforced concrete bridges  subjected  to bending,  it can be considered a BIAS = 1,12  (Nowak & 
Collins, 2000). 
As appears  from what have been  seen until now,  to determine  the  charge  level  to enter  in  the 
bridge during the performance of the test, after the level of safety or reliability index that is required 
is determined,  it  is  necessary  to  know  as  accurately  as  the most  important  variable  solicitation  is 
going to appear on the bridge, i.e. traffic action. 
7.5 Monitoring	and	instrumentation		
The  first  step  in planning  the  test  is  to visit  the  site and have a  close  look at  the  structure. The 






















The  bridge  structure  is  loaded with  static  and  (or)  dynamic  loads  during  the  load  testing.  The 
highway bridges are usually statically  loaded with vehicles (lorries). The main parameter of the  load 
test  is  the magnitude of  the  load. As a  rule  the  load quantity  is chosen  in  relation  to characteristic 
loading or calculated ones. The other attitude  is  to determine  the  load quantity on the base of the 
normal day‐to‐day load experienced by the structure.  
The next  important  issue  is  the position of  the  loads: The desired positions  for  the  loads  to be 
applied will  have  been  determined  as  part  of  the  feasibility  study.  For  instance,  it will  be  known 






















































The  basic  instrumentation  consists  on  load  cells,  strain  sensors,  displacement  transducers  and 
inclinometers. This instrumentation is used to measure the following:  
‐ Load cells for the measurement of test loads  
‐  Strain  gauges  to  obtain  strains  (stresses)  in  bridge  components  to  measure  strain  and 
curvature;  
‐  Displacement  transducers  to  measure  relative  or  absolute  displacements  of  bridge 
components;  
‐ Inclinometers to measure the relative and absolute rotation of bridge components.  
Additional  instrumentation  may  consist  on  vibration  measuring  equipment,  thermometer  and 
anemometer  and  equipment  for  acoustic  emission  (AE)  analysis  to  observe  the  development  of 
micro‐cracks and material degradation in concrete and masonry bridges.  
Prior to conducting a  load test, the engineer must determine  the goals of the test and the types 



















Strain data may be  needed  at  several  locations  consistent with  the  needs of  a proof  load  test. 
Strain  sensors  are  usually  attached  on  critical members  to monitor  response.  Also,  locations  are 
selected  so  that  the analytical model can be validated  if  such a model  is available. This  is done by 
placing  sensors  on  several  main  load‐carrying  members  and  monitoring  simultaneously. 
Subsequently,  the measured  responses  can be  compared  to  the predicted  values  from  the model. 








Displacement measurements are often an  important part of  the  load  testing program, especially 




The measurement  of  relative  vertical  displacements  between  the  top  and  bottom  flanges  of  a 
girder can establish  the  integrity of  the section, particularly  if extensive deterioration  is present.  In 
some  cases,  such as at bearings,  the measurements of horizontal displacements may be helpful  in 
deter‐mining whether a bearing is functioning as designed.  
7.5.1.3 Rotations and Other Measurements  






















The  position  of  the  test  vehicle,  both  transversely  and  longitudinally  should  be  recorded.  Other 
measurements may be needed such as for crack openings, slippage, and rigid body motion.  
7.5.1.4 Acoustic Emission  
The Acoustic Emission  (AE) system can be used  for  long or short term monitoring  (evaluation) of 
structures.  It  is usually used on  the second  type of usage  in  the context of bridge  load  testing and 
bridge evaluation. 
Acoustic emission monitoring of bridges  requires application of mechanical or  thermal  stimulus. 
Test procedure for using of AE data acquisition systems during soft, diagnostic and proof load testing 
of bridges will be described below. 





The burst  emission means  that  acoustic  emission  events  can  be  separated  in  time.  This  type  is 
emitted in the case of crack initiation or propagation in concrete, for example. 
The  continuous  type  emissions  result  from  continuous  events  such  as  leaking. Dealing with  AE 
based monitoring or evaluation of concrete structure the burst emission signals are of interest. 
The basic  (primary) parameters of hits, which are  calculated  from  the  time domain of  the burst 
signals, are presented  in Figure 7.9. They are peak amplitude, a  signal duration,  rise  time and  ring 
down count (EN1330‐9). 
One waveform  is  to be  counted  as one AE  event, while  the  cycles over  the  threshold  level  are 
named as AE ring‐down counts  (or simply “counts”). The  threshold  is a pre‐set voltage  level, which 
has to be exceeded before one AE signal is recorder and processed.  

























AE  sources  are  usually  classified  with  respect  to  their  acoustic  activity  and  acoustic  intensity 
(ARCHES‐02‐DE08_C,  2009).  Acoustic  activity  of  a  source  is  commonly measured  by  a  number  of 
acoustic  emission  events.  Three  different  types  of  sources  with  respect  to  their  AE  activity  are 
presented in Figure 7.10. 


















































































































wave. The propagation of  stress waves  in  solids  like  concrete  is more  complex because  solids  can 
resist shear forces.  In solids an additional wave mode exists that  is  independent of the p‐wave.  It  is 
called  distortion,  or  shear  wave  (marked  as  s‐wave)  with  particle  motion  perpendicular  to  the 
direction of wave travel. 
With the introduction of boundaries and interfaces like free surfaces or cracks, a third type of wave 




The velocity of wave motion  is one of  its most  important properties.  It depends on  the material 
and  on  the  source  of  the waves.  The  velocity  of wave motion  can  be  experimentally  defined  as 
follows: Fix 2 sensors at specified distance on the surface of the material investigated. Induce a wave 
motion  at  the  straight  line which  goes  through  both  sensors.  The  location  of  the  source must  be 
































Two  basic  mechanisms  cause  damping  of  a  stress  wave  in  an  infinite  medium.  Geometric 
attenuation is caused by the wave propagation from its origin to the sensors, over a larger distance. 
This attenuation is frequency independent. 
Material attenuation  is caused by absorption and scattering due  to  internal  friction at aggregate 

















































































































































































done qualitatively by  the bridge owner  through  studies of  structural condition,  resources  required, 
expected sources of reserve strength where analytical models are not modelling appropriately, and 
the probability of  the  test providing a better  load  rating. But  if  the method can be automated and 
made a part of the bridge management systems, then these systems may be able to advise owners on 
when  load  testing  may  be  appropriate  and  suggest  load  testing  as  an  option  among  other 
recommendations. 
7.6.1.1 Costs 
There are numerous  sources  for costs associated with  load  testing but,  in general, are  relatively 
easy  to  estimate  compared  to  benefits.  This  is  due  to  the  simplicity  of  placing  sensors,  ease  of 
controlling traffic, and the relative short period of time that is required to load the bridge with trucks. 




‐  Traffic  control  costs  (CT).  The  normal  traffic  should  have  to  be  controlled  during  the  loading 
operation and the costs of traffic control depend on the size and traffic volume of the bridge, length 
of  time  required  to  perform  the  test,  and  work  zone  control  guidelines  effective  at  the  bridge 
location. 
‐ Sensors and other  instruments  (CS). Depending on  the  test objectives  the  instrumentation and 
sensors quantity can be variable but are one of the most important sources of costs.  
‐ Data analysis  costs  (CD). The  characteristic of  the bridge and  the documentation available, will 
affect  the  complexity  of  data  analysis, modelling  and  calculation.  These  costs  of  their modelling, 
calculation and analysis of data obtained in the load test will give the costs of analysis. 
‐  Labour  costs  (CL).  The  labour  cost will  be  directly  related with  the  length  of  time  required  to 





















trucks  or  other  elements  (explained  above)  and,  also,  the  location  of  the  bridge,  equipment 
relocation costs, etc.  
‐ Other miscellaneous costs  (CMISC). Remaining costs  required  to execute  the  test not mentioned 
above. 
Therefore, the total cost of a bridge load test can be estimated as (Alampalli & Ettouney, 2010): 









Quantitative  benefits  (BQN)  result  from  better  decision  making  possibilities  due  to  additional 
information  obtained  from  the  load  testing.  In  cases where  load  testing  serves  as  an  operational 




2)  The  load  test  shows  that  the  conventional  approach  is  either  too  conservative  or  unsafe 
(depending on the process).  
In  this  case,  the  benefit  of  the  load  test will  be  the  cost  deviation  between  the  conventional 
decision  state  and  the  result  of  the  load  testing  suggested.  This  can  be  estimated  by  identifying 
appropriate states and probability of achieving each of these states based on previous experience for 
similar bridges. 
Similarly,  the benefit of  load  testing  can be estimated by  the more  informed decisions made  in 


































































































































‐ Operation covers: Surveying, cleaning,  road and  rail patrol,  routine  inspections, monitoring and 
administration. 
‐ Maintenance  covers  the  following major  elements: Main  cables,  hanger  cables,  cable  clamps, 
roadway  surfacing,  railway  track  systems, external  surfaces of  the bridge girders and  cross beams, 
upper  surface  of  the  railway  bridge  girder,  external  surfaces  of  towers,  crash  barriers  and  wind 
screens, roadway expansion joints, railway expansion joints, buffers at towers and terminal structure 














A  design  approach  ensuring  the  above  will  be  achieved  and  can,  especially  for  large  scale 
monitoring  systems, be based on  the  combination of  two methods  in order  to provide  the design 
basis for a SHMS. 
A LCCA for the bridge to be monitored may preferably be carried out followed by the planning of a 






















The  challenge  facing  bridge managers  and  the  purpose  of  Life  Cycle  cost  Analysis  (LCCA)  is  to 
specify  an  economically  efficient  set  of  actions  and  their  timing  during  the  bridge’s  life  cycle  to 
achieve  the  50‐  to  100‐year  service  life  that  many  bridge‐management  professionals  feel  is  an 
appropriate  target  for  this major  public  investment.  It  also  assists  decision makers  in  comparing 
alternative strategies for managing a bridge. 
The cost  to an agency  for a bridge  is never a one‐time expenditure. A bridge  represents a  long‐
term,  multiyear  investment.  Following  its  planning,  design,  and  construction,  a  bridge  requires 





service  is  its service  life. The sequence of actions and events and their outcomes–e.g., construction, 
usage, aging, damage, repair, renewal–that lead to the end of the service life and the condition of the 




future  costs  to  arrive  at  the most  economical  strategy  for  ensuring  that  a bridge will  provide  the 
services for which it was intended. 
LCCA  is essentially a  technique  for  considering  the economic efficiency of expenditures. Given a 
certain  set of  requirements  that a bridge must meet–e.g.,  traffic volumes  to be  carried, maximum 
vehicle  loads,  geotechnical  and  climate  conditions–the  lowest‐cost  set  of  actions  meeting  those 
requirements is preferable to other sets of actions. The bridge resulting from those actions represents 
a more  efficient  use of  scarce  resources  (public  funds  and  time)  than other  alternatives.  It  is  this 
consideration  of  all  resources  used  to  produce  the  bridge’s  services  that  distinguishes  LCCA  from 
discounted  cash‐flow  analysis,  a  computationally  similar  technique  used  by  financial  analysts  to 
compare streams of revenue and expenditure 
When  indirect user costs such as those relating to ride quality are considered, the use of LCCA  is 

























“Bridge  management”  refers  to  the  various  activities  of  planning,  design,  operation,  and 
maintenance  that determine how a bridge  is configured  throughout  its  service  life. The underlying 
motivation  for using  LCCA  in bridge management  is an understanding  that  trade‐offs are possible, 
e.g., spending to install more durable coatings of steel elements during initial construction in order to 
reduce  the anticipated  frequency of  future  repainting, or adopting a somewhat more costly design 
detail to make future maintenance easier and less costly. 
Many  of  the  applications  of  LCCA  deal with  such  design  issues.  However,  the  principles  apply 
equally well  to questions posed by existing bridges, LCCA presumes  that a particular  facility, e.g., a 
bridge, is warranted and will be provided by some means. 
The  technique  also  includes  the  idea  that  there  are minimally  acceptable  conditions  that  will 
trigger,  if they are not met, corrective action, e.g., repainting, deck replacement. For these reasons, 
LCCA  is  useful  for  comparing  alternative management  strategies;  the method  cannot  be  used  to 
justify  construction of a new bridge where none exists. This  latter problem  requires application of 
BCA. 




seek to minimize the total costs  likely to be  incurred during a bridge’s complete  life cycle. BLCCA  is 
concerned with projecting these costs and comparing costs for alternative courses of action. 
These costs are paid by either the “agency” or “users.” The agency is typically a government entity; 
its  costs  are  direct  expenditures  of  funds  for  planning,  design,  construction,  operation,  and 
maintenance of a bridge. “Users”  is a broader category  that  includes vehicles using  the bridge and 
possibly the businesses and residents of nearby areas that rely on the bridge for access. The specific 

























Extraordinary costs are  incurred when unusual events happen. A  severe  flood, an earthquake, a 
chemical  transport  vehicle  colliding with  the  structure,  and  the  like  can  cause  substantial  bridge 
damage and high recovery costs. Users are delayed and  inconvenienced while repairs are made and 
may even  suffer direct damages  from  the event  itself. Even  though  the events are  rare,  the  costs 
when they do occur are so high that they may represent a significant factor  in BLCCA. The expected 




manage  a  bridge  and  the  costs  of  those  actions  and  outcomes.  Even  for  extraordinary  or 
“vulnerability” costs, the analysis must rely on such estimates. 
Because  they are estimates,  these  figures are always uncertain. Once an action  is  taken and  its 
outcome observed, the actual value recorded as an indication of the outcome (e.g., cost, traffic level, 
deck  spalling) may  vary  from  the  estimate,  sometimes  substantially.  A  deterministic  approach  to 
BLCCA relies on outcome and cost estimates  initially without regard for their potential variability. A 
single set of estimated costs, deterioration rates, and the like are used to compute a single estimated 


































during  its  planning,  design,  construction,  use  and  maintenance  over  the  course  of  many  years. 
Possibly the most basic issue in BLCCA is the determination of how long a bridge’s service life is likely 
to be.  In practice,  the end of a bridge’s useful  life often comes decades or even centuries after  its 
initial construction. 
In practice,  this end  comes because  the bridge  is determined  to be either no  longer needed or 
unsafe,  obsolete,  or  otherwise  unable  to  provide  the  services  expected  of  it  even  with  repairs. 
Unacceptable safety and obsolescence are conditions  judged by professionals who rely on currently 




BLCCA,  the  service  life  is a not‐quite arbitrarily  chosen value denoting  the anticipated  time period 
from the end of construction until conditions reach an unacceptably low level. 






These  typical deterioration models are generally understood  to  include at  least  some normal or 





Obsolescence results when there  is a change  in the requirements or expectations. Such a change  in 
effect increases the condition or functional level judged to be unacceptable (Figure 8.1). A change in 





















‐ Technological  changes  influence  the  scope or  levels of  services a bridge  is  to provide,  for 
example  when  heavier  loads  are  permitted  than  those  for  which  the  bridge  was  initially 
designed. 






for  example  when  a  societal  commitment  to  private  auto  travel  spurred  removal  of  street 
railways  in most  urban  areas.  As  a  result,  some  heavily  congested  bridges  now  carry  fewer 
people (albeit in more vehicles) than they did when they were first built. 






condition without  interruption.  Instead,  the  responsible  agency will  from  time  to  time  undertake 
repairs,  rehabilitations, or  renewals  that  return conditions  to a higher  level and extend  the  service 
life,  as  Figure  8.2  illustrates.  The  challenge  facing  bridge managers  is  to  specify  an  economically 

























life  cycle  is  sometimes  referred  to  as  the  “life‐cycle  activity  profile.”  Actions  will  typically  have 
associated expenditures. 
At the end of its service life, a bridge will have some value that must be taken into account in the 
BLCCA.  That  value,  termed  terminal  value,  can  be  positive  (e.g.,  if  the materials  can  be  sold  for 
recycling) or negative  (e.g.,  if demolition  costs will  exceed  the  resale  amount).  In many  cases  the 
BLCCA  time  horizon  may  not  coincide  with  the  technical  service  life  of  a  particular  bridge‐
maintenance strategy, and a bridge may have residual value or “serviceable life” value attributable to 




The  relationships  between  condition  and  time  indicated  in  Figure  8.1and  Figure  8.2  are 
represented  by  deterioration  models  that  predict  the  level  of  a  specific  condition measure  as  a 
function  of  a  bridge‐element’s  use  or  wear.  In  case  of  lack  of  data,  lack  of  knowledge  of  the 



















































































































































































































































an acceptable  condition  for a  selected period of  time. Efficiency  is  indicated by  low  total  life‐cycle 
cost. The problem of bridge management is to find a management strategy with the lowest possible 
total  life‐cycle  cost.  BLCCA  does  not  deal  directly  with  the  distribution  of  costs  between  the 
transportation agency and users or among groups of users. Economists refer to  issues raised by the 
distribution of costs as matters of “equity.” 









likely  to  be  incurred;  eliminating  the  agency  and  all  overhead  expenses  is  not  really  an  option. 
Allocating  some  portion  of  an  agency’s  unavoidable  fixed  costs  to  the  marginal  increases  in 
expenditures  being  considered  under  alternative  bridge‐maintenance  strategies  can  in  some 
circumstances mask the potential value of repair and renewal actions. 
The point  is particularly  important  for defining user costs. The base case will necessarily  include 
assumptions  (at  least  implicitly)  regarding vehicle volumes and  loads. The users’  “investment”  in a 
bridge repair or renewal action will result primarily from work zone congestion and safety hazards. It 
is certainly plausible and sometimes important that following the work’s completion, users will have a 
safer and smoother  ride  than  they might have had  if  the  repairs were not made;  these effects can 
yield savings (i.e., negative user costs) as compared with the base case. The computations involved in 
BLCCA and  the  resulting  conclusions will generally be  the  same, whether  costs are measured  such 
that  the  base  case  is  defined  as  the  “no‐cost”  alternative  or  not,  as  long  as  all  alternatives  are 
described in a consistent manner. However, the amount of work required to conduct the BLCCA may 



















Future traffic  levels, vehicle  loads, climate, seismicity, cost  levels, and other characteristics of the 
situation within which a bridge is to be managed compose the analysis scenario for a BLCCA. Taken as 
a whole,  the analysis scenario  includes all underlying assumptions on which  the BLCCA depends.  It 
may sometimes be important to conduct the BLCCA under several different scenarios before selecting 
a  preferred  management  strategy.  Price  inflation,  for  example,  has  frequently  been  cited  (with 
hindsight) as  the  reason why a more costly construction project should have been undertaken and 














subsequent  steps,  descriptions  of  analysis  scenarios,  the  BLCCA  base  case,  deterioration models, 
management strategies, and likely outcomes rely on available data and the analyst’s judgement. 


























































































to  be  taken  at  a  particular  time,  although  the  precise  year  in which  that  action  is  taken may  be 
uncertain (because of other priorities, budget limitations, or contracting difficulties). 
Associated with each action will be a series of outcomes that must also be specified. The bridge’s 





The  bridge  elements  and  alternative  management  strategies  will  determine  the  deterioration 
models  to be used  in  the BLCCA. The deterioration models will  require parameters  to describe  the 
specific rates of deterioration anticipated for the bridge elements under analysis. These parameters 
may be estimated  from  available data,  adopted  from  similar  situations or other default  values, or 
based on the analyst’s judgement. 
Estimate costs 
 Each of  the  actions  that  together  compose  a management  strategy will  entail  agency  and user 
costs. Estimates of these costs, a crucial component of the BLCCA, may depend on how deterioration 
is modelled as well as on the details of the actions themselves and the analysis scenario.  
Each  cost  will  typically  be  represented  as  a  distribution  of  values  and  their  probabilities  of 
occurrence;  the distribution may be  constructed around a  “best estimate.” The estimated  costs of 
























The  complexity  of  BLCCA  using  a  stochastic  approach  requires  that  care  be  taken  in  using  the 
results. Over‐reliance on computer‐based computational tools and data bases can make these results 
misleading  or  simply  erroneous.  The  analyst  should  review  the  net  present  value  distributions  to 





All  of  the  parameters  used  in  BLCCA  can  influence  the  outcome  of  the  analysis  and  hence  the 
bridge  management  decisions  based  on  that  analysis.  However,  certain  parameters  are  more 
pervasive  in their  influence or more basic to the principles of BLCCA and therefore perhaps warrant 










values.  A  key  exception  is  those  costs  that may  be  assigned  by  some  agencies  as  “overhead”  on 
design and construction contracts or maintenance spending. Unless there is a reason to do otherwise, 
agency  costs are  typically assumed  to be  incurred  at  the end of  the period  in which expenditures 
actually will occur. Design and construction costs  for new  facilities and  the  like, which are  incurred 


























The  estimated  costs  in  each  year  are  uncertain;  that  uncertainty  is  reflected  in  a  probability 
distribution of cost variance. Uncertainties arise from changing competitive conditions that influence 
consultants’  fees, administrative matters and general price changes  that can  influence both agency 
and  consultant  costs,  and  possibilities  of  public  controversy  or  other  unforeseeable  events.  User 





These  costs  include  expenditures  for  both  land  and  compensation  for  reductions  in  land  value 
associated with reduced access, environmental impact or restrictions, and the like. Compensation for 
losses  of  business  may  be  required  when  bridge  closure  or  maintenance  activities  separate  an 
establishment  from  its  customers  or  suppliers.  Agencies  may  also  incur  costs  of  litigation  and 
compensation when bridge conditions are claimed  to cause  traffic accidents or damage  to vehicles 
using  the  facility,  e.g.,  because  of  pavement  irregularities.  The  agency’s  overall  experience  is  a 
primary  source of default estimates  for  the anticipated  level of  these  costs  for a particular bridge; 
these costs are generally a function of the bridge’s condition and length of maintenance activities. 
Construction  































and  hence  the  costs  in  each  year–arise  from  changing  competitive  conditions  that  influence  bid 
prices, unknown site conditions, weather, and administrative matters and general price changes that 
can  influence both agency and contract costs. Hazard events, possibilities of public controversy and 
other  unforeseeable  occurrences  also  contribute  to  uncertainty.  Analyst  judgement  and  agency 
experience are the best bases for estimating the probability distribution. 
Unit costs and bills of quantities are the most widely used basis for developing construction cost 
estimates  when  at  least  design  studies  have  been  completed.  In  the  absence  of  such  studies, 
parametric cost estimating models may be used to develop the best‐guess estimate and sometimes a 
basis  for  estimating  the  cost‐variance probability distribution.  These models  are  constructed using 
statistical correlations  (e.g.,  linear regression) of observed costs and characteristics of bridges  in an 
inventory, e.g., superstructure type (steel or concrete), maximum span‐length, span height, number 
of spans, deck area, and the like. 




This  type  includes  (a)  periodic  activities  required  to maintain  a  bridge’s  condition  at  or  above 
acceptable  levels,  often  termed  “normal  maintenance  or  “routine  maintenance,”  and  (b)  more 








maintenance–or  undertaken  in  response  to  observed  conditions. Maintenance  of  the  latter  type 


























deterioration models  typically  are  developed  for  particular  bridge  elements,  e.g.,  steel  girders  or 
reinforced‐concrete stringers. 
Traffic‐load  repetitions  typically used are  those  specified  in AASHTO or  state design guides, e.g., 
HS20  rating‐vehicle  (36  tons) or 18K  axle‐load equivalents. Condition measures  for BCC(y)  and  ICC 
may  include  overall  load  or  generalized  condition  rating  or  characteristics  directly  observable  on 
inspection, such as degree of steel corrosion or concrete crack and spalling depths (e.g., FHWA 1979). 
As  a default  approach  to  estimating maintenance  costs, parametric equations predicting overall 
bridge  rating  may  be  used.  Bridge‐rating  indices–e.g.,  the  FHWA  Sufficiency  Rating  formula–are 
widely  used  to  determine  network‐level  priorities  for  maintenance  of  bridges  in  a  state‐wide 
inventory.  These  indices,  often  a  function  of  rated  load  capacity,  importance  in  the  network,  and 
other  factors,  typically  rate  a  bridge  in  a  few  steps  such  as  “desirable,”  “satisfactory,”  or 
“unacceptable.”  The  “component”  in  the  preceding  equation  is  then  the  bridge  overall  or  its 
superstructure and the condition measure BCC(y) indicates the bridge rating 
Contract incentives and disincentives  
Some  state  transportation  agencies  have  begun  to  use  financial  incentives  or  disincentives  in 
contracts  to  encourage  faster  completion of  construction  and major  rehabilitation  repair projects, 
discourage  roadway obstruction, and  thereby  reduce  the duration or severity of  traffic disruptions. 
These  instruments  typically  take  the  form of penalties  for  each day of delay beyond  the  contract 
completion date, charges to the contractor for each hour that a travel lane is blocked (“lane rent”), or 

























personnel  and  has  conducted  extensive  reviews  of  the  agency’s  experience  with  “A+B”  bidding, 
design‐build,  and  liquidated  savings,  as  well  as  lane  rental  and  mechanisms  for  reducing  traffic 
disruption and user costs. 
Demolition, removal, and remediation  
This  type  of  actions  refers  to  bridges  that  are  taken  out  of  service  and  partially  or  totally 
demolished.  In  many  cases  only  the  bridge’s  superstructure  is  removed,  although  sometimes 
reconstruction of “natural”  landscape and environmental conditions may be  included  in a project’s 
scope. While they may be considered as “routine” agency actions, costs associated with these actions 
are generally  incurred only following extraordinary deterioration. These costs are generally handled 
in  exactly  the  same  manner  as  those  for  construction  or  rehabilitation  or  replacement.  Agency 





bridge  (e.g.  those with  fracture‐critical members,  vulnerable  to  scour, posted  as  load‐restricted or 
carrying  loads close  to  the design  levels). Some agencies  include  regularly scheduled  inspections  in 
their  “normal”  or  “preventive”  maintenance  costs.  Agency  experience  or  budgets  are  the  only 




during  contracted  construction,  rehabilitation,  and  repair work.  Agencies may  include  these  costs 
with “construction.” Agency experience or budgets are the only practical source for cost estimates. 
Replacement and rehabilitation  
Bridge  replacements may  include  superstructure  only  or  complete  replacement  of  foundation, 
substructure  and  superstructure.  The  former  action may  be  termed  a  “partial  replacement”  or  a 





















This  type  is  included  to accommodate  items unique  to a specific bridge or analysis situation. For 
example, surveys required to document historic structures or provision for archaeological or special 
studies  in  environmentally  sensitive  areas  will  typically  represent  significant  costs  beyond  those 
required for routine “design, engineering, and regulatory” categories. 
8.4.3 User	Costs	
User costs  typically must be  inferred  from observations of  increased  fuel consumption and  time 









are  included  in  the  “traffic  detours”  category.  The  costs  include  time  lost  and  increased  vehicle‐
operating costs due primarily to excess fuel consumption. 
Costs generally increase as a function of the duration of lane closure and traffic volume.  
Traffic  flow  and  queuing models may  be  employed  to make  relatively  precise  estimates  of  the 
numbers of vehicles  likely to be delayed and the  likely  lengths of delay during partial and complete 
temporary closures. 
Environmental damage  
Users may  incur  costs  of  environmental  damage  associated with  bridge management  if  land  is 
disturbed or altered, pollutants or waste products are permitted to enter adjacent waters or air, or 


































seismic events, or  traffic occurrences  that may or may not  cause disruption and damage, but  that 









This type of costs  includes  losses of structural  integrity due to overloading or excessive fatigue  in 























Bridges  crossing  rail  lines  or  navigable waterways may  be  vulnerable  to  collision  damage  from 








bridge  and  its  immediate  surroundings,  as well  as  the  regional  likelihood  of  an  earthquake  of  a 
particular severity and the bridge’s design and construction characteristics.  
Regardless of the return period used, the occurrence of a damaging earthquake will cause costs for 
both agency  (e.g., special  inspection,  repair, or demolition and  replacement) and users  (e.g.,  traffic 





high‐water  flows  and  impact  of  flood‐borne  debris  on  a  bridge’s  superstructure  and  supports. 
Extreme flooding may also cause erosion of bridge approaches. The hazard is restricted, of course, to 































  A U HBLCC BLCC BLCC BLCC      (71) 
Where  ABLCC  are the agency costs,  UBLCC  the user costs and  HBLCC the hazard costs.  
During the lifespan off a bridge, there are other costs which can have an essential relevance on the 
LCA.  As  it will  see  below,  these  costs  are  related with  the maintenance  and  repair  of  the  bridge 
elements which are need in order to extend the lifespan of the structure.  
8.5 Traditional	and	current	LCA	
Life  cycle  analysis  is  an  essential  step  in  any  long  term  planning  or  decision  making  for 
infrastructures.  Without  an  accurate  LCA,  it  is  difficult  to  prioritize  projects  over  a  long  term, 
impossible  to  integrate  varying  infrastructures  with  different  estimated  lifespan,  or  make  and 
accurate  long‐term economic projection. The LCA  is one of  the  few  logical ways  to  relate different 
infrastructure sectors and  it  is  important to promote different methodologies and technologies that 
help in accurate evaluation of LCA.  




‐  Costs:  As mentioned  above,  these  can  include  costs  of management,  labour,  retrofits,  initial 






‐  Lifespan:  Estimating  the  expected  lifespan  of  an  infrastructure  or  a  project  is  relating  to  an 




















































































































































































































































Finally,  the expected  total  cost CET  is  the  sum of  its  components  including  the  initial  cost of  the 
structure  CT,  the  expected  cost  of  routine maintenance  CPM,  the  expected  cost  of  inspection  and 
repair maintenance, which  includes the cost of performing the  inspection CINS and the cost of repair 
CREP, and the expected cost of failure CF. Accordingly, CET can be expressed as (Frangopol, et al., 1997): 




part of an  inspection and  therefore as part of  the costs of such  inspection. Given  that  the ultimate 





















  minimize CET subject to   *, ,f life f lifeP P    (73) 
where  *,f lifeP = maximum acceptable  lifetime  failure probability  (also called  lifetime  target  failure 
probability). Alternatively, considering the reliability index: 
  1(1 )fP      (74) 
Where   is the standard normal distribution function, the optimum lifetime strategy is defined as 
the solution of the following mathematical problem 
  minimize CET subject to   *, ,f life f life     (75) 
where  ,f life  and  *,f life  are  the  lifetime reliability  index and  the  lifetime  target reliability  index, 
respectively. 
According  to  the  study made  by  Frangopol  et  al.  (1997),  the  best  lifetime  strategy  is  found  by 
solving  the  optimization  problem  (73).  The  solution  takes  into  account  the  quality  of  various 
inspection  techniques,  all  repair  possibilities  based  on  an  event  tree,  the  effects  of  aging  and 
corrosion deterioration,  the damage  intensity,  the effects of repair on structural reliability, and  the 
time value of money. The cost analysis includes all components of the overall life‐cycle cost according 
to (72). 
According  to  the  cost  optimization model  exposed,  in  Figure  8.6  can  be  seen  graphically  the 
relationships  between  the  number  of  inspections,  the  total  cost  and  the  reliability  index.  It  is 
observed that the greater the numbers of inspections, the total costs are lower. This is mainly due to 
the cost of  repair among one  inspection and other and  this cost  is  lower when  the  inspections are 
closer in time. 
The optimization  is based on minimizing the expected total  life‐cycle cost that  includes the  initial 
cost  and  the  costs  of  preventive  maintenance,  inspection,  repair,  and  failure.  The  analysis 
incorporates  the  quality  of  inspection methods,  all  possible  repair  options,  the  effects  of  aging, 
corrosion damage, and repair on structural reliability, and the time value of money. 
It should be mentioned that the study serves as an initial base on which to develop improved life‐
cycle  cost design models  (Frangopol, et al., 1997). These models have  to address additional  issues 







































































































































     (77) 
Where  
LCCALOAD_TEST  is  the  total  life  cycle  cost  of  all  load  tests  over  the whole  lifespan  of  the  bridge 
(ignoring discount rates for simplicity) 






maker  a  better  understanding  of  its  state.  Such  an  understanding  should  improve  the  potential 
decisions about the bridge. This,  in turn, should  improve the deterioration rates of the bridges and 
thus improving its lifespan (Ettouney & Alampalli, 2012). 
































that would  increase  the  condition  rating  from  y1  to  y11.  Therefore,  the  deterioration  path would 





The dependence of  life  cycle estimate of  structures on  accurate  information was  recognized by 
many authors. They observed  that conventional models  in estimating  life cycle estimate hazards or 
design  loads,  use  an  objective  system  transfer model  that  can  estimate  the  system  response  to 
hazards,  and  establish  an  acceptance model  (through  knowledge of  acceptable damage),  estimate 
conditions  of  the  system  and  estimate  expected  life  cycle  of  the  model.  It  is  opined  that  this 
conventional model  is not accurate enough, especially  in evaluating the system response of damage 
steps and  it  is suggested that  in order to  increase the accuracy of  life‐cycle estimation  it should rely 
on structural health monitoring (SHM).  
As seen above, the dependence on the quality of information of the LCA can be provided through 
the  incorporation of  SHM data. The use of  SHM  can help  in  reducing uncertainties  and  improving 






































































































































































Having  seen  the  different  advanced  assessment  methods  of  aging  bridges  and  their  direct 
relationships with the Life‐Cycle Assessment framework of the bridge itself, the following statements 
can be concluded: 









have  been  selected  from  an  extensive  calibration  procedure.  The  target  reliability  index  for 
assessment  can be  lower  than  that used  for design because  should  consider  site‐specific material, 
dimensional  and  loading  variables with  lower  level  of  uncertainty  compared  to  a  structure  to  be 
designed.  
3.  Assessment  usually  involves  inspection/testing  of  an  existing  bridge  that  provides  new 




















for  instance,  the actual  traffic  loads carried or  the range of stresses  in different elements. This 
usually  requires  site  observations  or  measurements  over  a  longer  period  than  is  normally 
required for conventional assessment data gathering. This amount of data should be treated  in 
order  to extract  the maximum or  the mean value  (depending of  the variable). Statistical  tools 
have shown a good and easy source to performance the projection in a desired period of return. 
4. Since  the expected performance of a bridge  is assumed  to vary with  time,  results  from a risk‐
ranking procedure  cannot be  viewed as  stationary. Both optimal  life‐cycle  costing and  risk‐ranking 
offer significant  improvements over  the more deterministic approaches  forming  the basis  for many 






the time of their  implementation  in the bridge,  it has been shown to have a marked cost reduction 
and a more reliable source of updated data about the bridge necessary for its optimal maintenance. 
This turns out, at the end, on a lower total life‐cycle cost. 
6. Many  existing  bridges  do  not  satisfy  structural  requirements  as  specified  for  new  bridges. 
However, decisions must often be made regarding the “safety” of these bridges. For bridge design, it 
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