A new technique for the analysis of two-dimensional diffractive optical elements, by use of the pseudospectral time-domain (PSTD) method, is presented. In particular, the method uses a nonuniform (NU) grid and a mapping technique to obtain very accurate spatial derivatives in an efficient manner. To this end, we present the formulation of the PSTD method by using a NU grid and compare its application to the analysis with that of the finite-difference time-domain (FDTD) method. Using only a fraction of the memory and a fraction of the computation time used by FDTD, the mapped PSTD was able to obtain very close results to FDTD.
INTRODUCTION
Pseudospectral methods have been developed since the 1970s to solve partial differential equations. 1, 2 Unlike finite-difference algorithms, pseudospectral methods can obtain the spatial derivatives of smooth functions with exponential accuracy even with sampling as low as the Nyquist rate. Later, pseudospectral time-domain (PSTD) algorithms were introduced and applied to the solution of Maxwell's equations. [3] [4] [5] [6] [7] Depending on the basis functions used, there are two types of PSTD: One can be dubbed as Fourier PSTD, which uses a Fourier series and in so doing encompasses a periodic domain, and the other uses polynomials such as Chebyshev polynomials defined in a nonperiodic closed region. Because the second method is usually used in a multidomain fashion, it is sometimes referred to as multidomain PSTD in the literature. 8, 9 For the multidomain PSTD, which uses the Chebyshev collocation points and the fast Fourier transform (FFT), the required sampling rate is grid points per minimum wavelength. In multidomain PSTD the domain separation is usually along material interfaces. In this paper we study a multilevel diffractive optical element (DOE), which has a staircase profile, and we focus on the Fourier PSTD method, which we will refer to as simply the PSTD method. In the PSTD method, the periodicity implication of the FFT creates a wraparound effect, 10 which can be effectively eliminated by placing Berenger's perfectly matched layer 11 at the outermost boundary. 12 There have been several applications with such an implementation of the PSTD method in the literature, including subsurface radar applications, 5, 10 plasma waveguides, 8, 13 radar cross sections of dielectric and perfect electric conductor cylinders, 14 and surfacerelief DOE. 15 Because PSTD requires much less memory at the expense of moderately increased computational complexity, it is advantageous to solve electrically large problems. For problems in which small electromagnetic structures are involved, a denser grid has to be employed; thus its advantages in memory savings are less significant. Furthermore, it has been recognized recently that, in dealing with material discontinuities, the Gibbs phenomenon arises owing to the discontinuity in the first-order derivatives for some field components. 16, 17 It was suggested that nonuniform (NU) grids, which are suitable for problems in which both large and small features are present at different locations, may also help alleviate (not eliminate) the Gibbs phenomenon when a locally denser grid is placed at the material interface. 16 In the NU PSTD algorithm, 9, 16, 18 one has to use a NU FFT. [19] [20] [21] [22] Most of the NU FFT algorithms developed thus far apply a similar strategy: i.e., first interpolate the NU sampled data into a uniform grid and then apply the regular FFT. When going back to the real space, one has to interpolate the NU sampled data from a uniform grid. A more simplified approach, which applies a coordinate transformation (or mapping) in obtaining spatial derivatives, has been developed long time ago. this paper we will revisit this approach and establish a general procedure to construct a mapping curve with exponentially convergent Fourier coefficients. Specifically, we developed a simple iterative algorithm by using an exponential low-pass filter and a spline function to find a smooth function while keeping the staircase error minimal. As an example application, we apply this technique to a two-dimensional (2D) DOE that contains both small and large features.
To a significant extent, small-scale DOEs have been studied with the finite-difference time-domain (FDTD) method. 25 Because FDTD requires a very dense grid (Ͼ20 grid per wavelength), it is not well suited for DOEs that are very large compared with a wavelength. And, the DOE geometry is very much NU, as it contains very small features in the higher-order zones and relatively large features in the central zones. For these reasons, it is ideally suited for the mapped PSTD method. In this paper we exploit the DOE geometry, create a 2D NU grid, apply the mapped PSTD algorithm, and then compare the results obtained with the FDTD results. We also apply a recently developed weighted total field-scattered field method 17 to introduce a windowed plane-wave soft source. To this end, this paper is organized in two major parts. Section 2 explains the mapped FFT and procedures to obtain a good mapping curve. Section 3 applies the mapped FFT to study the diffraction of an eight-level DOE and presents comparisons with FDTD results.
MAPPED FAST FOURIER TRANSFORM
In the mapped FFT technique, an N-point NU grid ͕x j ͖ is mapped into a uniform grid ͕u j ͖, through an x -u mapping curve. Then the spatial derivatives of a function F, which is sampled at ͕x j ͖, are obtained through
where du/dx is calculated only once for the entire simulation; IFFT is the inverse fast Fourier transform. In this case the mapping method is almost as efficient as the regular FFT algorithm, with a computation complexity of O(N log 2 N). Because the FFT algorithm is applied directly on the NU grid, any irregularity in the NU grid can produce an additional Gibbs phenomenon and thus make the calculation less accurate. In other words, the mapping curve should be as smooth as possible.
In general, to set up the x -u curve, one can determine a subset of points on the x -u curve directly from the realspace characteristic geometries, such as material boundaries. Our goal is to construct an analytically or exponentially smooth curve from those initial points, without introducing any staircase errors. To that end, we first use a commonly used spline function to construct a relatively smooth curve as an initial mold and then transform this curve into an exponentially convergent one by using an exponential low-pass filter. Because of the exponential convergence property of the resulting mapping curve, the derivatives can be obtained accurately with the FFT-IFFT technique. But applying such a filter will change the final shape of the mapping curve, result in grid positions shifted from original material interfaces, and create staircase errors. To address that problem, we developed a constraining technique to set up the initial polynomial curve.
A. Algorithm
For any x -u mapping curve, as shown in Fig. 1(a) , we introduce x j , which is the uniform grid position, as
We also introduce x j * , which is the deviation of the NU grid to its corresponding uniform grid position and is shown in Fig. 1(b) , as
Then we can represent x j * with a Fourier series:
With the definitions of x j and x j * , dx/du can be obtained as Consequently, applying the FFT-IFFT technique directly cannot offer very accurate results. The simplest solution is to apply a narrow exponential low-pass filter to x*, but our numerical experiments show that such filters have a direct impact on the resulting x* values. If exact material boundary locations are included in the initial x* values, then applying a filter can introduce staircase error. In applications where object geometry is curved or is so complicated that staircase error is unavoidable, this might not be a problem. But for the multilevel DOE profile studied in this paper, all interfaces are aligned along the main axes, so staircase error could be avoided. To minimize staircase error, we propose a simple constraining technique to find the initial polynomial fitted curve, which produces minimal staircase error when a low-pass filter is applied. ,0 ) at subset ͕u B ͖, we adjust the corresponding ͕x B * ,nϩ1 ͖ values by using the following formula:
where the superscript n indicates the iteration number and constant a is usually chosen as 1. Repeat the above processes (interpolation, filtering, and staircase error evaluation, etc.) on the new set ͕x B * ,nϩ1 ͖ until the staircase error has the minimal value. This iteration algorithm is very robust and is less than 20 lines in our MAT-LAB program. As our numerical experiments show, this algorithm converges very fast, provided that the filter is not extremely narrow. We call this algorithm the constrained low-pass filtering (CLPF) technique. The flat plateau for high-frequency components is due to the machine-precision limit. Then the derivative du/dx and du/dy can be obtained through Eq. (5) . Figure 4 shows the convergence property of the CLPF technique. As can be seen, it takes only fewer than 100 iteration steps to obtain the minimal staircase error for the two mapping curves shown in Figs. 2(a) and 3(a) . Figure 5 also demonstrates the effectiveness of the CLPF technique; as can be seen, the staircase error is much smaller with CLPF.
B. Numerical Results of the Mapped Fast Fourier
Using the two mapping curves shown in Figs. 2(a) and 3(a), we further studied the accuracy in the derivative calculations for sinusoidal wave functions F with different wavelengths while keeping the total number of grid points fixed at 256. Figure 6 shows the errors in derivatives with and without applying the CLPF technique. Derivatives du/dx and du/dy are calculated with Eq. (5), and dF/du are calculated with the FFT-IFFT technique. Then dF/dx and dF/dy are obtained from Eq. (1). As can be seen, applying CLPF to the x* -u and y* -u curves can dramatically reduce the errors. Actually, it can achieve machine-limited accuracy at a high enough sampling rate. We believe that the spectral characteristics of the mapping curves x* -u and y* -u are the key to achieve such accuracy. There are many techniques to get a mapping curve with exponentially convergent Fourier coefficients. No matter what method is used, the highfrequency components should be as small as possible. In Fig. 6 the y* -u curve is much more accurate than the x* -u curve at a low sampling rate; we believe that this is due to the smaller NU index of the y* -u curve.
APPLYING MAPPED PSEUDOSPECTRAL TIME DOMAIN ON THE SCATTERING OF A TWO-DIMENSIONAL DIFFRACTIVE OPTICAL ELEMENT
To study the scattering of a 2D DOE, we apply the mapped PSTD algorithm and mapped FFT algorithm described in Section 2. A diagram of the proposed NU grid and a DOE profile are shown in Fig. 7 . We first set up the mapping curves for the x and y coordinates and then evaluate their error properties (see Fig. 6 ). The du/dx and du/dy values are then calculated before time marching and are stored for the entire simulation.
A. Diffractive Optical Element Structure, x* -u and y* -u Mapping Curves Assuming that the DOE has a refractive index of n and a focal length of f, a continuous surface profile can be obtained from the following formula 26 :
where H 0 ϭ 0 /(n Ϫ n 0 ) provides a phase difference of 2 for neighboring zones. One approach of fabricating such small-scale DOEs is to use standard microfabrication techniques used in the integrated circuit industry. In general, a multilevel profile is used to approximate the continuous profile given in Eq. (7). As shown in Fig. 8 , the continuous profile h(x) can then be discretized into N uniform levels, where h(x) is sampled at h m ϭ Ϫm⌬h ϭ
In this case, x m and h m represent the characteristic points on the DOE profile. Note that there are multiple x values for a single h m . For the sake of simplicity in notation, we indicate those characteristic points as (x m , h m ) anyway, and they offer the basis for the NU grid in the x and y directions.
In our example application of the mapped PSTD, the DOE has eight levels, with fives zones and 47 small steps. The steps correspond to the short flat regions that have a phase shift of 2/N. Zones are the groups of neighboring steps that extend the full depth of the DOE profile and have a phase shift of 2. The material is glass with a refractive index of 1.5 and is assumed to be semi-infinite. The incident wavelength is 1 m, and the focal length is 15 m. The DOE has an aperture of ϳ20 m. Next, we explain the procedures to set up the x* -u mapping curve in the x direction.
To construct the x* -u curve with the x m values, we must specify the number of grid points used between neighboring x m values. This can be done with a simple interpolation program. To achieve a smooth and valid mapping curve, we impose some rules on inserting the sample points:
1. For each step, there are at least R sample points. (R is a nonzero integer, and R can be specified initially.) 2. For all the neighboring steps in the DOE profile, the difference in the number of grid points should be kept as small as possible.
3. The maximum ⌬x should be smaller than min /2.
When the number of sampling points inserted between each x m is determined, the x* -u curve is uniquely specified. At this point we can utilize the CLPF technique described in Section 2 to further smooth out and obtain du/dx with Eq. (5). These procedures, including insertion of sampling points, constructing the x* -u curve, and utilizing CLPF, are performed with computer programs. Similarly, the same procedures can be performed for the y axis from h m . The results are given in Section 2. It should be pointed out that all those overhead calculations take less than a few seconds on an ordinary personal computer with a 400-MHz Intel processor.
B. Weighted Total-Field-Scattered-Field Pseudospectral Time Domain and Windowed Plane-Wave Generation
To introduce a windowed soft source for the DOE specified in Subsection 3.A with a mapped PSTD algorithm, we apply a weighted total-field-scattered-field method. 17 In that technique, weighted field components E and H are used, and the total field and scattered field regions are connected with a connecting region, where the incident soft source is introduced. We use the same field-splitting technique in Ref. 17 but add the incident fields on only one side of the connecting region (see Fig. 9 ). In this way we can create an internal windowed soft source.
Reference 17 introduces a weight scalar , weighted field components Ê tot , Ĥ tot , and weighted incident field components Ê inc and Ĥ inc :
is chosen to be 0 in the SF zone and 1 in the total field zone and to continuously change from 0 to 1 in the connecting region.
We use the split-field perfect-matching-layer equations for the 2D TE z mode scattering. After using the transform H new ϭ Z 0 H old ϭ ( 0 /⑀ 0 ) 1/2 H old and some derivations from the split-field perfect-matching-layer equations, we obtain the following equations for the weighted Ê and Ĥ fields: 
where Ĥ z ϭ Ĥ zx ϩ Ĥ zy and Ŝ ϭ S inc ϩ S scat . S represents the E and H components. In general, the scattered field and total field can be arranged as shown in Fig. 9 , but we add incident terms only at the meshed region in Fig. 9 . This is very efficient to implement, since most of the additional incident terms in Eqs. (9) are simply zero. The region above the meshed region in Fig. 9 becomes the total field in effect. The shape of the window function is obtained from an integral form of the Blackman-Harris window function. 17 This is slightly different in shape from the soft source we used in the FDTD comparison, which is, instead, a raised cosine. Because the total width of the window is much larger than the edge width, the difference in incident field is minimal.
The geometry of the windowed soft source we used in our mapped PSTD calculation is as follows. It has a total width of 20.28 m, including two smoothing edges of 0.95 m at each side. The closest distance from the soft source to the DOE surface, which is also the distance from the lower edge of the total field region to the DOE surface, is 5.15 m. The height of the soft-source region, which is also the height for the meshed connecting region shown in Fig. 9, is 1.22 m. 
C. Numerical Results
We tested our mapped PSTD algorithm for a 2D TE z mode scattering of the 2D DOE specified in Subsection 3.A. The size of the computation region is L x ϫ L y ϭ 30 m ϫ 30 m. We also compared the results with those obtained with the FDTD method. The FDTD computation is carried out with a sampling rate of 40 grids per wavelength (⌬x ϭ ⌬y ϭ 0.025 m) to minimize numerical dispersion and staircase errors. In total, there are 1.44 ϫ 10 6 grid points for the FDTD calculation. The mapped PSTD, on the other hand, uses 65.6 ϫ 10 3 grid points, or 1/22 the memory usage in FDTD. The steady state is reached after the incident wave has traveled approximately 120 m, which requires 4780 and 9560 time steps for the mapped PSTD and FDTD we used, respectively. We run the simulations on a personal computer with 2-GB memory and one 2-GHz CPU. It takes 14 min to finish for the mapped PSTD and 157 min for FDTD. The steady-state results from the FDTD algorithm are then mapped into the NU grid used by the mapped PSTD, with a linear interpolation. The results are then compared with the mapped PSTD, shown in Figs. 10-12. As can be seen in Figs. 11 and 12, the differences are very small. For all the field components, the difference is around Ϫ20 dB in most regions.
Because far fewer grid points are used in the mapped PSTD, it actually runs faster than FDTD despite the fact that additional FFT operations are needed. A general discussion of the computational complexity of PSTD and FDTD can be found in Ref. 5 . It was pointed out 5 that, at each time step, the ratio of CPU time required by FDTD and PSTD is F ϭ 2K 1 ϫ (M FD /M PS ) D /K 2 log 2 M PS , where M FD and M PS are the number of grid points in each dimension for FDTD and PSTD, respectively, and K 1 and K 2 are constants associated with the characteristic computing speed in FDTD and PSTD respectively. In our case, F ϭ 7.925K 1 /K 2 . And our numerical experiments show F Х (157/9560)/(14/4780) ϭ 5.61, yielding K 1 /K 2 Х 0.71. The performance comparison of the mapped PSTD and FDTD is also given in Table 1 . 
DISCUSSION
To set up the NU grid, we use the characteristic points on the DOE to construct a mapping curve, from which the exact grid positions are then interpolated. If we apply an exponential low-pass filter directly to smooth the mapping curve, the resulting grid points are shifted slightly away from the exact boundary. We can define this offset as the staircase error. Without constraining the polynomial curve and applying a low-pass filter directly, we find that the average staircase error is 0.137 MFx [minimum feature (MF)] for the x grid and 0.06 MFy for the y grid, where MFx ϭ 0.228 m and MFy ϭ 0.250 m are the minimum feature size in the x and y directions, respectively. Those staircase errors are equivalent only to a uniform grid of roughly 250 grid points in the x direction and 500 grid points in the y direction. When the constraining technique was applied, the staircase error was reduced to 0.0319 MFx and 0.0023 MFy for the x and y grids, respectively. If a uniform grid should be used to match these staircase errors, it would need more than 1030 grid points in the x direction and more than 13,000 grid points in the y direction! Clearly, in this case using a NU grid and carefully aligning grid points with material interfaces is significantly more advantageous than using a uniform grid. In fact, for the DOE profile studied, unless a NU grid is used, a regular PSTD algorithm cannot offer any computational advantage, owing to the requirement of a grid density close to FDTD. However, the mapped PSTD in this paper can offer a memory savings of 22 and a computation time savings larger than 10.
Also, because a much larger grid spacing is used for the mapped PSTD, the time step can be larger than that used for FDTD (see Table 1 ). We use the stability requirements for uniform PSTD to estimate the upper limit of dt. However, we found with our numerical experiments that this requirement is too stringent for the mapped PSTD. In fact, a slightly larger dt can used. We believe the du/dx and du/dy terms in the mapped PSTD cause the stability requirement to be slightly relaxed.
One particular issue is the Gibbs phenomenon, which arises when PSTD is applied to materials with discontinuous properties. Assume a function F is to be represented by a Fourier series and F is associated with 0 to N-1-order derivatives. If the kth (and higher) derivative is discontinuous, then it is said to have a jump of order k. The error due to the Gibbs phenomenon at the jump location is O(N Ϫk ) and O(N ϪkϪ1 ) for locations some distance away from the jump. When perfectly conducting materials are dealt with, the jumps in some field values at the material interface are of the 0th order. That is the reason that PSTD is not applied to those materials. For dielectric materials, assuming all interfaces are aligned to one of the x, y, or z axes, the tangential field components (which need to take derivatives along their vertical directions) are continuous; thus, even when materials are discontinuous, the error introduced is O(N Ϫ2 ) for locations away from the jump. Using a locally denser grid can reduce the magnitude of the jump of the 1st-order derivatives in a uniform grid. Specifically this 1st-order jump (dF/du) is the 1st-order jump in real space (dF/dx) scaled by the dx/du value at the jump location, where a locally denser grid can yield very small dx/du. Thus it can reduce the effect of the Gibbs phenomenon. Nevertheless, the Gibbs phenomenon is a serious issue and should be addressed for the PSTD algorithm, i.e., if the PSTD is applied to high-contrast or perfectly conducting materials. In this paper, to reduce the Gibbs phenomenon, we also use the average material property for grid points located on the DOE surface. Fig. 11 . Absolute difference of ͉H z ͉ 2 , ͉E x ͉ 2 , and ͉E y ͉ 2 steadystate values from FDTD and the mapped PSTD. x and y coordinates are grid numbers. The scattered field region in the mapped PSTD is excluded. The DOE profile is also plotted.
CONCLUSION
We have applied the mapped PSTD algorithm to study 2D DOEs. To that end, we presented procedures to construct smooth mapping curves to map the nonuniform grid into a uniform one. To reduce the staircase error and smooth the mapping curve obtained from spline functions, we developed a simple constraining algorithm combined with an exponential low-pass filter. With this technique, the staircase error is greatly reduced. In the end, by use of a much smaller grid size, a NU grid can achieve a better representation of the DOE profile than a uniform grid. Also, because the mapping curve is effectively smoothed, very high accuracy in derivatives can be obtained from the spectral components of the mapping curve. Having verified the accuracy in derivative calculations and the accuracy in representing the DOE profile, we further applied the mapped PSTD algorithm to study the scattering of the DOE. To launch a windowed soft source, we also applied a recently developed new technique for PSTD. The steady state is achieved after the wave travels a long enough time. The same problem was also studied with FDTD, with a similar windowed soft source, which propagates for the same time period and is scattered by the same DOE profile. The results from FDTD and PSTD are compared and are shown to be very close.
The mapped PSTD algorithm presented can take advantage of both the PSTD algorithm, which requires much less memory than the finite-difference techniques, and a NU grid, which can represent a DOE structure more efficiently than a uniform grid. In summary, although far fewer grid points are used in our calculation (ϳ1/22 of FDTD), we obtained results very close to the FDTD methods in less than one tenth of the computation time.
The success of the mapped PSTD algorithm relies on the fact that the DOE profile is relatively simple, so that carefully constructing a NU grid can yield a very small staircase error. For objects with very irregular profiles, such as subwavelength DOEs, it might be very difficult to achieve minimal staircase errors while using far fewer grid points than a uniform grid uses. Apparently, more case studies are needed for different dielectric DOEs.
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