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HARNACK INEQUALITY AND ITS APPLICATION TO
NONLOCAL EIGENVALUE PROBLEMS IN UNBOUNDED
DOMAINS
GONZALO DA´VILA, ALEXANDER QUAAS, AND ERWIN TOPP
Abstract. We prove the Harnack inequality for general nonlocal ellip-
tic equations with zero order terms. As an application we prove the ex-
istence of the principal eigenvalue in general domains. Furthermore, we
study the eigenvalue problem associated to the existence of self-similar
solutions to the parabolic problem and provide estimates on the decay
rate.
1. Introduction.
The study of the principal eigenvalue in unbounded domains, particularly
in RN , appears naturally when studying the existence of self-similar solutions
of parabolic equations.
This can be seen for example in the classical heat equation
ut −∆u = 0 in R
N × R+.
Since the equation is invariant under the change (x, t) → (c1/2x, ct) for
c > 0, the self-similar solutions u must be of the form
(1.1) u(x, t) =
1
tλ
v
( x
t1/2
)
.
After some simple computations we get that v must solve
∆v +
1
2
x ·Dv = −λv, in RN ,
which is an eigenvalue problem in the whole space. In this case one can
search for radial solutions vanishing at infinity and get that the Gaussian
profile v(x) = e−
|x|2
4 solves the above eigenvalue problem with λ = N/2.
The mentioned link among self-similar solutions for parabolic problems
and eigenvalue problems in the Euclidean space has been addressed in the
nonlinear setting as well. Consider a Lipschitz function F : SN → R, posi-
tively 1-homogeneous and satisfying the uniform ellipticity condition
γ Tr(X − Y ) ≤ F (X)− F (Y ) ≤ Γ Tr(X − Y ), for all X ≥ Y,
for some 0 < γ ≤ Γ < +∞ (these are the ellipticity constants).
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2In this setting, Armstrong-Trokhimtchouk in [1], and Meneses-Quaas in
[19] addressed the existence of an eigenpair (φ, λ) ∈ C(RN)×R+ with φ > 0
of the problem
(1.2) F (D2φ) +
1
2
x ·Dφ = −λφ in RN ,
extending to the fully nonlinear framework the notion of principal eigenvalue
problems introduced in the classic work of Beresticky, Nirenberg and Varad-
han in [6] (see also [7]). In [1, 19], the authors established Gaussian decay
rates for properly normalized eigenfunction φ (say, φ(0) = 1 or ‖φ‖∞ = 1)
of the form
ce−
|x|2
b ≤ φ ≤ Ce−
|x|2
a , x ∈ RN ,(1.3)
for some constants c, C > 0 and 0 < b ≤ a just depending on the dimension
N and the ellipticity constants γ,Γ.
As in the classical case described above, eigenvalue problem (1.2) allows
to obtain self-similar solutions for the fully nonlinear parabolic problem
ut − F (D
2u) = 0 in RN × R+,
and from here, qualitative properties of the solutions are obtained. We
remark that, due to the nonlinear nature of the problem, there exists a
second eigenpair (φ−, λ−) ∈ C(RN)× R+ solving (1.2), with φ
− < 0.
The previous discussion is the main motivation of this paper, where we
aim to study of fractional principal eigenvalue problems in unbounded do-
mains, and its subsequent relation to self-similar solution for fractional, fully
nonlinear parabolic equations.
We introduce the basic assumptions on the kernels defining the nonlocal
operators. Let s ∈ (0, 1), we say that K : RN → R belongs to the class K0
if K(y) = K(−y) for all y, and
(1.4)
γ
|y|N+2s
≤ K(y) ≤
Γ
|y|N+2s
,
for some given constants 0 < γ ≤ Γ < +∞. Given K ∈ K0, we denote
(1.5) L(u, x) = LK(u, x) = P.V.
∫
RN
[u(y)− u(x)]K(x− y)dy.
For sets of indices I, J (compact metric space), we consider a two param-
eter family of symmetric kernels Kij ∈ K0 for all i ∈ I, j ∈ J , and introduce
the nonlinear operator of Isaacs form
(1.6) I(u, x) = inf
i∈I
sup
j∈J
Lij(u, x),
where Lij = LKij .
Our first main result is the following
3Theorem 1.1. Let Ω ⊆ RN (possibly unbounded), s ∈ (1/2, 1) and I a
nonlocal operator given by (1.6). Then for all b ∈ C(Ω;RN ), there exists an
eigenpair (φ+1 , λ
+
1 ) with φ
+
1 > 0 in Ω, solving the problem
I(φ) + b ·Dφ = −λφ in Ω; φ = 0 in Ωc,(1.7)
in the viscosity sense.
The principal eigenvalue λ+1 ≥ 0 is characterized by
λ+1 = sup{λ | ∃φ > 0 in Ω, φ ≥ 0 in R
N , s.t. Iφ+ b ·Dφ ≤ −λφ in Ω}.
(1.8)
An analogous existence result holds for the eigenpair associated to the
negative eigenfunction. From now on we concentrate in the positive solution
since all the results presented next can be written for the case of negative
solution.
The proof of the previous theorem follows the ideas of [7, 19]. The strat-
egy is to consider a sequence of bounded domains Ωn, n ∈ N with smooth
boundary such that Ωn ր Ω. In view of the results in [16], there exists a
sequence of solutions (φn, λn) of the eigenvalue problem (1.7) in Ω = Ωn.
Characterization (1.8) holds for every Ωn which leads to the boundedness
of the family of eigenvalues λn. Elliptic regularity estimates lead to uniform
bounds in Cαloc(Ω) for the family {φn}. The last ingredient to get a non-
trivial limit for the sequence {φn} is Harnack inequality for equations “in
resonance” form (1.7).
Harnack inequality for elliptic nonlocal equations has been studied in
different settings, from both the PDE and probability point of view, see for
example (see for example [4, 5, 13] ) and the references therein. We point out
that all the previous references deal with operators without zero order terms.
To the best of the author’s knowledge the only known Harnack inequality
for operators with zero order terms are for the special case of the fractional
Laplacian, see [9, 11, 12, 21]. The spirit of the proof in [11, 12, 21] relies
on the extension work of [12], and the estimates for degenerate operators
of Fabes, Kenig and Serapioni, see[17], while the work in [9] is approached
using probability tools. Note that the extension technique from [12] does
not apply for nonlinear operators.
The main result of this paper is the following.
Theorem 1.2. Let Ω ⊂ RN be a bounded domain, s ∈ (1/2, 1) and I a
nonlocal operator given by (1.6). Let u ≥ 0 be a viscosity solution of
(1.9) I(u) + g(x,Du) + c(x)u = f(x), in Ω,
where c, f ∈ L∞(Ω) and g satisfies
|g(x,Du)| ≤M1|Du|,
for some M1. Then for any Ω˜ there exists a constant C such that
sup
Ω˜
u ≤ C(inf
Ω
u+ ‖f‖∞).
4As far as we know, this is the first Harnack inequality for fully nonlinear
nonlocal operators with zero order terms, and we believe that this result is of
independent interest, since it has several applications to different problems.
The proof is based on the proof by Caffarelli and Silvestre for the fully
nonlinear case without zero order terms, see [13]. The idea, as in the local
case, is to consider an auxiliary function that solves an equation without the
zero order term. In the local case this involves studying an equation with
an extra transport term, meanwhile in the nonlocal case this translates into
a nonlocal transport term, see Section 3 for more details.
Coming back to the initial motivation about self-similarity in fractional
parabolic problems, we briefly describe the known results for the linear frac-
tional Heat equation, namely
Pt −∆
sP = 0 in RN × R+,
where ∆s denotes the fractional Laplacian of order 2s.
Fundamental solution associated to this problem has the self-similar form
P (x, t) = t−
N
2s φ˜(|x|t−
1
2s ) and moreover one has the estimates
(1.10)
c1t
(t1/s + |x|2))(N+2s)/2
≤ P (x, t) ≤
c2t
(t1/s + |x|2))(N+2s)/2
for some c2 > c1 > 0, see [8, 3]. Therefore it is easily seen that the associated
eigenpair (φ˜, N2s) solves the problem
∆sφ˜+
1
2s
x ·Dφ˜ = −
N
2s
φ˜ in RN ,
and φ˜ has polynomial decay of the form |x|−N−2s as |x| → ∞. This is in
striking difference with the exponential decay of the second-order version of
the problem. This is a consequence of the decay at infinity of the kernel
defining ∆s (that is, the function y 7→ |y|−(N+2s)), see Section 5.
We aim to get further properties of the eigenpair found in Theorem 1.1
in the case Ω = RN such as lower and upper bounds for the principal
eigenvalue, and decay rates for the eigenfunction. We restrict ourselves
to the case in which the nonlinear operator I is an extremal Pucci type
operator, that is when I =M− or I =M+ with
(1.11) M−(u, x) = inf
i∈I
Li(u, x); M
+(u, x) = sup
i∈I
Li(u, x),
where the inf and sup is taken over linear operators Li = LKi with Ki ∈ K0.
In what follows, singular fundamental solutions associated to the extremal
operatorsM± play a key role. As it can be seen in [18], there exist dimension
like numbers N˜± > 0 (depending on the ellipticity constants) such that the
function |x|2s−N˜
±
is a fundamental solution associated to M±, see (5.7). It
is known that N˜− ≥ N and therefore, if N ≥ 2, the fundamental solution
of M− is singular. On the other hand, inequality N˜+ > 2s requires further
assumptions on γ,Γ in order to hold.
5Note that in the linear case, and in particular the fractional Laplacian,
N˜ = N and so the the next result recover the bounds (1.10).
Theorem 1.3. Assume N ≥ 2. Let s ∈ (1/2, 1), and M be either M+ or
M−. Consider the eigenpair (φ+1 , λ
+
1 ) solving
Mφ+
1
2s
x ·Dφ = −λφ in RN ,(1.12)
with φ+1 > 0 in R
N . Assume that N˜+ > 2s in the case M =M+.
Then, under the normalization φ+1 (0) = 1, there exist c, C, δ > 0 depend-
ing on the ellipticity constants, N and s such that
0 <
N˜ − 2s
2s
≤ λ+1 ≤
N + 2s− δ
2s
,(1.13)
and
c|x|−(N+2s) ≤ φ+1 ≤ C|x|
−(N+2s), for x 6= 0.(1.14)
In addition, λ+1 is simple in the sense that if (φ, λ
+
1 ) is an eigenpair asso-
ciated to the problem, then φ = tφ+1 for some t ≥ 0; and unique, in the sense
that if (λ, φ) solves (1.12) with φ > 0, then λ = λ+1 . As a consequence, φ
+
1
is radially symmetric.
Note that the bounds (1.14) are the nonlocal equivalent of (1.3). To
the best of the authors knowledge this is the first result regarding decay
and bounds for the eigenvalue for nonlinear nonlocal operators. In what
respects to (1.14), this is obtained by carefully constructing global sub and
super solutions for the eigenvalue problem. The construction needs two key
ingredients: the refinement for fully nonlinear operators of the estimates
found by Bonforte-Va´zquez in [10]; and an approximation argument for
punctured domains in order to contruct barriers through the singular fun-
damental solution. In what respects to (1.13), the estimates are related to
the mentioned barriers and the characterization (1.8).
We finish the introduction with the following corollary, which is a direct
consequence of the preceding theorem, see [1, 19].
Corollary 1.4. Under the assumptions of Theorem 1.3, λ+1 is the unique
constant for which the parabolic problem
ut =M
+u in RN × R+,
possess a self-similar solution Φ+ satisfying
Φ+(x, t) = cλ
+
1 Φ(c
1
2sx, ct) for all x ∈ RN , t, c > 0.
This function is defined as Φ+(x, t) = t−λ
+
1 φ+1 (xt
− 1
2s ), where (φ+1 , λ
+
1 ) is
given in Theorem 1.3. Moreover, Φ+ is unique up to a multiplicative positive
constant.
6The paper is organized as follows. In Section 2 we define the class of
operators we are working with and recall the notion of viscosity solution.
In 3 we prove the Harnack inequality for fully nonlinear nonlocal operators
with zero order terms. In Section 4 we prove the existence of a general
eigenpair for general domains. Section 5 is dedicated to the construction
of global sub and super solution for (1.12). Finally in Section 6 we prove
Theorem 1.3.
2. Preliminaries, notation and notion of solution
We recall the definition of linear nonlocal operators L as in (1.5), nonlinear
nonlocal operators I of Isaacs form as in (1.6) and the maximal operators
in (1.11).
For a measurable set A ⊆ RN , we denote
L[A](u, x) =
∫
A
[u(y)− u(x)]K(x− y)dy,
and similar notation for nonlinear operators.
For K ∈ K0 and u, v regular, bounded functions, we denote
BK(u, v)(x) =
1
2
∫
RN
(u(x) − u(y))(v(x) − v(y))K(y − x)dy,
and its associated extremal operators
B+(u, v) = sup
K
BK(u, v) and B
−(u, v) = sup
K
BK(u, v),
This operator plays the role of the gradient, more precisely for smooth func-
tions u and v it is easy to verify that B(u, v)→ Du·Dv and appears naturally
in Section 3.
For b : RN → RN and κ, c : RN → R bounded functions, we denote the
Pucci extremal operators for this class
M+Bu(x) =M
+u(x) + κ(x)B+(u, ζ) + b(x) ·Du+ c(x)u,
In an analogous way we define M−B .
We say that u : RN → R upper semicontinuous is a viscosity subsolution
to the problem
I(u) + b ·Du+ cu = −λu,
at a point x0 ∈ R
N if for each ϕ ∈ C2(Bρ(x0)) ∩ L
∞(RN ) such that x0 is a
maximum point for u− ϕ in Bρ(x0), then
I[Bρ(x0)](ϕ, x0)+I[Bρ(x0)
c](u, x0)+b(x0)·Dϕ(x0)+c(x0)u(x0) ≥ −λu(x0).
Viscosity supersolution is defined in an analogous way.
73. Harnack Inequality
A key ingredient in the proof of the Harnack inequality is the Lε Lemma.
Lemma 3.1. Let u ≥ 0 in RN and suppose that M−Bu ≤ C0 in B2r in the
viscosity sense. Assume that s > 1/2, then there exists a universal constant
C such that
|{u > t} ∩Br| ≤ Cr
n(u(0) + C0r
2s)εt−ε.(3.1)
Note that when c ≥ 0 the previous lemma is a direct adaptation of the
one proven in [14], since B can be bounded by an extremal operator of order
τ = 2s− 1 and the local gradient can be absorbed by scaling.
The general case also follows by rescaling in the ABP estimates and the
first step of the proof of the Lε.
Next we state and prove a Harnack inequality for operators with general
lower order terms.
Theorem 3.2. Let u ≥ 0 be a continuous function in RN and suppose that
M−u(x)−M1|Du| −M2u ≤ C0, M
+u(x)+M1|Du|+M2u ≥ −C0 in B2,
in the viscosity sense. Assume that s > 1/2, then there exists a universal
constant C such that
u(x) ≤ C(u(0) + C0) x ∈ B1/2.
The proof of Theorem 1.2 is a direct consequence of Theorem 3.2.
Proof of Theorem 3.2. First consider the eigenpair (ϕ, λ1) solving
M+ϕ+M1|Dϕ|(x) = −λ1ϕ(x) in B2l,
ϕ = 0, in Bc2l.
where M denotes the extremal operator (see (1.11)). It is direct to check
that ϕ ∈ C2s+α(B2l) for some α > 0 (see for example [20]).
A standard application ABP yields that λ1 →∞ as l → 0. With this in
mind let l small so that
λ1 > 2M2.
Also note that ϕ > 0 in Bl and we can also assume ϕ(x) ≥ 1 in Bl. Consider
now δ > 0 small to be fixed later and define ϕδ = ϕ+ δ.
For simplicity of exposition we will assume that l = 1. Note that all our
computations will be done in B1, where ϕ(x) ≥ 1. The general case follows
the same computations with every ball now rescaled by l (i.e. Bθr is replaced
by Bθrl). Finally the result will hold within a ball of radius Bl/4 which then
by a classical argument can be extended to the whole domain.
We proceed as in [13]. Without loss of generality we can assume that
u(0) ≤ 1 and C0 = 1. Let now ε be the one given by Lemma 3.1 and let
γ = n/ε. Consider t the minimum value such that
u(x)
ϕδ
≤ ht(x) = t(1− |x|)
γ , for all x ∈ B1.
8Denote x0 the point where equality holds, that is, u(x0) = ϕδ(x0)ht(x0),
and set d = (1− |x0|), r = d/2. Note that with this notation we have
u(x0) = ϕ(x0)d
−γ .
Our goal is to prove that t is bounded by a universal constant, which then
implies that u is uniformly bounded in B1/2.
Consider the set A = {u > u(x0)/2}, by the L
ε lemma 3.1 (with ζ = 0)
we get that there exists a universal constant C such that
|A ∩B1| ≤ C
∣∣∣∣ 2u(x0)
∣∣∣∣ ≤ Ct−εdn,
where the constant C on the second inequality depends on the L∞ norm of
ϕ. Since |Br| = Cd
n, we deduce the following estimate
|A ∩Br(x0)| ≤ Ct
−ε|Br|.(3.2)
Now we need to estimate Ac ∩ Br(x0). We will arrive to a contradiction if
we are able to prove that there exists a positive constant µ independent of
t such that Ac ∩Br(x0) ≤ (1− µ)|Br|.
Let θ > 0 be small so that (1− θ/2)−γ ∼ 1 and consider
v(x) =
(
1−
θ
2
)−γ u(x0)
ϕδ(x0)
−
u(x)
ϕδ(x)
.
Note that for x ∈ Bθr(x0) we have
u(x)
ϕδ(x)
≤ ht(x) ≤ t
(
d− θd
2
)−γ
≤
u(x0)
ϕδ(x0)
(
1−
θ
2
)−γ
.
With this we conclude that v ≥ 0 in Bθr. We would like to apply the L
ε
lemma to v, but since v is not positive we need to truncate it first. Define
then w(x) = v+(x), where v = v+− v−, and let us estimate M−w in Bθr/2.
We have
M−w ≤M−v +M+(v−).(3.3)
Let us analyze M−v. First, note that
M−v =M−(−u/ϕδ) = −M
+(u/ϕδ)
Since ϕδ is a smooth strictly positive function then the u/ϕδ satisfies the
product rule in the viscosity sense. More precisely, let φ be a test function
touching V = u/ϕδ from above at x¯ ∈ B1,
φ(x¯) =
u(x¯)
ϕδ(x¯)
, φ(x) ≥
u(x)
ϕδ(x)
, in Bρ(x¯)
then the ϕδφ is a test function for u (recall ϕδ > 0 and M
+u ≥ −1) hence
we get, from testing,
M+[Bρ(x¯)](ϕδφ)(x¯) +M
+[Bcρ(x¯)](u)(x¯)
+M1|D(ϕδφ)|(x¯)) +M2ϕδφ(x¯) ≥ −1.
(3.4)
9Now observe that since ϕδ and φ are smooth we have
M+[Bρ(x¯)](ϕδ(x¯)φ(x¯)) ≤ φ(x¯)M
+[Bρ(x¯)](ϕδ)(x¯) + ϕδ(x¯)M
+[Bρ(x¯)](φ)(x¯)
+ 2B+[Bρ(x¯)](ϕδ , φ)(x¯).
On the other hand, since u = V ϕδ and the kernels are non singular in B
c
ρ(x¯),
we obtain the analogous product rule for the term M+[Bcρ(x¯)](u)(x¯), that
is
M+[Bcρ(x¯)](u)(x¯) = M
+[Bcρ(x¯)](V ϕδ)(x¯)
≤ V (x¯)M+[Bcρ(x¯)](ϕδ)(x¯) + ϕδ(x¯)M
+[Bcρ(x¯)](V )(x¯)
+ 2B+[Bcρ(x¯)](ϕδ , V )(x¯)
Adding both inequalities and noting that V (x¯) = φ(x¯) we get
M+[Bρ(x¯)](ϕδφ)(x¯) +M
+[Bcρ(x¯)](u)(x¯)
≤ φ(x¯)M+ϕδ(x¯) + ϕδ(x¯)
(
M+[Bρ(x¯)](φ)(x¯) +M
+[Bcρ(x¯)](V )(x¯)
)
+ 2
(
B+[Bρ(x¯)](ϕδ , φ)(x¯) + B
+[Bcρ(x¯)](ϕδ , V )(x¯)
)(3.5)
Observe that the last two terms represent the viscous testing of V by φ
for the functional ϕδM
+(·) + 2B(·, ϕδ). Now, since Dϕδφ = ϕδDφ+ φDϕδ
we get from (3.4)
M+[Bρ(x¯)](ϕδφ)(x¯) +M
+[Bcρ(x¯)](u)(x¯)
≥ − 1−M1
(
ϕδ(x¯)|Dφ|(x¯) + φ(x¯)|Dϕδ |(x¯))
)
−M2ϕδ(x¯)φ(x¯)
(3.6)
Furthermore we have
φ(x¯)M+ϕδ(x¯) = φ(x¯)(−M1|Dϕδ|(x¯)− λ1ϕδ(x¯) + λ1δ)(3.7)
Combining inequalities (3.6), (3.5), (3.6) and dividing by ϕδ(x¯) we deduce
φ(x¯)
ϕδ(x¯)
(−λ1ϕδ(x¯) + λ1δ) +H(V, φ, ϕδ) ≥
−1
ϕδ(x¯)
−M1|Dφ|(x¯)−M2φ(x¯),
where
H(V, φ, ϕδ) :=M
+[Bρ(x¯)](φ)(x¯) +M
+[Bcρ(x¯)](V )(x¯)
+
1
ϕδ(x¯)
2(B+[Bρ(x¯)](ϕδ , φ)(x¯) + B
+[Bcρ(x¯)](ϕδ , V )(x¯))
Notice that since λ1 ≥ 2M2 we can pick δ small enough (independent of t
and u such that
M2 − λ1 +
λ1δ
ϕδ(x¯)
< 0
since x¯ ∈ B1 and ϕδ(x) ≥ 1 in B1. We deduce then
H(φ,ϕδ , v) +M1|Dφ|(x¯) ≥ −1,
10
and so we get that the function v = −u/ϕδ satisfies
M−v −
2
ϕδ(x)
B+(ϕδ , v)−M1|Dv| ≤ 1, in B1,
in the viscosity sense.
Going back to (3.3) we get
M−w ≤M−v +M+(−v−)
≤ 1 +
2
ϕδ(x¯)
B+(ϕδ , v) +M1|Dv|+M
−
B (−v
−)
Note that B(ϕδ, w) = B(ϕδ, w +C) for any constant and that v ≥ 0 in Bθr,
furthermore
B+(u1 + u2, h) ≥ B
−(u1, h) + B
+(u2, h).
Decompose again v = v+ − v− to get
M−w −
2
ϕδ(x)
B−(ϕδ , w)−M1|Dw| ≤ 1 +M
−(−v−)− B+(ϕδ ,−v
−).
(3.8)
We need to estimate M−(v−) and B+(ϕδ, v
−). The estimates are fairly
similar as the ones in [13]. Let x ∈ Bθr/2(x0) and Cθ = (1−θ/2)
−γ , we have
M−(v−) ≤ C(1− s)
∫
{v(x+y)<0}
−Λ
v(x+ y)
|y|n+2s
≤ C(1− s)
∫
RN\Bθr/2(x0−x)
1
|y|n+2s
(
u(x+ y)
ϕδ(x+ y)
− Cθ
u(x0)
ϕδ(x0)
)+
dy
≤ (1− s)
∫
RN\Bθr/2(x0−x)
1
|y|n+2s
(
u(x+ y)
δ
− Cθ
u(x0)
ϕδ(x0)
)+
dy
≤
(1− s)
δ
∫
RN\Bθr/2(x0−x)
1
|y|n+2s
(u(x+ y)− Cθu(x0)δ)
+ dy(3.9)
To estimate the integral in the last inequality consider the function gτ =
τ(1− |4x|2) and pick the largest value of τ such that the inequality u ≥ gτ .
Since u is positive in RN there exists a point x1 in B1/4 satisfying u(x1) =
gτ (x1). Note that τ ≤ 1 since u(0) ≤ 1. We can bound then
(1− s)P.V.
∫
RN
(u(x1 + y)− u(x1))
−
|y|n+2s
dy
≤ (1− s)P.V.
∫
RN
(gτ (x1 + y)− gτ (x1))
−
|y|n+2s
dy ≤ C,
for C independent of s. At x1 we have Du(x1) = Dgτ (x1), hence we deduce
from
M−u(x1)−M1|Du|(x1)−M2u(x1) ≤ 1,
11
the inequality
(1− s)P.V.
∫
RN
(u(x1 + y)− u(x1))
+
|y|n+2s
dy ≤ C,
for a universal constant C independent of s. From here, since u(x1) =
gτ (x1) ≤ 1 and u ≥ 0 we get
(1− s)
∫
RN
(u(x1 + y)− 2)
+
|y|n+2s
dy ≤ C.
Without loss of generality we can assume that u(x0) > 2δ
−1, since otherwise
t would be uniformly bounded (recall δ is small but independent of t and
u). With this we can bound the integral appearing in (3.9).
(1− s)
δ
∫
RN\Bθr/2(x0−x)
1
|y|n+2s
(u(x+ y)− Cθu(x0)δ)
+ dy
=
(1− s)
δ
∫
RN\Bθr/2(x0−x)
(u(x1 + y + x− x1)− Cθu(x0)δ)
+
|y + x1 − x0|n+2s
|y + x1 − x0|
n+2s
|y|n+2s
dy
≤
C
δ
(θr)−n−2s(1− s)P.V.
∫
RN
(u(x1 + y)− 2)
+
|y|n+2s
dy
≤
C
δ
(θr)−n−2s.
Observe that this estimate is the same as the one appearing in [13], though
we assume that u(x0) > 2δ
−1, instead of u(x0) > 2.
We need to estimate now −B+(ϕδ ,−v
−) = B−(ϕδ , v
−). For this is enough
to notice that
−B+(ϕδ , v
−) ≤ (1− s)Λ−1
∫
RN
|v−(x)− v−(y)||ϕδ(x)− ϕδ(y)|
|x− y|n+2s
dy
≤ C
∫
{v(x+y)<0}
−
v(x+ y)
|y|n+2s
,
which is bounded in the same fashion as in (3.9). One can be more precise
with the previous bound, since ϕδ is smooth, then
−B+(ϕδ , v
−) ≤ (1− s)Λ−1
∫
RN
|v−(x)− v−(y)||ϕδ(x)− ϕδ(y)|
|x− y|n+2s
dy
≤ C
∫
{v(x+y)<0}
−
v(x+ y)
|y|n+2s−1
.
This is not necessary since we were able to control M−v− which dominates
the nonlocal drift.
Taking these bounds into account we deduce from (3.8)
M−w −
2
ϕδ
B−(ϕδ , w) −M1|Dw| ≤
C
δ
(θr)−n−2s, in Bθr/2(x0)
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Let α ∈ (1/4, 3/4) to be fixed and consider
wα(x0) = (Cθ − α)
u(x0)
ϕδ(x0)
,
and note that
|{w(x) > wα(x0)} ∩Bθr/4(x0)| =
∣∣∣∣
{
u(x) < α
u(x0)ϕδ(x)
ϕδ(x0)
}
∩Bθr/4
∣∣∣∣ .
Since ϕδ is smooth, C
1 suffices, we have
|ϕδ(x)− ϕδ(x0)| ≤ Cθr,
and so ∣∣∣∣ ϕδ(x)ϕδ(x0) − 1
∣∣∣∣ ≤ Cθr.
Since θ is small, we can pick α ∈ (1/4, 3/4) so that
α
u(x0)ϕδ(x)
ϕδ(x0)
≥
1
2
,
and hence we get the bound∣∣∣∣
{
u(x) <
u(x0)
2
}
∩Bθr/4
∣∣∣∣ ≤
∣∣∣∣
{
u(x) < α
u(x0)ϕδ(x)
ϕδ(x0)
}
∩Bθr/4
∣∣∣∣(3.10)
= |{w(x) > wα(x0)} ∩Bθr/4(x0)|.
We bound |{w(x) > wα(x0)}∩Bθr/4(x0)| by below using the L
ε lemma (with
ζ = −ϕδ, κ = 1/ϕδ) to obtain
|{w(x) > wα(x0)} ∩Bθr/4(x0)| ≤ C(θr)
n
(
w(x0) +
C(θr)−n−2s
δ
(θr)2s
)ε
wα(x0)
−ε
≤ C(θr)n
(
Cθ − 1
Cθ − α
+
1
δ
(θr)−nwα(x0)
−1
)ε
≤ C(θr)n
(
Cθ − 1 +
1
δ
(θr)−nwα(x0)
−1
)ε
since α ∈
(
1
4
,
3
4
)
≤ C(θr)n
(
(Cθ − 1)
ε +
1
δ
(θr)−nεt−ε
)
.
The last inequality comes from the fact that
t = dγ
u(x0)
ϕδ(x0)
and so using the definition of wα(x0) we get
t =
dγ
Cθ − α
wα(x0).
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Let us choose now θ > 0 independent of t so that
C(θr)n(Cθ − 1)
ε ≤
1
4
|Bθr/4(x0)|.
Since δ is fixed and independent of t, u we have that for large values of t,
C(θr)n
1
δ
(θr)−nεt−ε ≤
1
4
|Bθr/4(x0)|.
Combining this estimate and the bound in (3.10) we deduce∣∣∣∣
{
u(x) <
u(x0)
2
}
∩Bθr/4
∣∣∣∣ ≤ 12 |Bθr/4(x0)|,
which for t large implies∣∣∣∣
{
u(x) >
u(x0)
2
}
∩Bθr/4
∣∣∣∣ ≥ cBθr(x0)|.(3.11)
Note that inequality (3.11) contradicts (3.2), hence t is uniformly bounded,
which concludes the proof. 
4. Proof of Theorem 1.1.
Let Ω ⊂ RN a general domain, which is not necessarily bounded or
smooth. We will prove that there exists a generalized eigenpair (φ+1 , λ
+
1 )
solving the eigenvalue problem
(4.1) Iφ+1 + b(x) ·Dφ
+
1 = λ
+
1 φ
+
1 in Ω; φ
+
1 = 0 in Ω
c.
Moreover, λ+1 = λ
+
1 (Ω) and can be characterized as (1.8), that is,
(4.2) λ+1 = sup{λ | ∃ φ ≥ 0 in R
N , φ > 0 in Ω, s.t. Iφ+b·Dφ ≤ −λφ in Ω}.
Observe that for general domains simplicity and/or uniqueness might not
be true.
For R > 0 denote ws,R(y) = (R + |y|)
−(N+2s) and we omit the subscript
R when R = 1. Also denote
‖u‖L1(ws,R) =
∫
RN
u(y)ws,R(y)dy.
We need the following preliminary lemmas.
Lemma 4.1. Let b ∈ L∞loc(B2R). Assume that u is a bounded, nonnegative
viscosity solution of
I(u) + b(x) ·Du ≤ c1u in B2R.
Then, there exists a constant C > 0 such that
‖u‖L1(ws,R) ≤ C
(
R−1||b||L∞(B2R) + ||u||L∞(B2R)
)
inf
BR
u
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Proof. We assume R = 1 and conclude the general result by considering the
usual rescaling uR(x) = u(Rx). We follow the ideas of [2].
Let ϕ ∈ C∞0 (B3/2) such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in B1. If u is nontrivial,
the strong maximum principle implies that u > 0 in B2. Then, there exists
0 < t ≤ infB1 u such that u ≤ tϕ in R
N . Moreover, enlarging t if necessary,
we can consider a point z0 ∈ B3/2 for which u(z0) = tϕ(z0). Then, the
viscosity inequality for u allows us to write
tI[B1/4(z0)](ϕ, z0) + I[B1/4(z0)
c](u, z0)− Ct‖b‖∞ ≤ Ctϕ(z0),
where C > 0 just depends on c1 and universal constants. From here, by
the smoothness of ϕ it is direct to see the existence of a universal constants
C > 0 just depending on N, s such that
γ
∫
B1/4(z0)c
u(y)
|z0 − y|N+2s
dy ≤ CΓ‖u‖L∞(B2) +Ct.
The result follows by rearranging terms and using the definition of t. 
Next lemma states a known fact that solutions of equation of the type
(4.1) are Ho¨lder continuous and localizes the L∞ dependence of the right
hand side.
Lemma 4.2. Let Θ ⊂ RN be a domain and assume BR ⊂ Θ. Let u be a
solution of
Iu+ b ·Du = λu in Θ.
Then, there exists α ∈ (0, 1) and a constant C = CR not depending on
the domain such that
[u]Cα(BR/2) ≤ CR(1 + ‖u‖L∞(BR) + ‖u‖L1(ws)).
Proof. Without loss of generality we can assume that R = 1 and then con-
clude by scaling. Note first that u satisfies (in the viscosity sense)
M+u− C1|Du| ≤ C2,
M−u+ C1|Du| ≥ −C2,
in B1, for some constants C1, C2 > 0. It is direct to check that the function
u˜ := u(x)1B4(x), x ∈ R
N , satisfies the inequalities
M+u˜− C1|Du˜| ≤ C2 + C‖u‖L1(ws) in B1
M−u˜+ C1|Du˜| ≥ −C2 in B1,
where the constant C > 0 in the right-hand side of the first inequality just
depends on N, s and the ellipticity constants. Standard regularity theory
asserts the existence of α ∈ (0, 1) and a constant C > 0 such that
[u]Cα(B1/2) = [u˜]Cα(B1/2) ≤ C(1 + ‖u‖L∞(B1) + ‖u‖L1(ws))

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Proof of Theorem 1.1. Following [7], we can find a sequence of smooth do-
mains Ωn such that
Ω¯n ⊂ Ωn+1 and ∪n∈N Ωn = Ω
Let now (φn, λn) be the eigenpair associated to the problem
(4.3) I(u¯, x) + b(x) ·Du¯(x) = −λnu¯ in Ωn.
Since Ωn is smooth and bounded we have that λn is a decreasing sequence
and λn ≥ λ
+
1 (see [16]) and so λn converges to λ¯ ≥ λ
+
1 .
Fix x0 ∈ Ω0 and consider the normalization φn(x0) = 1. By the Harnack
inequality (Theorem 1.2) we get, for each fixed Ω¯k, that
sup
Ω¯k
φn ≤ Cκ.
Using the uniform bound in compact sets for the L∞ norm of the sequence
and Lemma 4.2 we get that there exists a subsequence φn which converges
in Cα(Ω¯k) for k fixed, that is φn → φ in Ω¯k. Now, by standard stability
results of viscosity solutions we get Iφ+ b ·Dφ = −λ¯φ in Ω¯k. Finally, by a
diagonal argument we can find a subsequence φn → φ in C
α
loc(Ω), which by
stability of viscosity solution satisfies Iφ+ b ·Dφ = −λ¯φ in Ω. Notice that
φ ≥ 0 in (Ω)c (that can be empty). Then the strong maximum principle
yields φ > 0 in Ω and so φ can be used in the characterization (1.8) to get
λ+1 ≥ λ¯. 
5. Barriers
In this section we construct sub and supersolutions to the eigenvalue
problem (1.12) in RN \ {0}. The estimates are based on the computations
of Lemma 2.1 in [10], the fundamental solution of M+ and a rescaling ar-
gument.
5.1. Subsolutions. For β,M > 1 define
ϕ(x) = ϕM,β(x) := (M
2 + |x|2)−β/2 in RN .
We have the following estimate.
Lemma 5.1. Let β ≥ N+2s. There exist λ > 1 and C, c > 0 just depending
on N, s and the ellipticity constants, such that, for each M ≥ 1, the function
ϕ = ϕM,β satisfies
M−ϕ(x) ≥
{
−CΓM−2sϕ(x) if x ∈ BλM ,
cγM−2sϕ(x) if x ∈ BcλM .
Proof. Let λ > 1 to be fixed. We first deal with the case |x| ≥ λM > 1.
Let K ∈ K0 and write L = LK its associated linear operator. We have
L[B|x|/2](ϕ, x) =
∫
B|x|/2
ϕ(y)K(x− y)dy − ϕ(x)
∫
B|x|/2
K(x− y)dy,
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and from here we have
L[B|x|/2](ϕ, x) ≥γ(2/3)
N+2s|x|−(N+2s)
∫
B|x|/2
ϕ(y)dy − ΓCϕ(x)
∫ +∞
|x|/2
r−1−2sdr
≥cγM−β |x|−β
∫
BλM/2
(1 + |y/M |2)−β/2dy − CΓ|x|−2sϕ(x),
where in the last inequality we have used that β ≥ N + 2s and |x| ≥ 1.
Now, since λ > 1, we see that∫
BλM/2
(1 + |y/M |2)−β/2dy =MN
∫
Bλ/2
(1 + |z|2)−β/2dz ≥ cMN ,
for some c > 0 independent of λ. From here, recalling that |x| ≥ λM , we
can write
L[B|x|/2](ϕ, x) ≥
(
cγM−2s|x|−β(M2 + |x|2)β/2 − CΓ|x|−2s
)
ϕ(x)
≥(cγ − CΓλ−2s)M−2sϕ(x),
and therefore, taking λ large enough just in terms of N, s and the ellipticity
constants, we arrive at
(5.1) LK [B|x|/2](ϕ, x) ≥ cγM
−2sϕ(x),
for some universal constant c > 0, for all K ∈ K0.
Now we deal with the integral over B|x|/2(x). Note first that
D2ϕ(x) = β(β + 2)(M2 + |x|2)−β/2−2x⊗ x− β(M2 + |x|2)−β/2−1IN .
We perform a Taylor expansion and disregard the positive term to write
L[B|x|/2(x)](ϕ, x)
≥
−βΓ
2
∫
B|x|/2(0)
∫ 1
0
(1− t)(M2 + |x+ tz|2)−β/2−1|z|2−N−2sdtdz
≥− CΓ(M2 + |x|2)−β/2−1
∫
B|x|/2(0)
|z|2−N−2sdz
≥− CΓ(M2 + |x|2)−β/2−1|x|2−2s
≥− CΓ
|x|2
M2 + |x|2
|x|−2sϕ(x),
and from here, recalling that |x| ≥ λM , we conclude that
(5.2) L[B|x|/2(x)](ϕ, x) ≥ −CΓλ
−2sM−2sϕ(x).
Finally, for the integral term in B˜ := (B|x|/2 ∪ B|x|/2(x))
c, we use that
ϕ ≥ 0 to conclude
L[B˜](ϕ, x) ≥ −ϕ(x)Γ
∫
B˜
dy
|x− y|N+2s
≥ −C|x|−2sϕ(x),
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and then we get
(5.3) L[B˜](ϕ, x) ≥ −CΓλ−2sM−2sϕ(x).
At this point, we collect estimates (5.1)-(5.3) to conclude the existence of
c, C > 0 such that, that for all λ > 1 large enough, and all M > 1 we have
LK(ϕ, x) ≥M
−2s
(
c− Cλ−2s
)
ϕ(x), for |x| ≥ λM,
for all K ∈ K0. Now we fix λ such that Cλ
−2s ≤ c/2 (again, just depending
on N , s and the ellipticity constant) to conclude that
(5.4) M−(ϕ, x) ≥ c0M
−2sϕ in BcλM ,
for some c0 > 0 just depending on N, s and the ellipticity constants.
Now we deal with the case |x| ≤ λM . Notice that by rescaling, denoting
ϕ˜1(x) = ϕ1(x/M), we have for all x ∈ R
N that
LK(ϕM , x) =M
−βLK(ϕ˜1, x) =M
−(β+2s)LK(ϕ1, x/M) ≥ −CΓM
−(β+2s),
for some universal constant C > 0. The last inequality is due to the fact
that ϕ1 has uniform C
2 estimates in RN .
Thus, for |x| ≤ λM we get that
LKϕ(x) ≥ −CΓM
−2s(1 + λ2)β/2ϕ(x),
for some C > 0 just depending on N , s. Then, since λ is already fixed, there
exists C > 0 such that
(5.5) M−ϕ ≥ −CΓM−2sϕ in BλM .
Then, joining (5.4) and (5.5) we conclude the result. 
As a corollary, we have
Corollary 5.2. Let β ≥ N + 2s. There exists M0 > 1 large enough just in
terms of N, s and the ellipticity constants such that, for all M ≥M0, there
exists c = cM ∈ (0, 1) such that the function ϕ satisfies
M−(ϕ) +
1
2s
x ·Dϕ ≥ −
β − c
2s
ϕ in RN .
Proof. It is direct to check that for all x ∈ RN we have
1
2s
x ·Dϕ(x) =
−β
2s
|x|2
M2 + |x|2
ϕ(x).
Then, if |x| ≥ λM we have
(5.6)
1
2s
x ·Dϕ(x) ≥ −
β
2s
ϕ(x),
and using the estimates of the previous lemma, we conclude the estimate
asserted in the statement of the corollary for |x| ≥ λM .
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On the other hand, if |x| ≤ λM , we see that
1
2s
x ·Dϕ(x) ≥
−β
2s
λ2
1 + λ2
ϕ(x),
and therefore, since λ > 1 is already fixed universal, there exists a constant
c ∈ (0, 1) just depending on N and s so that
1
2s
x ·Dϕ(x) ≥
−(β − c)
2s
ϕ(x), x ∈ BλM .
The previous estimate and (5.5) allows us to take M large enough to
conclude that
M+(ϕ) +
x
2s
·Dϕ ≥ −
β − c
2s
ϕ in BλM ,
for some c > 0 small enough. 
5.2. Supersolution. In [18], the authors proved that there exists N˜ , with
−N < σ := −N˜ + 2s < 0 so that the function
(5.7) E(x) := |x|σ x ∈ RN \ {0},
solves
M+E(x) = 0 x ∈ RN \ {0},
that is, E is a fundamental solution for the extremal operator M+. Given
c, β > 0, we denote
Φ(x) = Φβ,c(x) = min{cE(x), |x|
−β} in RN \ {0}.
Lemma 5.3. Let N < β ≤ N + 2s and for c > 0, denote rc = c
−1
β+σ . There
exists C, c0 > 0 just depending on N and s such that, for all c ∈ (0, c0), the
function Φ satisfies the following inequality in the viscosity sense
(5.8) M+Φ ≤
{
0 if 0 < |x| ≤ rc,
CΓcθΦ(x) if |x| > rc,
with θ = β−Nβ+σ > 0.
Proof. Since N < β, we have β + σ > 0 and therefore rc → +∞ if c → 0.
Notice that by definition of rc, we have
Φ(x) = cE(x) = |x|β if |x| = rc.
We immediately see that at if |x| = rc, no test function touching from
below to Φ at x exists, and therefore the viscosity inequality holds.
For 0 < |x| < rc, we notice that Φ(x) = cE(x). For any K ∈ K0 we have
LKΦ(x) =P.V.
∫
Brc
(cE(y) − cE(x))K(x − y)dy +
∫
Bcrc
(|y|−β − cE(x))K(x − y)dy
=cLKE(x) +
∫
Bcrc
(|y|−β − cE(y))K(x− y)dy
≤cM+E(x),
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from which we conclude that
(5.9) M+Φ(x) ≤ 0 for 0 < |x| < rc.
Now we deal with the case |x| > rc. Notice that in this case we have
Φ(x) = |x|β .
Given K ∈ K0, we write
LKΦ(x) = I1 + I2 + I3,
with
I1 =LK [B|x|/2(x)]Φ(x),
I2 =LK [Brc \B|x|/2(x)]Φ(x),
I3 =LK [(Brc ∪B|x|/2(x))
c]Φ(x).
For I1, we use that
I1 ≤ P.V.
∫
B|x|/2(x)
[|y|β − |x|β ]K(x− y)dy.
From here, we perform a Taylor expansion and proceed as the computa-
tions leading inequality (5.2) to get
I1 ≤
Γβ
2
∫
B|x|/2(0)
1∫
0
(1− t)|x+ tz|−(β+2)
(
(β + 2)〈x̂ + tz, z〉2 − |z|2
)
|z|−(N+2s)dz
≤CΓ|x|−(β+2)
∫
B|x|/2
|z|2−N−2sdz,
for some C > 0 just depending on N, s. Then, we get
I1 ≤ CΓ|x|
−β|x|−2s = CΓ|x|−2sΦ(x) ≤ CΓr−2sc Φ(x),
and we conclude that
(5.10) I1 ≤ CΓc
2s
β+σΦ(x),
for some C > 0 just depending on N, s.
For I2, using that β ≤ N + 2s we can write
I2 ≤Γ
∫
Brc\B|x|/2(x)
cE(y)
|x− y|N+2s
dy
≤Γ2β |x|−(N+2s)
∫
Brc\B|x|/2(x)
cE(y)dy
≤CΓc|x|−β
∫ rc
0
tσ+N−1dt,
for some constant C > 0 just depending on N, s.
Thus, recalling that rc = c
−1
β+σ , we arrive at
I2 ≤ Ccr
σ+N
c Φ(x) = CΓc
1−σ+N
β+σ Φ(x),
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from which we conclude that
(5.11) I2 ≤ CΓc
β−N
β+σ Φ(x),
for some C > 0 just depending on N, s.
Finally, for I3 we see that
I3 ≤Γ
∫
(Brc∪B|x|/2(x))
c
|y|−β
|x− y|N+2s
dy
≤Γ2β|x|−(N+2s)
∫
(Brc∪B|x|/2(x))
c
|y|−βdy
≤CΓ|x|−β
∫ +∞
rc
t−βtN−1dt,
for some constant C > 0. A direct computation leads to
I3 ≤ CΓr
−β+N
c Φ(x) = CΓc
β−N
β+σ Φ(x).
which is the same estimate as (5.11), possibly relabeling C. Thus, collecting
the estimates for I1, I2 and I3, and taking supremum on K, we conclude
that
M+Φ(x) ≤ CΓc
β−N
β+σ Φ(x) for |x| > rc.
This concludes the proof. 
6. Proof of Theorem 1.3
This section is entirely dedicated to the proof of Theorem 1.3. We present
the proof in the case M =M+, the case M =M− is analogous.
Consider the sequence {(φn, λn)}n, where the pair solves the eigenvalue
problem in the ball Bn for n ≥ 2, with φn > 0 in Bn. We immediately
remark that the sequence of eigenvalues λn is decreasing and we have the
bounds
0 < λn ≤ λ
+
1 (B1 \B1/2) < +∞, for all n.
Then, by Theorem 1.1 we have
(6.1) lim
n→∞
λn = λ
+
1 (R
N ).
Moreover, the family (φn) is uniformly bounded and Ho¨lder continuous
in each compact set of RN by Lemmas 4.1 and 4.2. Thus, normalized as
φn(0) = 1 for all n we have it converges locally uniformly to the nontrivial
eigenfunction φ+1 solving the problem in R
N .
Now we divide the proof in several steps.
1.- Lower bound for λ+1 (R
N ): Let n be fixed and consider ǫ ∈ (0, 1) small.
Denote (φǫ, λǫ) the positive eigenpair associated to the eigenvalue problem
in the set Bn\Bǫ (we omit the dependence on n, but stress on its dependence
in the estimates).
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Considering the fundamental solution E given by (5.7), we have
M+(E+) +
1
2s
x ·DE+(x) =
σ
2s
E+(x), x ∈ B
c
ǫ ,
and from the characterization of the principal eigenvalue, we conclude that
λǫ ≥ −σ/2s,
for all ǫ > 0, and the sequence (λǫ) is decreasing in ǫ.
Fix x0 ∈ Bn \ B1 and normalize the family as φǫ(x0) = 1. By the Har-
nack inequality in Theorem 1.2, we have that the family of solutions (φǫ) is
uniformly bounded in each compact set contained in Bcǫ . In particular, for
ρ > 0 to be fixed, and for all ǫ small enough, there exists R > 0 depending
on n and ρ such that
0 ≤ φǫ ≤ R in B
c
ρ.
Consider the function U(x) = R(1Bρ(x) + 1) and notice that for each
K ∈ K0 and each x ∈ Bρ we have
LK(U, x) = −R
∫
Bcρ
K(x−y)dy ≤ −γR
∫
Bcρ
dy
|x− y|N+2s
≤ −γR
∫
Bcρ
|z|−(N+2s)dz,
and from here we get that
M+(u, x) ≤ −cRγρ−2s in Bρ.
Thus, if we denote λ0 = λ
+
1 (B1 \ B1/2), there exists ρ > 0 small enough
so that
(6.2) M+(U) +
1
2s
x ·DU + λ0U ≤ 0 in Bρ,
and clearly U ≥ φǫ in B
c
ρ. Then, we can fix ρ small enough so that inequality
holds (6.2) and the associated operator satisfies the comparison principle in
Bρ, see [15]. Since λn ≤ λ0, then we have
M+(φǫ) +
1
2s
x ·Dφǫ + λ0φǫ ≥ 0 in Bρ \Bǫ
for all ǫ small. Since φǫ ≤ U in Bǫ ∪ B
c
n, by the comparison principle we
conclude that φǫ ≤ 2R in R
N , from which (φǫ)ǫ is uniformly bounded for n
fixed.
Thus, by the Cα estimates and stability of viscosity solutions, we conclude
λǫ → λ, φǫ → φ in C
α
loc(R
N \ {0}) as ǫ→ 0, where φ solves the equation
(6.3) M+(φ) +
1
2s
x ·Dφ = −λφ in Bn \ {0}; φ = 0 in B
c
n.
Consider the extension of φ at the origin, that we still denote by φ, given
by
φ(0) = lim inf
x→0,|x|>0
φ(x),
which is lower semicontinuous function.
Claim: φ is a viscosity supersolution to problem (6.3) in Bn.
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Assume the claim holds. Using the claim and the characterization of the
principal eigenvalue, we conclude that λ+1 (Bn) ≥ −σ/2s for all n ∈ N. This
last fact, together with (6.1) allows us to conclude
(6.4) λ+1 (R
N ) ≥ −σ/2s,
which is the desired estimate of this step.
Proof of Claim: Let ϕ be a smooth bounded function such that φ −
ϕ attains its strict global minimum at x = 0. Consider the fundamental
solution E in (5.7) and for β > 0 small enough, consider the function
x 7→ φ(x)− ϕ(x) + βE(x), x 6= 0.
It is direct to see that this function attains its global minimum at a point
xβ 6= 0 for all β small enough. Moreover, by the minimality of xβ and the
positivity of E+, for all z 6= 0 we have
φ(xβ)− ϕ(xβ) ≤ φ(z)− ϕ(z) + βE+(z),
and from here, taking liminf in β in the last inequality for z fixed, and using
that the origin is the strict minimum of φ− ϕ, we conclude that xβ → 0 as
β → 0. Now, observe that for z 6= 0 fixed, the last inequality together with
the lower semicontinuity of φ and the continuity of φ away of the origin,
allows us to write
(φ− ϕ)(0) ≤ lim inf
β→0
(φ− ϕ)(xβ)
≤ lim sup
β→0
(φ− ϕ)(xβ)
≤ lim sup
β→0
(φ− ϕ+ βE)(z)
≤ (φ− ϕ)(z).
Now, by definition, there exists a sequence xk → 0, xk 6= 0 such that
φ(xk)→ φ(0). Taking z = xk in the above inequalities and making k →∞
we conclude that φ(xβ)→ φ(0) by the continuity of ϕ.
Then, we use ϕ− βE as test function for φ at xβ to conclude that
M+(ϕ− βE+, xβ) +
1
2s
xβ ·
(
Dϕ(xβ)− βDE+(xβ)
)
≤ −λφ(xβ).
Notice that since σ < 0 we have xβ ·DE+(xβ) ≤ 0, and using well-known
properties of maximal operators we arrive at
M+(ϕ, xβ)−M
+(E, xβ) +
1
2s
xβ ·Dϕ(xβ) ≤ −λφ(xβ).
Since E is the fundamental solution and xβ → 0, φ(xβ) → φ(0) as β → 0,
we can take the limit in β to conclude the viscosity inequality for φ at the
origin, by the smoothness of ϕ. This finishes the claim, and therefore the
estimate (6.4).
2.- Lower bound for the decay of φ+1 : Given the sequence (φn, λn) described
at the beginning of the proof, normalized as φn(0) = 1, we conclude by
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the Harnack inequality that φn converges locally uniformly to the solution
(φ+1 , λ
+
1 ) of the eigenvalue problem (1.12) with the same normalization. By
the strong maximum principle, we know that φ+1 > 0 in R
N .
We claim that there exists a constant c > 0 such that
(6.5) φ+1 (x) ≥ c|x|
−(N+2s) for all x ∈ Bc1.
A key ingredient is the construction of an appropriate subsolution. Let
us consider a nonnegative function η ∈ C∞(RN ) with support in the unit
ball B1 and ‖η‖L1 = 1. Recalling the exponent σ in (5.7), let σ
′ ∈ (σ, 0)
very close to σ, and denote E˜(x) = |x|σ
′
. Denote β = N + 2s. In view of
the definition of σ′ we can assume that the inequality −β < σ′ holds.
For C0,M > 1 and ǫ > 0 to be fixed, we define
ψ(x) = (M + |x|2)−β/2 + C0η(x)− ǫE˜(x), x 6= 0.
For |x| > 2, using the computations in Lemma 5.1 and the estimates
in [18], we can write
M+(ψ, x) ≥M−(ϕM , x) + C0M
+(η, x) +M−(−ǫE˜, x)
≥− CΓM−βϕM (x) + C0Γ
∫
B1
η(y)
|x− y|N+2s
dy − ǫM+(E˜, x)
≥− CΓM−βϕM (x) + cΓC0|x|
−β
∫
B1
η(y)dy − ǫc(σ′)|x|σ
′−2s
≥− CΓM−βϕM (x) + cΓC0ϕM (x)− ǫc(σ
′)|x|σ
′−2s,
for some constants C, c > 0 just depending on N, s and c(σ′) < 0. From
here, taking M large and C0 large enough, we conclude that
M+(ψ) ≥ cC0ϕM in B
c
2,
for some constant c > 0 just depending on N, s and the ellipticity constants.
A direct computation leads us to
x ·Dψ(x) = −β
|x|2
M2 + |x|2
ϕM (x)− σ
′ǫE˜(x) ≥ −βϕM (x)− σ
′ǫE˜(x),
for all |x| > 0. Then, by the above estimate for M+(ψ), taking C0 large
enough just in terms of N, s and the ellipticity constants, we conclude that
(6.6) M+ψ(x) +
1
2s
x ·Dψ(x) ≥ −
σ′
2s
ǫE˜(x) ≥
σ′
2s
ψ(x), x ∈ Bc2.
From here, we fix C0,M in order the above inequality holds.
Now we come back to the proof of (6.5). By contradiction, we assume the
existence of a sequence ck → 0
+ and xk ∈ R
N with |xk| → +∞ such that
(6.7) φ+1 (xk) < ck|xk|
−(N+2s), for all k ∈ N large enough.
We know that φ+1 > 0 in R
N . Thus, multiplying ψ by a small constant,
we can assume that φ+1 > ψ in B2. In addition, since σ
′ < β, there exists
R = Rǫ such that ψ ≤ 0 in B
c
R, and R → +∞ as ǫ → 0. In fact, noticing
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that ψ → ϕM in B
c
2 as ǫ→ 0, by (6.7), we can take ǫ = ǫk small enough to
get ψ(xk) > φ
+
1 (xk) for some k large.
Hence, there exists tk > 1 such that the following holds: there exists
x˜k ∈ B
c
2 such that ψ(x˜k) = tkφ
+
1 (x˜k) and ψ ≤ φ
+
1 in R
N \ {0}. Then, we
can use ψ as test function for tkφ
+
1 at x˜k and write
M+ψ(x˜k) +
1
2s
x˜k ·Dψ(x˜k) ≤ −λ
+
1 tkφ
+
1 (x˜k) = −λ
+
1 ψ(x˜k),
but using (6.6) we have
M+ψ(x˜k) +
1
2s
x˜k ·Dψ(x˜k) ≥
σ′
2s
ψ(x˜k),
from which we conclude that λ+1 ≤
−σ′
2s <
−σ
2s , and this contradicts (6.4).
3.- Upper bound for λ+1 (R
N ): Here we prove that
(6.8) λ+1 (R
N ) <
N + 2s − δ
2s
,
for some δ > 0 small enough.
Let δ′ > 0 small. Consider
N + 2s < β ≤ N + 2s+ δ′.
Let ϕ as in Corollary 5.2 with β as above.
Since
lim
|x|→+∞
φ+1
ϕ
=∞,
there exists η > 0 and a point xη ∈ R
N such that ηϕ(xη) = φ
+
1 (xη) and
ηϕ ≤ φ+1 in R
N . Thus, we can use ηϕ as test function to write
M+ηϕ(xη) +
1
2s
xη ·Dηϕ(xη) ≤ −λ
+
1 ηϕ(xη),
but using the estimate given in Corollary 5.2, we conclude that
−
β − δ
2s
ηϕ(xη) ≤ −λ
+
1 ηϕ(xη),
for some δ > 0 small enough. Then, λ+1 ≤ (β − δ)/2s and taking δ
′ → 0 we
conclude the result.
4.- Upper bound for the decay of φ+1 : We are going to prove that there exists
C > 0 such that
φ+1 (x) ≤ C|x|
−(N+2s) for |x| > 1.
By contradiction, assume there exist Ck →∞ and xk such that
φ+1 (xk) > Ck|xk|
−(N+2s)
for all k large. Note that necessarily, we have |xk| → ∞.
Consider the approximating sequence (φn, λn). Then, there exists a se-
quence nk →∞ such that φnk(xk) ≥ Ck|xk|
−(N+2s).
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Now, let δ > 0 as in the previous estimate and consider β = N + 2s. Let
Φ as in Lemma 5.3 and take c > 0 very small in terms of δ to conclude that
(6.9) M+Φ+
1
2s
x ·DΦ ≤ −
β − δ/2
2s
Φ in Bcrc .
At this point we fix c > 0 such that (6.9) holds, and take k large enough
in order to have |xk| > rc. Thus, Φ(xk) = |xk|
−β.
Since each φnk is compactly supported, enlarging Ck if necessary, we can
assume that for all k there exists a sequence x˜k with |x˜k| → +∞, such that
φ+nk(x˜k) = CkΦ(x˜k) and φnk ≤ CkΦ in R
N \ {0}.
Then, we use CkΦ as a test function for φnk at x˜k, from which
M+CkΦ(x˜k) +
1
2s
x˜k ·DCkΦ(x˜k) ≥ −λnkCkΦ(x˜k).
From (6.9), we obtain
λnk ≥
β − δ/2
2s
.
Taking limit as k →∞, we arrive at
λ+1 (R
N ) ≥
β − δ/2
2s
,
which contradicts (6.8).
5.-Simplicity. In this last step, we require the following version of maximum
principle, which is the nonlocal version of Lemma 3.1 in [1].
Lemma 6.1. Let α < N+2s2s . Let u be a bounded viscosity solution of
M+u+
1
2s
x ·Du ≥ −αu in BR,
with u ≤ C0|x|
−(N+2s) for some C0 > 0, and u ≤ 0 in BR. Then there exists
R0 so that if R > R0, then u ≤ 0 in R
N .
Proof. The result for α ≤ 0 is direct. Assume 0 < α and let β such that
2sα < β < N + 2s and denote ǫ = β − 2sα. Consider Φ the function of
Lemma 5.3 defined with such an exponent β.
Take R0 > rc as in Lemma 5.3 and fix c small enough in order to have
M+Φ+
1
2s
x · Φ ≤ −
β − ǫ/2
2s
Φ in Bcrc .
Suppose now by contradiction that for some R ≥ R0, there exists xR with
|xR| > R such that u(xR) > 0. Then, since u ≤ 0 in BR and u decays faster
than Φ at infinity, there exists η > 0 such that u ≤ ηΦ in RN \ {0} and a
point x ∈ BcR such that u(x) = ηΦ(x).
Then, using ηΦ as a test function for u and the estimate above, we obtain
α ≥
β − ǫ/2
2s
,
but this is a contradiction. 
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Now note that by step 3 above α = λ+1 satisfies the hypothesis of the
Lemma 6.1.
Proof of simplicity of λ+1 : Suppose there exists another positive eigenfunc-
tion φ˜ with eigenvalue λ˜. By the characterization of λ+1 , λ˜ ≤ λ
+
1 and we
also have the decay estimate of step 4 for φ˜. We normalize φ˜ in such a way
φ˜(x0) > φ
+
1 (x0), for x0 fixed. Then,
M+φ˜+
1
2s
x ·Dφ˜ = −λ˜φ˜ ≥ −λ+1 φ˜,
and ws := φ˜− sφ
+
1 is negative in BR0 for s large. Note that
M+w˜s +
1
2s
x ·Dws ≥ −λ
+
1 ws.
Then, by the Lemma 6.1 and the strong maximum principle we have
ws < 0 in R
N .
Now define
s∗ = inf{s > 1 |ws < 0 in R
N}.
Notice that s∗ > 1 by the normalization, since ws∗ ≤ 0. If ws∗ ≡ 0 there is
nothing to prove. Now, if there is a point x˜ such that ws∗(x˜) < 0, by the
strong maximum principle ws∗ < 0 in R
N . Let δ > 0 small such that ws∗−δ <
0 in BR0 . By Lemma 6.1 and the strong maximum principle ws∗−δ < 0 in
RN , which contradicts the definition of s∗. This concludes the proof of
simplicity.
Finally, since the equation is invariant under rotation and by simplicity
of the eigenvalue, we deduce that φ+1 is radially symmetric.
The proof of Theorem 1.3 is now complete. 
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