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Segal’s Gamma rings and
universal arithmetic
Alain Connes and Caterina Consani
In memoriam Michael Atiyah, with profound admiration
Abstract
Segal’s Γ-rings provide a natural framework for absolute algebraic geometry. We use
Almkvist’s global Witt construction to explore the relation with J. Borger F1-geometry
and compute the Witt functor-ring W0(S) of the simplest Γ-ring S. We prove that
it is isomorphic to the Galois invariant part of the BC-system, and exhibit the close
relation between λ-rings and the Arithmetic site. Then, we concentrate on the Arakelov
compactification SpecZ which acquires a structure sheaf of S-algebras. After supplying
a probabilistic interpretation of the classical theta invariant of a divisor D on SpecZ,
we show how to associate to D a Γ-space that encodes, in homotopical terms, the
Riemann-Roch problem for D.
1. Introduction
Michael Atiyah was quite right stating that “without dreams there is no art, no mathematics
no life”. Dreaming new paths in mathematics has helped mathematicians to overcome seemingly
impossible technical obstacles, frequently guiding them to discover fascinating new theories. It
has brought us to explore the enchanted realm of J. Tits’s “field with 1 element” [35] and to
develop in [21] the theory of the “absolute point” Spec(F1) and the algebraic geometry over
it (speculated in [32]). This is the topic pursued in this article that we heartily dedicate to
M. F. Atiyah in honor of his farsighted intuition and ability to communicate enthusiasm while
spreading new ideas.
In his seminal paper [35], Tits, motivated by his geometric interpretation of C. Chevalley’s work
on algebraic groups of Lie type, advocated the search of a mysterious “field with one element”
F1 (denoted K1 in that paper), that would also account for the understanding of the infinite
series of simple alternating groups Alt(n) (n ≥ 5), as SLn(F1) [27]. In the last thirty years, this
search was pursued in a number of ways: we refer, in particular, to [4, 24, 27, 34, 36]. From a
quite different perspective, the algebraic K-theory of spaces initiated by F. Waldhausen led to
the notion of “brave new rings” thus shifting the interest of algebraic topologists from rings to
ring spectra, where the integers Z become an algebra over the sphere spectrum [26]. A suit-
able model for connective spectra was provided by G. Segal’s Γ-spaces which, endowed with
Lydakis’ smash product, form a closed, symmetric and monoidal category. This category is the
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natural framework for both Hochschild and cyclic homologies [23]. In our research, we found
that the theory of discrete Segal’s Γ-rings provides a natural extension of the classical theory of
rings and semirings, hence supplying a convincing algebraic incarnation for the F1-dream of a
characteristic-free (universal) theory. To be more specific, a Segal’s discrete Γ-ring (we abbreviate
it as Γ-ring for simplicity) is by definition a monoidal object in the category S −Mod of pointed
covariant functors from finite pointed sets to pointed sets. In order to work with a small category
one uses the skeleton category Γop with one object n+ = {0, . . . , n} (0 is the base point) for each
integer n. S −Mod is a closed, symmetric and monoidal category, thus the monoids in it give a
very concrete notion of Γ-rings, forming the category S. The simplest Γ-ring S corresponds to
the identity functor and it is the most basic incarnation of the sphere spectrum over which the
ring of integers becomes an algebra (we shall use freely the terminology “S-algebras” in place of
Γ-rings).
Many attempts to model Tits’ alleged “field with one element” find naturally their place among
Γ-rings [19]. This holds for N. Durov’s theory [24] and for the constructions with hyperrings,
while both the category Mo of commutative pointed monoids (advocated in [22,28,29,36]), and
the category of semirings (that we used extensively in [14–18] to model Tits’ idea of “character-
istic one”) are full subcategories of S. The connection with the ideas developed by Kapranov
and Smirnov in [27] is provided by the fact that S −Mod can be seen as the category of vector
spaces over F1 as in op.cit. , provided one works in the presheaf topos Γ
∧ on Segal’s category Γ,
rather than in the topos of sets [20].
The relation with the original constructions of C. Soule´ [34] came as a pleasant surprise. Our
earlier developments [7] promoted, after the initial approach in [8], a theory of schemes (of finite
type) over F1 using the category MR obtained by gluing together the category Mo with the
category Ring of commutative rings. In [21] we realized that the category MR is simply the full
subcategory of S whose objects are either in Mo or Ring! Thus, the a priori artificial process of
glueing MR = Ring ∪β,β∗ Mo described in [7] is now fully justified and has suggested to us, in
view of the results of op.cit. the development of algebraic geometry working directly in S.
This is the path we have started to follow in [21], as far as the affine case is concerned, by extend-
ing to the general case of an arbitrary S-algebra A, the construction of its spectrum as a topos
Spec(A), endowed with a structure sheaf of S-algebras. The spectrum Spec(A) derives from a
Grothendieck site endowed with a presheaf of S-algebras: this datum is more refined than that of
the associated topos and sheaf. When A = HR for a semiring R, the associated topos-spectrum
determines the prime spectrum, while it hands Deitmar’s spectrum [22] when A = SM is the
spherical algebra associated to a monoid M . It is by now clear that our first development [7] is
a special case of this new “absolute algebraic geometry”, and in particular that Spec(S) is the
natural candidate for Spec(F1).
The distinctive feature of this new theory is to give significance to operations which are mean-
ingless in ordinary algebraic geometry, such as taking the quotient of a ring by a subgroup of its
multiplicative group, or the restriction to the unit ball in normed rings. These operations make
sense in full generality for S-algebras, thus one can analyze their effect on the associated spectra.
The connection between this development and the theory of To¨en-Vaquie´ [36] (a general theory
of algebraic geometry for any symmetric monoidal closed category that is complete and cocom-
plete, like the category S −Mod) shows that the theory in [36], when implemented to the category
S −Mod, does not agree with ordinary algebraic geometry, already in the simplest case of the
two point space corresponding to the spectrum of the product of two fields.
In the present paper we examine the connection of [21] with J. Borger’s F1-theory [4]. In Section
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2, we compute the global Witt ring, as understood by Almkvist in [1, 2], of S and we show that
it is the λ-ring obtained from the integral BC-system by taking the fixed points of the Galois
action of Zˆ×
Theorem 1.1. The global Witt ring W0(S) is canonically isomorphic to the invariant part
Z[Q/Z]G of the group ring Z[Q/Z], under the action of the group G = Aut(Q/Z) = Ẑ×.
This result is in agreement with the idea developed in [10] that the integral BC-system is the
Witt ring of the algebraic closure of F1. In fact we conjecture that the above Witt construction
applied to S[µ∞], where µ∞ denotes the group of abstract roots of unity with zero added, is
canonically isomorphic to the full BC-system. The key idea advocated in [4] is that λ-rings are
obtained by extension of scalars from F1 to Z. The basic result which greatly simplifies the
definition of λ-rings is due to C. Wilkerson [38] and formulates, in the flat case, the structure
in terms of the Adams operations and Frobenius lifts, in place of the λ-operations themselves,
whose algebraic rules are more complicated to state. There is a rather obvious relation between
this formulation of λ-rings and the Arithmetic Site [14] that we discuss in §2.3. Namely, a λ-ring
automatically generates, using the Adams operations, a sheaf of rings over the Arithmetic topos
N̂×. In Section 2, we also recall the origin of N̂× from the cyclic and epicyclic categories and we
discuss the interrelations of the various toposes candidates for the “absolute geometric point”.
Global fields are either function fields in finite characteristic or number fields. The analogy
between these two families breaks down at the archimedean places for the lack of an “absolute
arithmetic” allowing to treat them on the same footing as the ultrametric places. The simplest
case to consider is the field Q of the rational numbers. At a non-archimedean place p, the subset{x ∈ Qp ∣ ∣x∣ ≤ 1} is a subring of the local field Qp but the corresponding set, at the archimedean
place, does not define a subring of the local field R. It does however still define an S-subalgebra
of HR. In [19] we applied the theory of S-algebras to extend the structure sheaf of SpecZ to
the Arakelov compactification SpecZ, as a sheaf of S-algebras. The remaining sections of this
paper concentrate on the Arakelov compactification SpecZ as an arithmetic curve over S (in fact
more precisely over S[µ2]). Each Arakelov divisor provides a natural sheaf of modules over this
extended structure sheaf of SpecZ. Moreover, this new structure for SpecZ over S endorses also
a one parameter group of weakly invertible sheaves, whose tensor product rules are the same as
the composition rules of Frobenius correspondences over the Arithmetic Site [13,14].
For a function field with field of constants Fq, the dimension dimFqH
0(D) of the Fq-vector space
H0(D) of solutions of the Riemann-Roch problem for a divisor D is the logarithm logq(#H0(D))
of the cardinality of H0(D). Following the analogy between function fields and number fields,
dimFqH
0(D) is replaced, in the number field case, by the theta dimension h0θ(D) of an Arakelov
divisor D [5, 37]. In Section 3 we introduce, in view of the new understanding of SpecZ over
S, the probabilistic interpretation of h0θ(D), as the logarithm of an average value of the naive
counting of solutions formulated in terms of S-modules. More precisely, for a given rank one
discrete subgroup L in a one dimensional complex vector space E, one measures the length of
vectors ξ ∈ E by comparing ξ with the unit of length provided by L. This process yields the non
negative integer
[ξ/L] ∶=#{ℓ ∈ L ∣ ∥ℓ∥ ≤ ∥ξ∥} (1)
that is independent of the choice of the hermitian norm on E. Then, in Theorem 3.3 we show
the equality
exp(h0θ(D)) = ∫ [ξ/L]dp(ξ) (2)
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where the probability measure dp(ξ) is a Gaussian and depends on the choice of the hermitian
norm on E through the normalization condition ∫ ∥ξ∥dp(ξ) = 12 . Our probabilistic interpretation
of h0θ(D) is implicit in some proofs of inequalities involving the naive counting. On the other
hand, it differs substantially from the related work of J. B. Bost [5] based on the thermodynamic
expression of the logarithm of a sum as a supremum involving the entropy function. The role of
the Gaussian on the complex vector space E also suggests the existence of a possible relation
with the formulas of V. Mathai and D. Quillen [33] for the Chern character.
In [20] we found that the Γ-ring arising as the stalk of the structure sheaf of SpecZ at the
archimedean place, is intimately related to hyperbolic geometry and Gromov’s norm. This devel-
opment involves a generalization of the homology of a simplicial complex when the coefficients
are no longer abelian groups but S-modules. This new homology takes values in S-modules and
strictly extends the standard theory. Here, the key fact is that the category of Γ-spaces, that
is the central tool of [23] and forms the core of the local structure of algebraic K-theory, is
the category of simplicial objects in S −Mod. Thus, according to the general principle inherent
to the Dold-Kan correspondence, homotopy theory of Γ-spaces ought to be considered as abso-
lute homological algebra of S-modules. Since the category S −Mod is not abelian, the tools of
homological algebra need to be replaced along the line of the Dold-Kan correspondence, that
provides, for an abelian category A the correspondence between chain complexes in non-negative
degrees and simplicial objects i.e. objects of the category A∆op . While in [23] the systematic use
of fibrant replacements frequently simplifies constructions at the price of neglecting important
information, for our needs it is necessary to work directly with S-modules rather than abelian
groups, as the most genuine receptacle of homotopy invariants. This was the strategy already
adopted in [20].
Therefore the natural goal to pursue, in parallel with the elaboration of “absolute algebraic geom-
etry”, is the construction of the homological algebra over S. The clear advantage of working with
Γ-rings is that this category forms the natural groundwork where cyclic homology is rooted [23]
and in particular, where de Rham theory is naturally available.
In Section 4 we construct a first instance of the analogue of the Dold-Kan correspondence for S-
modules. We consider the adelic proof of the Riemann-Roch formula as developed by A. Weil for
global fields of positive characteristic. The analogue of his construction for the field Q provides
one with a short complex C(D) of S-modules associated to an Arakelov divisor D on SpecZ.
This complex arises from a natural morphism of S-modules canonically associated to D (we refer
to §4.2 for its definition). In Proposition 4.9, we construct the Γ-space H(D) associated to the
complex C(D) and hence to the Arakelov divisor D. We view H(D) as the homological incar-
nation of the Riemann-Roch problem for D and in §§4.5 and 4.6 we determine its homotopy. It
is an interesting open question to find the analogue of Serre’s duality in this context, connecting
(a version of) π0(H(D)) with π1(H(−D)). Obviously, the goal is to prove the Riemann-Roch
formula h0θ(D) − h0θ(−D) = deg(D) for the probabilistic theta dimension in purely geometric
terms, without appealing to the analytic Poisson’s formula.
2. The global Witt ring W0(S)
We recall that S-modules (equivalently Γ-sets) are by definition covariant functors Γop Ð→Sets∗
between pointed categories. Here, Γop is the small, full subcategory of the category Fin∗ of fi-
nite pointed sets, whose objects are the pointed sets k+ ∶= {0, . . . , k}, for each integer k ≥ 0 (0
is the base point) and the morphisms connecting two objects are the sets Γop(k+,m+) = {f ∶
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{0,1, . . . , k} → {0,1, . . . ,m} ∣ f(0) = 0}. The morphisms in the category S −Mod of S-modules
are natural transformations. The category S −Mod is a closed, symmetric and monoidal category.
An S-algebra is a monoid in (S −Mod,∧,S): the natural inclusion S ∶ Γop Ð→ Sets∗ is the sim-
plest example.
In this section we compute Almkvist’s invariant W0 [1, 2] for the simplest S-algebra, i.e. we de-
termine W0(S), motivated by the guess in [4] that W (F1) = Z.
2.1 Almkvist’s invariant W0(S)
In Almkvist’s original definition of the invariant W0(A) = K˜0(endP(A)) for a commutative ring
A, one uses exact sequences to derive the notion of additive invariants for endomorphisms of
finitely generated projective A-modules in the Grothendieck group K0(endP(A)). In particular,
the condition stating that the invariants are additive on exact sequences suffices to eliminate the
non-trivial part of the Jordan decomposition of a matrix, thus it plays an essential role in the
construction. By definition, W0(A) is the quotient of K0(endP(A)) by the subgroup K0(A) of
trivial endomorphisms. In the context of the non abelian category of S-modules a generalization
of Almkvist’s construction is still possible. It suffices to require the additivity for exact sequences
of endomorphisms of S-modules of the form
∗→ T (E) → E → E/T (E)→ ∗ ∀T ∈ End(E), (3)
where the S-module E/T (E) is defined by collapsing the S-submodule T (E) of the S-module
E according to the following general process. We let Sets2,∗ be the category of pairs X ⊃ Y
of pointed sets (here ∗ ∈ Y ⊂ X) where morphisms are maps of pointed sets f ∶ X → X ′ such
that f(Y ) ⊂ Y ′. The collapsing of Y to the base point ∗ defines a functor C ∶ Sets2,∗ Ð→ Sets∗,C(X,Y ) =X/Y .
Definition 2.1. Let F be an S-submodule of an S-module E. Then the S-module E/F is the
composition of the pair (E,F ) with the functor C: E/F (k+) ∶= E(k+)/F (k+), ∀k ∈ N.
Next, we notice that each term of the sequence (3) is globally invariant for the action of the
endomorphism T and the induced action on the right term of the sequence is null i.e. its range is
reduced to ∗. Since one divides as in [2] by null endomorphisms, this means that the right term
of (3) is null. Therefore, in this context, it is natural to define additive invariants as follows
Definition 2.2. An additive invariant on a class C of S-modules stable under the operation
defined in Lemma 2.1, is a map χ ∶ End(C) → G from endomorphisms of objects of C to an
abelian group G that satisfies the following conditions
(i) χ(E,T ) = χ(T (E), T )
(ii) χ((E1 ∨E2, T1 ∨ T2) = χ(E1, T1) + χ(E2, T2).
In this paper we consider the simplest of such class C, namely the collection of S-modules of the
form S[F ] ∶= S∧F where F is a finite pointed set. Any such S-module is a finite sum (under the
join operation ∨) of copies of S.
We denote by W0(S) the abelian group range of the universal additive invariant τ(E,T ) for this
class C of S-modules. The smash product in End(C) is defined as follows
(E1, T1) ∧ (E2, T2) ∶= (E1 ∧E2, T1 ∧ T2)
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(where the ∧ on the right of the above formula denotes the external smash). One derives a
commutative ring structure on W0(S).
Given an endomorphism T ∶ F → F of a finite pointed set, we denote by tr(T ) (the trace of
T ) the number of fixed points of T minus one (that accounts for discarding the base point as a
trivial fixed point). The subsets T n(F ) ⊆ F obtained by iterating the endomorphism T n-times,
define a decreasing filtration of F which stabilizes, after finitely many steps, to T∞(F ) ⊆ F .
Notice that for a permutation T ∶ F → F in C, the map N ∋ n ↦ T n from non-negative integers
to iterates of T extends by periodicity to the profinite completion of the integers Zˆ ∶= lim
←Ðn
Z/nZ.
In this case, we shall use freely the symbol n ↦ T n for n ∈ Zˆ. In the following, we identify the
compact abelian group Zˆ with the dual of the discrete abelian group Q/Z. More specifically, we
first use the ring isomorphism Zˆ ≃ End(Q/Z) mapping an integer n ∈ Z ⊂ Zˆ to the endomorphism
of multiplication by n in Q/Z. Then, we associate to n ∈ Zˆ ≃ End(Q/Z) the character of the
discrete group Q/Z obtained by composition with the canonical character exp(2πi●) ∶ Q/Z→ S1.
One derives the duality pairing
⟨s,n⟩ ∶= exp(2πins) , ∀s ∈ Q/Z, n ∈ Zˆ ≃ End(Q/Z). (4)
Next result determines the ring W0(S) for the chosen class C of S-modules of the form E =
S[F ] ∶= S ∧ F , with F a finite pointed set.
Theorem 2.3. The ring W0(S) is canonically isomorphic to the invariant part of the group ring
Z[Q/Z] for the action of the group Aut(Q/Z) = Ẑ×.
The universal additive invariant τ ∶ C → Z[Q/Z] is uniquely determined by the equality of Fourier
transform ̂τ(E,T )(n) = tr(T n∣T∞(E(1+))) , ∀n ∈ Zˆ. (5)
Proof. The evaluation E ↦ E(1+) determines a functor S −Mod Ð→ Sets∗ and when applied
to objects of C of the form E = S[F ] ∶= S ∧ F , the evaluation gives finite pointed sets. This
functor transforms joins E1 ∨ E2 to joins F1 ∨ F2 and maps the external smash product of
objects of C into the smash product of pointed sets (within the category of S-modules one has(F1∧S)∧(F2∧S) = (F1∧F2)∧S). In order to show that τ defines an additive invariant, whose range
is inside Z[Q/Z], we can work at the level of the finite pointed sets F = E(1+). The right hand side
of (5) defines, by construction, an additive map to functions on Zˆ that is also multiplicative. The
restriction of T to T∞(F ) is a bijection preserving the base point, and thus admits a canonical
decomposition as a sum of cyclic permutations of the form C(k) ∶= ((Z/kZ)+, x ↦ x + 1), where
one adds a base point fixed under T . Let e ∶ Q/Z → Z[Q/Z] be the canonical map from the
additive group Q/Z to its group ring, then we claim that (5) holds if one sets
τ(C(k)) ∶= ∑
kγ=0
e(γ) ∈ Z[Q/Z]. (6)
Indeed, using (4) the Fourier transform ̂τ(E,T )(n) is given by
̂τ(E,T )(n) = ∑
kγ=0
⟨γ,n⟩ = ∑
ks=0
exp(2πins) =
⎧⎪⎪⎨⎪⎪⎩
k if n ∈ kZˆ
0 otherwise.
Thus one gets (5) since the trace of the powers of the cyclic permutation of order k is k if n ∈ kZˆ
and 0 otherwise. This argument shows that τ is an additive invariant of C with values in Z[Q/Z].
In fact, it also proves that τ is multiplicative, because the Fourier transform is an injective ring
homomorphism from the group ring Z[Q/Z] to the algebra C(Zˆ) of continuous functions on the
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compact space Zˆ. It remains to show that τ is injective and surjective.
Let E = S ∧ F be an object of C and T an endomorphism of E. Lemma 2.1 of [21] shows
that for X an S-module, the map associating to x ∈ HomS(S,X) its value x(1+)(1) ∈ X(1+)
at 1 ∈ 1+ defines a bijection of sets HomS(S,X) ∼→ X(1+). Since E is a finite sum of copies
of S, any endomorphism of E is thus of the form Id ∧ T where T ∶ F → F is a map of finite
pointed sets. Hence the evaluation functor (E,T ) ↦ (E(1+), T∣E(1+)) is faithful. Moreover, the
replacement (E,T ) ↦ (T (E), T ) corresponds to the replacement (F,T )↦ (T (F ), T ) and by (i)
of Definition 2.2 one has the equivalence (F,T ) ≃ (T∞(F ), T ). Thus, to show that τ is injective
it is enough to prove that if (Fj , Tj), j = 1,2, are two permutations of finite pointed sets such
that τ(F1, T1) = τ(F2, T2) then they are isomorphic. In fact, it suffices to show that the number
m(k) of cycles of length k is the same in both permutations for any integer k. Observe that the
number m(k) is given in terms of ̂τ(E,T )(n) and the Mo¨bius function µ by the equality (that
follows by inverting the relation ∑u∣nm(u) = ̂τ(E,T )(n))
m(k) = ∑
d∣k
µ(k/d) ̂τ(E,T )(d).
We have thus shown that the number m(k) is determined by τ(E,T ) and hence, as explained
above, that τ is injective. To show the surjectivity of τ , it is enough to check that the generators
of the abelian group Z[Q/Z]G, G = Aut(Q/Z), are in the range of τ . It is well known that a
system of generators of that group is given by the elements ρ(n) ∶= ∑γ∈P (n) e(γ), where P (n) ⊂{γ ∈ Q/Z ∣ nγ = 0} is the subset of primitive roots. In view of the relation
ρ(n) = ∑
d∣k
µ(k/d)τ(C(d)),
obtained by inverting the relation
∑
u∣n
ρ(u) = τ(C(n)),
one derives that τ is surjective.
Formula (6) expresses the fact that τ associates to an endomorphism T in C its “trace” τ(T )
viewed as the sum of its abstract eigenvalues. The Fourier transform ̂τ(E,T )(n) as in (5) plays
then the role of generalized ghost component: ̂τ(E,T )(n) = ghn((E,T )), following the classical
description of the global Witt ring.
The Frobenius endomorphisms and the Verschiebung maps are meaningful operators in W0(S).
The Frobenius endomorphism Fn is defined by the equality Fn((E,T )) ∶= (E,T n). The Ver-
schiebung map Vn replaces the pair (E,T ) by the endomorphism of the sum ∨nE of n copies
of E that cyclicly permutes the terms and uses T ∶ E → E to pass from the last term to the
first. In particular, when applied to a cyclic permutation of order m this process yields a cyclic
permutation of order nm, as in an odometer, and one gets the following relations
Vnm = Vn ○ Vm = Vm ○ Vn , Fnm = Fn ○ Fm = Fm ○Fn. (7)
Next statement displays several equations connecting Frobenius and Verschiebung operators on
W0(S).
Proposition 2.4. The following relations hold with m,n ∈ N
(1) Fn ○ Vn(x) = nx.
(2) Vn(Fn(x)y) = xVn(y).
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(3) If (m,n) = 1, Vm ○Fn = Fn ○ Vm.
(4) For n ∈ N, Vn(x)Vn(y) = nVn(xy).
Proof. The relations (1) and (4) are easily verified directly. The other two relations can be
deduced from Theorem 2.3: the point being that a direct proof necessarily makes use of condition(i) in Definition 2.2. In fact using the invariant τ , we shall obtain the equalities
τ(Vn(x)) = ρ˜n(τ(x)) , ∀n ∈ N, x ∈W0(S), (8)
where ρ˜n, n ∈ N, is defined by
ρ˜n ∶ Z[Q/Z]→ Z[Q/Z], ρ˜n(e(γ)) = ∑
nγ′=γ
e(γ′). (9)
The action of τ on Fn is described by
τ(Fn(x)) = σn(τ(x)) , ∀n ∈ N, x ∈W0(S), (10)
where for each n ∈ N the group ring endomorphisms σn is given by
σn ∶ Z[Q/Z]→ Z[Q/Z], σn(e(γ)) = e(nγ). (11)
To prove (8) and (10) we claim that in terms of the Fourier transforms ghn((E,T )) = ̂τ(E,T )(n)
as in (5) one has
ghn(Vm((E,T ))) =
⎧⎪⎪⎨⎪⎪⎩
mghn/m((E,T )) if m∣n
0 otherwise
(12)
and
ghn(σm((E,T ))) = ghnm((E,T )). (13)
Indeed, one verifies (12) and (13) directly using (5) and also easily checks that σ̂m(f)(n) = f̂(nm).
The Fourier transform of ρ˜m(e(γ)) = ∑mγ′=γ e(γ′) is
∑
mγ′=γ
exp(2πinγ′) =
⎧⎪⎪⎨⎪⎪⎩
m exp(2πiγn/m) if m∣n
0 otherwise.
This proves (8) and (10). The four equalities of Proposition 2.4 then follow from Proposition 5.1
of [10] that is also reported here below for completeness.
Proposition 2.5. The endomorphisms σn and the maps ρ˜m fulfill the following relations
σnm = σnσm , ρ˜mn = ρ˜mρ˜n , ∀m,n ∈ N (14)
ρ˜m(σm(x)y) = xρ˜m(y) , ∀x, y ∈ Z[Q/Z] (15)
σc(ρ˜b(x)) = (b, c) ρ˜b′(σc′(x)) , b′ = b/(b, c) , c′ = c/(b, c) , (b, c) ∶= gcd(b, c). (16)
We note that taking b = c = n in (16) gives
σn(ρ˜n(x)) = nx , ∀x ∈ Z[Q/Z]. (17)
On the other hand, if one takes b = n and c =m to be relatively prime one has
σn ○ ρ˜m = ρ˜m ○ σn. (18)
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2.2 W0(S) and the integral BC-system
We recall from [10] the main structure of the integral BC-system. The integral BC-algebra is the
algebra HZ = Z[Q/Z]⋊ρ˜N generated by the group ring Z[Q/Z], and by the elements µ˜n and µ∗n,
with n ∈ N, which satisfy the relations
µ˜nm = µ˜nµ˜m , ∀n,m ∈ N
µ∗nm = µ∗nµ∗m , ∀n,m
µ∗nµ˜n = n
µ˜nµ
∗
m = µ∗mµ˜n (n,m) = 1.
(19)
as well as the relations
µ˜nxµ
∗
n = ρ˜n(x)
µ∗nx = σn(x)µ∗n
xµ˜n = µ˜nσn(x),
(20)
Notice that the equations (14), (15), (16) holding on HZ are the same as those fulfilled by the
Frobenius endomorphisms Fn and the Verschiebung maps Vn on W0(S): see Proposition 2.4.
More precisely, under the correspondences σn → Fn, ρ˜n → Vn the two equations of (7) correspond
to (14), and the first three equations of Proposition 2.4 correspond respectively to (17), (15)
and (18). These results evidently point out to the existence of a strong relation between the
(λ)-ring W0(S) and the ring Z[Q/Z]G endowed with the aforementioned operators. This result
is in agreement with the idea developed in [10] that the integral BC-system is the Witt ring of
the algebraic closure of F1.
2.3 λ-rings and the Arithmetic Site
We refer to [3] for the notion of λ-ring: here we are only concerned with the case of special λ-rings
in the terminology of op.cit. We recall that the Adams operations ψk are endomorphisms defined
explicitly in terms of the λ-operations λj . Thus for instance we have
ψ1 = λ1
ψ2 = λ21 − 2λ2
ψ3 = λ31 − 3λ2λ1 + 3λ3
ψ4 = λ41 − 4λ2λ21 + 4λ3λ1 + 2λ22 − 4λ4
To obtain the general formula one uses (see op.cit. §5) the identity of formal power series
t∂t(λ(t))/λ(t) = ∞∑
1
(−1)nψntn, λ(t) ∶= ∞∑
0
λnt
n. (21)
Next, we observe that λ-rings belong naturally to the topos N̂× that underlies the Arithmetic
Site.
Lemma 2.6. Let R be a λ-ring. Then the Adams operations ψn turn R into a sheaf of rings on
the topos N̂×.
Proof. The semigroup N× acts by endomorphisms on R as follows ([3] Proposition 5.2):
(n,x)↦ ψn(x) , ∀x ∈ R, n ∈ N×,
so that R, endowed with this action, becomes a sheaf of rings on the (presheaf) topos N̂×.
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The definition of the Arithmetic Site was in fact motivated by the λ-operations in cyclic theory
[31] and their role in the conceptual understanding of Serre’s local factors of geometric L-functions
at the archimedean places [9]. The whole construction relied on the cyclic category [6] and its
epicyclic refinement [12]. It is a surprising fact that while the classifying spaces of these small
categories are non-trivial [6], the classifying space of the simplicial category is indeed trivial even
though the associated cohomology theory, the Hochschild cohomology, is non-trivial. It is exactly
the theory of Grothendieck topoi that provides the best geometric framework to understand
Hochschild and cyclic homologies together with the λ-operations. This is achieved using the
topos associated to the cyclic category and its epicyclic refinement. The epicyclic topos (Λ˜op)∧
is defined by considering the presheaf topos associated to the opposite of the epicyclic category
Λ˜. In other words, this is the topos of covariant functors from Λ˜ to Sets. This choice is dictated
by the following natural construction. A commutative ring R determines a covariant functor
R# ∶ Fin Ð→ Ab from the category of finite sets to abelian groups. This functor assigns to a finite
set J the tensor power R⊗J = ⊗j∈J R and to a map φ ∶ J → J ′ the morphism of abelian groups
R#(φ) ∶ ⊗
j∈J
R → ⊗
k∈J ′
R, R#(φ) (⊗j∈Jxj) = ⊗k∈J ′yk, yk = ∏
φ(j)=k
xj .
In [11] we explained in geometric terms that there is a natural covariant functor P ∶ Λ˜ Ð→ Fin.
In this construction, the involved geometry is projective geometry in characteristic 1 and Λ˜ is
interpreted as a category of projective spaces with geometric morphisms. One lets Zmax be the
only semifield whose multiplicative group is infinite cyclic. One shows that the category Λ˜ is
isomorphic to the category whose objects are the Zmax-modules En whose underlying additive
semigroup is Zmax while the action of Zmax is given by composing the multiplication with the
Frobenius endomorphism Frn(x) = xn. The morphisms in the category are the projective trans-
formations [11]. Then the functor P associates to a projective space its finite set of points, it is
surjective on objects (up to isomorphism) and morphisms. Then, for any commutative ring R,
the composite R# ○P provides a covariant functor R♮ = R# ○P ∶ Λ˜Ð→ Ab i.e. a sheaf of abelian
groups over the topos (Λ˜op)∧. Both the cyclic homology of R and its λ-operations are completely
encoded by the associated sheaf R♮.
When one works with the category Fin∗ of finite pointed sets, instead of Fin, the correspond-
ing structure involves, in place of Λ˜ the semi-direct product category ∆op ⋉ N×. Here we view
∆op as the category of finite intervals [n]∗ ∶= {0, . . . , n + 1} with n + 2 elements (i.e. n elements
besides the smallest and largest) with morphisms preserving the smallest and largest elements.
The action Sd∗k of k ∈ N× on ∆op is understood as the concatenation of k copies of the interval
(see op.cit. Lemma 2.2), it is the dual of the edgewise subdivision. One has a natural covariant
functor F ∶ ∆op Ð→ Γop that associates to an interval I = {b, . . . , t} the pointed set I∗ = I/ ∼
with base point the class of b ∼ t obtained by identifying the smallest and largest elements of I.
To any morphism of intervals f ∶ I → J corresponds the quotient map f∗ which preserves the
base point. The semi-direct product category ∆op ⋉ N× has the same objects as ∆op and new
morphisms πkn ∶ Sd∗k([n]∗) → [n]∗. The functor F can be extended to ∆op ⋉ N× as follows (see
op.cit. Proposition 2.8)
Proposition 2.7. For any n ≥ 0, k ∈ N×, let (πkn)∗ ∶ F(Sd∗k([n]∗)) → F([n]∗) be given by the
residue modulo n + 1. Then the extension of the functor F on morphisms given by
φ = πkn ○ α ↦ φ∗ ∶= (πkn)∗ ○ α∗
determines a functor F ∶∆op ⋉N× Ð→ Γop which is surjective on objects and morphisms.
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The construction of the λ-operations on Hochschild homology of a commutative ring [31], only
uses the functor R#○F ∶ ∆op⋉N× Ð→ Ab. In view of the fact that the presheaf topos Γ∧ of covari-
ant functors Γop Ð→ Sets plays a key role in defining the category S −Mod of S-modules, there
is the need to clarify the relations between the various candidates for the geometric counterpart
of the “absolute point”, given by the following topoi:
(i) The Arithmetic Site N̂×.
(ii) The topos Γ∧ of covariant functors Γop Ð→Sets.
(iii) The topos of covariant functors ∆op ⋉N× Ð→Sets.
(iv) The epicyclic topos (Λ˜op)∧.
3. Probabilistic interpretation of the θ-dimension
In this section we give a probabilistic interpretation of the θ-dimension of an Arakelov divisors
D on SpecZ. Given an euclidean lattice L ∶= (L, ∥.∥) its θ-invariant is defined (see [5, 37]) by
h0θ(L) ∶= log∑
v∈L
exp(−π∥v∥2). (22)
We refer to [5] for the extension of the definition and properties of the θ-invariant to the infinite
dimensional case and its interpretation using the thermodynamic formalism. Here, we provide a
different interpretation of the same invariant based on a probabilistic way of counting naively the
solutions involving a one-dimensional complex vector space as customary in Arakelov geometry.
3.1 The S-module Eξ
Let E be a one dimensional complex vector space. Given a vector ξ ∈ E we define the S-module
Eξ(k+) ∶= {φ ∈ Ek ∣ ∑
x∈k+
∥φ(x)∥ ≤ ∥ξ∥}. (23)
The above definition is independent of the choice of the norm ∥ ∥ on E. Given a rank one discrete
subgroup L ⊂ E of the additive group of E one can roughly measure the size of a vector ξ ∈ E
by comparing it with the unit of length provided by L. This yields the quantity
[ξ/L] ∶=# (HL ∩Eξ) (1+), (24)
where HL denotes the Eilenberg-MacLane S-module associated to the abelian group L (see [23]
Example 2.1.2.1). One has HL(k+) ∶= Lk and the functoriality is that of L-valued divisors on
finite pointed sets. Note that this invariant of the pair (L ⊂ E,ξ) does not depend on the choice
of the norm on E.
3.2 The Gaussian measure
Next we recall the well-known characterization of the Gaussian measure
Lemma 3.1. LetH be a one dimensional complex Hilbert space. There exists a unique probability
measure dp on H fulfilling the following properties
– dp is rotation invariant.
– Two real linear forms which are orthogonal are independent random variables.
– The mean value of the norm is 1
2
.
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Proof. We can assume that H = C with the absolute value as the norm. The measure dp(z) ∶=
exp(−π∣z∣2)dxdy, with z = x + iy fulfills the required conditions. Note that the first two re-
quirements on dp do not use the norm and fix the density of the measure to be a Gaussian
a exp(−πa∣z∣2). Since the expectation value of the norm on this probability measure is
a∫
∞
−∞
∫
∞
−∞
√
x2 + y2 exp (−πax2 − πay2)dxdy = 1
2a1/2
the last condition fixes uniquely the normalization constant a = 1 and hence the measure.
3.3 Probabilistic formula for exp(h0θ(D))
To an Arakelov divisor D = ∑uj{pj} + u{∞} on SpecZ is associated the euclidean lattice
H0(D) ∶= (H0(SpecZ,O(Dfinite)), e−u∥ ∥) (25)
where the invertible sheaf O(Dfinite) on SpecZ is viewed as a subsheaf of the constant sheaf Q
and the norm ∥ ∥ is the restriction of the euclidean norm on Q.
Definition 3.2. Let D be an Arakelov divisor on SpecZ. We let
H0C(D) = (L ⊂ E, ∥ ∥),
where E is the one dimensional Hilbert space E = C with norm e−u∥ ∥ and L ⊂ E is the rank one
discrete subgroup L =H0(SpecZ,O(Dfinite) ⊂ Q ⊂ C of formula (25).
The role of the complexification H0C(D) = (L ⊂ E, ∥ ∥) is exhibited by the following result
Theorem 3.3. Let dp be the unique measure on E defined in Lemma 3.1. One has
exp(h0θ(D)) = ∫ [ξ/L]dp(ξ). (26)
Proof. The pair H0C(D) associated toD by Definition 3.2 is unchanged, up to isomorphism, if one
replaces D with D + (q) i.e. by adding a principal divisor. Thus we can assume that D = u{∞},
with u = deg(D) ∈ R. Then the pair H0C(D) = (L ⊂ E, ∥ ∥) is the same as the pair (Z ⊂ E, ∥ ∥),
where E is the one dimensional Hilbert space E = C with norm ∥z∥ ∶= e−u∣z∣. The measure dp on
E as in Lemma 3.1 is then (since e−u 1
2a1/2
= 1
2
)
dp(z) ∶= a exp(−πa∣z∣2)dxdy, z = x + iy, a = e−2u.
For z ∈ E = C one has [z/Z] = 1 + 2 IntegerPart(∣z∣), thus the right hand side of (26) becomes
∫ [ξ/L]dp(ξ) = a∫ (1 + 2 IntegerPart(∣z∣)) exp(−πa∣z∣2)dxdy, a = e−2u.
Let χ ∶= 1[−1,1] be the characteristic function of the unit interval, one has
IntegerPart(∣z∣) =∑
N×
χ( n∣z∣ )
and by applying Fubini’s Theorem we obtain
∫ [ξ/L]dp(ξ) = 1 + 2a∑
N×
∫ χ( n∣z∣ ) exp(−πa∣z∣2)dxdy.
One has
a∫ χ( n∣z∣ ) exp(−πa∣z∣2)dxdy = a∫∣z∣≥n exp(−πa∣z∣2)dxdy = 2πa∫
∞
n
exp(−πaρ2)ρdρ = exp(−πan2)
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so that
∫ [ξ/L]dp(ξ) = 1 + 2∑
N×
exp(−πan2).
This gives the required formula using (22) since, as a = e−2u, an2 is the square of the norm of
the integer n using (25).
4. H1(SpecZ,O(D)) and the Dold-Kan correspondence for S-modules
In this section we apply the analogue of the Dold-Kan correspondence in the framework of S-
modules to construct a Γ-space H(D) associated to an Arakelov divisor D on SpecZ. H(D)
is the homological incarnation of the Riemann-Roch problem for D and is built from a natural
morphism of S-modules canonically associated to the divisor D, as explained in §4.2.
4.1 The structure sheaf of SpecZ
We briefly recall the definition of the structure sheaf of S-algebras on the Arakelov compactifica-
tion SpecZ ⊂ SpecZ as introduced in [19]. Here, we also show that the construction extends to a
one parameter deformation by implementing a real parameter 0 < α ≤ 1 in the key proposition of
op.cit. that provides the extension of the structure sheaf of SpecZ at the real archimedean place
and introduces the module O(D) attached to a divisor D.
Proposition 4.1. Let 0 < α ≤ 1 be a real number and let R be a semiring.(i) Let ∥ ∥ be a sub-multiplicative seminorm on R. Then HR is naturally endowed with a
structure of S-subalgebra ∥HR∥α1 ⊂HR defined as follows
∥HR∥α1 ∶ Γop Ð→Sets∗ ∥HR∥α1 (F ) ∶= {φ ∈HR(F ) ∣ ∑
F∖{∗}
∥φ(x)∥α ≤ 1}. (27)
(ii) Let E be an R-semimodule and ∥ ∥ a seminorm on E such that ∥aξ∥ ≤ ∥a∥∥ξ∥, ∀a ∈ R, ∀ξ ∈ E.
Then for any λ ∈ R+ the following formula defines a module ∥HE∥αλ over ∥HR∥α1
∥HE∥αλ ∶ Γop Ð→Sets∗ ∥HE∥αλ(F ) ∶= {φ ∈HE(F ) ∣ ∑
F∖{∗}
∥φ(x)∥α ≤ λ}. (28)
Proof. One needs to show that the maps HE(f)(φ)(y) ∶= ∑x∣f(x)=y φ(x) are compatible with
the conditions ∑X∖{∗} ∥φ(x)∥α ≤ λ. For α ≤ 1 and for any positive real numbers a, b one has the
inequality (a + b)α ≤ aα + bα. Thus, since the map a ↦ aα is increasing, we obtain, using the
inequality
∥ ∑
x∣f(x)=y
φ(x)∥ ≤ ∑
x∣f(x)=y
∥φ(x)∥
that
∥ ∑
x∣f(x)=y
φ(x)∥α ≤ ⎛⎝ ∑x∣f(x)=y ∥φ(x)∥
⎞
⎠
α
≤ ∑
x∣f(x)=y
∥φ(x)∥α.
One obtains, as required
∑
Y ∖{∗}
∥HE(f)(φ)(y)∥α = ∑
Y ∖{∗}
∥ ∑
x∣f(x)=y
φ(x)∥α ≤ ∑
X∖{∗}
∥φ(x)∥α ≤ λ.
The sub-multiplicativity of the norm entails the compatibility with the product.
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Remark 4.2. For α > 1 it is no longer true that (28) defines a sub Γ-set of HE, since taking
φ(x) = ξ ≠ 0 for all x, one has when #{x ∣ f(x) = y} = n > 1,
∥ ∑
x∣f(x)=y
φ(x)∥α = nα∥ξ∥α > ∑
x∣f(x)=y
∥φ(x)∥α = n∥ξ∥α.
4.2 The morphism φ
For a function field K with field of constants k, A. Weil gave a proof of the Riemann-Roch formula
using the topological ring of adeles and Pontrjagin duality. The proof provides, in particular, an
adelic interpretation of H1(D), for divisors D of K. For every place v ∈ ΣK of K, the local field
Kv admits a canonical ultrametric norm ∣ ∣v ∶ K×v → R∗+: we let Mod(Kv) the range of ∣ ∣v. Then,
one can view a divisor of K as a map D ∶ ΣK → R∗+ on the set ΣK of places of K such that
D(v) ∈Mod(Kv), ∀v ∈ ΣK and fulfilling the condition D(v) = 1 for all but finitely many places.
A divisor D defines a compact open subgroup O(D) of the additive group AK of adeles of K by
setting
O(D) ∶= {a = (av) ∈ AK ∣ ∣av ∣v ≤D(v), ∀v ∈ ΣK}. (29)
By implementing the diagonal embedding of K in AK, one defines the morphism
ψ ∶ K⊕O(D)→ AK, ψ(x, y) ∶= x + y ∈ AK , ∀x ∈ K, y ∈O(D). (30)
The kernel and cokernel of ψ define respectively the following two natural k-vector spaces
H0(D) ∶= O(D) ∩K, H1(D) ∶= AK/(K +O(D)). (31)
These definitions use in a crucial way the ultrametric property of the local norm ∣ ∣v and the
existence of the field of constants.
For number fields, the ultrametric property of the local norm fails at the archimedean places
hence the compact subset of adeles as in (29) is no longer an additive group. On the other hand,
the map ψ as in (30) still retains a meaning. We consider the simplest case of the field Q. To
assign a map D ∶ ΣQ → R∗+ with D(v) ∈ Mod(Qv), ∀v ∈ ΣQ, and such that D(v) = 1 for all but
finitely many places, is equivalent to define an Arakelov divisor D = ∑aj{pj}+ a{∞} on SpecZ.
Indeed, one sets D(pj) ∶= pajj , D(v) = 1 for any finite place v ≠ pj ∀j, and D(∞) = ea. Then (29)
defines a compact subset O(D) ⊂ AQ. The analogue of (30) is now the map
ψ ∶ Q ×O(D)→ AQ, ψ(x, y) ∶= x + y ∈ AQ , ∀x ∈ Q, y ∈ O(D). (32)
We let j ∶ AfQ → AQ, j(x) ∶= (x,0), be the embedding of finite adeles in adeles. Using the
ultrametric property of the local norms at the finite places one sees that O(D)f ∶= O(D)∩ j(AfQ)
is a compact subgroup of the additive group AQ. Let G = Q ×O(D)f : one has O(D)f ∩Q = {0}
since all elements of O(D)f have archimedean component = 0. Thus, the restriction of the map
ψ as in (32) to G determines an isomorphism of G with the subgroup ψ(G) = Q+O(D)f of AQ.
Note that ψ(G) is closed in AQ, since Q is discrete (hence closed) and O(D)f is compact. It
follows that G plays no role in the definition of the kernel and cokernel of ψ and one can reduce
the analysis of this map by moding out G as follows
Lemma 4.3. After quotienting both sides of (32) by G = Q ×O(D)f , the map ψ becomes
φ ∶ [−ea, ea]→ R/L, φ(x) ∶= xL ∈ R/L , ∀x ∈ [−ea, ea] ⊂ R, (33)
where L ⊂ Q ⊂ R is the lattice
L =H0(SpecZ,O(Dfinite)) ∶= {q ∈ Q ∣ ∣q∣v ≤Dv , ∀v ≠ ∞}. (34)
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Proof. We identify (set-theoretically) the adeles AQ with the product A
f
Q × R endowed with
projection morphisms pf ∶ AQ → AfQ and p∞ ∶ AQ → R. The subgroup pf(Q) ⊂ AfQ is dense and
the subgroup pf(O(D)f) ⊂ AfQ is open. Hence pf(ψ(G)) = AfQ. The kernel of the restriction of
pf ○ ψ to G is the group of pairs (q, a) ∈ Q × O(D)f such that pf(q) + pf(a) = 0. Such pairs are
determined by the value of q and this detects the lattice
{q ∈ Q ∣ ∣q∣v ≤Dv , ∀v ≠ ∞} = L.
Thus one obtains an isomorphism of groups p ∶ AQ/ψ(G) ∼→ R/L by taking the restriction of the
projection p∞ to the kernel of pf . By construction one has Q ×O(D) ≃ G × [−ea, ea], where the
quotient by G is identified with {0} × [−ea, ea], while the map ψ of (32) is replaced by the map
φ of (33).
We can upgrade the morphism φ to a morphism of S-modules. Let L ⊂ R be a lattice, q ∶ R→ R/L
the quotient morphism of abelian groups, and Hq ∶ HR → H(R/L) the associated morphism of
S-modules. For λ > 0, and using the notations as in §4.1, one has a natural inclusion of S-modules∥HR∥λ ι→ HR. Thus one derives the following morphism of S-modules which coincides with the
above φ at level 1
φ ∶ ∥HR∥λ →H(R/L), φ ∶=Hq ○ ι. (35)
4.3 Dold-Kan correspondence for φ ∶ A → B
Let φ ∶ A → B be a morphism of abelian groups. We describe the simplicial abelian group A
associated, by the Dold-Kan correspondence, to the following complex C = {Cn, φn} indexed in
non-negative degrees, and defined as follows
C = {C1 φ1→ C0}; C0 = B, C1 = A, φ1(x) ∶= φ(x) , ∀x ∈ A. (36)
The goal of this section is to obtain a description of A that is easy to transpose when the above
morphism φ is replaced by the morphism of S-modules as in (35).
We use the following definition of the simplicial abelian group A associated, by the Dold-Kan
correspondence, to a complex C of abelian groups
An ∶= HomCh+ (N(HZ ○∆n),C) ∀n ≥ 0,
where HZ○∆n is the free simplicial abelian group associated to the n-simplex (i.e. the simplicial
set Hom(●, [n])), and N denotes the normalized Moore complex of a simplicial abelian group.
There is a concrete description of An given as follows (see [25] §III.2, Prop. 2.2)
An = ⊕
F(n,k)
Ck, F(n,k) ∶= {σ ∈ Hom∆([n], [k]) ∣ σ([n]) = [k]}, (37)
here the direct sum repeats the term Ck of the chain complex as many times as the number of
elements of the set F(n,k) of surjective morphisms σ ∈ Hom∆([n], [k]). In the simple case of
the short complex C in (36), the allowed values of k are k = 0,1. In this case, the set F(n,0)
is reduced to a single element: Hom∆([n], [0]) =∶ ∆0n. Next, we determine F(n,1). An element
ξ ∈ Hom∆([n], [1]) = ∆1n is characterized by ξ−1({1}) that is an hereditary subset of [n]. Thus
the vertices in ∆1n are labelled as
ξj , 0 ≤ j ≤ n + 1, ξj(k) = 1 ⇐⇒ k ≥ j. (38)
For each integer n ≥ 0 the finite set F (n) ∶= F(n,1) of surjective elements ξ ∈∆1n excludes ξ0 and
ξn+1, thus F (n) = {ξj ∣ j ∈ {1, . . . , n}} has n elements. In the simple case of the complex C one
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can rewrite (37) as
An =HB(1+)⊕HA(F (n)+). (39)
For the description of the simplicial structure, namely the definition for each θ ∈ Hom∆([m], [n])
of a map of sets A(θ) ∶ An → Am we follow again [25] §III.2, p. 160-161. Let, as in §2.1, Sets2,∗
be the category of pairs of pointed sets (X,Y ), with X ⊃ Y where morphisms are maps of pairs
of pointed sets, and γ ∶ Sets2,∗ Ð→Sets∗ the functor (X,Y )→ X/Y of collapsing Y to the base
point. One has the following
Proposition 4.4. Let φ ∶ A → B be a morphism of abelian groups. The following setting defines
a covariant functor
Hφ ∶Sets2,∗ Ð→ Ab, Hφ(X,Y ) ∶=HB(Y ) ×HA(X/Y ). (40)
For a morphism f ∶ (X,Y ) → (X ′, Y ′) of pairs of pointed sets, lets, with ψ = (ψY , ψX/Y ) ∈
Hφ(X,Y ), y′ ≠ ∗,
Hφ(f)(ψ) ∶= (ψY ′ ,HA(f)(ψX/Y )) , ψY ′(y′) ∶=HB(f)(ψY )(y′)+ ∑
x∈X∖Y,f(x)=y′
φ(ψX/Y (x)). (41)
Proof. The sum in (41) is well defined and determines an element of B for each y′ ∈ Y ′, y′ ≠ ∗. By
construction Hφ(f) is a morphism of abelian groups. Let g ∶ (X ′, Y ′)→ (X ′′, Y ′′) be a morphism
in Sets2,∗, and h = g ○ f . Let y′′ ∈ Y ′′, y′′ ≠ ∗. We show that Hφ(h) = Hφ(g) ○Hφ(f). We view
the elements ψ = (ψY , ψX/Y ) ∈Hφ(X,Y ) as functions, with ψ(x) ∈ A ∪B, for x ∈X such that
ψ(x) ∈ A, ∀x ∈X ∖ Y, and ψ(y) ∈ B , ∀y ∈ Y, y ≠ ∗, ψ(∗) = 0. (42)
We define p ∶ A ∪B → B to be equal to φ on A and the identity on B. Then one has
p(∑aj) = ∑p(aj) , ∀aj ∈ A, p(∑p(bj)) = ∑p(bj) , ∀bj ∈ A ∪B. (43)
It follows from (41) that
Hφ(f)(ψ)(y) =
⎧⎪⎪⎨⎪⎪⎩
∑x∈X,f(x)=y ψ(x) if y ∉ Y ′
∑x∈X,f(x)=y p(ψ(x)) if y ∈ Y ′, y ≠ ∗ (44)
By applying the functoriality of HA and of the collapsing functor (X,Y ) Ð→ X/Y , one checks
that the equality Hφ(h)(ψ) =Hφ(g)(Hφ(f)(ψ)) holds for the evaluation on x ∈ X ∖Y . Next, we
take y ∈ Y, y ≠ ∗ and evaluate both sides
Hφ(h)(ψ)(y) = ∑
x∈X,h(x)=y
p(ψ(x)) = ∑
z∈X,g(z)=y
∑
x∈X,f(x)=z
p(ψ(x))
Hφ(g)(Hφ(f)(ψ))(y) = ∑
z∈X,g(z)=y
p(Hφ(f)(ψ)(z)).
Using (43) and (44) one obtains
p(Hφ(f)(ψ)(z)) = ∑
x∈X,f(x)=z
p(ψ(x)).
This argument shows that Hφ(h) = Hφ(g) ○Hφ(f), thus proving the required functoriality of
Hφ.
As already mentioned in §2.3, the category ∆op is naturally isomorphic (hence identified) to
(a skeleton of) the category of finite intervals, where by an interval we mean a totally ordered
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set with a smallest element distinct from a largest element. A morphism of intervals is a non-
decreasing map that preserves the smallest and largest elements. The canonical contravariant
functor ∆Ð→∆op that identifies the opposite category of ∆ with ∆op (described by intervals as
above) maps the finite ordinal [n] = {0,1, . . . , n} to the interval [n]∗ ∶= {0, . . . , n + 1}. The dual
of θ ∈ Hom∆([n], [m]) is
θ∗ ∈ Hom∆op([m]∗, [n]∗)), j ≤ θ(i) ⇐⇒ θ∗(j) ≤ i. (45)
The bijection of sets Hom∆([n], [m]) θ↦θ∗Ð→ Hom∆op([m]∗, [n]∗) implements the identification
∆1n = Hom∆([n], [1]) ∼→ Hom∆op([1]∗, [n]∗) = [n]∗ (46)
and one easily checks that under this identification the map ξj of (38) corresponds to j ∈ [n]∗ ={0, . . . , n + 1}.
We let ∂ ∶ ∆op Ð→ Sets2,∗ be the functor that replaces an interval I by the pair ∂I ∶= (X,Y ),
where X is the set I pointed by its smallest element, and Y ⊂ X is the subset formed by the
smallest and largest elements of I.
Next proposition describes the simplicial abelian group that corresponds to the complex C, by
the Dold-Kan correspondence
Proposition 4.5. Let φ ∶ A→ B be a morphism of abelian groups. Then, the simplicial abelian
group associated by the Dold-Kan correspondence to the short complex C in (36) is canoni-
cally isomorphic to the composite functor Hφ ○ ∂ ∶ ∆op Ð→ Ab with Hφ ∶ Sets2,∗ Ð→ Ab as in
Proposition 4.4.
Proof. For n ∈ N, the pair ∂[n]∗ is identified, using (46) and (38), to the pair (X,Y ) with
X ∶=∆1n = Hom∆([n], [1]), Y ∶= {ξ0, ξn+1},
with base point ξ0 ∈ Y , so that one obtains X ∖Y = F (n). It follows from (39) and (40) that one
has a canonical isomorphism of abelian groups
An =HB(Y )⊕HA(X/Y ) =HB(Y ) ×HA(X/Y ) =Hφ(X,Y ) =Hφ(∂[n]∗). (47)
Let θ ∈ Hom∆([m], [n]), andA(θ) ∶ An → Am as described in [25] §III.2, p. 160-161. We show thatA(θ) = Hφ ○ ∂(θ∗), where θ∗ is defined in (45). By construction, A(θ) is a morphism of abelian
groups that is determined by its restriction to each copy Cj,σ of Cj indexed by a surjection
σ ∶ [n]→ [j] as follows. One writes σ ○ θ uniquely as the composite d ○ s
σ ○ θ = d ○ s, s ∈ Hom∆([m], [k]), d ∈ Hom∆([k], [j]), (48)
where s is a surjection and d an injection. Then, for α ∈ Cj,σ, A(θ)(α) = A(d)(ιs,σα), where ιs,σ
is the identity map of Cj that identifies Cj,σ with Cj,s. The map A(d) is the identity when d = Id
(i.e. when k = j) and is 0 otherwise, unless k = j − 1 and d ∈ Hom∆([j − 1], [j]) is the injection
which misses j. In the case of the complex C, the only indices are j = 0,1. For j = 0, there is only
one element σ ∶ [n] → [j], σ ○ θ is surjective and is the only element of Hom∆([m], [0]). This
shows that the restriction of A(θ) to HB(Y ) is the identity. For j = 1, one has σ ∈ F (n) i.e.
σ ∶ [n]→ [1] is surjective. If the same result holds for σ○θ ∶ [m]→ [1] then, by reasoning as above,
one concludes that A(θ) is the natural identification of C1,σ with C1,σ○θ. When σ ○ θ ∶ [m]→ [1]
fails to be surjective there are two cases to consider. One has either σ ○ θ = ξ0 or σ ○ θ = ξm+1.
The only case in which the obtained map A(θ) is non-zero on C1,σ is when the morphism d in
the decomposition σ ○ θ = d ○ s of (48) is δ1 ∈ Hom∆([0], [1]), with δ1 missing 1. This happens
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when σ ○ θ = ξm+1 since it corresponds to a mono ○ epi decomposition of the form
σ ○ θ = δ1 ○ τ, δ1 ∈ Hom∆([0], [1]), τ ∈ Hom∆([m], [0].
In that case, A(θ) restricted to C1,σ is the map to C0 given by the boundary φ ∶ C1 → C0 of
the complex C. By adding together these various contributions of A(θ) one derives the following
formula (using the identification (47) and the map p ∶ A∪B → B equal to φ on A and the identity
on B)
A(θ)(ψ)(y) =
⎧⎪⎪⎨⎪⎪⎩
∑x∈X ∣x○θ=y ψ(x) if y ∉ Y
∑x∈X ∣x○θ=y p(ψ(x)) if y ∈ Y, y ≠ ∗ (49)
Since θ∗(x) = x ○ θ, one thus obtains A(θ) =Hφ ○ ∂(θ∗) as required.
The covariant functor Hφ ∶ Sets2,∗ Ð→ Ab, when composed with the Eilenberg-MacLane functor
H defines a functor HHφ ∶ Sets2,∗ Ð→ S −Mod whose explicit description is provided by the
following
Lemma 4.6. The functor HHφ ∶ Sets2,∗ Ð→ S −Mod is naturally isomorphic to the functor((U ○Hφ) × Id) ○ γ, where U ∶ Ab Ð→ Sets∗ is the forgetful functor and γ ∶ Sets2,∗ Ð→ ΓSets2,∗
associates to an object (X,Y ) of Sets2,∗ the covariant functor
γ(X,Y ) ∶ Γop Ð→Sets2,∗, k+ ↦ (X ∧ k+, Y ∧ k+).
Proof. Both HHφ =H ○Hφ and ((U ○Hφ)× Id)○γ are functors from Sets2,∗ to the category of S-
modules. More precisely, the functor ((U ○Hφ)× Id)○γ, obtained by applying U ○Hφ “pointwise”
takes values in the category ΓSets∗ of pointed Γ-sets that is the same as the category S −Mod.
The functor Hφ fulfills, for any pointed map ρ ∶ k+ → ℓ+, the following equalities
Hφ(X ∧ k+, Y ∧ k+) =Hφ(X,Y )k, Hφ(Id ∧ ρ) =H(Hφ(X,Y ), ρ). (50)
Indeed, elements ofHφ(X∧k+, Y ∧k+) are by construction functions ψ(x, j) ∈ A∪B, for x ∈ X∖{∗},
j ∈ {1, . . . , k} with values in A when x ∉ Y , and in B for x ∈ Y . Equivalently, these elements are
described by k-tuples of functions ψj ∈ Hφ(X,Y ), where ψj(x) ∶= ψ(x, j) for x ∈ X ∖ {∗} and
j ∈ {1, . . . , k}. The map τ = Id ∧ ρ ∶ (X ∧ k+, Y ∧ k+) → (X ∧ ℓ+, Y ∧ ℓ+) is a map of pairs that
preserves the subset and also its complement. For such maps τ the formula (41) simplifies to
Hφ(τ) = (HB(τ),HA(τ)) .
This argument proves the second equality in (50). This equality gives the isomorphism of the
S-modules U ○ Hφ ○ γ(X,Y ) ≃ HHφ(X,Y ) for a fixed (X,Y ). To complete the proof let us
show that this isomorphism is a natural transformation of functors. Let f ∶ (X,Y ) → (X ′, Y ′)
be a morphism in Sets2,∗. One has γ(f) = f ∧ Id as a morphism from (X ∧ k+, Y ∧ k+) to(X ′ ∧ k+, Y ′ ∧ k+). Moreover
Hφ(f ∧ Id) =Hφ(f)k ∶Hφ(X,Y )k →Hφ(X ′, Y ′)k (51)
follows directly from (44) using (f ∧ Id)(x, j) = (f(x), j) ∀x ∈ X,j ∈ {1, . . . , k}. Finally, (51)
shows that the identification (50) is a natural transformation of functors.
By combining Proposition 4.5 with Lemma 4.6 we finally obtain
Theorem 4.7. Let φ ∶ A → B be a morphism of abelian groups. The Γ-space associated by the
Dold-Kan correspondence to the short complex C in (36) is canonically isomorphic to the functor
((U ○Hφ) × Id) ○ γ ○ ∂ ∶ ∆op Ð→ S −Mod.
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Proof. By construction this Γ-space is obtained by applying the Eilenberg-MacLane functor H
to the simplicial abelian group associated by the Dold-Kan correspondence to the short complex
C. Thus by Proposition 4.5 it is the functor HHφ ○ ∂ ∶ ∆op Ð→ S −Mod. Lemma 4.6 then allows
one to replace HHφ by ((U ○Hφ) × Id) ○ γ and this determines the required equality.
As indicated by Theorem 4.7, the construction of the Γ-space associated to the short complex C
in (36) by the Dold-Kan correspondence involves the morphism φ ∶ A → B of abelian groups only
through the composite functor U ○Hφ ∶ Sets2,∗ Ð→ Sets∗. In the next section we show that the
latter functor is still meaningful when φ ∶ A → B is replaced by the morphism (35) of S-modules
as in §4.2.
4.4 The Γ-space H(D)
In this section we associate to an Arakelov divisor D on SpecZ a Γ-space H(D) that embodies
the Dold-Kan counterpart of the short complex (35) associated to the Riemann-Roch problem
for the divisor. This construction is based on Theorem 4.7 and the following
Lemma 4.8. Let L ⊂ R be a discrete subgroup and λ ∈ R∗+. Let φ ∶ R→ R/L be the quotient map.
The following equality defines a subfunctor of U ○Hφ ∶Sets2,∗ Ð→Sets∗
KL,λ ∶ Sets2,∗ Ð→Sets∗, KL,λ(X,Y ) ∶= {ψ ∈Hφ(X,Y ) ∣ ∑
x∈X∖Y
∣ψ(x)∣ ≤ λ}. (52)
Proof. The setting (52) is well defined in view of (42), showing that ψ(x) ∈ R,∀x ∈ X ∖ Y . Let
f ∶ (X,Y )→ (X ′, Y ′) be a morphism in Sets2,∗, then by (44) one has
Hφ(f)(ψ)(y) = ∑
x∈X,f(x)=y
ψ(x) , ∀y ∉ Y ′.
The key fact here is that since f ∶ (X,Y ) → (X ′, Y ′) is a morphism of pairs, the following
implication holds
y ∈ X ′ ∖ Y ′ & f(x) = y ⇒ x ∈ X ∖ Y, (53)
from which one derives the inequality
∑
y∈X′∖Y ′
∣Hφ(f)(ψ)(y)∣ ≤ ∑
x∈X∖Y
∣ψ(x)∣.
This proves that KL,λ ∶ Sets2,∗ Ð→Sets∗ is a subfunctor of U ○Hφ.
With the notation of §4.3 and in particular as in Lemma 4.6, we have
Proposition 4.9. Let D = ∑aj{pj} + a{∞} be a divisor on SpecZ and let λ = ea. Consider the
abelian group
L =H0(SpecZ,O(Dfinite)) ⊂ Q ⊂ R.
The functor
H(D) ∶= (KL,λ × Id) ○ γ ○ ∂ ∶ ∆op Ð→ S −Mod (54)
defines a Γ-space that depends only on the linear equivalence class of D.
Proof. The sheaf O(Dfinite) on SpecZ is viewed as a subsheaf of the constant sheaf Q: this
gives meaning to the inclusion L = H0(SpecZ,O(Dfinite)) ⊂ Q. Let q ∈ Q∗+ and D′ = D + (q),
then L′ = q−1L and λ′ = q−1λ. The multiplication by q−1 induces an isomorphism of functors
KL,λ → KL′,λ′. This shows that H(D) only depends on the equivalence class of D modulo
principal divisors.
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4.5 H(D) at level 1
When evaluated on the object 1+ of Γ
op, the Γ-space H(D) defines a simplicial set H(D)(1+).
By construction, this is a sub-simplicial set of the Kan simplicial set associated to the morphism
of abelian groups (viewed as a short complex) φ ∶ R → R/L, however ‘per-se’ it is not a Kan
simplicial set. Thus one needs to exert care when considering the homotopy of H(D)(1+): we
refer to [20] §2.1, for the general notions and notation used here as follows, when referring to
the homotopies. We simply recall that the new homotopy theory πnewn introduced in op.cit. is
reduced to πnew0 by implementing the endofunctor Ω of “decalage” in the category S∗ of pointed
simplicial sets, as follows
πnewn (X,⋆) ∶= πnew0 (Ωn(X)). (55)
One obtains, in this way, a concrete description of the elements of πnewn (X,⋆) and of the following
homotopy relation:
(i) The 0-skeleton (Ωn(X))0 is the set of simplices x ∈Xn such that ∂j(x) = ∗ ∀j.
(ii) (Ωn(X))0 coincides with HomS∗(Sn,X) ⊂ Xn, where Sn is obtained by collapsing the
boundary ∂∆[n] of the standard simplex to a single base point.
(iii) The relation R on (Ωn(X))0 = HomS∗(Sn,X) ⊂Xn given by
xRy ⇐⇒ ∃z ∈ (Ωn(X))1 s.t. ∂0z = x and ∂1z = y
coincides with the relation of homotopy between n-simplices as in the following formula
R = {(x, y) ∈ Xn ×Xn ∣ ∂jx = ∂jy∀j&∃z ∣ ∂jz = sn−1∂jx∀j < n, ∂nz = x, ∂n+1z = y}. (56)
When working with this (new) homotopies πn usually it happens that the relation R as in (56)
fails to be an equivalence relation, since the pointed simplicial sets fail in general to be fibrant.
Even though (the new) π0 cannot be directly described as a quotient, we can still specify its
cardinality, using the following general definition
Definition 4.10. Let R be a reflexive relation on a set E. Define #(E/R) to be the maximal
cardinality of subsets F ⊂ E such that x, y ∈ F & x ≠ y⇒ (x, y) ∉ R.
Obviously, this definition determines the cardinality of the quotient E/R when R is an equiva-
lence relation. As an example, consider the relation d(x, y) ≤ ǫ in a metric space (E,d). Then the
number #(E/R) is called the packing number and is denoted by M(ǫ). It plays an important
role in the notion of ǫ-capacity [30].
The following proposition supplies in particular a first approximation on the definition and the
cardinality of H1(SpecZ,O(D)).
Proposition 4.11. The simplicial set H(D)(1+) fulfills the following properties:
(i) π0(H(D)(1+)) = ∗ for degD ≥ − log 2.
(ii) For degD < 0, #(π0(H(D)(1+))) is the largest integer n < e−degD.
(iii) π1(H(D)(1+)) is in canonical bijection with the global sections H0(SpecZ,O(D)).
(iv) πn(H(D)(1+)) is trivial for n > 1.
Proof. (i) We can assume, by working up-to linear equivalence, that Dfinite = 0 so that D =
a{∞} with a = degD. Then, L = H0(SpecZ,O(Dfinite)) = Z ⊂ R. By construction, the pointed
simplicial set H(D)(1+) is obtained by composing the functor KL,λ ∶ Sets2,∗ Ð→ Sets∗ (λ = ea)
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with ∂ ∶ ∆op Ð→ Sets2,∗. In degree 0 and with the notation of (38), it is described for the
ξj ∈ Hom∆([n], [1]), 0 ≤ j ≤ n + 1, by
KL,λ(∂[0]∗) =KL,λ((∗, ξ1), (∗, ξ1)) = R/L.
In degree 1 it is given by
KL,λ(∂[1]∗) =KL,λ((∗, ξ1, ξ2), (∗, ξ2)) = {(ψ1, ψ2) ∈ R ×R/L ∣ ∣ψ1∣ ≤ λ}. (57)
One has ξ0 ○ δj = ξ0 for all j = 0,1 and
ξ1 ○ δ0 = ξ0, ξ2 ○ δ0 = ξ1, ξ1 ○ δ1 = ξ1, ξ2 ○ δ1 = ξ1.
Thus, with ∂j ∶KL,λ(∂[1]∗)→KL,λ(∂[0]∗) the corresponding boundaries, one gets
∂0(ψ) = ψ2, ∂1(ψ) = ψ1 + ψ2 , ∀ψ = (ψ1, ψ2) ∈KL,λ(∂[1]∗). (58)
This argument shows that the relation defined on elements of KL,λ(∂[0]∗) by
R(α,β) ⇐⇒ ∃ψ ∈KL,λ(∂[1]∗) ∣ ∂0(ψ) = α & ∂1(ψ) = β (59)
is, in general, not an equivalence relation. The relation R of (59) is described, using (58) as
follows:
(ψ,ψ′) ∈ R ⊂ R/L ×R/L ⇐⇒ ∃α ∈ R, ∣α∣ ≤ λ, ψ′ = ψ +α.
When λ ≥ 1/2, i.e. degD ≥ − log 2 this relation becomes the equivalence relation with quotient a
single element.
(ii) With the notations of (i), #(π0(H(D)(1+))) is the packing number of the metric space R/Z
(endowed with the quotient metric of the usual metric on R) for the constant λ. For any subset
fulfilling the separation condition of Definition 4.10, the balls of radius λ/2 are pairwise disjoint
and hence nλ < 1. Conversely, if nλ < 1 the n points xj =
j
n
, 0 ≤ j < n are such that, in the metric
space R/Z, d(xi, xj) > λ for i ≠ j. This shows (ii).
(iii) With the above notations, H(D)(1+) is described in degree 1 by (57) and by (58) one has:
∂0(ψ) = ψ2, ∂1(ψ) = ψ1 + ψ2. Thus the spherical conditions ∂j(ψ) = ∗ mean that ψ2 = 0 and
that the class of ψ1 in R/Z is zero i.e. ψ1 ∈ L = Z. Hence the spherical elements are in canonical
bijection with the global sections H0(SpecZ,O(D)). It remains to describe the relation (56)
between the spherical elements. With Xn =KL,λ(∂[n]∗), this is
R = {(φ,φ′) ∈ X1 ×X1 ∣ ∂jφ = ∂jφ′ = ∗∀j&∃ψ ∈X2 ∣ ∂0ψ = ∗, ∂1ψ = φ, ∂2ψ = φ′}. (60)
KL,λ is described in degree 2 by
KL,λ(∂[2]∗) =KL,λ((∗, ξ1, ξ2, ξ3), (∗, ξ3)) = {(ψ1, ψ2, ψ3) ∈ R ×R ×R/L ∣ ∣ψ1∣ + ∣ψ2∣ ≤ λ}. (61)
The three boundary maps take values in R ×R/L and are given by
∂0(ψ) = (ψ2, ψ3), ∂1(ψ) = (ψ1 +ψ2, ψ3), ∂2(ψ) = (ψ1, ψ2 +ψ3).
The condition ∂0(ψ) = ∗ of (60) implies that ψ2 = 0. Hence the relation coming from the pairs(∂1(ψ), ∂2(ψ)) is the identity. This proves (iii).
(iv) For n > 1 one has
KL,λ(∂[n]∗) = {(ψj)j∈{1,...,n} ∈ Rn−1 ×R/L ∣ ∑
j∈{1,...,n−1}
∣ψj ∣ ≤ λ}. (62)
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The boundaries ∂j ∶KL,λ(∂[n]∗)→KL,λ(∂[n − 1]∗) are given, for j ∈ {0, . . . , n}, as follows
(∂jψ)i =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ψi if i < j
ψj + ψj+1 if i = j
ψj+1 if i > j
(63)
Thus, for instance for n = 3 one obtains
⎛⎜⎜⎜⎝
∂0ψ
∂1ψ
∂2ψ
∂3ψ
⎞⎟⎟⎟⎠
=
⎛⎜⎜⎜⎝
ψ2 ψ3 ψ4
ψ1 +ψ2 ψ3 ψ4
ψ1 ψ2 +ψ3 ψ4
ψ1 ψ2 ψ3 + ψ4
⎞⎟⎟⎟⎠
Hence, for n > 1 the only solution of the spherical condition ∂jψ = 0 ∀j is ψ = 0. Indeed, the
condition ∂0ψ = 0 implies that ψi = 0 for all i > 1 and the condition ∂2ψ = 0 shows that ψ1 = 0.
4.6 The higher levels of H(D)
One can compute the precise number of elements of ∥HZ∥λ(k+). We set
γ(n,k) ∶=# (∥HZ∥n(k+)) . (64)
Any element φ, with ∑ ∣φ(x)∣ ≤ n, has a support s(φ) ⊆ {1, . . . , k}. With the exception of the
single element 0, we let m > 0 be the size of the support s(φ) = {x1, x2, . . . , xm}, where the
elements are listed in increasing order. This way, one obtains a list of numbers all ≤ n that is
equivalently described by the subset (with ψ = ∣φ∣)
{ψ(x1), ψ(x1) + ψ(x2), . . . , ψ(x1) + ψ(x1) + . . . +ψ(xm)} ⊂ {1, . . . , n}.
This process gives, for each of the ( k
m
) subsets with m elements, the number 2m(n
m
) of possible
choices, where the factor 2m takes into account the signs of the φ(x). Thus one obtains the
hypergeometric function
γ(n,k) = 1 + k∑
m=1
2m( k
m
)(n
m
) = 2F1(−k,−n; 1; 2). (65)
Using the vanishing of binomial coefficients, one can replace the index k in the above sum by the
inf(k,n) showing the symmetry
γ(n,k) = γ(k,n). (66)
Next proposition displays the properties of the higher levels πn(H(D)(k+))
Proposition 4.12. Let D = ∑aj{pj} + a{∞} be a divisor on SpecZ. The following facts hold
(i) π1(H(D)) = ∥HL∥ea , as S-modules, with L =H0(SpecZ,O(Dfinite)).
(ii) #π1(H(D)(k+)) = γ(n,k) for n = IntegerPart(edeg(D)).
(iii) π0(H(D)(k+)) = ∗ ⇐⇒ k ≤ 2edeg(D).
(iv) πn(H(D)(k+)) is trivial for n > 1.
Proof. (i) The simplicial set H(D)(k+) is described in degree 0, with the notation (38) for the
ξj ∈ Hom∆([n], [1]), 0 ≤ j ≤ n + 1, and with λ = ea, by
KL,λ(∂[0]∗ ∧ k+) =KL,λ((∗, ξ1) ∧ k+, (∗, ξ1) ∧ k+) = (R/L)k.
In degree 1 it is described by
KL,λ(∂[1]∗ ∧ k+) =KL,λ((∗, ξ1, ξ2) ∧ k+, (∗, ξ2) ∧ k+) = ∥HR∥λ(k+) × (R/L)k. (67)
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The corresponding boundaries ∂j ∶KL,λ(∂[1]∗ ∧ k+)→KL,λ(∂[0]∗ ∧ k+) are
∂0(ψ) = ψ2, ∂1(ψ) = ψ1 + ψ2 , ∀ψ = (ψ1, ψ2) ∈KL,λ(∂[1]∗ ∧ k+). (68)
The spherical conditions ∂j(ψ) = 0 mean that ψ2 = 0 ∈ (R/L)k and that the image of ψ1 ∈∥HR∥λ(k+) is zero in (R/L)k. Thus ψ1 ∈ ∥HL∥λ(k+). Moreover the relation (56) between the
spherical elements is trivial for the same reason as stated in the proof of Proposition 4.11 (iii).(ii) follows from (i).(iii) The relation R of (56) on KL,λ(∂[0]∗ ∧ k+) = (R/L)k is given by
(φ,φ′) ∈ R ⇐⇒ ∃ψ ∈ ∥HR∥λ(k+) s. t. φ′ = φ + ψ.
Let d be the metric on R/L which is induced by the usual distance on R. Then
(φ,φ′) ∈ R ⇐⇒ ∑d(φj , φ′j) ≤ λ.
Thus the relation R is equal to the square of (R/L)k, i.e. all elements are equivalent if and only
if the sum of the diameters of the metric spaces R/L is less than λ, i.e. k/2 ≤ edeg(D) (one can
assume that D = a{∞} so that L = Z and λ = edeg(D)).(iv) For n > 1 one has
KL,λ(∂[n]∗ ∧ k+) = {(ψj)j∈{1,...,n} ∈ (Rk)n−1 × (R/L)k ∣ ∑
j∈{1,...,n−1}
∥ψj∥ ≤ λ}, (69)
where the norm of vectors in Rk is the ℓ1-norm. The boundaries ∂j ∶ KL,λ(∂[n]∗ ∧ k+) →
KL,λ(∂[n − 1]∗ ∧ k+) are given for j ∈ {0, . . . , n} by
(∂jψ)i =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ψi if i < j
ψj + ψj+1 if i = j
ψj+1 if i > j
(70)
Thus the same argument of the proof of Proposition 4.11 shows that, for n > 1 there is no
non-zero solution of the spherical condition.
Proposition 4.12 (i) shows that the S-module π1(H(D)) qualifies as the moduleH0(SpecZ,O(D))
of global sections of O(D). Before identifying H1(SpecZ,O(D)) with π0(H(D)) one needs to
take care of the relation R defining the homotopy among elements of π0, since R is not in
general an equivalence relation. To handle this difficulty one can implement the topos Sets(2)
introduced in [20] (and known as the topos of reflexive (directed) graphs) in order to keep the
full information supplied by the relation.
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