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Introduction 
Discrete choice experiments (DCEs) are used to elicit patients’, the public’s or 
healthcare professionals’ preferences for health and healthcare (de Bekker-Grob et al, 
2012). DCE surveys are prone to coverage, sampling, non-response, and measurement 
errors (Groves, 1989). Much DCE research focusses on minimising measurement error. 
For example, by reducing hypothetical bias (Özdemir et al, 2009), improving question 
formats (Lancsar et al, 2013) or understanding how DCE study design affects responses 
(Bech et al, 2011; Ryan and Wordsworth, 2000). Research on non-response error in 
healthcare DCEs is lacking.  
Non-response error occurs when sampled individuals who respond to the survey differ 
from those who do not respond. Maximising response rates may minimise non-response 
error. In this study, we use meta regression analysis (MRA) to test how study design 
and other factors within the researchers’ control affect DCE survey response rates. We 
analyse a dataset of DCE studies in healthcare published between 2001 and 2011. In 
doing so, we combine evidence from across studies to understand the factors that affect 
DCE response rates.  
 
Methods  
MRA is a statistical method that combines the results of different independent studies 
(Glass, 1976; Huque 1988). MRA overcomes a single study’s limitations by considering 
heterogeneity between study results and provides insight into the variation of findings. 
MRA has been used to measure time preference rates (Asenso-Boadi et al, 2008) and 
 3 
value statistical lives (Johnson et al, 1997). MRA has been used to pool willingness to 
pay estimates across stated preference studies that valued similar goods (Lindhjem and 
Navrud, 2008; Barrio and Loureiro, 2008). List and Gallet (2001), Little and Berrens 
(2004) and Murphy et al (2005) use MRA to investigate how study design affects the 
magnitude of hypothetical bias across contingent valuation studies. Our paper is similar 
in spirit to these studies.  
The first stage of a MRA identifies the studies to be included as observations in the data 
set. We used an existing systematic review for 2001 to 2008 (de Bekker-Grob et al, 
2012) combined with a new systematic review to the end of 2011. Our systematic 
review used the same methods as Ryan and Gerard (2003) and de Bekker-Grob et al 
(2012) (for more details see the online appendix). Following de Bekker-Grob et al 
(2012) we included studies in which respondents completed choice-based DCE tasks1 
that were published in English as a full-text article.  
Some studies published more than one journal article from the same data set. For 
example, a study may publish a paper that reports the results in a clinical journal and a 
separate paper that reports the results of methodological work or a new econometric 
estimator in a (health) economics journal. In such cases, we included the study only 
once in our data set and took the first published paper as the publication date. Some 
publications report the results from more than one study. For example, for our purposes 
the same questionnaire administered to different populations (patients and/or the general 
public and/or healthcare professionals) is classed as different studies. Similarly, slightly 
different questionnaires administered to subgroups of the same population are 
considered different studies. An example of this is Bech et al (2011) who compared 
                                                          
1 We exclude ranking and rating conjoint tasks and adaptive conjoint analysis. 
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response rate across three subgroups who each received a DCE with 5, 9 or 17 choice 
sets, respectively. In those cases, we included the studies as separate observations, but 
controlled for the interdependence of these studies in our analysis (see analysis section).  
We motivate our MRA of response rates using Dillman et al (2009)’s social exchange 
theory of survey response. This assumes that individuals respond to a survey when the 
perceived benefits of responding outweigh the costs. We extracted information from the 
eligible studies about variables related to the costs and perceived benefits of response 
and used these to explain survey response rates in the MRA. If information was not 
included in the article, we emailed the corresponding author to request it.  
The perceived benefits of responding differ depending on the sample who are asked to 
respond. For example, the perceived benefits to patients of responding to a DCE that 
elicits treatment preferences for their illness may include future treatment improvements 
for themselves and/or others with the same illness. We extracted data on the sample 
population, and we hypothesised patients/carers and healthcare professionals will 
perceive higher benefits from responding to healthcare DCEs than the general public. 
Therefore, surveys of patients or healthcare professional should attain higher response 
rates. The topic of the survey will also affect the benefits of response. For example, the 
severity or prevalence of the health condition that is the survey topic may affect 
response rates. We extracted data on the health condition that is the topic of the survey. 
Given the perception that individuals place more importance on treating cancer than 
other diseases (Linley and Hughes, 2013), we hypothesised that DCE surveys about 
cancer-related topics will have higher response rates than other studies.  
The perceived costs of survey response depend on the survey’s design and the cognitive 
burden of completing it (Presser et al, 2004). Previous research has suggested that the 
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cognitive burden of responding to a DCE survey increases with: the number of 
attributes describing the good, number of choice set alternatives, the number of choice 
sets to be answered2 (Mazzota and Opaluch, 1995; Swait and Adamowicz, 2001; 
DeShazo and Fermo, 2002), and the inclusion of a cost attribute (Pedersen et al, 2011; 
Bryan et al, 2001). Evidence from the decision theory, contingent valuation and DCE 
literatures shows that individuals have difficulty to understand risks and probabilities 
(Hammitt and Graham, 1999; Lloyd, 2001). Opt-out alternatives were introduced to 
DCEs to make choices more realistic and therefore, easier to answer (Hanley et al, 
2003). 
We extracted data on eight variables affecting cognitive burden: number of attributes; 
number of choice set alternatives; the number of choice sets to be answered; includes an 
opt-out alternative; includes a cost attribute; includes a risk attribute; elicits time 
preferences; the same hypothetical alternative appears in all choice sets (constant 
comparator experimental design). We hypothesised that the number of attributes, 
alternatives and choice sets, and the inclusion of risk or cost attributes will decrease 
survey response rates, and that including an opt-out will increase response rates. We 
also extracted data on general study characteristics that may affect response rates: 
whether non-respondents were sent reminders; the survey mode; the country in which 
the data were collected and the publication year as a proxy for the date the study was 
carried out.  
For the survey mode, we distinguished between self-complete and interviewer 
administered surveys. Within self-complete surveys we distinguished between postal 
surveys, online surveys and those completed by patients in a clinic waiting room or 
                                                          
2 Although, Bech et al (2011) find the number of choice sets has no effect on response rates to a DCE. 
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other central location. The explanatory variables may affect response rates across survey 
modes differently for many reasons. For instance, interview administered questionnaires 
provide respondents with support when they complete questionnaires. At the outset of 
online surveys the task ahead of respondents is often unclear. A separate MRA should 
be estimated for each mode.  
 
Analysis 
The dependent variable in the MRA is the response rate from i studies, yi. The 
explanatory variables are grouped into three categories – those related to cognitive 
burden, XCOG, those related to benefit of response, XBEN, and other study characteristics, 
XSTU. The estimation model can be expressed as: 
𝑦𝑖 = 𝛼 + 𝑋𝐶𝑂𝐺𝑖𝛽𝐶𝑂𝐺 + 𝑋𝐵𝐸𝑁𝑖𝛽𝐵𝐸𝑁 + 𝑋𝑆𝑇𝑈𝑖𝛽𝑆𝑇𝑈+𝜀𝑖   (1) 
α is a constant term, the β vectors are the coefficients to be estimated for the explanatory 
variables, and ε is the residuals. The vectors of explanatory variables comprise of 
dummy variables that summarise the study characteristics (see Table 1). We estimated 
equation (1) using a linear regression estimated with ordinary least squares (OLS). Each 
study counts equally in the data. The error terms will be correlated for those studies that 
use the same questionnaire for data collection in different populations or marginally 
different questionnaires for sub-samples of the same population. We estimate equation 
(1) using a cluster robust estimator of variance that relaxes the assumption that the error 
term is independent across all studies. We conduct a series of robustness tests that are 
reported in the online appendix. 
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Results 
The data set available for the MRA included 114 unique studies for 2001-2008. The 
systematic literature review for 2009-2011 identified 371 papers of which 306 met the 
inclusion criteria. From these 144 unique studies were identified. For the period 2001-
2011, we have a total of 258 studies. When we excluded studies with missing data on 
key variables of interest, such as the response rate and use of reminders, the sample size 
for analysis reduced to 132 studies. However, across all modes except postal surveys the 
sample sizes are too small to estimate the MRA (Figure 1).  
Sample sizes for all modes except postal studies are small because fewer studies use 
these modes and the modes have a high proportion of missing response rate data. Our 
correspondence with authors revealed that response rates were often missing because 
researchers (ourselves included) did not record the number of invitations to participate 
made at central locations or sent to potential online respondents. Restricting analysis to 
postal surveys reduced the sample size to 64 (Figure 1). The characteristics of all postal 
studies (including those with missing values) are presented in Table 1. The response 
rate is missing in 13% of eligible postal surveys and information on the use of 
reminders is missing in 17%.  
Table 2 presents the results from the MRA. The model has a good fit with an R2=0.61. 
With respect to the effect of cognitive burden including more attributes decreases 
response rates. Increasing the number of attributes from between two and four attributes 
to five attributes, six attributes or seven or more attributes decreases response rates. 
Including an opt-out increases response rates. We find a mixed effect of the number of 
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choice sets: compared to 8 choice sets, response rates are higher for DCEs with fewer 
(3-7) and more (>8) choice sets. Contrary to expectations, studies with risk attributes 
have higher response rates. The inclusion of a cost attribute, time preferences or using a 
constant comparator design does not significantly affect survey response rates.  
The perceived benefit of response increases response rates. Surveys of patients or health 
care professionals rather than the general public have higher response rates. For other 
study variables and controls, reminders increase responses rates and response rates are 
lower in the UK compared to the rest of the world.  
 
Discussion  
This is the first study to use MRA to model DCE response rates. Our results are 
consistent with a social exchange theory of survey response. We find that the cognitive 
burden of the survey reduces response rates and the perceived benefits increase response 
rates. Our findings suggest that researchers who want to minimise the cognitive burden 
should focus on the number of attributes included in the DCE choice sets. We find that 
including a cost attribute does not affect response rates. We find counter intuitive results 
for both the number of choice sets and inclusion of risk attributes. We suggest that these 
variables may be confounded with survey quality differences across studies. 
Researchers who include risk attributes or a high number of choice sets may 
compensate by reducing cognitive burden in other (unmeasured) aspects of the study 
design. It is difficult to control for study quality in a systematic way. We extracted all 
study data that are regularly reported. But few studies include detailed information 
about the entire survey and do not provide the survey as an appendix, routinely. We join 
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other authors in calling for authors to report routinely more study design details 
(Harrison et al, 2014; Lancsar and Louviere, 2008). Furthermore, studies with 8 choice 
sets are likely to be early DCE applications with generally less well-designed surveys.  
There are three caveats in the MRA results. 1. The study quality will vary (Nelson and 
Kennedy, 2009), and we cannot control for this except through the ability of our 
regressors to capture it. 2. Quality assessment checklists for MRA of RCTs, such as 
Evers et al (2005), are not applicable to DCEs, and existing DCE checklists are not 
quality measures. 3. Publication bias is present in all MRA (Nelson and Kennedy, 
2009). In our case selection bias is present if studies with low response rates are less 
likely to be published. We focus on response rates for postal studies because response 
rates were often missing for other modes. Recent DCE checklists encourage the 
reporting of response rates (Lancsar and Louviere, 2008). When more data are 
available, future work should consider if our results hold across modes.  
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Table 1: Characteristics of included studies (postal surveys only including 
observations with missing data, n=64) 
Variables  Summary statistics 
 % Mean (Standard deviation) % missing 
Response rate  50.44 (19.46) 12.90 
Cognitive burden 
Number of attributes  5.30 (1.99) 1.08 
 
2-4 attributes* 31.18   
5 attributes 22.58   
6 attributes 27.96   
7+ attributes 17.20   
Number of alternatives  2.56 (1.74) 2.15 
 
2 alternatives* 63.44   
3+ alternatives 34.41   
Opt-out option 31.18  2.15 
Number of choice sets  12.66 (17.32) 3.23 
 
No. of choice sets: 3-7 23.66   
No. of choice sets: 8* 17.20   
No. of choice sets: 9-15 31.18   
No. of choice sets: 16 15.05   
No. of choice sets: 17+ 9.68   
Risk attribute 38.71  1.08 
Price proxy 43.01  1.08 
Time preferences 3.23  0 
Constant comparator 20.43  2.15 
Perceived benefit of response 
Population 
General public* 20.43  
0 
Patients and carers 51.61  
Health care professionals 21.51  
Other 6.45  
Disease 
Cancer* 21.51  
0 
Other 78.49  
Perspective 
Own* 79.57  
1.08 
Other 19.35  
Other study characteristics 
Reminder 
0* 17.20  
17.20 
1+ 65.59  
Country 
UK* 49.46  
1.08 
Other 49.46  
Year of 
publication 
2001-2008* 56.99  
0 
2009-2011 (2012 epub) 43.01  
* indicates the reference group for the analysis.  
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Table 2: Meta analysis results using linear regression model – OLS (n=64) 
Variables  Coefficient β Significance Robust SE 
Cognitive burden 
Number of 
attributes 
2-4 attributes    
5 attributes -0.13 * 0.07 
6 attributes -0.20 *** 0.09 
7+ attributes -0.26 *** 0.09 
Number of 
alternatives 
2 alternatives    
3+ alternatives -0.21  0.15 
Opt-out option 0.18 ** 0.11 
Number of 
choice sets 
No. of choice sets: 3-7 0.22 *** 0.09 
No. of choice sets: 8    
No. of choice sets: 9-15 0.12 * 0.06 
No. of choice sets: 16 0.11 * 0.06 
No. of choice sets: 17+ 0.12 *** 0.05 
Risk attribute 0.10 ** 0.05 
Price proxy -0.08  0.06 
Time preferences -0.02  0.08 
Constant comparator 0.01  0.06 
Perceived benefit of response 
Population 
General public    
Patients and carers 0.25 *** 0.05 
Health care professionals 0.17 * 0.10 
Other 0.06  0.10 
Disease 
Cancer -0.08  0.10 
Other    
Perspective 
Own -0.01  0.06 
Other    
Other study characteristics 
Reminder (1=yes; 0=no) 0.14 * 0.09 
Country 
UK -0.12 ** 0.06 
Other    
Year of 
publication 
2001-2008    
2009-2011 -0.11  0.10 
Constant 0.51 *** 0.12 
R-squared 0.61   
*** at 1% level, ** at 5% level, * at 10% level 
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Online appendix  
Systematic literature review 
A systematic literature review identified the studies included in the meta regression 
analysis (MRA). The literature review combined an existing literature review for the 
period 2001 to 2008 with an updated review to the end of 2011 (de Bekker-Grob et al, 
2012).  
The search terms used and databases searched were the same as those used by Ryan and 
Gerard (2003) and de Bekker-Grob et al (2012): MEDLINE; EMBASE; 
HEALTHSTAR; Social Science Citation Index; PsychLIT; EconLIT; and Health 
Management Information Consortium. For consistency, we searched these databases 
using the same search terms as Ryan and Gerard (2003) and de Bekker-Grob et al 
(2012), these were devised to encompass all the terms used to refer to discrete choice 
experiments (DCEs): discrete choice experiment(s), discrete choice 
model/models/modelling, discrete choice method(s), discrete choice study, stated 
preference(s), part-worth utilities, functional measurement(s), paired comparison(s), 
pairwise choice(s), conjoint analysis/analyses, conjoint study/studies, conjoint 
measurement(s), conjoint approach, conjoint choice experiment. In addition, to ensure a 
comprehensive set of papers, we checked reference lists of obtained papers and cross 
checked our review with another being carried out at the same time by Drs Karen 
Gerard and Tim Bolt. During this process we noticed several papers in the journal 
‘Health Economics’ were missing from the search. We also conducted a search of 
papers published in ‘Health Economics’ using the keyword search feature on the 
website. Studies were included if they were choice-based, not ranking or rating 
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exercises, published as a full-text in English and were applied to eliciting preferences in 
a health or healthcare context.  
The search identified 371 papers of which 306 papers met the inclusion criteria and 144 
were eligible to be included for analysis. Based on eligibility criteria, studies were 
excluded that either described methodological work and did not report the results of a 
DCE survey, or were already included in our dataset as a different publication from the 
same study. For example two different papers may report the results of the same survey 
but emphasise different results depending on the intended audience for the paper. In this 
case, we included the study only once to identify unique studies and to avoid inclusion 
of duplicated studies. 
A study may contribute more than one observation to our dataset. For example, if the 
same questionnaire was administered to two different populations or slightly different 
questionnaires were administered to subgroups of the same population. In each case, we 
include these as separate observations but with the same study identifier. For all 
identified studies, we extracted, when possible, the response rate and the variables of 
interest as detailed in the main paper. When data were missing from the published 
paper, we contacted the corresponding author of the paper to request the missing data. 
We created a standardised request letter and modified this depending on the variable or 
variables that we were requesting missing data on. All authors of this study requested 
missing data and studies were allocated across authors based on personal contacts in the 
first instance, and then at random. We contacted 102 corresponding authors, of which 
the email was undeliverable for 16 and an internet search failed to identify a new email 
address. We received responses from 55 corresponding authors, providing a response 
rate of 63%. 
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Data and robustness tests 
MRA can be sensitive to outliers and lack of variability in the data. When creating the 
dummy variables based on each variable, we grouped data into categories based on a-
priori hypotheses about how these variables affect response rates. We checked the 
number of observations in each category and merged comparable categories where data 
were sparse. We test for multicollinearity between variables by estimating pairwise 
correlations and use a correlation of 0.7 or greater as an indicator that two variables are 
collinear.  
In addition to the linear regression reported in the main body of the paper, we also 
specified the model as a fractional response model using a logit link function and the 
binomial distribution (Papke and Wooldridge, 1996; Baum, 2008). We estimated this 
model using a generalised linear model (GLM) estimator using a cluster robust 
estimator of variance clustered by a study identifier. 
We reweight observations based on the variance of the measure of interest to account 
for uncertainty around the measure in the original study. In studies with a small sample 
size, one response more or less would have a larger effect on the reported response rate 
than it would in a study with a larger sample size. We calculate the variance of the 
reported response rates using the formula, np(1-p), where n is the sample size and p is 
the response rate. We reweight both the linear response model and fractional response 
model by 1 divided by the square root of the response rate variance.  
The fractional response model reproduces most of the linear response model results. 
The predictions obtained from the fractional response and linear response models are 
highly correlated (p=0.999). Therefore, the linear response model estimated using OLS 
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is our preferred model. The results of the fractional response model are available from 
authors on request. Introducing weights based on the response rate variance or sample 
size increases the goodness of fit for both linear models. The weighted models differs 
slightly from the unweighted in that the dummy variable capturing the number of 
alternatives is statistically significant. 
