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RESUMEN 
Extraer información sobre el comportamiento de los consumidores es una tarea fundamental dentro del 
sector minorista, pues analizar y entender cómo estos se desenvuelven en entornos de venta hace posible 
no solo la adaptación a sus gustos cambiantes o la mejora de su experiencia de compra, sino también la 
optimización del rendimiento de las ventas y el aumento de la rentabilidad. Mientras que en el comercio 
electrónico la monitorización del comportamiento del consumidor resulta más fácil gracias a 
herramientas digitales de análisis de datos, el gran reto está en trasladar e implementar métodos de 
medida en espacios físicos de venta que permitan obtener, de forma automática y continua, datos útiles 
para analizar la conducta de los clientes. 
Los recientes avances en hardware y algoritmos de inteligencia artificial han dado lugar a tecnologías 
como la visión artificial, abriendo así las posibilidades en el campo del análisis del comportamiento del 
consumidor. La implementación de esta tecnología en espacios físicos de venta ha supuesto la creación 
de aplicaciones de reconocimiento facial que permiten abordar tareas como, por ejemplo, realizar un 
tracking de los clientes, extraer análisis demográficos, medir su capacidad de atención o incluso analizar 
sus emociones. 
En este trabajo nos centramos en el papel que juega la atención visual sobre el comportamiento del 
consumidor, entendida como una señal de interés que participa activamente en la toma de decisiones y 
en el proceso de compra. Pese a contar con herramientas como el eye-tracking, capaz de obtener medidas 
precisas de la dirección de la mirada de los clientes, estos dispositivos presentan características que 
limitan su uso en tiendas. 
Así, el propósito de este Trabajo de Fin de Grado es desarrollar modelos de clasificación del 
comportamiento humano en espacios de venta que caractericen la atención visual de un consumidor 
usando expositores inteligentes con tecnología de visión artificial. Para ello, se implementa una librería 
de código abierto de reconocimiento facial, sobre la que se extrae información de la pose de la cabeza 
de un sujeto en cada momento. Utilizando estos datos, se desarrollan modelos para clasificar cuándo 
una persona pasa cerca o lejos, y cuándo está mirando o no al expositor. Estos modelos son validados 
estadísticamente mediante una experimentación de laboratorio con 5 sujetos. 
Los resultados de este trabajo demuestran la calibración de dos métricas: la distancia, definida por un 
parámetro de 13500 píxeles de área facial, que clasifica la situación del consumidor como cerca o lejos 
si el valor de área registrado es superior o inferior, respectivamente, con un accuracy del 100%; y la 
mirada, definida por un parámetro de ángulo de rotación axial de la cabeza de 22.5º, que clasifica si el 
consumidor mira o no mira si el valor de ángulo registrado (en valor absoluto) es menor o mayor, 
respectivamente, con un accuracy del 99.76%. 
Las conclusiones de esta investigación reflejan la posibilidad de generar un sensor basado en cámaras y 
algoritmos de visión artificial para analizar automáticamente la distancia y la mirada de los 
consumidores y extraer información sobre el nivel de atención visual frente a un expositor en un espacio 
físico de venta. 
 




Extraure informació sobre el comportament dels consumidors és una tasca fonamental dins del sector 
detallista, perquè analitzar i entendre com aquests es desemboliquen en entorns de venda fa possible no 
sols l'adaptació als seus gustos canviants o la millora de la seua experiència de compra, sinó també 
l'optimització del rendiment de les vendes i l'augment de la rendibilitat. Mentre que en el comerç 
electrònic el monitoratge del comportament del consumidor resulta més fàcil gràcies a ferramentes 
digitals d'anàlisi de dades, el gran repte està a traslladar i implementar mètodes de mesura en espais 
físics de venda que permeten obtenir, de forma automàtica i contínua, dades útils per a analitzar la 
conducta dels clients. 
Els recents avanços en maquinari i algoritmes d'intel·ligència artificial han donat lloc a tecnologies com 
la visió artificial, obrint així les possibilitats en el camp de l'anàlisi del comportament del consumidor. 
La implementació d'aquesta tecnologia en espais físics de venda ha suposat la creació d'aplicacions de 
reconeixement facial que permeten abordar tasques com, per exemple, realitzar un tracking dels clients, 
extraure anàlisis demogràfiques, mesurar la seua capacitat d'atenció o inclús analitzar les seues 
emocions. 
En aquest treball ens centrem en el paper que juga l'atenció visual sobre el comportament del 
consumidor, entesa com un senyal d'interés que participa activament en la presa de decisions i en el 
procés de compra. A pesar de comptar amb ferramentes com l'eye-tracking, capaç d'obtenir mesures 
necessàries de la direcció de la mirada dels clients, aquests dispositius presenten característiques que 
limiten el seu ús en botigues. 
Així, el propòsit d'aquest Treball de Fi de Grau és desenvolupar models de classificació del 
comportament humà en espais de venda que caracteritzen l'atenció visual d'un consumidor utilitzant 
expositors intel·ligents amb tecnologia de visió artificial. Per a això, s'implementa una llibreria de codi 
obert de reconeixement facial, sobre la qual s'extrau informació de posa del cap d'un subjecte en cada 
moment. Utilitzant aquestes dades, es desenrotllen models per a classificar quan una persona passa prop 
o lluny, i quan està mirant o no a l'expositor. Aquests models són validats estadísticament per mitjà d'una 
experimentació de laboratori amb 5 subjectes. 
Els resultats d'aquest treball demostren el calibratge de dues mètriques: la distància, definida per un 
paràmetre de 13500 píxels d'àrea facial, que classifica la situació del consumidor com prop o lluny si el 
valor d'àrea registrat és superior o inferior, respectivament, amb una exactitud del 100%; i la mirada, 
definida per un paràmetre d'angle de rotació axial del cap de 22.5º, que classifica si el consumidor mira 
o no mira si el valor d'angle registrat (en valor absolut) és menor o major, respectivament, amb una 
exactitud del 99.76%. 
Les conclusions d'aquesta investigació reflecteixen la possibilitat de generar un sensor basat en càmeres 
i algoritmes de visió artificial per a analitzar automàticament la distància i la mirada dels consumidors i 
extraure informació sobre el nivell d'atenció visual enfront d'un expositor en un espai físic de venda. 
 




Extracting information on consumer behavior is a fundamental task within the retail sector, as analyzing 
and understanding how they operate in sales environments makes it possible not only to adapt to their 
changing tastes or to improve their shopping experience, but also optimizing sales performance and 
increasing profitability. While in e-commerce the monitoring of consumer behavior is easier thanks to 
digital data analysis tools, the great challenge is to transfer and implement measurement methods in 
physical sales spaces that allow obtaining, automatically and continuously, useful data to analyze 
customer behavior. 
Recent advances in hardware and artificial intelligence algorithms have given rise to technologies such 
as computer vision, thus opening up possibilities in the field of consumer behavior analysis. The 
implementation of this technology in physical sales spaces has led to the creation of facial recognition 
applications that allow tackling tasks such as tracking customers, extracting demographic analysis, 
measuring their attention span or even analyzing their emotions. 
In this work we focus on the role that visual attention plays on consumer behavior, understood as a 
signal of interest that actively participates in decision-making and the purchasing process. Despite 
having tools such as eye-tracking, capable of obtaining precise measurements of the direction of the 
gaze of customers, these devices have characteristics that limit their use in stores. 
Thus, the purpose of this final degree project is to develop classification models of human behavior in 
sales spaces that characterize the visual attention of a consumer using smart displays with computer 
vision technology. To do this, an open source facial recognition library is implemented, on which pose 
information is extracted from the head of a subject at all times. Using this data, models are developed 
to classify when a person passes near or far, and when they are looking or not at the exhibitor. These 
models are statistically validated through laboratory experimentation with 5 subjects. 
The results of this work demonstrate the calibration of two metrics: the distance, defined by a parameter 
of 13500 pixels of facial area, which classifies the consumer's situation as near or far if the registered 
area value is higher or lower, respectively, with an accuracy of 100%; and the gaze, defined by a 
parameter of the axial rotation angle of the head of 22.5º, which classifies whether the consumer looks 
or does not look if the registered angle value (in absolute value) is less or greater, respectively, with an 
accuracy of 99.76%. 
The conclusions of this research reflect the possibility of generating a sensor based on cameras and 
computer vision algorithms to automatically analyze the distance and gaze of consumers and extract 
information on the level of visual attention in front of an exhibitor in a physical sales space. 
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Este primer capítulo pretende establecer el marco teórico sobre el que se sustenta el presente trabajo. 
En primer lugar se define el consumer behavior y la importancia de la medida del comportamiento del 
consumidor. Seguidamente, se aborda el campo del consumer behavior en el comercio electrónico, 
trasladando posteriormente la cuestión a los espacios físicos de venta, donde se hace hincapié en la 
evolución de los métodos de medida y el estado del arte de los mismos. Finalmente, se describe el papel 
de la atención visual en el comportamiento del consumidor así como la técnica más común para su 
medida.  
1.1. Consumer behavior 
El término consumer behavior (Jacoby, 2001) se define como el comportamiento que los consumidores 
muestran al buscar, comprar, evaluar y deshacerse de los productos que esperan que satisfagan sus 
necesidades. Se centra en cómo las personas toman decisiones para gastar sus recursos disponibles 
(dinero, tiempo, esfuerzo) en artículos relacionados con el consumo, lo cual incluye qué compran, por 
qué lo compran, dónde lo compran y con qué frecuencia lo compran. También se centra en cómo lo 
evalúan después de la compra, el impacto de tales evaluaciones en futuras compras y cómo se deshacen 
de ello. 
Es evidente que, como individuos, todos somos únicos. Sin embargo, una de las constantes más 
importantes entre todos a pesar de nuestras diferencias es que, sobre todo, somos consumidores. 
Consumimos regularmente alimentos, ropa, vivienda, educación, transporte, etc. Como consumidores, 
desempeñamos un papel fundamental en la salud de la economía. Las decisiones de compra que 
tomamos afectan a la demanda de materias primas básicas, de transporte, de producción; afectan al 
empleo de trabajadores y al despliegue de recursos; al éxito de algunas industrias y al fracaso de otras. 
Para triunfar en cualquier negocio, y especialmente en el mercado dinámico y de rápida evolución de 
hoy en día, los especialistas en marketing necesitan conocer todo lo posible sobre los consumidores, 
comprender las influencias que afectan a sus decisiones y entender cómo se toman estas, no solo para 
identificar a su público objetivo, sino también para saber dónde y cómo llegar a ellos (Jacoby, 2001). 
El campo del consumer behavior se basa en una estrategia de marketing que evolucionó a finales de la 
década de 1950, cuando algunos vendedores se dieron cuenta de que podían vender más bienes, de forma 
más fácil, si producían solo aquellos que ya habían determinado que los consumidores comprarían 
(Jacoby, 2001). En vez de intentar persuadir a los clientes para que compren lo que la empresa ya había 
producido, las empresas orientadas al marketing averiguaron que resultaba más sencillo producir solo 
los productos que primero habían confirmado, a través de estudios, que los consumidores querían. Así, 
las necesidades y deseos del consumidor se convirtieron en el foco principal de la empresa. 
Un análisis del comportamiento del consumidor, por lo general, revela la siguiente información (Radu, 
2019): qué piensa y cómo se siente respecto a varias alternativas (marcas, productos, etc.); qué influye 
en su elección entre distintas opciones; cómo se comporta mientras investiga y compra; y cómo su 
entorno (amigos, familiares, medios de comunicación, etc.) influye en su comportamiento. 
Medir y estudiar el consumer behavior es importante porque permite a los especialistas en marketing 
entender qué es lo que influye en las decisiones de compra de los consumidores (Radu, 2019). Al 
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comprender cómo los consumidores deciden sobre un producto, pueden identificar los productos que se 
necesitan y los que están obsoletos. También ayuda a decidir cómo presentar los productos de una 
manera que genere el máximo impacto en los consumidores y atraer a los clientes más fácilmente . 
Por otra parte, estudiar el comportamiento del consumidor hace posible (Clootrack, 2020): 
- Realizar una diferenciación del consumidor. Permite distinguir a un grupo de consumidores de 
otros y adaptar las estrategias de marketing a los diferentes tipos de cliente. 
- Retener a los consumidores. Cuando un cliente está contento con un producto en particular, 
repetirá la compra. Por tanto, la comercialización del producto debe hacerse de manera que 
convenza a los clientes de repetir en su elección. 
- Diseñar un programa de marketing relevante. Analizar qué motiva a los consumidores a realizar 
las compras permite crear campañas de marketing más efectivas. 
- Predecir la tendencia del mercado. Detectar cambios en la tendencia de mercado permite 
adaptarse a las nuevas necesidades y cambiar las estrategias de producción para ahorrar costos. 
- Analizar la competencia. Es posible comprender por qué un consumidor compra a un 
competidor, o qué características atraen a un consumidor a los productos de la competencia. 
Es importante destacar que para el análisis del consumer behavior se pueden dar dos escenarios distintos, 
en los que los métodos de medida son diferentes: el comercio online y el comercio físico en espacios de 
venta. Por ello, en los siguientes apartados se aborda cada escenario desde el punto de vista de las 
ventajas que ofrece comprender el comportamiento de los clientes y las herramientas de medida 
empleadas. 
1.2. Consumer behavior en el comercio electrónico 
Hoy en día el comercio electrónico supone un porcentaje importante de las ventas totales del sector 
minorista, pues existen cada vez más compradores dispuestos a realizar compras online para ciertas 
gamas de productos o servicios. En este contexto, conocer al cliente también es un factor de éxito, por 
lo que en los últimos años se han ido implementando tecnologías analíticas para obtener una 
comprensión más profunda del comportamiento del consumidor (Countants, 2019). Por ello, para 
cualquier minorista en la web, los datos sobre el comportamiento online de sus clientes es uno de los 
activos comerciales más importantes.  
El análisis de comportamiento en el comercio electrónico permite entender tres tipos de comportamiento 
del consumidor (Countants, 2019): 
- Comportamiento de navegación: cómo se atrae al comprador a una tienda online en particular; 
qué productos buscan; cómo influye el diseño de la página web en su interacción con esta; etc. 
- Comportamiento de compra: identificar patrones de compra; cómo responden los compradores 
a descuentos u ofertas de productos; etc. 
- Comportamiento a través de correo electrónico: el número de correos electrónicos comerciales 
que los consumidores abren; el número de usuarios que visitaron un sitio web de compra a través 
de un correo electrónico, etc. 
 
MODELADO DE LA ATENCIÓN VISUAL DE LOS CONSUMIDORES EN ESPACIOS DE 
VENTA USANDO EXPOSITORES INTELIGENTES 
3 
 
Los minoristas de comercio electrónico pueden obtener diversos beneficios de la información recopilada 
por las herramientas de análisis del comportamiento del consumidor (Countants, 2019). Esta 
información puede transformarse en un enfoque más personalizado de las necesidades de los clientes, e 
incluso reducir los costos de adquisición de clientes o mejorar las recomendaciones de las marcas.  
Un ejemplo de herramienta de análisis de datos para comercio electrónico es Countants (Countants, 
2019). Como vemos en la Figura 1.1, esta herramienta genera informes sobre el comportamiento de los 
consumidores que incluyen datos sobre el rendimiento de la página web, la experiencia de los usuarios, 
el número de visitas, las características demográficas de los clientes, los productos más buscados o 
comprados, etc.  
 
Figura 1.1: Informe sobre el comportamiento del consumidor generado por la herramienta de 
análisis de datos Countants (Countants, 2019). 
Sin embargo, para comprender mejor el comportamiento del consumidor a partir de datos como los 
anteriores, resulta útil monitorizar 4 métricas clave (Countants, 2019): 
- Tiempo promedio de sesión: se trata de un buen indicador de cuánto tiempo pasan los 
consumidores en un sitio web. A tiempos más largos, mayor probabilidad de que exista una 
compra, pues los usuarios interesados en comprar algo tienden a pasar más tiempo buscando 
productos o leyendo reseñas. 
- Páginas por visita: esta métrica permite identificar qué páginas o qué contenido del sitio web es 
más o menos visitado para trabajar consecuentemente en su respectiva mejora. 
- Flujo de tráfico: es una métrica adecuada para medir el movimiento de los consumidores por las 
páginas web de la tienda, que además ayuda a detectar qué páginas son más concurridas y por 
ende atractivas para los usuarios. Esto permite diseñar rutas de navegación óptimas que lleven 
a los compradores a las secciones o productos de la web más populares. 
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- Lealtad del cliente: mediante esta métrica es posible rastrear los hábitos de compra de los 
consumidores y entender qué productos prefiere cada grupo demográfico para adaptar su 
experiencia. También es útil para controlar el comportamiento del cliente tras la venta (por 
ejemplo, si realiza una compra adicional o una devolución). 
Vemos que medir el comportamiento del consumidor en entornos de venta online resulta fácil debido a 
la sencilla monitorización que permiten los recursos digitales. Sin embargo, en el entorno físico la 
monitorización es mucho más difícil. Esto supone un gran reto a la hora de trasladar e implementar 
métodos de medida en espacios físicos que permitan obtener, de manera sencilla y automática, datos 
que sean utilizados para analizar la conducta de los clientes. 
En el siguiente apartado se describe el consumer behavior en el contexto de los espacios de venta, así 
como la evolución y los avances en los métodos de medida del comportamiento. 
1.3. Consumer behavior en espacios físicos de venta 
Como se ha descrito, el comercio electrónico incluye técnicas para analizar, entre otras cosas, cómo 
mejorar las ventas al entender el comportamiento de los clientes. Con esta información generada a partir 
de los datos, los equipos de marketing se encargan de optimizar las estrategias de forma más eficiente y 
efectiva. No obstante, aplicar el estudio del comportamiento del consumidor en espacios de venta físicos 
es una necesidad emergente. 
El sector minorista es uno de los pilares principales de la economía mundial, con un volumen total de 
ventas anuales que suponen alrededor de 25 trillones de dólares. El comercio electrónico está 
experimentando un crecimiento muy rápido, duplicando actualmente su cuota de mercada cada cuatro 
años y generando presión a muchos minoristas físicos que ha llevado a una ola de quiebras (Mora 
Hernandez et al., 2019). El éxito de la venta online, como es el caso de Amazon, puede atribuirse a 
ventajas proporcionadas por el análisis masivo de datos sobre los usuarios y su comportamiento de 
compra, que fácilmente pueden recolectar y le permiten, entre otras cosas, contar con sistemas de 
recomendación que personalizan la experiencia de cada cliente. 
Para mantenerse al día, los minoristas físicos deben transformarse. Al igual que en el comercio 
electrónico, la experiencia de compra debe hacerse más atractiva a través de la personalización y la 
adaptación a los gustos cambiantes de los consumidores. Sin embargo, esta transformación se ve 
ralentizada por la escasez de medios para dirigirse a los clientes en tiempo real y la falta de maneras de 
adquirir datos para comprender cómo mejorar su experiencia de compra (Mora Hernandez et al., 2019). 
Así, comprender las actitudes y comportamientos de los clientes es crucial para maximizar los beneficios 
y aumentar la competitividad de las tiendas minoristas (Hawkins & Mothersbaugh, 2010). Por ello, el 
análisis del comportamiento del cliente es un tema fundamental ya que permite optimizar el rendimiento 
de la tienda, mejorar la experiencia del consumidor, reducir costos de operación y, consecuentemente, 
obtener una mayor rentabilidad (Nogueira et al., 2019). 
A continuación se realiza una revisión de los métodos de medida de comportamiento del consumidor en 
entornos físicos de venta, desde las primeras técnicas basadas en la mera observación de los 
compradores, hasta los avances más recientes en métodos informatizados. 
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1.3.1. Antecedentes: Medida por observación directa 
Previo al desarrollo e implementación de técnicas computacionales avanzadas para el estudio del 
comportamiento del consumidor en espacios de venta, una metodología comúnmente usada consistía en 
analizar la conducta de los clientes mediante observación directa. 
Un ejemplo destacable es el estudio desarrollado por Wells y Lo Sciuto (1966) que muestra cómo se 
llevaba a cabo este análisis por observación. El proceso de recopilación de las observaciones resultaba 
tedioso, pero no especialmente difícil. Los gerentes de los supermercados, en este caso, acordaron 
cooperar siempre y cuando estuvieran seguros de que los observadores no iban a interferir con la 
actividad normal de los clientes. Estos rara vez notaron a los observadores y, cuando lo hacían, 
generalmente los consideraban parte del escenario. 
El trabajo de los observadores consistía en pararse junto a los mostradores con un bloc y un lápiz, y 
registrar episodios. Los episodios comenzaban cuando un comprador aparecía en el pasillo con aparente 
intención de comprar algo, y terminaban cuando este abandonaba el pasillo (si el comprador parecía 
estar interesado en un mostrador al otro lado del pasillo o solo estaba de paso, no se registraba el 
episodio). 
Se completaron un total de 1500 episodios, lo cual requirió casi 600 horas. El único problema real 
detectado en la recopilación fue persuadir a los observadores para que anotaran detalles suficientes. Otro 
problema menor fue convencer a los observadores de que redactaran registros permanentes 
inmediatamente tras las observaciones del día. 
Este estudio muestra ciertas ventajas de la observación directa en el análisis del comportamiento del 
consumidor. La principal es que, aunque su alcance temporal es corto, es relativamente barato ya que 
no requiere de ninguna infraestructura. Por otro lado, a diferencia de las entrevistas o los cuestionarios 
(que era otra técnica común entonces para analizar la conducta de los consumidores), la observación 
directa puede aportar la información correcta cuando la memoria del entrevistado falla, no recuerda 
detalles precisos o incluso cuando da respuestas falsas con intención de impresionar. Asimismo, la 
observación proporciona información sobre: quién compra el producto; cuántas personas atienden al 
precio de los productos; si los compradores estudian o no el producto antes de su compra, etc. 
Sin embargo, la observación directa presenta importantes limitaciones. En primer lugar, la observación 
humana tiene el sesgo del observador. Dos observadores pueden tener interpretaciones distintas de una 
escena, e incluso puede verse condicionada por las pérdidas de concentración o el cansancio. Además, 
la información obtenida es más cualitativa que cuantitativa. Esto se traduce en que los resultados estarán 
basados en la interpretación subjetiva de los observadores y que además el análisis de los datos 
conllevará mucho más tiempo. Finalmente, solo puede ser aplicada durante un periodo de tiempo 
determinado y por tanto no son medidas constantes y aplicadas al 100% de los consumidores como en 
la web. 
En conclusión, los resultados arrojados por estudios como este evidencian que la observación directa, 
pese a presentar ciertas ventajas, tienen unas limitaciones y unos costes de tiempo que hacen este método 
poco atractivo para el estudio del comportamiento del consumidor en espacios de venta hoy en día. 
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1.3.2. Nuevos métodos de medida: Computer Vision  
En los últimos años, los avances en hardware y algoritmos de inteligencia artificial han abierto las 
posibilidades en el campo del análisis del comportamiento del consumidor. Entre las tecnologías 
desarrolladas, la visión artificial o visión por computadora (más conocida por su nombre en inglés, 
computer vision) ha sido la más empleada en los estudios científicos más recientes. Los sistemas de 
visión artificial han demostrado ser de utilidad en entornos minoristas debido a la gran cantidad de datos 
y la posibilidad de automatizar su recopilación, además del desarrollo de algoritmos de visión más 
eficientes y el menor precio del hardware actual (Liciotti, Frontoni, Mancini, & Zingaretti, 2017). 
La visión artificial (Mihajlovic, 2019) es un campo de la ciencia de la computación y la inteligencia 
artificial, enfocado en replicar la complejidad del sistema visual humano y permitir la identificación o 
procesamiento de objetos en imágenes y vídeos de la misma forma que lo hacen las personas. En la 
Figura 1.2 se representa un esquema del concepto. 
 
Figura 1.2: Comparación entre el sistema de visión humana (arriba) y un sistema de visión artificial 
(abajo) (Elgendy, 2019). 
Este campo abarca un conjunto de métodos y tecnologías que permiten automatizar la detección, análisis 
e interpretación de uno o más elementos de una imagen (Deepomatic, 2019). La visión artificial extrae 
información de las imágenes y reconoce patrones específicos. Puede realizar tareas como el 
reconocimiento de rostros o caracteres, detectar la localización de un objeto, la postura corporal o 
clasificar imágenes. 
El funcionamiento de la visión artificial está basado en aprendizaje profundo (deep learning), más 
concretamente en redes neuronales convolucionales (CNN), que son el tipo de redes neuronales más 
común para el reconocimiento y análisis de imágenes (Abhinav, 2019). Una CNN (Walpita, 2020) es un 
tipo de algoritmo de aprendizaje profundo para el procesamiento de datos diseñado para aprender 
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jerarquías de características de patrones, de bajo a alto nivel, automática y adaptativamente. Se trata de 
una construcción matemática que consta de tres clases de capas: convolución (convolution), agrupación 
(pooling) y completamente vinculadas (fully linked, FC). Las dos primeras realizan la extracción de 
características, mientras que la tercera mapea las características extraídas en la clasificación. A medida 
que una capa alimenta su salida a la siguiente capa de entrada, las características extraídas pueden 
hacerse más complejas. En la Figura 1.3 se representa un esquema de la arquitectura de una CNN. 
 
Figura 1.3: Esquema general de la arquitectura de una red neuronal convolucional (Walpita, 2020). 
La salida de un modelo bajo diferentes parámetros (kernels y pesos) se determina con una función de 
pérdida (loss) a través de la propagación hacia delante (forward propagation) de un conjunto de 
entrenamiento. La optimización de parámetros se realiza para reducir la diferencia entre las salidas y las 
etiquetas reales mediante retropropagación (back propagation) con un algoritmo de optimización de 
descenso de gradiente (gradient downward optimization). 
Cuando a una red neuronal convolucional se le proporciona un conjunto grande de ejemplos etiquetados 
de un tipo de datos, es capaz de extraer patrones comunes entre dichos ejemplos y convertirlos en 
ecuaciones matemáticas que ayudan a clasificar nuevos ejemplos (Mihajlovic, 2019). Por ejemplo, para 
crear una aplicación de reconocimiento facial sería necesario elegir algoritmos preconstruidos y 
entrenarlo con ejemplos de rostros de personas. Si se usan suficientes ejemplos, la red neuronal tendrá 
la capacidad de detectar caras sin instrucciones previas sobre sus características. 
Desarrollar un buen algoritmo de aprendizaje profundo se basa en recopilar una cantidad considerable 
de datos de entrenamiento etiquetados y ajustar parámetros como el tipo y número de capas de redes 
neuronales (Mihajlovic, 2019). Por ello, este tipo de algoritmo es el más común en aplicaciones de visión 
artificial y relativamente el más sencillo. El problema está en conseguir los conjuntos de imágenes 
etiquetadas, además de que el etiquetado ha de ser manual, por lo que hace que el proceso sea muy lento. 
Muchos desarrolladores han diseñado una amplia gama de herramientas y bibliotecas de software libre 
para aplicaciones de visión artificial. Estas bibliotecas proporcionan un conjunto de funciones 
matemáticas que pueden ser usadas directamente para construir redes neuronales. Entre las más usadas 
se encuentra OpenVINO, una biblioteca de herramientas basadas en CNN que permiten la optimización 
e implementación de modelos pre-entrenados para aplicaciones de detección y reconocimiento de 
objetos, estimación de la pose humana, reconocimiento de la expresión facial, etc. (Parikh, 2020) 
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Otra de las bibliotecas libres más usadas es OpenCV, que también proporciona herramientas de 
aprendizaje automático para el preprocesamiento de imagen (como escalado, eliminación de ruido), la 
implementación de modelos optimizados, el desarrollo de modelos de detección y reconocimiento facial, 
seguimiento de objetos, extracción de modelos 3D, etc. (Parikh, 2020) 
La visión artificial tiene aplicación en diversas industrias, tales como medicina, seguridad o automoción, 
pero sin duda ha logrado un gran impacto en la industria del comercio minorista. En espacios físicos de 
venta, los algoritmos de reconocimiento permiten abordar tareas como (Sighthound, 2020) (Karandish, 
2019): 
- Realizar el seguimiento (tracking) y recuento de clientes. Las tecnologías de rastreo anónimo 
y de recuento de personas generan datos para la medida del comportamiento del cliente y la 
optimización del rendimiento de la tienda. Proporciona información sobre cuántas personas 
visitan la tienda, cuánto tiempo pasan los clientes en ella, el tráfico de personas, qué zonas son 
más concurridas, etc. La Figura 1.4 muestra un ejemplo de seguimiento de clientes. 
 
Figura 1.4: Ejemplo de una aplicación de tracking en una tienda (Karandish, 2019). 
- Extraer análisis demográficos. Estos permiten reconocer patrones de venta de los 
consumidores en base a algoritmos de detección de edad y género (Figura 1.5). 
 
Figura 1.5: Ejemplo de una aplicación de detección de edad y género (Sighthound, 2020). 
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- Detectar emociones. Es posible conocer qué reacción tienen los clientes hacia determinados 
expositores o productos de venta gracias a algoritmos de reconocimiento de expresión facial. La 
Figura 1.6 ilustra un ejemplo de este tipo de algoritmos. 
 
Figura 1.6: Ejemplo de una aplicación de detección de emociones (Sighthound, 2020). 
- Medir la capacidad de atención de los consumidores. De esta manera se puede determinar 
cuánto tiempo pasan los clientes mirando un expositor, qué productos miran o incluso detectar 
qué productos cogen. En la Figura 1.7 se observa un ejemplo del uso de un algoritmo de 
reconocimiento facial con este fin. 
 
Figura 1.7: Ejemplo de un algoritmo de detección de rostro para medir la atención del 
cliente (Sighthound, 2020). 
Revisando la literatura, encontramos diversos estudios sobre la aplicación real de la visión artificial en 
espacios de venta para la mejora de las estrategias comerciales y el análisis del comportamiento del 
cliente. Algunos de los más relevantes son revisados a continuación. 
Mora Hernandez et al. (2019) han desarrollado un sistema de adquisición de datos visuales para venta 
minorista basada en el seguimiento (tracking) de personas usando como entrada los videos recogidos 
por las cámaras de vigilancia, lo cual resulta una ventaja ya que es un hardware que comúnmente se 
encuentra en las tiendas. El sistema, esquematizado en la Figura 1.8, permite la localización y 
seguimiento individual de clientes dentro de la tienda en tiempo real para generar rutas de movimiento 
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correspondientes a las sesiones de compra de cada consumidor, así como registrar las zonas visitadas 
por cada uno (por ejemplo, expositores o categorías de productos). 
 
Figura 1.8: Esquema del sistema de adquisición visual para el seguimiento en tiempo real del 
movimiento de los consumidores en la tienda y las potenciales aplicaciones derivadas por medio de 
métodos estadísticos y de aprendizaje automático (Mora Hernandez et al., 2019). 
Este tipo de información proporcionaría a minoristas aplicaciones valiosas que se podrían utilizar para 
obtener información sobre el comportamiento del consumidor y para crear servicios que mejoren tanto 
la experiencia de los clientes como los ingresos comerciales. Estas aplicaciones incluirían:  
- Recomendaciones en tiempo real. Las secuencias de expositores visitados y las categorías de 
productos de las sesiones de compra completadas sirven como datos de capacitación para 
métodos de aprendizaje supervisados capaces de predecir las secciones de la tienda que 
probablemente sean visitadas a continuación por el cliente. Por ejemplo, después de que cojan 
un producto, los clientes podrían ser atraídos hacia otros productos premium situados en otra 
sección mediante anuncios en pantallas distribuidas a lo largo de la tienda. 
- Interfaces de gestión. Los datos basados en la ubicación adquiridos por el sistema pueden ser 
útiles para generar paneles en tiempo real que muestren información como el número actual de 
clientes en una sección o informes a largo plazo sobre la popularidad de determinados 
departamentos o expositores, ayudando así al gerente a tomar las decisiones adecuadas sin 
necesidad de informes manuales y costosos que únicamente recogen información en el 
momento. 
- Despliegue eficiente de personal. Mediante el reconocimiento automático de los clientes que 
buscan ayuda o asesoramiento, en relación con situaciones anómalas en su comportamiento y 
detectándolas entre rutas de movimiento en tiempo real por medio de métodos de aprendizaje 
no supervisado, sería posible desplegar al personal necesario en cada momento y lugar de la 
tienda. 
- Prevención de hurtos. De manera similar a la detección de clientes que requieren asistencia, 
este problema podría abordarse mediante una forma de detección de anomalías secuenciales en 
el comportamiento del cliente. 
- Optimización del diseño de la tienda. Es importante para los gerentes de las tiendas disponer 
de datos sobre los que basarse para tomar decisiones en cuanto al diseño del espacio de venta y 
la distribución de los productos. El sistema de adquisición podría proporcionar tal información 
de forma actualizada. Podrían rastrearse los efectos de los cambios de diseño calculando 
estadísticas de interés que, combinadas con predicciones basadas en aprendizaje automático, 
permitirían incluso una optimización semiautomática de diseño que pueda predecir qué impacto 
tendría un cambio concreto en la tienda sobre el comportamiento del consumidor. 
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Nogueira et al. (2019) han presentado RetailNet, un sistema low-cost basado en aprendizaje automático 
para estimar el número de personas en los espacios de venta minorista. Este sistema se basa en un método 
de detección en primer plano y un modelo de regresión de red neuronal convolucional (CNN) que 
aprende a reconocer y contar a los clientes a partir de la creación de un formato de imagen llamado 
RGBP. Por otro lado, el sistema permite detectar los puntos calientes de las tiendas a partir del mismo 
método de detección. 
Así, este estudio ofrece una solución robusta para el análisis del flujo de clientes y la detección de las 
secciones o zonas de la tienda donde el flujo es mayor. Un esquema del funcionamiento del sistema se 
ilustra en la Figura 1.9. 
 
Figura 1.9: Esquema del sistema RetailNet. La imagen RGB obtenida por la cámara de seguridad 
es cuantificada y se utiliza para extraer una imagen P binaria que representa a las personas. Esta 
imagen P es fusionada con la imagen RGB original para crear la imagen RGBP, empleada para 
entrenar un modelo regresión de CNN y calcular con precisión el recuento de clientes. La imagen P 
se usa a la vez para actualizar una imagen acumulativa que representa los puntos calientes en un 
mapa de color. Las flechas negras indican los pasos comunes de todo el proceso, las rojas, verdes y 
azules representan los pasos de entrenamiento, predicción y detección de puntos calientes, 
respectivamente (Nogueira et al., 2019). 
Liciotti et al. (2017) han creado e implementado un sistema inteligente para detectar y analizar el 
comportamiento humano en tiendas minoristas mediante cámaras de video y algoritmos de visión 
artificial que detectan el movimiento de las personas y describen su comportamiento en base a 
parámetros cuantitativos. El sistema detecta y monitoriza a los clientes en diversas zonas de la tienda 
cuando se encuentran delante de un estante, extrayendo datos que hacen posible detallar las actividades 
de los consumidores al interactuar con este. El análisis de estos datos ayuda a comprender aspectos como 
el atractivo de determinados productos, el buen posicionamiento de estos en el estante, o el tráfico de 
personas frente al mismo. 
El proyecto Frontoni et al. (2013) resultó en el desarrollo de técnicas de análisis de vídeo RGBD para 
realizar el seguimiento de los consumidores con el objetivo de reconocer diversas actividades que 
pueden resultar de utilidad para análisis de marketing, con especial atención en las interacciones entre 
los clientes y los productos en los estantes. Este enfoque utiliza métodos de segmentación y seguimiento, 
mapeando a los clientes desde el techo e identificando acciones como la recogida de productos. 
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La implementación de estas técnicas en tienda dio interesantes resultados, proporcionando a la tienda 
un modelo automático de interacción con el consumidor que proporciona información en tiempo real 
sobre la falta de stock, el reabastecimiento de los estantes o las áreas abarrotadas. En la Figura 1.10 se 
resume el funcionamiento del sistema. 
 
Figura 1.10: La imagen del cliente es capturada desde el techo (izquierda).  El algoritmo de 
segmentación asigna un ID al cliente junto con las líneas del estante estimadas por los sensores de 
profundidad y el sistema de referencia (centro). Los datos de coordenadas x, y, z de la mano, 
etiquetadas con las características ‘producto en mano’/’no producto en mano’ permite determinar la 
secuencia de interacciones sobre la imagen del estante en un mapa de intensidad (derecha) (Frontoni 
et al., 2013). 
Ravnik et al. (2014) han utilizado un sistema de señalización digital mejorado por visión artificial capaz 
de modelar y predecir el comportamiento de los clientes en una tienda minorista de ropa. Mediante la 
recopilación de datos demográficos y de audiencia en tiempo real, el sistema de aprendizaje automático 
desarrollado puede predecir con alta precisión de clasificación si una persona es propensa a realizar o 
no una compra. 
En el estudio más reciente, Wang (2020) demuestra el uso de la visión artificial y el reconocimiento de 
atributos peatonales para localizar, identificar, detectar y analizar la conducta de los consumidores en 
espacios comerciales. El sistema desarrollado, por medio de algoritmos de aprendizaje basados en CNN, 
realiza tres funciones: primero extrae la información de ubicación de cada cliente (mediante un cuadro 
delimitador), luego, detecta las características de postura de cada persona mediante reconocimiento de 
gestos y, finalmente, clasifica los comportamientos (de pie o sentado, utilizando o no utilizando el 
teléfono móvil) a partir de las características de postura recogidas (Figura 1.11). 
 
Figura 1.11: El sistema delimita al cliente en un cuadro, detecta su postura y clasifica los 
comportamientos (Wang, 2020) 
 
MODELADO DE LA ATENCIÓN VISUAL DE LOS CONSUMIDORES EN ESPACIOS DE 
VENTA USANDO EXPOSITORES INTELIGENTES 
13 
 
1.4. Atención visual y consumer behavior 
La atención visual juega un papel fundamental en el comportamiento del consumidor. Para entenderlo, 
es necesario comprender las distintas escalas temporales de los comportamientos humanos y los 
procesos cognitivos que los respaldan (Hutchinson et al., 2016). El acto de realizar la compra es un buen 
ejemplo. La escala de tiempo más amplia es la vida útil, es decir, los comportamientos según la edad del 
consumidor. Los niños pequeños suelen rogar por las golosinas, juguetes o dulces que ven. Los 
adolescentes suelen comprar, a modo de capricho, artículos adicionales que no suelen encontrar en su 
despensa. Los adultos, por su parte, realizan mayormente compras planificadas para ellos y sus familias. 
Esto quiere decir que todos tenemos amplias estructuras de conocimiento y estrategias de decisión que 
se han adquirido con el tiempo, a partir de la experiencia, para apoyar las decisiones de compra. 
La siguiente escala de tiempo es la de planificar y ejecutar compras ordinarias (Hutchinson et al., 2016), 
que pueden ser extensas en tiempo (como dedicar varias semanas a comprar un vehículo) o breves (como 
gastar 30 minutos en comprar la cena de esta noche). Estas decisiones de compra única como evento 
focal describen a su vez una serie de actividades que rodean a la decisión principal. Estas actividades 
pueden durar desde unas pocas horas (por ejemplo, probar el vehículo en carretera) hasta unos pocos 
segundos (por ejemplo, fijarse en cartel al final del pasillo del supermercado). 
Intuitivamente, podría parecer que se ha alcanzado el nivel final de resolución temporal para el 
comportamiento del consumidor. Sin embargo, desde la perspectiva de la neurociencia cognitiva, el 
siguiente nivel es el más importante (Hutchinson et al., 2016). Se compone de eventos psicológicos que 
duran de 2 o 5 milisegundos (por ejemplo, fijarse en un precio) a 1 o 2 segundos (por ejemplo, evaluar 
si nos parece bien ese precio). Este micro nivel de procesamiento de información es el nivel crítico para 
comprender el papel de la atención visual en el soporte del resto de niveles más amplios descritos. 
En pocas palabras, la atención es el mecanismo a través del cual se selecciona la información en el 
entorno para su posterior procesamiento. Sin la atención a nivel micro, la información en el entorno no 
tiene efecto sobre los comportamientos en ninguna otra escala de tiempo. 
Las decisiones sobre qué comprar en la tienda son, como la mayoría de decisiones, en gran medida 
basadas en la atención visual (Gidlöf et al., 2017). Los consumidores utilizan la atención visual en 
espacios de venta para averiguar qué productos están disponibles y qué propiedades tienen. Pero la 
atención visual no solo suministra información, sino que también apoya a los procesos de toma de 
decisiones e influye significativamente en las elecciones realizadas. Una persona que toma una decisión 
cambiará cada vez más su atención hacia la opción finalmente seleccionada. Este se conoce como el 
efecto cascada de la mirada, que indica que la atención visual juega un papel activo en el proceso de 
toma de decisiones. Existen estudios que señalan que mirar simplemente un objeto, puede hacernos 
valorarlo más. Mirar una opción también puede hacer que aumente la probabilidad de elegirla, lo cual 
argumenta que la atención visual está involucrada en la formación de preferencias.  
La atención visual se ve afectada por factores externos (Gidlöf et al., 2017), que se definen como algo 
fuera del control del consumidor y parte del entorno del supermercado como, por ejemplo, la 
prominencia visual y el diseño de los estantes o expositores. Esto es por lo que vemos paquetes de 
productos con contrastes o colores llamativos que llaman la atención. También explica por qué vemos 
estantes que contienen muchos decorados para algunos productos, pues cubrir un área más grande del 
campo visual hace que sea más probable que el consumidor fije su atención. 
No obstante, no solo los factores externos dirigen la atención visual. Los consumidores entran en los 
espacios de venta con expectativas, experiencias, objetivos y preferencias: para determinadas marcas, 
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rangos de precio o cualidades. Estos factores internos, definidos como factores endógenos basados en 
los objetivos del consumidor, también influyen en la atención visual (Gidlöf et al., 2017). Si bien estos 
factores representan el aspecto de conducta del consumidor orientada a objetivos, el minorista puede 
utilizar factores externos para influir y alterar las decisiones del consumidor. 
Entonces, la experiencia en un espacio de venta es una batalla entre las expectativas del consumidor y 
lo que el minorista quiere que vea (Gidlöf et al., 2017). Es por ello por lo que los vendedores se esfuerzan 
por captar la atención visual de los consumidores en los espacios de venta. 
Por tanto, la necesidad de conocer en qué se centran los consumidores, junto a la necesidad de captar su 
atención visual en los espacios de venta, es marco de investigación desde hace tiempo. 
Un método común de medir y evaluar la atención es la tecnología de seguimiento ocular. Más conocida 
como eye-tracking, esta tecnología ha experimentado un interés creciente en aplicaciones de medida del 
comportamiento del consumidor debido a su avance en cuanto al desarrollo de dispositivos más 
pequeños y con un software más eficiente. 
El funcionamiento más común del eye-tracking es el basado en el método de reflexión corneal (Schall 
& Romano-Bergstrom, 2014) (Farnsworth, 2019). Este método utiliza una fuente de luz infrarroja que 
ilumina los ojos y provoca una reflexión tanto en la pupila como en la córnea. Algoritmos avanzados de 
procesamiento de imagen registran la reflexión y realizan un seguimiento del movimiento de la pupila. 
La posición de los reflejos respecto a la pupila se usa para determinar el punto de atención, es decir, la 
posición que se predice que el usuario está mirando. En la Figura 1.12 se conceptualiza el 
funcionamiento del eye-tracking. 
 
Figura 1.12: Concepto del funcionamiento de la tecnología de eye-tracking. Se realiza un 
seguimiento del centro de la pupila en relación con la posición de la reflexión corneal. La distancia 
relativa entre ambas permite calcular la dirección de la mirada (Schall & Romano-Bergstrom, 2014) 
(Farnsworth, 2019).  
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Esta tecnología proporciona indicadores sobre el interés humano gracias a la información de atención 
visual obtenida a partir de la grabación de la ubicación de la mirada (Al-Azawi, 2019). En entornos de 
venta, el eye-tracking permite a los minoristas conocer dónde los clientes centran su atención, durante 
cuánto tiempo y cuántas veces, obteniendo información para comprender cómo el entorno de compra 
afecta a su comportamiento. Los datos que proporciona esta tecnología sirven de ayuda para (Low, 2018) 
(Bartels, 2018): 
- Adaptar y optimizar los diseños de los espacios de venta y la colocación de productos de cara a 
aumentar la atención de los consumidores.  
- Extraer información sobre lo que motiva el comportamiento de compra para así resaltar estas 
zonas. Por ejemplo, determinar el nivel de atención sobre el precio, el tipo de empaquetado o la 
información del producto para comprobar qué tiene más valor en su elección. 
- Mejorar la señalización de productos o el material promocional para aumentar el efecto de las 
campañas de venta. 
La aplicación más directa de esta tecnología en estudios de comportamiento del consumidor en base a 
la medida de la atención visual se refleja en diversos estudios recientes, revisando a continuación 
algunos de los más destacados. 
Huddleston et al. (2015) han elaborado un estudio para evaluar el papel que tiene la atención visual 
sobre la intención de compra de los consumidores en una tienda minorista de jardinería. Mediante 
tecnología de eye-tracking compararon los niveles de atención de los clientes sobre productos que 
mostraban solo el precio con productos que únicamente mostraban información en un letrero. Los 
resultados proporcionados por los puntos de atención registrados por el eye-tracking indicaron una 
relación positiva entre la atención visual al precio y la probabilidad de comprar, pero una relación 
inversa entre la atención a la información del letrero y la probabilidad de comprar. 
El estudio Gidlöf et al. (2017) se ha centrado en averiguar cómo las preferencias del consumidor 
(factores internos) y las características de los estantes de los supermercados (factores externos) afectan 
a la atención visual y a la decisión de compra mediante la adaptación de dispositivos móviles de eye-
tracking en clientes que visitan supermercados en la vida real. Los resultados reflejan una fuerte relación 
entre las preferencias del consumidor y la prominencia visual (Figura 1.13), indicando que el hecho de 
mirar por más tiempo o repetidamente un producto, por cualquier motivo, hace más probable que sea 
comprado.  
 
Figura 1.13: Visualización de la prominencia visual calculada por los algoritmos de eye-tracking 
para un estante. El color rojo indica las zonas más observadas (Gidlöf et al., 2017). 
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Clement et al. (2013) han examinado la relación entre la abundancia de estímulos en una tienda y la 
limitada capacidad perceptiva humana, probando la influencia de las características de diseño de los 
productos en la atención visual. Los datos fueron recolectados mediante dos experimentos con eye-
tracking, uno en un supermercado, y otro en laboratorio. Los resultados muestran que los consumidores 
presentan una atención visual fragmentada durante la compra en supermercados, y que dicha atención 
es interrumpida e influenciada a la vez por la configuración de los estantes. El diseño, la forma o el 
contraste de los productos dominan la fase inicial de atención, por lo que jugar con estas características 
es una manera de atraer a los clientes. 
Al-Azawi (2019) presenta en su estudio el análisis de datos obtenidos mediante tecnología de eye-
tracking para comprender el comportamiento del consumidor. En concreto, el experimento se ha basado 
en mostrar a los participantes 60 imágenes de estantes durante 5 segundos. La información registrada 
sobre los puntos de dirección de la mirada sirvió para dibujar mapas de calor (Figura 1.14). Los 
resultados indican que la irregularidad en la disposición de los productos en los expositores puede atraer 
la atención del cliente, lo cual puede utilizarse para dirigirla sobre una ubicación o producto específico 
de la escena. Por otra parte, la irregularidad en el color resultó ser el enfoque más atractivo para estimular 
la atención, mientras que la irregularidad en la forma y el tamaño tienen una influencia menor. 
 
Figura 1.14: Muestra de los mapas de calor de atención extraídos del experimento con eye-tracking 
(Al-Azawi, 2019). 
Pese a las ventajas que muestran los distintos estudios revisados sobre la aplicación del eye-tracking en 
el análisis preciso de la atención visual de los consumidores, conviene señalar que esta tecnología 
presenta una serie de limitaciones en entornos físicos de venta. En primer lugar, se trata de un método 
poco ecológico. Los dispositivos de eye-tracking vienen integrados en gafas portables que, pese a ser 
cómodas de llevar, hace que los sujetos sepan que están portando algo sobre su cabeza y esto puede 
influenciar en su comportamiento natural. Además, no todo el mundo puede estar dispuesto a llevarlas, 
por lo que deben ser utilizadas por voluntarios. Por último, estos dispositivos no pueden ser utilizados 
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MOTIVACIÓN Y OBJETIVOS 
En este capítulo se justifica el desarrollo del trabajo en base a las necesidades detectadas en el capítulo 
anterior. Asimismo, se definen los objetivos, tanto generales como específicos, que se pretenden 
alcanzar. 
2.1. Motivación y justificación 
La necesidad de implantación de nuevos métodos de medida del comportamiento del consumidor en 
espacios de venta justifica el desarrollo de este trabajo. Como se ha visto, la atención visual es entendida 
como una señal de interés hacia los distintos productos o estantes en un entorno de venta y, por tanto, 
participa activamente en el proceso de toma de decisión de compra. 
La combinación de hardware económico y software avanzado resulta una propuesta atractiva y viable 
para extraer información que permita medir la atención visual de los clientes. El uso de dispositivos de 
eye-tracking, pese a ofrecer medidas exactas sobre la dirección de la mirada, presenta unas 
características que limitan su uso en tiendas. Por ello, con el objetivo de obtener medidas de forma 
eficiente, económica, continua y en tiempo real, se propone el uso de cámaras comunes y algoritmos de 
visión artificial para modelar la atención visual a través de la creación y optimización de dos indicadores 
de interés: una métrica que determine la distancia (cerca o lejos) a la que el cliente se encuentra al 
expositor, y otra métrica que determine si el cliente mira o no mira a dicho expositor. De esta manera, 
se pretende extraer información que indique de manera precisa si un cliente presta atención a un 
expositor en términos de distancia y mirada. 
2.2. Objetivos 
El objetivo general del presente trabajo es definir los parámetros óptimos para generar un sensor 
mediante la combinación de cámaras y algoritmos de visión artificial que permita analizar de manera 
automática la distancia y la mirada de un consumidor y obtener así el nivel de atención visual a un 
expositor en un espacio físico de venta. 
Los objetivos específicos se definen a continuación: 
- Desarrollar modelos de clasificación del comportamiento humano en espacios de venta para 
caracterizar la atención visual a partir de algoritmos de reconocimiento facial. 
- Clasificar la atención mediante la distancia a la que se acerca un cliente a un expositor. 
- Clasificar la atención mediante la mirada o no mirada a un expositor. 
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MATERIALES Y MÉTODOS 
En este capítulo se aborda tanto la metodología seguida como los recursos requeridos para la 
caracterización de los experimentos, planteando con detalle la definición del problema y justificando 
los pasos llevados a cabo para su resolución. En primer lugar, se presentan los materiales utilizados 
en este trabajo; seguidamente se explica el proceso de implementación llevado a cabo para la obtención 
de datos y los problemas a resolver a partir de los mismos. Finalmente, se expone el proceso 
experimental desarrollado y la metodología seguida para el análisis de los resultados. 
3.1. Materiales 
Los materiales utilizados en este trabajo se describen a continuación: 
1) Expositor 
- Una nevera comercial a modo de expositor, de características: 1.55 metros de altura, 1.20 metros 
de ancho, y 0.4 metros de profundidad. 
2) Hardware 
- PC Intel NUC i7-8559U, CPU 2.70 GHz, 16.00 GB RAM, Microsoft Windows 10 Pro. 
- Webcam Logitech C920, 15.00 MP, 1920 x 1080 píxeles, 30 FPS, ángulo de visión 78º. 
En la Figura 3.1 se muestra la disposición del expositor y el hardware para la experimentación posterior. 
 
Figura 3.1: Configuración de los materiales para el estudio. A la izquierda, vista general de la nevera 
(expositor) con la webcam y el PC en la base superior; a la derecha, vista ampliada de la webcam y 
el PC. Fuente: propia. 
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- OpenVINO™ (Open Visual Inference and Neural Network Optimization): Se trata de un kit de 
herramientas desarrollado y proporcionado por Intel para facilitar la inferencia más rápida de 
los modelos de aprendizaje profundo. Basado en redes neuronales convolucionales (CNN), 
permite la creación de aplicaciones de visión artificial rentables y robustas que emulan la visión 
humana. Admiten una gran cantidad de modelos listos para usar (“OpenVINOTM Toolkit 
Documentation - OpenVINOTM Toolkit,” n.d.). 
- Modelos pre-entrenados de OpenVINO™ de reconocimiento facial (detección de rostros) y de 
estimación de la pose de la cabeza: 
▪ face-detection-adas-001 (“face-detection-adas-0001 - OpenVINOTM Toolkit,” n.d.): 
algoritmo de detección que crea una cuadrado delimitador sobre la cara de los sujetos. 
Devuelve como salida tanto las coordenadas de la caja como sus dimensiones (ancho y 
alto) en píxeles. 
▪ head-pose-estimation-adas-001 (“head-pose-estimation-adas-0001 - OpenVINOTM 
Toolkit,” n.d.): algoritmo de estimación de la pose de la cabeza, descrita por tres 
ángulos: Yaw (también conocido como Heading), Pitch y Roll, ilustrados en la Figura 
3.2.  
 
Figura 3.2: Los tres grados de libertad de la cabeza vienen descritos por la rotación 
egocéntrica de los ángulos Yaw, Pitch y Roll (Murphy-Chutorian & Trivedi, 2009). 
El ángulo Yaw representa la rotación axial; el ángulo Pitch describe la flexión-extensión 
de la cabeza; y el ángulo Roll indica la flexión lateral. El algoritmo devuelve a su salida 
estos tres ángulos, cuyos valores están delimitados según indica la Tabla 3.1.  
Tabla 3.1: Rango de ángulos admitidos por el algoritmo head-pose-estimation-
adas-001 (“head-pose-estimation-adas-0001 - OpenVINOTM Toolkit,” n.d.). 
Ángulos Rangos admitidos (º) 
Yaw [-90, 90] 
Pitch [-70, 70] 
Roll [-70, 70] 
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Los valores de 0º para cada ángulo corresponderían a la situación en la que no existe 
rotación en sus respectivos ejes. Por ejemplo, el valor de 0º para el ángulo Yaw indicaría 
que la nariz del sujeto apunta a la cámara y por tanto no existe rotación axial; el valor 
de 0º para el ángulo Pitch indicaría que la cabeza no está inclinada hacia arriba o hacia 
abajo y por tanto no existe flexión-extensión; mientras que el valor de 0º para el ángulo 
Roll indicaría que no existe inclinación de la cabeza hacia los hombros y por tanto no 
hay flexión lateral. 
En la Figura 3.3 se ilustra un ejemplo de la aplicación de los modelos descritos. 
 
Figura 3.3: Ejemplo del funcionamiento de los algoritmos de detección de caras y 
estimación de la pose de la cabeza. En blanco se observa el cuadrado delimitado por el 
modelo face-detection-adas-001; en verde, azul y rojo, los ejes que determinan los ángulos 
Yaw, Roll y Pitch, respectivamente, generados por el modelo head-pose-estimation-adas-
001 (“face-detection-adas-0001 - OpenVINOTM Toolkit,” n.d.) (“head-pose-estimation-
adas-0001 - OpenVINOTM Toolkit,” n.d.). 
- Entorno de desarrollo de MATLAB ® para la elaboración de código en lenguaje M, empleado 
para el análisis de datos y la programación de los distintos modelos necesarios en este trabajo.  
3.2. Implementación 
3.2.1. Detección y obtención de datos 
La detección y generación de datos se describe a continuación. 
A través de la terminal de Windows, se llama al programa de OpenVINO™ para que utilice la webcam 
y aplique los modelos de face-detection-adas-001 y head-pose-estimation-adas-001. OpenVINO™ 
devuelve en la misma terminal tanto lo que se está viendo a través de la cámara como los datos de la 
detección.  
El resultado de lo que los modelos proyectan en la cámara se ilustra en la Figura 3.4. Se puede observar 
que sobre el cuadrado delimitador de la cara se encuentran valores correspondientes a la estimación del 
sexo, la edad y el estado de ánimo. Se trata de otros modelos implementados de forma paralela por 
OpenVINO™ pero que no son de incumbencia para este trabajo. 
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Figura 3.4: Resultado de la implementación de los modelos face-detection-adas-001 y head-pose-
estimation-adas-001 en la cámara. Fuente: propia. 
Mediante un script paralelo, se realiza la lectura de los datos detectados por la terminal y se genera un 
archivo de raw data de extensión CSV (Valores Separados por Comas), en el que se recogen dichos 
datos para cada fotograma del vídeo. Las variables de salida de interés se resumen en la Tabla 3.2. 
Tabla 3.2: Resumen de las variables de salida de interés de la detección mediante OpenVINO™ y 
los modelos face-detection-adas-001 y head-pose-estimation-adas-001. Fuente: propia 
Variable detectada Descripción 
Frame 
Fotograma (cada una de las imágenes instantáneas en las que 
se divide el vídeo) 
Center Box X 
Coordenada en el eje X del centro del cuadrado que delimita el 
rostro detectado (expresada en píxeles) 
Center Box Y 
Coordenada en el eje Y del centro del cuadrado que delimita el 
rostro detectado (expresada en píxeles) 
Bounding Box Size X 
Longitud en el eje X del cuadrado que delimita el rostro 
detectado (expresada en píxeles) 
Bounding Box Size Y 
Longitud en el eje Y del cuadrado que delimita el rostro 
detectado (expresada en píxeles) 
H Ángulo Heading (o Yaw, expresado en grados) 
P Ángulo Pitch (expresado en grados) 
R Ángulo Roll (expresado en grados) 
 
El único postprocesado a destacar es la multiplicación de las variables Bounding Box Size X y Bounding 
Box Size Y para la obtención de la variable Area, que indica el área en píxeles del cuadrado que delimita 
el rostro detectado.  
Finalmente, es importante remarcar que el vídeo no se guarda para mantener la protección de datos 
según el Reglamento General de Protección de Datos (RGPD). Al solo guardar datos relativos a 
coordenadas, ángulos y posiciones, no se trata de datos personales. 
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En el presente trabajo se pretende crear un modelo basado en reglas para inferir a tiempo real dos 
métricas que caracterizarán cada frame. Estas métricas son:  
- Distancia, entendida como una variable dummy que puede tomar dos valores: ‘lejos’ o ‘cerca’. 
- Mirada, entendida como una variable dummy que puede tomar dos valores: ‘mira’ o ‘no mira’. 
Para caracterizar la primera, se hará uso de los datos del área detectada, mientras que para la segunda se 
recurrirá a los valores de los ángulos H, P y R. Sin embargo, determinar correctamente estas métricas 
no es una tarea directa, sino que requiere una experimentación controlada que permita optimizar unos 
parámetros que indiquen, con la mayor precisión posible, si el sujeto está lejos o cerca, y si mira o no 
mira. Por tanto, para la generación y optimización de las métricas se propone el proceso experimental 
explicado a continuación. 
3.3. Experimentación 
3.3.1. Participantes 
Para el experimento se contó con la participación de 5 sujetos adultos (3 hombres y 2 mujeres) de distinta 
altura (2 de alta estatura y 3 de baja estatura). La justificación de elegir una muestra mixta en cuanto a 
estatura es comprobar si esto afecta a la variabilidad de los datos registrados por los algoritmos de 
detección mencionados anteriormente. En la Tabla 3.3 se muestra un resumen de las características de 
los sujetos. 
Tabla 3.3: Características de los sujetos participantes en el procedimiento experimental (♂=hombre; 
♀=mujer). Fuente: propia. 
Sujeto Sexo Edad (años) Estatura (metros) Clasificación 
1 ♂ 26 1.70 Bajo 
2 ♀ 27 1.75 Alto 
3 ♂ 25 1.70 Bajo 
4 ♂ 26 1.80 Alto 
5 ♀ 23 1.60 Bajo 
 
3.3.2. Protocolo de experimentación 
El experimento consiste en realizar pases de vídeo a distintas distancias de manera guiada según las 
condiciones experimentales dictadas a continuación: 
a) Acondicionamiento previo 
i. Se habilita el espacio para la grabación: colocación del expositor (nevera), instalación 
del hardware (PC y webcam) e inicialización del software (OpenVINO™ y modelos de 
detección). 
ii. Se colocan marcas en el suelo a 1, 2, 3 y 4 metros, perpendiculares al expositor. 
b) Realización de los pases 
i. El sujeto se coloca en la marca indicada, delante del expositor y en línea con la cámara. 
En este momento mira a la parte superior izquierda del expositor. 
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ii. Se realiza una señal de aviso de inicio de la grabación. 
iii. El sujeto realiza un recorrido visual con la cabeza, describiendo una trayectoria en “U” 
que barre el expositor de izquierda a derecha. 
iv. Tras completar el recorrido, el sujeto desvía su cabeza de manera pronunciada hacia 
fuera de la escena. 
v. Se detiene la grabación. 
La realización de los pases se repite 4 veces para cada uno de los 5 sujetos, es decir, uno a cada distancia 
(1, 2, 3 y 4 metros). De esta manera se cuenta con 20 casos de estudio. 
Para cada caso se realiza la implementación de los algoritmos de face-detection-adas-001 y head-pose-
estimation-adas-001 y se obtienen los correspondientes archivos de datos con las variables ya 
explicadas. 
En la Figura 3.5 se muestra un ejemplo de la grabación de la cámara con los modelos implementados 
durante el pase experimental. 
 
Figura 3.5: Ejemplo de la realización de los pases a (de arriba abajo y de izquierda a derecha) 1, 2, 
3 y 4 metros con los algoritmos de detección implementados. Fuente: propia. 
Sin embargo, la implementación fue exitosa en todos los casos excepto en el del sujeto 5 a una distancia 
de 4 metros, lo cual se piensa que es debido a que, al ser el individuo de menor estatura y estar a la 
distancia más lejana, los algoritmos no lograron detectar su cara. 
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3.3.3. Análisis de datos 
La metodología a seguir para el análisis de los datos se ha dividido en dos pasos: primero, la creación 
de modelos basados en reglas para la clasificación de las métricas; y segundo, la validación de los 
modelos para obtener los parámetros que optimizan los mismos. 
i. Creación de modelos basados en reglas 
Un modelo basado en reglas (Liu et al., 2017) es un tipo de modelo computacional que puede ser usado 
con el propósito de descubrir conocimiento y modelar de manera predictiva. Este tipo de modelo 
(ThinkAutomation, n.d.) aplica reglas establecidas manualmente para almacenar, ordenar y manipular 
datos, de manera que el sistema estaría imitando a la inteligencia humana. Para funcionar, los modelos 
basados en reglas requieren un conjunto de hechos o fuente de datos, y un conjunto de reglas para 
manipular dichos datos. Estas reglas son declaraciones lógicas condicionales, comúnmente 
denominadas “declaraciones IF”, ya que siguen la línea “SI X sucede, ENTONCES Y”. Por tanto, un 
modelo basado en reglas es un sistema lógico que utiliza reglas predefinidas para realizar elecciones y 
ejecutar acciones automatizadas.  
Es importante no confundir el concepto de modelo basado en reglas con el de machine learning o 
inteligencia artificial, puesto que no son lo mismo. La diferencia es que la inteligencia artificial puede 
determinar las reglas por sí misma, además de adaptarse y aprender de los modelos, mientras que un 
modelo basado en reglas es instruido por un humano (ThinkAutomation, n.d.). En otras palabras, las 
reglas y las acciones llevadas a cabo por estos modelos son determinadas de manera manual. 
Por la naturaleza del problema planteado en este trabajo, donde las características a utilizar son pocas 
(3 ángulos para una métrica y 1 área para la otra), es más apropiado el modelo basado en reglas. Los 
modelos de inteligencia artificial son más apropiados cuando el número de variables a utilizar es muy 
alto, ya que crear las reglas sería muy complejo para un humano y se necesitaría una máquina para ello. 
En este trabajo, se han creado modelos basados en reglas en MATLAB ® para cada métrica, explicados 
a continuación: 
- Distancia 
La regla lógica condicional para este modelo se ha implementado con el objetivo de caracterizar 
dos variables: ‘lejos’ o ‘cerca’. Para ello, se ha hecho uso de los datos del área del cuadrado que 
delimita el rostro, entendiendo que para un valor elevado de área el sujeto estará cerca, y que 
para un valor bajo el sujeto estará lejos. 
La regla consiste en la comparación lógica de un valor umbral de área con los valores de entrada 
del área, de manera que, si el valor de entrada es mayor al umbral establecido, el resultado será 
1 (clasificado como ‘cerca’), mientras que, si el valor de entrada es menor o igual al umbral, el 
resultado será 0 (clasificado como ‘lejos’). El comportamiento del modelo basado en esta regla 
se ilustra en la Figura 3.6. 
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Figura 3.6: Esquema de la regla implementada para el modelo de la métrica ‘Distancia’. 
Fuente: propia. 
- Mirada 
Para determinar esta métrica se ha hecho uso de los datos de los ángulos H, P y R en valor 
absoluto y se han creado dos tipos de modelos: un modelo para una sola variable de entrada (H, 
P o R) y un modelo multivariable (combinaciones H-P, H-R, P-R). La regla lógica condicional 
en ambos modelos se ha implementado con el objetivo de caracterizar dos variables: ‘mira’ o 
‘no mira’. Se entiende que, para valores pequeños de ángulo en valor absoluto, este se encontrará 
más cerca de la referencia de 0º y por tanto se considera que mira, y que, para valores elevados 
de ángulo, este se aleja de la referencia de 0º y por tanto se considera que no mira. 
La regla consiste en la comparación lógica de un valor umbral de ángulo con los valores de 
entrada de los ángulos, de manera que, si el valor de entrada es inferior al umbral establecido, 
el resultado será 1 (clasificado como ‘mira’), mientras que, si el valor de entrada es superior o 
igual al umbral, el resultado será 0 (clasificado como ‘no mira’). El comportamiento del modelo 
basado en esta regla se ilustra en la Figura 3.7. 
 
Figura 3.7: Esquema de la regla implementada para los modelos de la métrica ‘Mirada’. 
Fuente: propia. 
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ii. Validación del modelo 
Los modelos pretenden abordar un problema de clasificación. En estadística, la clasificación (“Statistical 
classification - Wikipedia,” 2020) es el problema de identificar a qué categoría pertenece una nueva 
observación sobre la base de un conjunto de entrenamiento de datos que contienen observaciones cuya 
categoría es conocida. En concreto, los modelos basados en reglas de este trabajo pretenden realizar una 
clasificación binaria (“Binary classification - Wikipedia,” 2020), es decir, clasificar los elementos de un 
conjunto de datos en dos grupos (prediciendo a qué grupo pertenece cada uno) sobre una regla de 
clasificación. Estas reglas de clasificación han sido explicadas anteriormente para cada métrica. 
En este trabajo, para el problema de clasificación de los modelos contamos con una serie de parámetros.  
Estos parámetros son importantes porque controlan directamente el comportamiento del algoritmo de 
entrenamiento y tienen un impacto significativo en el rendimiento del modelo entrenado (Prabhu, 2018). 
Por ello, la selección adecuada de parámetros es crucial para el funcionamiento del modelo. 
La técnica usada en este trabajo para la selección y optimización de parámetros se conoce como grid 
search, la cual busca encontrar los parámetros que dan como resultado las predicciones más precisas 
(Joseph, 2018). Consiste en especificar manualmente un subconjunto de parámetros (un rango de 
valores) y construir un modelo para cada combinación posible, es decir, el algoritmo recorre cada 
parámetro y se evalúa cada modelo para encontrar los parámetros que proporcionan el mejor 
rendimiento. Los parámetros para cada métrica usados en este trabajo se exponen más adelante. 
Para la evaluación del algoritmo para cada combinación de parámetros se usan diversas métricas que 
nos permiten medir el rendimiento de la clasificación. Para explicar estas métricas de evaluación, es 
necesario exponer el concepto de matriz de confusión. Una matriz de confusión (Santra & Christy, 2012) 
contiene información acerca de las clasificaciones reales y predichas realizadas por un algoritmo de 
clasificación. Esta matriz nos indica los verdaderos positivos, verdaderos negativos, falsos positivos y 
falsos negativos. En la Tabla 3.4 se muestra una matriz de confusión para clasificación binaria. 
Tabla 3.4: Matriz de confusión e información que aporta para una clasificación binaria (Santra & 
Christy, 2012). 
  Clase predicha 
  Positivos Negativos 
Clase real 
Positivos VP FN 
Negativos FP VN 
 
Las entradas de la matriz de confusión tienen el siguiente significado: 
- Verdaderos Positivos (VP): es el número de predicciones clasificadas como positivas que 
efectivamente lo son. 
- Verdaderos Negativos (VN): es el número de predicciones clasificadas como negativas y que 
efectivamente lo son. 
- Falsos Positivos (FP): es el número de predicciones clasificadas como positivas que en realidad 
no lo son. 
- Falsos Negativos (FN): es el número de predicciones clasificadas como negativas que en 
realidad no lo son. 
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A partir de estos valores de la matriz de confusión, se pueden extraer otras métricas que permiten medir 
el rendimiento de los algoritmos de clasificación binaria (Santra & Christy, 2012). Las utilizadas en este 
trabajo son: 
- Exactitud (Accuracy): es la proporción del número total de predicciones correctas. Cuanto más 




                    (3.1) 
- Sensibilidad (Recall o True Positive Rate): es la proporción con la que los casos positivos son 





                          (3.2) 
- Especificidad (True Negative Rate): es la proporción con la que los casos negativos son 




                         (3.3) 
El objetivo será seleccionar los parámetros que maximicen estas métricas, en especial la exactitud 
(accuracy).  
Por otro lado, conviene explicar que al entrenar un modelo computacional con datos de entrada, se 
pretende que el algoritmo tenga la capacidad de generalización o extrapolación, es decir, que al emplear 
un nuevo conjunto de datos desconocidos, éste pueda sintetizarlos, comprenderlos y devolver un 
resultado óptimo (Blanco, 2019). Para ello, es necesario testear el modelo con datos que no han sido 
utilizados en su calibración (entrenamiento) para analizar si el modelo funciona de manera óptima en 
nuevos datos.  
Uno de los problemas que pueden dar lugar a la no generalización de los modelos es el overfitting o 
sobreajuste. Este produce un aprendizaje excesivo del conjunto de datos de entrenamiento, que se 
traduce en que el modelo solo se ajusta a aprender los casos particulares con los que es entrenado y solo 
considera como válidos los datos idénticos a estos, por lo que no será capaz de reconocer nuevos datos 
de entrada (Blanco, 2019). 
Para evitar incurrir en el sobreajuste, se divide el conjunto de datos de entrada en dos subconjuntos: 
conjunto de entrenamiento (70-80% del conjunto total) y conjunto de test (20-30% del conjunto total). 
El conjunto de entrenamiento se emplea para entrenar el modelo y ajustar los parámetros. Tras ello, el 
modelo ajustado con los parámetros óptimos se usa para predecir su respuesta para un nuevo conjunto 
de datos de test. Para garantizar que el sobreajuste afecte lo menos posible, se ha de garantizar que haya 
una cantidad suficiente de muestras para ambos subconjuntos de cara a aportar resultados significativos. 
Asimismo, en tareas de clasificación se ha de asegurar que se cuenta con clases equilibradas en cuanto 
a cantidad (Blanco, 2019). La división del conjunto de datos en este trabajo se expone más adelante. 
Finalmente, se utiliza otra métrica para evaluar el rendimiento de los modelos: el estadístico Kappa de 
Cohen. Esta métrica (Kampakis, 2016) es útil para problemas de clasificación en los que existe un 
desequilibrio entre las clases, por ejemplo: tenemos dos clases, A y B, con una distribución de 70-20. 
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El Kappa de Cohen (Arora, 2011) compara el accuracy de nuestro clasificador con el accuracy de un 
clasificador aleatorio. El accuracy observado es la probabilidad de acuerdo observacional que se extrae 
de la matriz de confusión de nuestro clasificador, y el accuracy esperado es la probabilidad hipotética 
de acuerdo esperado que se esperaría de cualquier clasificador en función de la matriz de confusión. Se 




            (3.4) 
Esta métrica básicamente nos dice cuánto mejor trabaja nuestro clasificador sobre el rendimiento de un 
clasificador aleatorio que simplemente adivina al azar según la frecuencia de cada clase (Kampakis, 
2016). 
El accuracy observado es la suma de verdaderos positivos (VP) y verdaderos negativos (VN), dividido 
por el número total de elementos (de la misma manera que se ha definido el accuracy para la matriz de 




             (3.5) 
El accuracy esperado se define como la suma de los productos de probabilidad de referencia y 




          (3.6) 
El Kappa de Cohen es siempre menor que o igual a 1 (Kampakis, 2016). Valores de 0 o inferiores indican 
que no hay acuerdo y que por tanto el clasificador no es útil. Valores superiores a 0 hasta 0.20 indican 
un acuerdo insignificante; por encima de 0.20 hasta 0.40 el acuerdo es bajo; superior a 0.40 hasta 0.60 
el acuerdo es moderado; mayor a 0.60 hasta 0.80 el acuerdo es bueno; y por encima de 0.80 hasta 1 el 
acuerdo es muy bueno. Entonces, cuanto mayor sea el valor de 𝑘 mejor rendimiento tiene nuestro 
clasificador. En la Tabla 3.5 se resumen los intervalos de 𝑘 y su correspondiente interpretación. 
Tabla 3.5: Interpretación del estadístico Kappa de Cohen según intervalos (Kampakis, 2016). 
Kappa de Cohen Estimación del rendimiento del clasificador 
k ≤ 0 Muy malo 
0 < k ≤ 0.20 Malo 
0.20 < k ≤ 0.40 Regular 
0.40 < k ≤ 0.60 Aceptable 
0.60 < k ≤ 0.80 Bueno 
0.80 < k ≤ 1 Muy bueno 
 
En resumen, el Kappa de Cohen es una medida de qué tan cerca coinciden las instancias clasificadas por 
el modelo de clasificación con los datos etiquetados como ‘verdad fundamental’, controlando el 
accuracy de un clasificador aleatorio medido por el accuracy esperado (“Classification - Cohen’s kappa 
in plain English,” n.d.). Este estadístico no solo aporta información de cómo funciona un clasificador, 
sino que permite ser comparado directamente con el estadístico de otro modelo utilizado para la misma 
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clasificación. Además, se trata de una métrica especialmente importante en problemas de clasificación 
con clases desbalanceadas. 
A continuación, se expone en detalle la metodología empleada para la validación de los modelos para 
cada métrica, en base a los conceptos explicados anteriormente: 
- Distancia 
Los parámetros definidos para este problema de clasificación, en el que se pretende etiquetar 
cada dato de entrada como ‘cerca’ o ‘lejos’ con la mayor exactitud posible, corresponden a un 
rango de valores de área que actúan a modo de umbral. 
El conjunto total de datos de área se divide en un conjunto de entrenamiento y un conjunto de 
test con proporción 80-20%, respectivamente. Como contamos con 19 casos de estudio, se ha 
seleccionado al azar 15 casos para entrenar y ajustar cada modelo, y 4 casos para evaluar los 
modelos ajustados. 
Durante el entrenamiento, para cada valor umbral se genera un modelo y se realiza una 
clasificación binaria en base a la regla explicada en el apartado anterior. El resultado es la 
creación de una clase predicha para cada umbral, es decir, se habrá clasificado los datos de 
entrada en ‘cerca’ o ‘lejos’ según la condición impuesta por la regla de clasificación. 
Cada clase predicha es comparada con la clase real para la creación de matrices de confusión. 
La clase real corresponde a un groundtruth, es decir, a una clasificación manual de los datos en 
base a la evidencia observada. En otras palabras, se sabe que los datos recogidos a 1 y 2 metros 
son considerados como ‘cerca’ y han sido clasificados como tal en la clase real, mientras que 
los datos de 3 y 4 metros son considerados como ‘lejos’ y así se han etiquetado. 
A partir de las matrices de confusión se extraen las métricas de evaluación (accuracy, 
sensibilidad y especificidad), y seleccionamos el modelo para el cual el umbral es óptimo y lo 
ajusta con la mayor exactitud (accuracy). 
Seguidamente, se evalúa el modelo ajustado con el conjunto de datos de test y obtenemos, de la 
misma manera que para el conjunto de entrenamiento, unas métricas de evaluación finales. 
Por último, para medir el rendimiento del modelo clasificador seleccionado teniendo en cuenta 
la distribución de clases, se recurre al cálculo del estadístico Kappa de Cohen. 
- Mirada 
El procedimiento es similar que para la distancia. Los parámetros definidos para clasificar los 
datos de entrada como ‘mira’ o ‘no mira’, con el mayor acierto posible, corresponden a valores 
de ángulo (en valor absoluto) que se comportan como umbrales. 
En este caso, se han elaborado 6 tipos de modelo distintos: uno para cada ángulo 
individualmente (H, P y R) y uno para cada combinación de los mismos (H-P, H-R, R-P). 
Además de medir la aportación individual de cada ángulo a la definición de la métrica, se 
pretende validar si la combinación de las diferentes variables proporciona información útil y 
que de esta manera la mirada quede definida, de forma más completa, por dos tipos de 
movimiento de la cabeza. 
Para cada variable (ángulo) se ha subdivido al azar el conjunto total de datos en un conjunto de 
entrenamiento y un conjunto de test con proporción 80-20%, respectivamente, siendo 15 casos 
MODELADO DE LA ATENCIÓN VISUAL DE LOS CONSUMIDORES EN ESPACIOS DE 
VENTA USANDO EXPOSITORES INTELIGENTES 
30 
 
de estudio empleados para el entrenamiento de los modelos y 4 casos para la evaluación final 
de los modelos ajustados. 
i. Modelos de una variable (H, P y R): 
En el entrenamiento de los modelos de una variable, para cada ángulo se generan tantos modelos 
como valores umbral y se clasifica los datos según la regla de clasificación vista anteriormente 
para esta métrica. El resultado para cada modelo es una clase predicha, con datos clasificados 
como ‘mira’ o ‘no mira’ en base a la condición impuesta por la regla. 
Se crea una matriz de confusión para cada modelo a partir de cada clase predicha y la clase real. 
En este caso, la clase real se ha definido de manera manual, analizando cada vídeo para anotar 
para cada dato de ángulo si el sujeto mira o no mira.  
De las matrices de confusión se calculan las métricas de evaluación (accuracy, sensibilidad y 
especificidad) y, para cada modelo, se selecciona aquel cuyo umbral optimiza su rendimiento 
en cuanto a exactitud (accuracy). 
A continuación, se recurre al conjunto de datos de test de cada ángulo para evaluar el 
rendimiento del modelo ajustado para los nuevos datos y se obtienen las métricas de evaluación 
finales. 
Finalmente, se calcula el estadístico Kappa de Cohen para medir el rendimiento del modelo 
clasificador. 
ii. Modelos multivariable (H-P, H-R, R-P): 
En el entrenamiento de los modelos multivariable, se genera un modelo para cada combinación 
de valores umbral y se clasifica los datos según la regla de clasificación descrita antes. Para cada 
modelo se obtiene una clase predicha, con datos clasificados como mira o no mira según la 
condición impuesta por la regla. 
De la misma forma, se crea una matriz de confusión para cada modelo a partir de cada clase 
predicha y la clase real, definida también manualmente para cada dato de ángulo. 
Se calculan las métricas de evaluación (accuracy, sensibilidad y especificidad) a partir de las 
matrices de confusión y se selecciona el modelo multivariable cuya combinación de umbrales 
proporciona la máxima exactitud (accuracy). 
Seguidamente, se evalúa el rendimiento del modelo ajustado con el conjunto de datos de test de 
cada ángulo y se obtienen las métricas de evaluación finales. 
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En el presente capítulo se realiza una presentación de los resultados obtenidos en las etapas de 
experimentación y análisis de datos. Se divide la misma en dos subapartados para abordar por separado 
los dos problemas: por un lado, la creación de la métrica ‘Distancia’ y la optimización de un umbral 
que realice una clasificación en términos de ‘lejos’ o ‘cerca’ (Problema 1); por otro lado, la creación 
de la métrica ‘Mirada’ y la optimización de un umbral que realice una clasificación en términos de 
‘mira’ o ‘no mira’ (Problema 2). Para cada problema se presentan dos apartados: uno correspondiente 
al análisis descriptivo de los datos recopilados y otro a la elaboración de los modelos y la evaluación 
del rendimiento de los mismos. 
4.1. Problema 1: Distancia 
Como se ha explicado en el capítulo anterior, para la definición de la distancia se ha hecho uso de los 
datos del área. Para los 19 casos de estudio, en total se han obtenido 3740 valores de área. En primer 
lugar, se muestran los datos obtenidos distribuidos en 4 grupos (según la distancia a la que fueron 
registrados y la estatura de los sujetos) para su interpretación estadística descriptiva. Seguidamente, se 
exponen los resultados relativos a la creación de los modelos basados en reglas y la validación de estos 
para la obtención del modelo con mejor rendimiento. 
4.1.1. Análisis descriptivo 
En la Figura 4.1 queda representada la distribución de los datos registrados del área mediante un gráfico 
de cajas y bigotes (boxplot). Se muestran 8 grupos de datos, categorizados según estatura y distancia de 
registro.  
 
Figura 4.1: Boxplot de la distribución de los datos de área. En el eje horizontal se presenta la 
subdivisión de los datos en 8 grupos: Altos, a 1, 2, 3 y 4 metros, y Bajos a 1, 2, 3 y 4 metros. El eje 
vertical corresponde a los valores de área en potencia de 104, expresados en píxeles. Fuente: propia. 
MODELADO DE LA ATENCIÓN VISUAL DE LOS CONSUMIDORES EN ESPACIOS DE 
VENTA USANDO EXPOSITORES INTELIGENTES 
32 
 
En la Tabla 4.1 se recogen los estadísticos descriptivos de media, mediana, desviación típica, máximo 
y mínimo para cada conjunto de datos de área según la división por estatura y distancia. 
Tabla 4.1: Estadísticos descriptivos de los datos de área divididos en 8 grupos: Altos, a 1, 2, 3 y 4 
metros, y Bajos a 1, 2, 3 y 4 metros. Fuente: propia. 
 Distancia (metros) Media Mediana Desviación típica Máximo Mínimo 
Altos 
1 48370.77 40401 10972.07 65025 30976 
2 18725.11 19881 2989.97 22801 13689 
3 9206.19 9801 1758.93 12544 6400 
4 5606.22 5625 431.45 6561 4356 
Bajos 
1 42944.81 42849 7903.92 58081 28561 
2 19212.47 19321 2816.91 25281 13689 
3 10192.80 10816 1411.48 13225 6561 
4 6183.35 6241 406.11 7225 5184 
 
4.1.2. Modelos y validación 
Los resultados en este apartado se exponen divididos en dos secciones: una para el ajuste de los modelos 
con el conjunto de datos de entrenamiento, y otra para la validación con el conjunto de datos de test. 
i. Entrenamiento 
Para el entrenamiento de los modelos se ha recurrido a los datos de 15 casos de estudio al azar, es decir, 
el 80% de los casos totales. Se ha definido un rango de parámetros comprendido entre 10000 y 40000, 
de 500 en 500, correspondientes a valores umbrales de área (en píxeles). Para cada valor umbral se ha 
creado un modelo basado en una regla de clasificación binaria (‘cerca’ o ‘lejos’) y se han obtenido las 
métricas de evaluación de exactitud, sensibilidad y especificidad para cada uno. La Tabla 4.2 recoge 
las métricas obtenidas para cada valor umbral para el conjunto de datos de entrenamiento. 







(True positive rate) 
Especificidad 
(True negative rate) 
10000 0.8762 0.7074 1 
10500 0.8894 0.7385 1 
11000 0.9355 0.8475 1 
11500 0.9754 0.9418 1 
12000 0.9938 0.9852 1 
12500 0.9990 0.9975 1 
13000 0.9997 0.9992 1 
13500 1 1 1 
14000 0.9882 1 0.9796 
14500 0.9802 1 0.9657 
15000 0.9726 1 0.9525 
15500 0.9591 1 0.9291 
16000 0.9414 1 0.8984 
16500 0.8939 1 0.8161 
17000 0.8745 1 0.7825 
17500 0.8714 1 0.7770 
18000 0.8620 1 0.7608 
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18500 0.8478 1 0.7362 
19000 0.8478 1 0.7362 
19500 0.8228 1 0.6929 
20000 0.7809 1 0.6202 
20500 0.7687 1 0.5992 
21000 0.7625 1 0.5883 
21500 0.7583 1 0.5811 
22000 0.7531 1 0.5721 
22500 0.7476 1 0.5625 
23000 0.7403 1 0.5499 
23500 0.7323 1 0.5361 
24000 0.7275 1 0.5276 
24500 0.7216 1 0.5174 
25000 0.7098 1 0.4970 
25500 0.7094 1 0.4964 
26000 0.7094 1 0.4964 
26500 0.7094 1 0.4964 
27000 0.7094 1 0.4964 
27500 0.7094 1 0.4964 
28000 0.7094 1 0.4964 
28500 0.7094 1 0.4964 
29000 0.7091 1 0.4958 
29500 0.7080 1 0.4940 
30000 0.7074 1 0.4928 
30500 0.7070 1 0.4922 
31000 0.7049 1 0.4886 
31500 0.7011 1 0.4820 
32000 0.6945 1 0.4706 
32500 0.6893 1 0.4615 
33000 0.6834 1 0.4513 
33500 0.6709 1 0.4297 
34000 0.6637 1 0.4171 
34500 0.6637 1 0.4171 
35000 0.6515 1 0.3960 
35500 0.6474 1 0.3888 
36000 0.6446 1 0.3840 
36500 0.6425 1 0.3804 
37000 0.6404 1 0.3768 
37500 0.6387 1 0.3738 
38000 0.6373 1 0.3714 
38500 0.6359 1 0.3690 
39000 0.6359 1 0.3690 
39500 0.6338 1 0.3654 
40000 0.6314 1 0.3612 
 
De la Tabla 4.2 se extrae que el valor umbral (parámetro) para el cual se obtiene el modelo con mayor 
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En la Figura 4.2 se muestra la matriz de confusión obtenida para dicho valor umbral. 
 
Figura 4.2: Matriz de confusión para el modelo ajustado con un valor umbral de 13500 píxeles de 
área para el conjunto de datos de entrenamiento, según la clasificación para la clase ‘lejos’  y la clase 
‘cerca’. Se representa el porcentaje de datos clasificados para la clase real (lado derecho de cada 
celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
ii. Test 
Para el modelo ajustado con el valor umbral de 13500 píxeles, se realiza la clasificación con el conjunto 
de datos de test, correspondiente a los 4 casos restantes, es decir, el 20% de los casos de estudio totales. 
Las métricas de evaluación obtenidas para dicho conjunto de test se recogen en la Tabla 4.3. 
Tabla 4.3 : Métricas de evaluación del modelo ajustado con un valor umbral de 13500 píxeles para 






(True positive rate) 
Especificidad 
(True negative rate) 
13500 1 1 1 
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La matriz de confusión del modelo para el conjunto de test se presenta en la Figura 4.3. 
 
Figura 4.3: Matriz de confusión del modelo con un valor umbral de 13500 píxeles de área para el 
conjunto de datos de test, según la clasificación para la clase ‘lejos’  y la clase ‘cerca’. Se representa 
el porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la clase predicha 
(lado inferior de cada celda). Fuente: propia. 
 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 1 (Tabla 4.4) 
Tabla 4.4: Kappa de Cohen del modelo validado para la métrica de distancia. Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
0.503 1 1 
 
4.2. Problema 2: Mirada 
Para la definición de la mirada, tal y como se ha descrito en el capítulo anterior, se ha recurrido a los 
datos de los ángulos H, P y R en valor absoluto. Para los 19 casos de estudio, se han obtenido 3648 
valores para cada ángulo, sumando un total de 10944 datos. 
Primeramente, se muestra la distribución de los datos obtenidos de cada ángulo para su interpretación 
estadística descriptiva. Tras ello, se presentan los resultados correspondientes a la creación de los 
modelos basados en reglas y su validación para obtener los modelos con mejor rendimiento. 
Para la definición de esta métrica se han creado 2 tipos de modelo: uno para un solo ángulo y otro para 
la combinación de dos. Por tanto, se muestran los resultados para 6 modelos: H, P, R, H-P, H-R y R-P. 
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4.2.1. Análisis descriptivo 
La distribución de los datos recopilados viene representada por el gráfico de cajas y bigotes (boxplot) 
de la Figura 4.4. Los datos se distribuyen en los 3 ángulos registrados: H, P y R (en valor absoluto). 
 
Figura 4.4: Boxplot de la distribución de los datos de los ángulos en valor absoluto. En el eje 
horizontal se presenta la subdivisión de los datos en 3 grupos: ángulos H, P y R. El eje vertical 
corresponde a los valores de ángulo (en valor absoluto), expresados en grados. Fuente: propia. 
En la Tabla 4.5 se recogen los estadísticos descriptivos de media, mediana, desviación típica, máximo 
y mínimo para cada conjunto de datos de área según el ángulo. 
Tabla 4.5: Estadísticos descriptivos de los datos de los ángulos para H, P y R. Fuente: propia. 
 Media Mediana Desviación típica Máximo Mínimo 
Ángulo 
H 13.76 10.01 14.02 71.47 0.0006 
P 12.02 11.19 7.62 37.55 0.0015 
R 3.59 2.39 4.06 33.12 0.0004 
 
4.2.2. Modelos y validación 
Los resultados en este apartado se muestran para los 6 modelos creados según los ángulos utilizados: H, 
P, R, H-P, H-R, R-P. De la misma manera, para cada modelo se presentan dos secciones: una para el 
entrenamiento y ajuste de los modelos, y otra para su validación con los datos de test. 
Para el entrenamiento de todos los modelos se ha hecho uso del 80% de casos de estudio, es decir, 15 
casos de estudio al azar. Para la validación de los modelos ajustados se ha empleado el 20% restante de 
casos, es decir, 4 casos de estudio. 
Los parámetros se han definido en un rango comprendido entre 2.5 y 70, de 2.5 en 2.5, que se 
corresponden a valores umbrales de ángulo. 
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a) Ángulo H 
i. Entrenamiento 
Se ha creado un modelo para cada valor umbral basado en una regla de clasificación binaria (‘mira’ o 
‘no mira’) y se han obtenido las métricas de evaluación de exactitud, sensibilidad y especificidad para 
cada uno. Las métricas resultantes de cada valor umbral para el conjunto de datos de entrenamiento del 
ángulo H se presentan en la Tabla 4.6. 
Tabla 4.6: Métricas de evaluación de los modelos de clasificación para cada valor umbral del ángulo 






(True positive rate) 
Especificidad 
(True negative rate) 
2.5 0.3146 1 0.1938 
5 0.3945 1 0.2878 
7.5 0.4879 1 0.3977 
10 0.6349 1 0.5706 
12.5 0.7781 0.9976 0.7393 
15 0.8654 0.9929 0.8429 
17.5 0.9158 0.9858 0.9035 
20 0.9769 0.9834 0.9758 
22.5 0.9908 0.9479 0.9983 
25 0.9886 0.9242 1 
27.5 0.9822 0.8815 1 
30 0.9723 0.8152 1 
32.5 0.9645 0.7630 1 
35 0.9563 0.7085 1 
37.5 0.9460 0.6398 1 
40 0.9407 0.6043 1 
42.5 0.9304 0.5355 1 
45 0.9201 0.4668 1 
47.5 0.9034 0.3555 1 
50 0.8928 0.2844 1 
52.5 0.8867 0.2441 1 
55 0.8786 0.1896 1 
57.5 0.8683 0.1209 1 
60 0.8612 0.0735 1 
62.5 0.8587 0.0569 1 
65 0.8548 0.0308 1 
67.5 0.8519 0.0118 1 
70 0.8509 0.0047 1 
 
En la Tabla 4.6 se observa que el valor umbral (parámetro) de ángulo H que ajusta el modelo con mayor 
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En la Figura 4.5 se representa la matriz de confusión para dicho valor umbral. 
 
Figura 4.5: Matriz de confusión del modelo con un valor umbral de 22.5º para el conjunto de datos 
de entrenamiento del ángulo H, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se 
representa el porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la 
clase predicha (lado inferior de cada celda). Fuente: propia. 
 
ii. Test 
Para el modelo ajustado con el valor umbral de 22.5º, se realiza la clasificación con el conjunto de datos 
de test. En la Tabla 4.7 se presentan las métricas de evaluación obtenidas para dicho conjunto de test. 
Tabla 4.7: Métricas de evaluación del modelo ajustado con un valor umbral de 22.5º para el conjunto 






(True positive rate) 
Especificidad  
(True negative rate) 
22.5 0.9976 1 0.9972 
 
Para el conjunto de test del ángulo H, se observa en la Tabla 4.7 que el valor de exactitud (accuracy) 
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La matriz de confusión del modelo para el conjunto de test del ángulo H se presenta en la Figura 4.6. 
 
Figura 4.6: Matriz de confusión del modelo con un valor umbral de 22.5º para el conjunto de datos 
de test del ángulo H, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se representa el 
porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la clase predicha 
(lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0.99 (Tabla 4.8) 
Tabla 4.8: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo H.     
Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
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b) Ángulo P 
i. Entrenamiento 
Se ha creado un modelo para cada valor umbral basado en una regla de clasificación binaria (‘mira’ o 
‘no mira’) y se han obtenido las métricas de evaluación de exactitud, sensibilidad y especificidad para 
cada uno. Las métricas resultantes de cada valor umbral para el conjunto de datos de entrenamiento del 
ángulo P se presentan en la Tabla 4.9. 
Tabla 4.9: Métricas de evaluación de los modelos de clasificación para cada valor umbral del ángulo 






(True positive rate) 
Especificidad 
(True negative rate) 
2.5 0.1815 1 0.0739 
5 0.2482 1 0.1717 
7.5 0.3338 1 0.2895 
10 0.4155 0 0.4056 
12.5 0.5032 0.3389 0.5322 
15 0.5589 0.1825 0.6253 
17.5 0.6278 0.0995 0.7210 
20 0.6925 0.0735 0.8016 
22.5 0.7404 0.0616 0.8601 
25 0.7930 0.0521 1 
27.5 0.8239 0.0332 1 
30 0.8356 0.0071 1 
32.5 0.8459 0 1 
35 0.8480 0 1 
37.5 0.8494 0 1 
40 0.8501 0 1 
42.5 0.8501 0 1 
45 0.8501 0 1 
47.5 0.8501 0 1 
50 0.8501 0 1 
52.5 0.8501 0 1 
55 0.8501 0 1 
57.5 0.8501 0 1 
60 0.8501 0 1 
62.5 0.8501 0 1 
65 0.8501 0 1 
67.5 0.8501 0 1 
70 0.8501 0 1 
 
En la Tabla 4.9 se observa que a partir del valor umbral (parámetro) de ángulo P de 40º, los modelos 
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En la Figura 4.7 se representa la matriz de confusión para el valor umbral de 40º, que correspondería 
a la misma representación que para el resto de umbrales hasta 70º. 
 
Figura 4.7: Matriz de confusión del modelo con un valor umbral de 40º para el conjunto de datos 
de entrenamiento del ángulo P, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se 
representa el porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la 
clase predicha (lado inferior de cada celda). Fuente: propia 
ii. Test 
Se toma el modelo ajustado con un valor umbral de 40º y se realiza la clasificación con el conjunto de 
datos de test. En la Tabla 4.10 se presentan las métricas de evaluación obtenidas para dicho conjunto 
de test. Los resultados serían los mismos para el resto de ángulos, de 2.5 en 2.5, hasta 70º. 
Tabla 4.10: Métricas de evaluación del modelo ajustado con valor umbral de 40º para el conjunto 






(True positive rate) 
Especificidad  
(True negative rate) 
40 0.8618 0 1 
 
Para el conjunto de test del ángulo P, se observa en la Tabla 4.10 que el valor de exactitud (accuracy) 
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La matriz de confusión del modelo para el conjunto de test del ángulo P se presenta en la Figura 4.8. 
La representación sería la misma para el resto de ángulos, de 2.5 en 2.5, hasta 70º. 
 
Figura 4.8: Matriz de confusión del modelo con un valor umbral de 40º para el conjunto de datos 
de test del ángulo P, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se representa el 
porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la clase predicha 
(lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0 (Tabla 4.11) 
Tabla 4.11: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo P.   
Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
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c) Ángulo R 
i. Entrenamiento 
Se ha creado un modelo para cada valor umbral basado en una regla de clasificación binaria (‘mira’ o 
‘no mira’) y se han obtenido las métricas de evaluación de exactitud, sensibilidad y especificidad para 
cada uno. Las métricas resultantes de cada valor umbral para el conjunto de datos de entrenamiento del 
ángulo R se presentan en la Tabla 4.12. 
Tabla 4.12: Métricas de evaluación de los modelos de clasificación para cada valor umbral del 






(True positive rate) 
Especificidad 
(True negative rate) 
2.5 0.6449 0.8507 0.6086 
5 0.8544 0.7322 0.8759 
7.5 0.9233 0.5995 0.9804 
10 0.9180 0.4716 0.9967 
12.5 0.9023 0.3483 1 
15 0.8835 0.2227 1 
17.5 0.8665 0.1090 1 
20 0.8576 0.0498 1 
22.5 0.8551 0.0332 1 
25 0.8544 0.0284 1 
27.5 0.8523 0.0142 1 
30 0.8512 0.0071 1 
32.5 0.8505 0.0024 1 
35 0.8501 0 1 
37.5 0.8501 0 1 
40 0.8501 0 1 
42.5 0.8501 0 1 
45 0.8501 0 1 
47.5 0.8501 0 1 
50 0.8501 0 1 
52.5 0.8501 0 1 
55 0.8501 0 1 
57.5 0.8501 0 1 
60 0.8501 0 1 
62.5 0.8501 0 1 
65 0.8501 0 1 
67.5 0.8501 0 1 
70 0.8501 0 1 
 
En la Tabla 4.12 se observa que el valor umbral (parámetro) de ángulo R que ajusta el modelo con 
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En la Figura 4.9 se representa la matriz de confusión para dicho valor umbral. 
 
Figura 4.9: Matriz de confusión del modelo con un valor umbral de 7.5º para el conjunto de datos 
de entrenamiento del ángulo R, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se 
representa el porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la 
clase predicha (lado inferior de cada celda). Fuente: propia 
ii. Test 
Para el modelo ajustado con el valor umbral de 7.5º, se realiza la clasificación con el conjunto de datos 
de test. En la Tabla 4.13 se presentan las métricas de evaluación obtenidas para dicho conjunto. 
Tabla 4.13: Métricas de evaluación del modelo ajustado con un valor umbral de 7.5º para el conjunto 






(True positive rate) 
Especificidad  
(True negative rate) 
7.5 0.9411 0.6348 0.9902 
 
Para el conjunto de test del ángulo R, se observa en la Tabla 4.13 que el valor de exactitud (accuracy) 
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La matriz de confusión del modelo para el conjunto de test del ángulo R se presenta en la Figura 4.10. 
 
Figura 4.10: Matriz de confusión del modelo con un valor umbral de 7.5º para el conjunto de datos 
de test del ángulo R, según la clasificación para la clase ‘no mira’ y la clase ‘mira’. Se representa el 
porcentaje de datos clasificados para la clase real (lado derecho de cada celda) y la clase predicha 
(lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0.717 (Tabla 4.14) 
Tabla 4.14: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo R.  
Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
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d) Ángulo H y P 
i. Entrenamiento 
Se ha creado un modelo multivariable para cada combinación de valores umbrales de H y P, basados en 
una regla de clasificación binaria (‘mira’ o ‘no mira’). En la Tabla 4.15.1 y la Tabla 4.15.2. se presentan 
los valores de exactitud (accuracy) para cada modelo multivariable para el conjunto de datos de 
entrenamiento de H y P. 
Tabla 4.15.1: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos H y P. Fuente: propia. 
  P 
 Ángulo (grados) 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 
H 
2.5 0.1577 0.1751 0.2031 0.2273 0.2415 0.2550 0.2660 0.2805 0.2894 0.2976 0.3043 0.3089 0.3111 0.3125 
5.0 0.1616 0.1893 0.2283 0.2614 0.2809 0.3011 0.3228 0.3445 0.3565 0.3704 0.3803 0.3857 0.3903 0.3924 
7.5 0.1715 0.2056 0.2546 0.2940 0.3217 0.3533 0.3839 0.4134 0.4336 0.4545 0.4695 0.4776 0.4837 0.4858 
10.0 0.1875 0.2280 0.2955 0.3544 0.4063 0.4535 0.5025 0.5398 0.5675 0.5948 0.6151 0.6236 0.6307 0.6328 
12.5 0.1989 0.2578 0.3338 0.4070 0.4925 0.5582 0.6200 0.6669 0.7006 0.7322 0.7536 0.7646 0.7738 0.7759 
15.0 0.2045 0.2781 0.3604 0.4407 0.5384 0.6115 0.6786 0.7319 0.7695 0.8061 0.8345 0.8498 0.8612 0.8633 
17.5 0.2081 0.2876 0.3764 0.4609 0.5632 0.6381 0.7102 0.7702 0.8143 0.8548 0.8846 0.9002 0.9116 0.9137 
20.0 0.2106 0.2926 0.3888 0.4812 0.5870 0.6651 0.7464 0.8146 0.8633 0.9126 0.9457 0.9613 0.9727 0.9748 
22.5 0.2095 0.2894 0.3896 0.4876 0.5948 0.6737 0.7550 0.8228 0.8722 0.9258 0.9595 0.9751 0.9865 0.9886 
25.0 0.2088 0.2880 0.3874 0.4858 0.5920 0.6708 0.7521 0.8200 0.8697 0.9237 0.9574 0.9730 0.9844 0.9865 
27.5 0.2074 0.2852 0.3842 0.4819 0.5870 0.6651 0.7461 0.8136 0.8633 0.9173 0.9510 0.9666 0.9780 0.9801 
30.0 0.2031 0.2788 0.3775 0.4734 0.5778 0.6552 0.7362 0.8036 0.8533 0.9073 0.9411 0.9567 0.9680 0.9702 
32.5 0.2006 0.2756 0.3729 0.4677 0.5714 0.6488 0.7283 0.7958 0.8455 0.8995 0.9332 0.9489 0.9602 0.9624 
35.0 0.1989 0.2738 0.3700 0.4631 0.5650 0.6413 0.7205 0.7876 0.8374 0.8913 0.9251 0.9407 0.9521 0.9542 
37.5 0.1982 0.2717 0.3668 0.4577 0.5575 0.6328 0.7109 0.7781 0.8278 0.8814 0.9151 0.9304 0.9418 0.9439 
40.0 0.1974 0.2710 0.3654 0.4549 0.5536 0.6286 0.7060 0.7731 0.8228 0.8764 0.9102 0.9251 0.9364 0.9386 
42.5 0.1960 0.2692 0.3626 0.4513 0.5479 0.6218 0.6985 0.7649 0.8143 0.8672 0.9006 0.9148 0.9261 0.9283 
45.0 0.1925 0.2649 0.3576 0.4460 0.5415 0.6140 0.6900 0.7560 0.8050 0.8576 0.8906 0.9045 0.9158 0.9180 
47.5 0.1871 0.2589 0.3498 0.4375 0.5323 0.6030 0.6776 0.7429 0.7919 0.8445 0.8761 0.8888 0.8991 0.9013 
50.0 0.1861 0.2567 0.3466 0.4336 0.5266 0.5945 0.6687 0.7340 0.7830 0.8356 0.8665 0.8782 0.8885 0.8906 
52.5 0.1850 0.2546 0.3438 0.4300 0.5220 0.5891 0.6626 0.7280 0.7770 0.8295 0.8604 0.8722 0.8825 0.8846 
55.0 0.1847 0.2532 0.3413 0.4265 0.5178 0.5817 0.6552 0.7205 0.7688 0.8214 0.8523 0.8640 0.8743 0.8764 
57.5 0.1822 0.2500 0.3366 0.4208 0.5110 0.5728 0.6449 0.7102 0.7585 0.8111 0.8420 0.8537 0.8640 0.8661 
60.0 0.1818 0.2486 0.3349 0.4183 0.5078 0.5664 0.6385 0.7035 0.7514 0.8040 0.8349 0.8466 0.8569 0.8590 
62.5 0.1815 0.2482 0.3342 0.4176 0.5067 0.5653 0.6360 0.7010 0.7489 0.8015 0.8324 0.8441 0.8544 0.8565 
65.0 0.1815 0.2482 0.3338 0.4165 0.5046 0.5621 0.6325 0.6971 0.7450 0.7976 0.8285 0.8402 0.8505 0.8526 
67.5 0.1815 0.2482 0.3338 0.4158 0.5039 0.5607 0.6296 0.6942 0.7422 0.7947 0.8256 0.8374 0.8477 0.8498 
70.0 0.1815 0.2482 0.3338 0.4158 0.5039 0.5597 0.6286 0.6932 0.7411 0.7937 0.8246 0.8363 0.8466 0.8487 
 
Tabla 4.15.2: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos H y P. Fuente: propia. 
  P 
 Ángulo (grados) 37.5 40.0 42.5 45.0 47.5 50.0 52.5 55.0 57.5 60.0 62.5 65.0 67.5 70.0 
H 
2.5 0.3139 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 
5.0 0.3938 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 
7.5 0.4872 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 
10.0 0.6342 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 
12.5 0.7773 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 
15.0 0.8647 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 
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17.5 0.9151 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 
20.0 0.9762 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 
22.5 0.9901 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 
25.0 0.9879 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 
27.5 0.9815 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 
30.0 0.9716 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 
32.5 0.9638 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 
35.0 0.9556 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 
37.5 0.9453 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 
40.0 0.9400 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 
42.5 0.9297 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 
45.0 0.9194 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 
47.5 0.9027 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 
50.0 0.8920 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 
52.5 0.8860 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 
55.0 0.8778 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 
57.5 0.8675 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 
60.0 0.8604 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 
62.5 0.8580 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 
65.0 0.8540 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 
67.5 0.8512 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 
70.0 0.8501 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 
 
De la Tabla 4.15.1 y Tabla 4.15.2 se observa que para el umbral de 22.5º de H y a partir del umbral de 
40º al de 70º de P, los modelos ajustados presentan la misma y máxima exactitud, del 99.08%. 
En la Tabla 4.16 se presentan las métricas de evaluación obtenidas para el modelo multivariable de 
valores umbrales de 22.5º para H y 40º para P. Los resultados serían los mismos para el resto de ángulos 
de P, de 2.5 en 2.5, hasta 70º. 
Tabla 4.16: Métricas de evaluación del modelo ajustado con valores umbrales de H = 22.5º y P = 




(True positive rate) 
Especificidad 
(True negative rate) 
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La matriz de confusión del modelo multivariable para el conjunto de entrenamiento para dichos valores 
umbrales se presenta en la Figura 4.11. La representación sería la misma para el resto de ángulos de P, 
de 2.5 en 2.5, hasta 70º. 
 
Figura 4.11: Matriz de confusión del modelo multivariable con valores umbrales de H = 22.5º y P 
= 40º para el conjunto de datos de entrenamiento de los ángulos H y P, según la clasificación para 
la clase ‘no mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase 
real (lado derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
ii. Test 
Se toma el modelo ajustado con los valores umbrales de 22.5º y 40º para H y P, respectivamente, y se 
realiza la clasificación con el conjunto de datos de test. En la Tabla 4.17 se presentan las métricas de 
evaluación obtenidas para dicho conjunto de test. Los resultados serían los mismos para el resto de 
ángulos de P, de 2.5 en 2.5, hasta 70º. 
Tabla 4.17: Métricas de evaluación del modelo ajustado con valores umbrales de H = 22.5º y P = 




(True positive rate) 
Especificidad 
(True negative rate) 
0.9976 1 0.9972 
 
Para el conjunto de test de los ángulos H y P, se observa en la Tabla 4.17 que el valor de exactitud 
(accuracy) del modelo es del 99.76%. 
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La matriz de confusión del modelo multivariable para el conjunto de test para dichos valores umbrales 
se presenta en la Figura 4.12. La representación sería la misma para el resto de ángulos de P, de 2.5 en 
2.5, hasta 70º. 
 
Figura 4.12: Matriz de confusión del modelo multivariable con valores umbrales de H = 22.5º y P 
= 40º para el conjunto de datos de test de los ángulos H y P, según la clasificación para la clase ‘no 
mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase real (lado 
derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0.99 (Tabla 4.18) 
Tabla 4.18: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo H y P. 
Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
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e) Ángulo H y R 
i. Entrenamiento 
Se ha creado un modelo multivariable para cada combinación de valores umbrales de H y R, basados en 
una regla de clasificación binaria (‘mira’ o ‘no mira’). En la Tabla 4.19.1 y la Tabla 4.19.2. se presentan 
los valores de exactitud (accuracy) para cada modelo multivariable para el conjunto de datos de 
entrenamiento de H y R. 
Tabla 4.19.1: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos H y R. Fuente: propia. 
  R 
 Ángulo (grados) 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 
H 
2.5 0.2273 0.2969 0.3082 0.3132 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 
5.0 0.2862 0.3743 0.3881 0.3931 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 
7.5 0.3551 0.4663 0.4815 0.4865 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 
10.0 0.4609 0.6087 0.6282 0.6335 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 
12.5 0.5579 0.7365 0.7695 0.7766 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 
15.0 0.5945 0.7947 0.8533 0.8640 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 
17.5 0.6133 0.8235 0.9027 0.9144 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 
20.0 0.6534 0.8757 0.9627 0.9748 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 
22.5 0.6609 0.8867 0.9751 0.9883 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 
25.0 0.6609 0.8864 0.9737 0.9869 0.9890 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 
27.5 0.6605 0.8853 0.9705 0.9830 0.9840 0.9830 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 
30.0 0.6587 0.8800 0.9634 0.9744 0.9748 0.9730 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 
32.5 0.6587 0.8778 0.9592 0.9702 0.9702 0.9666 0.9648 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 
35.0 0.6587 0.8764 0.9563 0.9656 0.9656 0.9606 0.9577 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 
37.5 0.6584 0.8750 0.9538 0.9624 0.9609 0.9556 0.9489 0.9467 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 
40.0 0.6577 0.8732 0.9521 0.9602 0.9585 0.9528 0.9446 0.9418 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 
42.5 0.6559 0.8711 0.9489 0.9542 0.9510 0.9442 0.9347 0.9315 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 
45.0 0.6516 0.8665 0.9435 0.9467 0.9421 0.9343 0.9244 0.9212 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 
47.5 0.6474 0.8608 0.9354 0.9357 0.9297 0.9205 0.9098 0.9055 0.9038 0.9038 0.9034 0.9034 0.9034 0.9034 
50.0 0.6474 0.8601 0.9329 0.9315 0.9244 0.9137 0.9027 0.8963 0.8945 0.8942 0.8935 0.8931 0.8928 0.8928 
52.5 0.6474 0.8601 0.9322 0.9308 0.9219 0.9094 0.8981 0.8910 0.8888 0.8885 0.8874 0.8871 0.8867 0.8867 
55.0 0.6460 0.8565 0.9283 0.9268 0.9169 0.9034 0.8913 0.8842 0.8821 0.8817 0.8800 0.8793 0.8786 0.8786 
57.5 0.6460 0.8558 0.9258 0.9226 0.9102 0.8960 0.8832 0.8754 0.8729 0.8722 0.8704 0.8693 0.8686 0.8683 
60.0 0.6449 0.8544 0.9237 0.9201 0.9063 0.8899 0.8764 0.8686 0.8661 0.8654 0.8633 0.8622 0.8615 0.8612 
62.5 0.6449 0.8544 0.9233 0.9190 0.9045 0.8878 0.8739 0.8661 0.8636 0.8629 0.8608 0.8597 0.8590 0.8587 
65.0 0.6449 0.8544 0.9233 0.9183 0.9034 0.8857 0.8700 0.8622 0.8597 0.8590 0.8569 0.8558 0.8551 0.8548 
67.5 0.6449 0.8544 0.9233 0.9180 0.9023 0.8839 0.8675 0.8594 0.8569 0.8562 0.8540 0.8530 0.8523 0.8519 
70.0 0.6449 0.8544 0.9233 0.9180 0.9023 0.8835 0.8668 0.8583 0.8558 0.8551 0.8530 0.8519 0.8512 0.8509 
 
Tabla 4.19.2: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos H y R. Fuente: propia. 
  R 
 Ángulo (grados) 37.5 40.0 42.5 45.0 47.5 50.0 52.5 55.0 57.5 60.0 62.5 65.0 67.5 70.0 
H 
2.5 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 0.3146 
5.0 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 0.3945 
7.5 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 0.4879 
10.0 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 0.6349 
12.5 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 0.7781 
15.0 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 0.8654 
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17.5 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 0.9158 
20.0 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 0.9769 
22.5 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 0.9908 
25.0 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 0.9886 
27.5 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 0.9822 
30.0 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 0.9723 
32.5 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 0.9645 
35.0 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 0.9563 
37.5 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 0.9460 
40.0 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 0.9407 
42.5 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 0.9304 
45.0 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 0.9201 
47.5 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 0.9034 
50.0 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 0.8928 
52.5 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 0.8867 
55.0 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 0.8786 
57.5 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 0.8683 
60.0 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 0.8612 
62.5 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 0.8587 
65.0 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 0.8548 
67.5 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 0.8519 
70.0 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 0.8509 
 
En la Tabla 4.19.1 y Tabla 4.19.2 se puede ver que para el umbral de 22.5º de H y a partir del umbral 
de 12.5º al de 70º de R, los modelos ajustados presentan la misma y máxima exactitud, del 99.08%. 
En la Tabla 4.20 se presentan las métricas de evaluación obtenidas para el modelo multivariable de 
valores umbrales de 22.5º para H y 12.5º para R. Los resultados serían los mismos para el resto de 
ángulos de R, de 2.5 en 2.5, hasta 70º. 
Tabla 4.20: Métricas de evaluación del modelo ajustado con valores umbrales de H = 22.5º y R = 




(True positive rate) 
Especificidad 
(True negative rate) 
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La matriz de confusión del modelo multivariable para el conjunto de entrenamiento para dichos valores 
umbrales se presenta en la Figura 4.13. La representación sería la misma para el resto de ángulos de R, 
de 2.5 en 2.5, hasta 70º. 
 
Figura 4.13: Matriz de confusión del modelo multivariable con valores umbrales de H = 22.5º y R 
= 12.5º para el conjunto de datos de entrenamiento de los ángulos H y R, según la clasificación para 
la clase ‘no mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase 
real (lado derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
ii. Test 
Se toma el modelo ajustado con los valores umbrales de 22.5º y 12.5º para H y R, respectivamente, y se 
realiza la clasificación con el conjunto de datos de test. En la Tabla 4.21 se presentan las métricas de 
evaluación obtenidas para dicho conjunto de test. Los resultados serían los mismos para el resto de 
ángulos de R, de 2.5 en 2.5, hasta 70º. 
Tabla 4.21: Métricas de evaluación del modelo ajustado con valores umbrales de H = 22.5º y R = 




(True positive rate) 
Especificidad 
(True negative rate) 
0.9964 1 0.9958 
 
Para el conjunto de test de los ángulos H y R, se observa en la Tabla 4.21 que el valor de exactitud 
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La matriz de confusión del modelo multivariable para el conjunto de test para dichos valores umbrales 
se presenta en la Figura 4.14. La representación sería la misma para el resto de ángulos de R, de 2.5 en 
2.5, hasta 70º. 
 
Figura 4.14: Matriz de confusión del modelo multivariable con valores umbrales de H = 22.5º y R 
= 12.5º para el conjunto de datos de test de los ángulos H y R, según la clasificación para la clase 
‘no mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase real (lado 
derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0.985 (Tabla 4.22) 
Tabla 4.22: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo H y R 
Fuente: propia. 
Accuracy esperado Accuracy observado Kappa 
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f) Ángulo R y P 
i. Entrenamiento  
Se ha creado un modelo multivariable para cada combinación de valores umbrales de R y P, basados en 
una regla de clasificación binaria (‘mira’ o ‘no mira’). En la Tabla 4.23.1 y la Tabla 4.23.2. se presentan 
los valores de exactitud (accuracy) para cada modelo multivariable para el conjunto de datos de 
entrenamiento de R y P. 
Tabla 4.23.1: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos R y P. Fuente: propia. 
  P 
 Ángulo (grados) 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5 35.0 
R 
2.5 0.1733 0.2099 0.2560 0.3100 0.3888 0.4521 0.5107 0.5526 0.5785 0.6108 0.6257 0.6325 0.6406 0.6428 
5.0 0.1854 0.2493 0.3320 0.4151 0.5117 0.5799 0.6534 0.7166 0.7621 0.8100 0.8331 0.8423 0.8501 0.8523 
7.5 0.1871 0.2610 0.3587 0.4503 0.5504 0.6211 0.6992 0.7663 0.8146 0.8675 0.8988 0.9102 0.9190 0.9212 
10.0 0.1864 0.2596 0.3551 0.4492 0.5479 0.6165 0.6935 0.7599 0.8082 0.8608 0.8917 0.9034 0.9137 0.9158 
12.5 0.1854 0.2557 0.3494 0.4407 0.5369 0.6040 0.6783 0.7443 0.7926 0.8452 0.8761 0.8878 0.8981 0.9002 
15.0 0.1839 0.2528 0.3416 0.4297 0.5234 0.5877 0.6605 0.7259 0.7738 0.8263 0.8572 0.8690 0.8793 0.8814 
17.5 0.1829 0.2504 0.3377 0.4222 0.5121 0.5728 0.6442 0.7088 0.7567 0.8093 0.8402 0.8519 0.8622 0.8643 
20.0 0.1825 0.2496 0.3363 0.4201 0.5085 0.5657 0.6353 0.6999 0.7479 0.8004 0.8313 0.8430 0.8533 0.8555 
22.5 0.1822 0.2493 0.3352 0.4187 0.5067 0.5639 0.6328 0.6974 0.7454 0.7979 0.8288 0.8406 0.8509 0.8530 
25.0 0.1822 0.2493 0.3352 0.4180 0.5060 0.5632 0.6321 0.6967 0.7447 0.7972 0.8281 0.8398 0.8501 0.8523 
27.5 0.1815 0.2482 0.3342 0.4162 0.5043 0.5611 0.6300 0.6946 0.7425 0.7951 0.8260 0.8377 0.8480 0.8501 
30.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5600 0.6289 0.6935 0.7415 0.7940 0.8249 0.8366 0.8469 0.8491 
32.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5593 0.6282 0.6928 0.7408 0.7933 0.8242 0.8359 0.8462 0.8484 
35.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
37.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
40.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
42.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
45.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
47.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
50.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
52.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
55.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
57.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
60.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
62.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
65.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
67.5 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
70.0 0.1815 0.2482 0.3338 0.4155 0.5032 0.5589 0.6278 0.6925 0.7404 0.7930 0.8239 0.8356 0.8459 0.8480 
 
Tabla 4.23.2: Accuracy de los modelos de clasificación para cada combinación de valores umbrales 
de los ángulos R y P. Fuente: propia. 
  P 
 Ángulo (grados) 37.5 40.0 42.5 45.0 47.5 50.0 52.5 55.0 57.5 60.0 62.5 65.0 67.5 70.0 
R 
2.5 0.6442 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 0.6449 
5.0 0.8537 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 
7.5 0.9226 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 0.9233 
10.0 0.9173 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 0.9180 
12.5 0.9016 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 0.9023 
15.0 0.8828 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 0.8835 
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17.5 0.8658 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 0.8665 
20.0 0.8569 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 0.8576 
22.5 0.8544 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 0.8551 
25.0 0.8537 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 0.8544 
27.5 0.8516 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 0.8523 
30.0 0.8505 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 0.8512 
32.5 0.8498 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 
35.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
37.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
40.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
42.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
45.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
47.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
50.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
52.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
55.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
57.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
60.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
62.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
65.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
67.5 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
70.0 0.8494 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 0.8501 
 
En la Tabla 4.23.1 y Tabla 4.23.2 se observa que para el umbral de 7.5º de R y a partir del umbral de 
40º al de 70º de P, los modelos ajustados presentan la misma y máxima exactitud, del 92.33%. 
En la Tabla 4.24 se muestran las métricas de evaluación obtenidas para el modelo multivariable de 
valores umbrales de 7.5º para R y 40º para P. Los resultados serían los mismos para el resto de ángulos 
de P, de 2.5 en 2.5, hasta 70º. 
Tabla 4.24: Métricas de evaluación del modelo ajustado con valores umbrales de R = 7.5º y P = 40º 




(True positive rate) 
Especificidad 
(True negative rate) 
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La matriz de confusión del modelo multivariable para el conjunto de entrenamiento para dichos valores 
umbrales se presenta en la Figura 4.15. La representación sería la misma para el resto de ángulos de P, 
de 2.5 en 2.5, hasta 70º. 
 
Figura 4.15: Matriz de confusión del modelo multivariable con valores umbrales de R = 7.5º y P = 
40º para el conjunto de datos de entrenamiento de los ángulos R y P, según la clasificación para la 
clase ‘no mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase real 
(lado derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
ii. Test 
Se selecciona el modelo ajustado con los valores umbrales de 7.5º y 40º para R y P, respectivamente, y 
se realiza la clasificación con el conjunto de datos de test. En la Tabla 4.25 se presentan las métricas de 
evaluación obtenidas para dicho conjunto de test. Los resultados serían los mismos para el resto de 
ángulos de P, de 2.5 en 2.5, hasta 70º. 
Tabla 4.25: Métricas de evaluación del modelo ajustado con valores umbrales de R = 7.5º y P = 40º 




(True positive rate) 
Especificidad 
(True negative rate) 
0.9411 0.6348 0.9902 
 
Para el conjunto de test de los ángulos R y P, se aprecia en la Tabla 4.25 que el valor de exactitud 
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La matriz de confusión del modelo multivariable para el conjunto de test para dichos valores umbrales 
se presenta en la Figura 4.16. La representación sería la misma para el resto de ángulos de P, de 2.5 en 
2.5, hasta 70º. 
 
Figura 4.16: Matriz de confusión del modelo multivariable con valores umbrales de R = 7.5º y P = 
40º para el conjunto de datos de test de los ángulos R y P, según la clasificación para la clase 'no 
mira’ y la clase ‘mira’. Se representa el porcentaje de datos clasificados para la clase real (lado 
derecho de cada celda) y la clase predicha (lado inferior de cada celda). Fuente: propia. 
iii. Kappa 
El valor del estadístico Kappa de Cohen para el modelo validado es k = 0.717 (Tabla 4.26) 
Tabla 4.26: Kappa de Cohen del modelo validado para la métrica de mirada con el ángulo R y P. 
Fuente: propia 
Accuracy esperado Accuracy observado Kappa 
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Los resultados obtenidos en la validación de los 6 modelos se resumen en la Tabla 4.27. 
Tabla 4.27: Resumen de los resultados de la validación de cada modelo. Fuente: propia. 




Accuracy Sensibilidad Especificidad Accuracy Sensibilidad Especificidad Kappa 
H 22.5º 99.08% 94.79% 99.83% 99.76% 100% 99.72% 0.99 
P 40º-70º 85.01% 0% 100% 86.18% 0% 100% 0 
R 7.5º 92.33% 59.95% 98.04% 94.11% 63.48% 99.02% 0.717 
H-P 
H = 22.5º 
P = 40º-70º 
99.08% 94.79% 99.83% 99.76% 100% 99.72% 0.99 
H-R 
H = 22.5º 
R = 12.5º - 70º 
99.08% 94.79% 99.83% 99.64% 100% 99.58% 0.985 
R-P 
R = 7.5º 
P = 40º-70º 
92.33% 59.95% 98.04% 94.11% 63.48% 99.02% 0.717 
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La interpretación y el análisis de los resultados obtenidos se presentan en este capítulo. Siguiendo la 
misma estructura que en el capítulo anterior, se abordan por separado los dos problemas: Distancia 
(Problema 1) y Mirada (Problema 2). Para cada problema se realiza, por un lado, la interpretación de 
los datos a nivel descriptivo y, por otro, el análisis exhaustivo de los modelos y umbrales optimizados. 
5.1. Problema 1: Distancia 
5.1.1. Análisis descriptivo 
En la Figura 4.1 se busca identificar diferencias en los datos de área entre sujetos altos y bajos, así como 
entre las distintas distancias de registro. Se puede observar que, para la misma distancia, no existen 
diferencias a nivel descriptivo entre altos y bajos, pues existe solape entre las cajas. Sin embargo, este 
solape no ocurre para los datos a 4 metros, distancia a la cual el registro no es tan preciso y puede verse 
levemente alterado por las dimensiones del sujeto. 
Por otro lado, se puede apreciar una clara discriminación entre los datos a diferentes distancias, viendo 
una tendencia descendente de los valores de área conforme aumenta la distancia. Esto indica que cuando 
los sujetos se encuentran más lejos, el área registrada por los algoritmos de detección es menor, tal como 
era de esperar. 
En cuanto a la dispersión de los datos, se observa que es mucho mayor a 1 metro de distancia, y esta va 
disminuyendo considerablemente conforme aumenta la distancia. Esto puede ser justificado con que, 
cuando el sujeto está muy cerca, la detección del área es más precisa y el tamaño de la cabeza de estos 
puede aportar mayor variabilidad a los datos. Por ejemplo, un sujeto con la cabeza más grande puede 
registrar valores de área entre los 50000 y 60000 píxeles, mientras que un sujeto con la cabeza más 
pequeña puede registrar datos entre los 40000 y 30000. La menor dispersión en los datos para distancias 
de 2 y 3 metros se puede deber a que la detección no discrimina tan bien el tamaño de la cabeza, pues 
el registro se ve afectado por la resolución de la cámara y no es posible tener tanta definición para 
distancias más lejanas. Esto queda reflejado de forma más evidente para una distancia de 4 metros, 
donde la dispersión es muy leve. No obstante, las caras son detectadas aun siendo pequeñas. 
En la Tabla 4.1, la dispersión comentada se ve justificada en los valores de desviación típica, que de 
igual forma indican que para distancias más cortas la dispersión es mucho mayor. Por otra parte, la tabla 
muestra que tanto los valores medios de área como la mediana o los máximos y mínimos son parecidos 
entre sujetos altos y bajos para la misma distancia. 
Los resultados sugieren que la división de los datos en sujetos altos y bajos no supone una diferencia 
significativa como para tener en cuenta esta clasificación a la hora de elaborar y evaluar los modelos. 
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5.1.2. Modelos y validación 
En la Tabla 4.2 se observa que, en el entrenamiento de los modelos, el valor umbral óptimo que 
proporciona mayor accuracy es el 13500, con un 100%. Esto quiere decir que, para el modelo ajustado 
con dicho parámetro, la clasificación de las clases ‘lejos’ y ‘cerca’ se ha realizado con total exactitud. 
Esto se puede apreciar claramente en la Figura 4.2, donde los datos se distribuyen en la diagonal 
principal de la matriz de confusión, indicando que tanto el ratio de verdaderos positivos (sensibilidad) 
como el ratio de verdaderos negativos (especificidad) son del 100%. 
El modelo evaluado con un nuevo conjunto de datos de test proporciona el mismo rendimiento. Como 
se muestra en la Tabla 4.3, el accuracy vuelve a indicar que la clasificación es perfecta. Este resultado 
queda reflejado en la Figura 4.3 donde, de la misma manera que para el conjunto de entrenamiento, las 
clases ‘lejos’ y ‘cerca’ han sido clasificadas con una sensibilidad y especificidad del 100%. 
Por tanto, el modelo validado indica que para un valor umbral de área de 13500 píxeles, la clasificación 
se realiza con un 100% de accuracy. Así, la métrica de distancia queda definida y optimizada de manera 
que se puede determinar con un 100% de exactitud la distancia a la que se encuentra un sujeto respecto 
de un expositor, siendo cerca si el valor de área registrado por la detección es superior a 13500 píxeles, 
o lejos si el valor registrado es inferior o igual a 13500 píxeles.  
Por último, la Tabla 4.4 indica que el valor de Kappa de Cohen para el modelo de clasificación validado 
es de 1, lo cual supone un rendimiento muy bueno del clasificador. 
5.2. Problema 2: Mirada 
5.2.1. Análisis descriptivo 
La Figura 4.4 se presenta con el objetivo de analizar la distribución de los datos para cada ángulo y 
encontrar diferencias destacables entre ellos. Como se observa, el rango abarca únicamente valores 
positivos puesto que se han representado los datos de cada ángulo en valor absoluto. 
En primer lugar, se puede afirmar que a nivel descriptivo existe un solape muy alto con las cajas entre 
los ángulos H y P. Sin embargo, la distribución de datos para el ángulo R difiere a nivel descriptivo 
respecto a los datos de H y R, pues no hay solape entre sus cajas. Por tanto, es fácil discriminar los 
valores de H y P respecto a R. 
Un aspecto a comentar es la aparición de un gran número de valores atípicos en H y R. Esto se debe a 
dos factores: por un lado, estos datos reflejan ángulos más elevados de lo normal debido al movimiento 
de la cabeza cuando el sujeto deja de mirar el expositor. Este movimiento se ve especialmente reflejado 
en H y R, donde la rotación axial y la flexión lateral, respectivamente, se ven alteradas 
considerablemente. Adicionalmente, durante la mayor parte de la detección el sujeto enfoca su mirada 
hacia el expositor (mayoría de los datos recopilados, contenidos en la caja y los bigotes), mientras que 
el momento en el que deja de mirar ocurre al final de la grabación y corresponde a breves instantes de 
detección. Esto se traduce en un desbalance entre los datos para los instantes en los que mira y no mira, 
por lo que los datos que se recogen cuando no mira, al ser pocos, se representan como valores fuera del 
rango normal.  
Por otro lado, se aprecia una menor dispersión de los datos en el ángulo R, indicando que la flexión 
lateral de la cabeza registra poca variabilidad, pues el movimiento de inclinación de la cabeza hacia los 
hombros no varía mucho. Con mayor dispersión se encuentran los ángulos H y R, pues durante los pases 
experimentales, el movimiento de rotación axial y de flexión-extensión, respectivamente, presentan 
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mayor variabilidad. Esto es evidente puesto que los sujetos realizan mayormente tanto movimientos de 
izquierda a derecha como de arriba abajo y por tanto los ángulos implicados varían más.  
En la Tabla 4.5 se ve que la dispersión es mayor para el ángulo H que para el P según la desviación 
típica, mientras que su valor para R indica efectivamente una dispersión más pequeña. En cuanto a la 
media y la mediana, se ven valores parecidos para H y P, y valores pequeños para R. Los valores 
mínimos para los tres ángulos rozan el 0 ya que en algún momento la cabeza ha registrado valores en 
los que, o bien la rotación axial, o la flexión-extensión, o la flexión lateral han sido nulas. Los valores 
máximos se corresponden a datos extremos registrados durante movimientos más bruscos de la cabeza 
en los que el sujeto dejaba de mirar el expositor. Entre los valores máximos, el del ángulo H es el más 
alto ya que el movimiento más pronunciado al apartar la mirada era el de rotación axial. 
5.2.2. Modelos y validación 
a) Ángulo H 
Los resultados recogidos en la Tabla 4.27 muestran que el modelo óptimo se da para el valor umbral de 
22.5º, de manera que la clasificación de las clases ‘no mira’ y ‘mira’ se realiza con un 99.08% de 
accuracy para el entrenamiento del modelo ajustado con dicho parámetro. Este buen resultado es 
respaldado por los valores de especificidad y sensibilidad del 94.79 y 99.83%, respectivamente, lo cual 
es importante en este problema desbalanceado. La evaluación del modelo con el conjunto de test resulta 
en una clasificación del 99.76%. 
Por tanto, el modelo ajustado y evaluado para el ángulo H demuestra que, para un valor umbral de 22.5º, 
la clasificación se consigue con una exactitud del 99.76%. Además, el valor de Kappa de Cohen para el 
modelo de clasificación validado es de 0.99, que se traduce en un rendimiento muy bueno del 
clasificador. 
b) Ángulo P 
En la Tabla 4.27 se observa que el modelo óptimo se da para los valores umbral desde 40º hasta 70º. La 
clasificación para el conjunto de entrenamiento proporciona el mismo valor máximo de accuracy para 
cada valor umbral (85.01%). Sin embargo, la clasificación de la clase ‘no mira’ es incorrecta al 100% 
(sensibilidad del 0%). Para el conjunto de test ocurre lo mismo. Además, el valor de Kappa de Cohen 
de 0 refleja que el rendimiento de la clasificación es muy malo. 
Por tanto, se concluye que el ángulo P no aporta valor a la definición y optimización de la métrica de 
mirada, por lo que se descarta este modelo.  
c) Ángulo R 
La Tabla 4.27 recoge que el modelo que proporciona el mayor accuracy se da para un valor umbral de 
7.5º, con un 92.33% de accuracy para el entrenamiento. La especificidad del modelo es del 98.04% 
pero, sin embargo, la sensibilidad es del 59.95%, que significa que un alto porcentaje de la clase ‘no 
mira’ es clasificada incorrectamente. Para el conjunto de test sucede algo similar. El valor de accuracy 
es de un 94.11%, pero la sensibilidad es de un 63.48%. 
Por su parte, el valor de Kappa de Cohen para el modelo de clasificación validado es de 0.717, lo cual 
supone un buen rendimiento del clasificador. No obstante, los resultados ponen en duda la utilidad del 
ángulo R para la definición de la métrica de mirada, pues la clasificación para la clase ‘no mira’ no es 
tan buena. 
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d) Ángulo H y P 
Atendiendo a la Tabla 4.27, el modelo que proporciona mejor accuracy es el ajustado para un valor 
umbral de 22.5º para H, y valores umbrales de 40º en adelante para P. Sin embargo, se aprecia que, en 
el entrenamiento, tanto el accuracy como los valores de sensibilidad y especificidad son exactamente 
los mismos que para el modelo de H. Los resultados derivados del conjunto de test también se repiten 
en comparación con el modelo del ángulo H. 
El resultado de Kappa de Cohen para este modelo es (al igual que el modelo de H) de 0.99, que refleja 
un rendimiento del clasificador muy bueno. 
Por tanto, de los resultados se concluye que el ángulo P no aporta información significativa al modelo, 
de manera que el modelo multivariable de H y P no consigue mejorar la clasificación respecto al modelo 
ajustado únicamente para el ángulo H. 
e) Ángulo H y R 
En la Tabla 4.27 se observa que el modelo que proporciona mejor accuracy es el ajustado para un valor 
umbral de 22.5º para H, y valores umbrales de 12.5º en adelante para R. No obstante, igual que para el 
caso anterior, los valores de accuracy, sensibilidad y especificidad se repiten para el conjunto de 
entrenamiento comparado con el modelo del ángulo H. Para el conjunto de test, el accuracy (99.64%) 
es levemente inferior respecto al modelo de H (99.72%). 
El resultado de Kappa de Cohen para el modelo es de 0.985, que refleja un rendimiento del clasificador 
muy bueno. Este dato difiere levemente del valor de Kappa de Cohen para el modelo de H (k = 0.99). 
Por tanto, se concluye que el ángulo R no aporta información significativa al modelo ya que los 
resultados no difieren de los proporcionados por el modelo constituido solamente por el ángulo H. 
Además, la variación del accuracy del modelo validado, pese a ser muy pequeña, indica un rendimiento 
inferior y no supone una mejora en la clasificación. 
f) Ángulo R y P  
Como se aprecia en la Tabla 4.27, el modelo de mayor accuracy se da para un valor umbral de 7.5º para 
R, y valores umbrales de 40º en adelante para P. En este caso también nos encontramos con que el 
ángulo P no está aportando información a los resultados del modelo pues, como se ve tanto en el 
entrenamiento como en la validación con los datos de test, los valores de accuracy, sensibilidad y 
especificidad son los mismos que para el modelo del ángulo R. Además, de igual forma se observa que, 
pese a contar con un accuracy final del 94.11%, la sensibilidad es del 63.48% y por tanto la clasificación 
de la clase ‘no mira’ es incorrecta en una alta proporción. 
En este caso, el Kappa de Cohen es el mismo que para el modelo del ángulo R (k = 0.717). 
Por tanto, además de evidenciar que el ángulo P no aporta información al modelo, los resultados ponen 
en duda la utilidad del ángulo R para la definición de la métrica de mirada, al igual que ocurre para el 
caso del modelo con el ángulo R únicamente, pues la clasificación no es buena para la clase ‘no mira’. 
5.3. Interpretación final 
Los resultados obtenidos demuestran que: 
a) Para la definición de la métrica de distancia, el parámetro de área de 13500 píxeles proporciona 
un modelo que realiza una clasificación perfecta. Así, con este valor de área pequeño es posible 
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establecer un umbral óptimo que diferencie, con total exactitud, si el consumidor frente al 
expositor se encuentra lejos o cerca. 
b) Para la definición de la métrica de mirada, el ángulo que aporta mayor valor es el H (rotación 
axial). Esto se debe a que el comportamiento de la cabeza del consumidor frente a un expositor 
describe principalmente un movimiento de rotación hacia izquierda y derecha. El modelo para 
un parámetro de ángulo H de 22.5º proporciona una clasificación del 99.76% de accuracy, un 
resultado muy bueno respaldado por un valor de Kappa de Cohen de 0.99. 
El resto de modelos quedan descartados para la definición de la mirada, pues: 
▪ El ángulo P, correspondiente a la flexión-extensión de la cabeza, no proporciona 
información relevante para determinar si el consumidor mira o no, ya que la gente no 
suele mirar hacia el suelo o el techo y por tanto no es un movimiento que discrimine la 
atención visual hacia el expositor. Prueba de ello es que los resultados del modelo para 
este ángulo indican que la clasificación es muy mala. 
▪ El ángulo R, correspondiente a la flexión lateral, proporciona un modelo que clasifica 
por error un alto porcentaje de los datos para la clase ‘no mira’. Además se suma el 
hecho de que el movimiento de ladeo de la cabeza hacia los hombros no parece 
determinante para distinguir si el consumidor mira o no al expositor. 
▪ Los modelos multivariable H-P y H-R proporcionan resultados que demuestran que los 
ángulos P y R, respectivamente, no aportan información relevante y que por tanto los 
buenos resultados se deben exclusivamente al ángulo H. En el modelo multivariable R-
P, el ángulo P no aporta información, pero se descarta por el mismo motivo que el 
modelo con R como única variable. 
En resumen, la distancia a la que se encuentra el consumidor del expositor queda determinada por un 
parámetro umbral de área de 13500 píxeles, de modo que si se registra un valor mayor se detectará como 
‘cerca’, y si se registra un valor igual o menor se detectará como ‘lejos’. Por su parte, la mirada del 
consumidor respecto al expositor queda determinada por un parámetro umbral de ángulo H de 22.5º, de 
forma que si se registra, en valor absoluto, un valor menor se detectará como ‘mira’, y si se registra un 
valor igual o mayor se detectará como ‘no mira’.  
Así, la calibración de estos parámetros posibilita la generación de un sensor de visión artificial que 
analice de manera automática la distancia y la mirada, y permita medir el nivel de atención visual al 
expositor en espacios físicos de venta. La Figura 5.1 recoge el funcionamiento del sensor según las 
métricas definidas. 
  
a)       b) 
Figura 5.1: Comportamiento final del sensor según las métricas definidas de a) distancia y                    
b) mirada. Fuente: propia. 
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5.4. Limitaciones y trabajo futuro 
Las limitaciones directas que se han encontrado en el desarrollo de este trabajo son consecuencia de la 
excepcional situación vivida a causa del COVID-19. 
El cierre de los laboratorios supuso que la fase de experimentación tuviera que verse interrumpida, por 
lo que no se pudo contar con más sujetos para la realización de los pases. En lugar de los 15 individuos 
previstos para participar en el estudio, finalmente solo se pudo recoger datos de 5, lo que ha supuesto 
contar con un número de datos inferior al previsto para el desarrollo de los modelos. Además, el hecho 
de contar con pocos sujetos ha obligado a utilizar los datos de las mismas personas tanto para el 
entrenamiento como para el test, lo que puede condicionar la generalización de los modelos para 
“nuevos” datos. Por último, los participantes contaban con características similares en cuanto a edad y 
estatura, y al no haber utilizado a más personas no se ha podido ampliar el rango y comprobar si este 
hubiera afectado al estudio. 
En línea con este trabajo, investigaciones futuras deberían estar orientadas a aumentar el número de 
sujetos de experimentación y aumentar la variabilidad en características como la edad y la estatura. 
También se sugiere variar las características de los pases experimentales para registrar datos en 
situaciones reales que contemplen lo siguiente: emplear entornos fuera de laboratorio que proporcionen 
una experiencia más realista a los sujetos; utilizar varias personas a la vez en escena para comprobar el 
rendimiento de la detección y el registro de datos cuando se presenta gente de manera simultánea ante 
el expositor; medir el proceso de compra completo, incluyendo la recogida de productos; o contemplar 
la realización de tareas libres en lugar de tareas guiadas. 
En cuanto a la técnica de clasificación, se analizó la posibilidad de utilizar otros algoritmos de 
aprendizaje automático para realizar los modelos pero, debido a que el problema tenía pocas variables 
(1 o 2), se optó por emplear una clasificación basada en reglas con optimización. 
Por otro lado, conviene comentar que la definición de la mirada (mira/no-mira) se ha hecho conforme a 
un expositor grande, por lo que la calibración de los parámetros debería rehacerse si cambia su tamaño. 
Finalmente, es importante señalar que en este trabajo se ha estudiado la atención visual al expositor 
completo. Sin embargo, se podrían buscar otras calibraciones que fuesen más específicas, es decir, a 
partes más pequeñas del mismo (por ejemplo, dividiendo el expositor en 4 secciones). Además se 
podrían crear métricas relativas al espacio (por ejemplo, el sujeto está mirando entre 1 y 2 metros a la 
derecha/izquierda de la cámara y así con el resto de distancias). De esta manera no habría que recalibrar 
los modelos para un nuevo expositor, sino que tendríamos una base donde se inferiría dónde se está 
mirando especialmente. 
Otra opción sería estimar directamente el eye-tracking utilizando la pose de la cabeza y su posición en 
el espacio. Existen librerías capaces de hacerlo, pero su funcionamiento aún no es fiable. En este trabajo 
se han obviado estas librerías de pseudo eye-tracking  y utilizado directamente cámaras y visión artificial 
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En este capítulo final se pone en valor el trabajo, exponiendo los objetivos alcanzados y las conclusiones 
obtenidas. 
La recopilación de datos que permitan analizar y entender la conducta del cliente es un reto fundamental 
en el entorno minorista de cara a optimizar las ventas y obtener un mayor rendimiento económico. En 
este sentido, la atención visual juega un papel importante, pues es entendida como una señal de interés 
que participa activamente en el proceso de compra. Por ello, el principal objetivo de este trabajo ha sido 
desarrollar un nuevo método que, de manera automática, continua, precisa y económica, proporcione 
información útil que permita caracterizar el nivel de atención visual del consumidor en espacios físicos 
de venta. 
En vista a los resultados, se ha logrado definir dos métricas para clasificar la atención visual frente a un 
expositor comercial a partir de algoritmos de reconocimiento facial. La primera, basada en la distancia 
a la que se encuentra el cliente, ha quedado definida mediante un parámetro de área de 13500 píxeles, 
de manera que un área registrada por encima o por debajo de este valor determina si el individuo está 
cerca o lejos, respectivamente, con una exactitud del 100% según el modelo validado. La segunda, 
basada en si el cliente mira o no mira al expositor, ha quedado definida por un parámetro de ángulo H 
(rotación axial) de 22.5º, de forma que un ángulo registrado (en valor absoluto) mayor o menor a este 
valor determina si el individuo no mira o mira, respectivamente, con una exactitud del 99.76% según el 
modelo validado. 
Así, resulta posible la generación de un sensor basado en cámaras y algoritmos de visión artificial que 
analice de manera automática la distancia y la mirada de los consumidores frente a un expositor, 
cumpliendo con el objetivo principal del trabajo. La distancia permitirá determinar la atención hacia el 
expositor, pues, si el cliente se acerca, supondrá un interés al mismo por su parte. Esta métrica se 
complementa con el análisis de la mirada, pues se trata de un indicador directo de la atención visual 
hacia el expositor. Esta información será valiosa para minoristas y encargados de marketing de cara a 
entender cómo los consumidores reaccionan o se comportan frente a un expositor, e incentivar así el 
desarrollo de nuevas estrategias de venta que logren captar la atención del cliente y posibiliten no solo 
una mejor experiencia de compra, sino también un aumento de la rentabilidad y el rendimiento de la 
tienda. 
La validación del método demuestra la posibilidad de su implementación real en tiendas físicas, por lo 
que, pese a las limitaciones encontradas, se han obtenido resultados satisfactorios que permiten concluir 
que los objetivos propuestos han sido alcanzados. Sin embargo, y sin intención de tildar el valor de la 
aportación de este trabajo, se sugiere reforzar el estudio con futuras investigaciones que contemplen 
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El presente documento se presenta con el objetivo de aportar una valoración económica al Trabajo de 
Fin de Grado realizado. Las consideraciones oportunas para el cálculo del presupuesto se describen a 
continuación. 
La mano de obra, entendida como los recursos humanos precisados para el desarrollo del proyecto, está 
comprendida por un ingeniero biomédico júnior (autor del trabajo), un ingeniero sénior en calidad de 
tutor responsable, un ingeniero sénior en calidad de cotutor y encargado del seguimiento y corrección 
del trabajo, y un data scientist como ayudante en el proyecto. El salario bruto anual para cada uno se 
estima en 20.000€, 40.000€, 32.000€ y 28.000€, respectivamente. Teniendo en cuenta que el coste bruto 
anual que asume la empresa en concepto de seguridad social según el Ministerio de Trabajo, 
Migraciones y Seguridad Social supone un 31,55%, el salario bruto anual para cada uno asciende, 
respectivamente, a 26.310€, 52.620€, 42.096€ y 36.834€. Para el cálculo del precio por hora de cada 
mano de obra, se consideran 1736 horas hábiles al año (asumiendo 14 días festivos, 30 días de 
vacaciones y 104 días correspondientes a fines de semana) y una jornada laboral de 8 horas. Así, el 
precio por hora queda en 15,155€/h para el ingeniero biomédico junior, 30,311€/h para el ingeniero 
sénior tutor, 24,248€/h para el ingeniero sénior cotutor y 21,217€/h para el data scientist. 
En cuanto a los materiales, el precio del PC es de 800€, el de la webcam de 163€ y el de las licencias de 
duración indefinida de Matlab y Microsoft Office de 2.000€ y 299€, respectivamente. Además, aunque 
el precio del software libre de OpenVINO™ sea de 0€, se refleja en el cuadro de materiales para 
constatar su uso en el proyecto. Para el cálculo del coste de los materiales, se ha considerado una vida 
útil de 5 años (60 meses) para el hardware (PC y webcam), por lo que se asume la misma vida útil para 
el software asociado. Como la duración del trabajo ha sido de 6 meses, se aplica un factor de 
amortización para cada material del 0,10 (6/60). 
Para el cálculo del presupuesto de ejecución material se consideran dos porcentajes añadidos: un 13% 
asociado a los gastos generales, y un 6% asociado al beneficio de industrial. Finalmente, para el cálculo 
del presupuesto total de ejecución por contrata se aplica un 21% correspondiente al impuesto general 
del IVA. 
Los cuadros de precios recogidos en los siguientes apartados se han elaborado con la ayuda de la 
herramienta de elaboración de presupuestos Arquímedes. 
2. CUADRO DE PRECIOS DE MANO DE OBRA 
Tabla 1: Cuadro de precios de mano de obra 
N.º Código Denominación de la mano de obra Precio (€) Horas (h) Total (€) 
1 MO.IS1 Ingeniero Sénior 1 (tutor) 30,311 1,50 45,47 
2 MO.IS2 Ingeniero Sénior 2 (cotutor) 24,248 36,50 885,07 
3 MO.DS Data Scientist 21,217 19,50 413,75 
4 MO.IBJ Ingeniero Biomédico Junior 15,155 365,75 5.542,95 
   Total mano de obra: 6.887,24 € 
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3. CUADRO DE PRECIOS DE MATERIALES 











1 MAT.MLAB Licencia Matlab 2020.a 2.000,000 1,00 0,10 200,00 
2 MAT.PC 
PC Intel NUC i7-8559U, CPU 
2,70 GHz, 16 GB RAM, 
Microsoft Windows 10 Pro 
800,000 1,00 0,10 80,00 
3 MAT.MO Microsoft Office Home 2019 299,000 1,00 0,10 29,90 
4 MAT.WC 
Webcam Logitech C920, 15 
MP, 1920 x 1080, 30 FPS 
163,000 1,00 0,10 16,30 
5 MAT.OV OpenVINO™ 0,000 1,00 0,10 0,00 
   Total materiales: 326,20 € 
4. CUADRO DE PRECIOS UNITARIOS 







  1. Planificación del proyecto     
1.1 Reunión inicial 136,40 
CIENTO TREINTA Y SEIS EUROS 
CON CUARENTA CÉNTIMOS 
1.2 Reunión periódica de seguimiento 100,03 
CIEN EUROS CON TRES 
CÉNTIMOS 
1.3 Revisión del estado del arte 1.636,74 
MIL SEISCIENTOS TREINTA Y 
SEIS EUROS CON SETENTA Y 
CUATRO CÉNTIMOS 
  2. Elaboración de la metodología de 
estudio 
    
2.1 
Estudio del problema y definición del método de 
resolución 
318,26 
TRESCIENTOS DIECIOCHO EUROS 
CON VEINTISEIS CÉNTIMOS 
2.2 Diseño del procedimiento experimental 272,79 
DOSCIENTOS SETENTA Y DOS 
EUROS CON SETENTA Y NUEVE 
CÉNTIMOS 
  3. Implementación y adquisición de 
datos 
    
3.1 Instalación de software y hardware 398,94 
TRESCIENTOS NOVENTA Y OCHO 
EUROS CON NOVENTA Y CUATRO 
CÉNTIMOS 
3.2 Realización de pase experimental 3,79 
TRES EUROS CON SETENTA Y 
NUEVE CÉNTIMOS 
3.3 Registro y procesamiento de datos 278,85 
DOSCIENTOS SETENTA Y OCHO 
EUROS CON OCHENTA Y CINCO 
CÉNTIMOS 
  4. Análisis y validación del 
procedimiento 
    
4.1 Programación de los modelos 181,86 
CIENTO OCHENTA Y UN EUROS 
CON OCHENTA Y SEIS CÉNTIMOS 
4.2 Validación de los modelos 151,55 
CIENTO CINCUENTA Y UN EUROS 
CON CINCUENTA Y CINCO 
CÉNTIMOS 
4.3 Análisis de resultados 212,17 
DOSCIENTOS DOCE EUROS CON 
DIECISIETE CÉNTIMOS 
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  5. Redacción y defensa del proyecto     
5.1 Redacción del proyecto 2.273,25 
DOS MIL DOSCIENTOS SETENTA 
Y TRES EUROS CON VEINTICINCO 
CÉNTIMOS 
5.2 Revisión y corrección del proyecto 378,88 
TRESCIENTOS SETENTA Y OCHO 
EUROS CON OCHENTA Y OCHO 
CÉNTIMOS 
5,3 Preparación de la defensa 454,65 
CUATROCIENTOS CINCUENTA Y 
CUATRO EUROS CON SESENTA Y 
CINCO CÉNTIMOS 
 
5. CUADRO DE PRECIOS DESCOMPUESTOS 
Tabla 4: Cuadro de precios descompuestos 
N.º Código ud. Descripción Precio (€) Total (€) 
   1. Planificación del proyecto  
1.1 u Reunión inicial  
 MO.IBJ 1,50 h Ingeniero Biomédico Júnior 15,155 22,73 
 MO.IS1 1,50 h Ingeniero Sénior 1 (tutor) 30,311 45,47 
 MO.IS2 1,50 h Ingeniero Sénior 2 (cotutor) 24,248 36,37 
 MO.DS 1,50 h Data Scientist 21,217 31,83 
     Precio total por u 136,40 € 
1.2 u Reunión periódica de seguimiento  
 MO.IBJ 2,00 h Ingeniero Biomédico Júnior 15,155 30,31 
 MO.IS2 2,00 h Ingeniero Sénior 2 (cotutor) 24,248 48,50 
 MO.DS 1,00 h Data Scientist 21,217 21,22 
     Precio total por u   100,03 € 
1.3 u Revisión del estado del arte  
 MO.IBJ 100,00 h Ingeniero Biomédico Júnior 15,155 1.515,50 
 MO.IS2 5,00 h Ingeniero Sénior 2 (cotutor) 24,248 121,24 
     Precio total por u   1.636,74 € 
   2. Elaboración de la metodología de estudio  
2.1 u Estudio del problema y definición del método de resolución  
 MO.IBJ 5,00 h Ingeniero Biomédico Júnior 15,155 75,78 
 MO.IS2 10,00 h Ingeniero Sénior 2 (cotutor) 24,248 242,48 
     Precio total por u   318,26 € 
2.2 u Diseño del procedimiento experimental  
 MO.IBJ 6,00 h Ingeniero Biomédico Júnior 15,155 90,93 
 MO.IS2 4,00 h Ingeniero Sénior 2 (cotutor) 24,248 96,99 
 MO.DS 4,00 h Data Scientist 21,217 84,87 
     
Precio total por u   272,79 € 
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   3. Implementación y adquisición de datos  
3.1 u Instalación de software y hardware  
 
MAT.PC 1,00 u PC Intel NUC i7-8559U, CPU 2.70 GHz, 
16.00 GB RAM, Microsoft Windows 10 
Pro 
80,000 80,00 
 MAT.WC 1,00 u Webcam Logitech C920, 15.00 MP, 1920 
x 1080, 30 FPS 
16,300 16,30 
 MAT.MO 1,00 u Microsoft Office Home 2019 29,900 29,90 
 MAT.MLAB 1,00 u Licencia Matlab 2020.a 200,000 200,00 
 MAT.OV 1,00 u OpenVINO™ 0,000 0,00 
 MO.IBJ 2,00 h Ingeniero Biomédico Júnior 15,155 30,31 
 MO.DS 2,00 h Data Scientist 21,217 42,43 
     Precio total por u   398,94 € 
3.2 u Realización de pase experimental  
 MO.IBJ 0,25 h Ingeniero Biomédico Júnior 15,155 3,79 
     Precio total por u   3,79 € 
3.3 u Registro y procesamiento de datos  
 MO.IBJ 10,00 h Ingeniero Biomédico Júnior 15,155 151,55 
 MO.DS 6,00 h Data Scientist 21,217 127,30 
     Precio total por u   278,85 € 
   4. Análisis y validación del procedimiento  
4.1 u Programación de los modelos  
 MO.IBJ 12,00 h Ingeniero Biomédico Júnior 15,155 181,86 
     Precio total por u   181,86 € 
4.2 u Validación de los modelos  
 MO.IBJ 10,00 h Ingeniero Biomédico Júnior 15,155 151,55 
     Precio total por u   151,55 € 
4.3 u Análisis de resultados  
 MO.IBJ 14,00 h Ingeniero Biomédico Júnior 15,155 212,17 
     Precio total por u   212,17 € 
   5. Redacción y defensa del proyecto  
5.1 u Redacción del proyecto  
 MO.IBJ 150,00 h Ingeniero Biomédico Júnior 15,155 2.273,25 
     Precio total por u   2.273,25 € 
5.2 u Revisión y corrección del proyecto  
 MO.IBJ 14,00 h Ingeniero Biomédico Júnior 15,155 212,17 
 MO.IS2 6,00 h Ingeniero Sénior 2 (cotutor) 24,248 145,49 
 MO.DS 1,00 h Data Scientist 21,217 21,22 
     Precio total por u   378,88 € 
5.3 u Preparación de la defensa  
 MO.IBJ 30,00 h Ingeniero Biomédico Júnior 15,155 454,65 
     Precio total por u   454,65 € 
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6. CUADRO DE PRECIOS PARCIALES 
Tabla 5: Cuadro de precios parciales N.º 1 
Presupuesto parcial N.º 1 Planificación del proyecto 
       
N.º ud. Descripción Cantidad Precio (€) Importe (€) 
1.1 U Reunión inicial 
Total u  : 1,00 136,40 136,40 
1.2 U Reunión periódica de seguimiento 
Total u  : 5,00 100,03 500,15 
1.3 U Revisión del estado del arte 
Total u  : 1,00 1.636,74 1.636,74 
Total Presupuesto parcial N.º 1:  2.273,29 € 
 
Tabla 6: Cuadro de precios parciales N.º 2 
Presupuesto parcial N.º 2 Elaboración de la metodología de estudio 
       
N.º ud. Descripción Cantidad Precio (€) Importe (€)  
2.1 U Estudio del problema y definición del método de resolución 
Total u  : 1,00 318,26 318,26 
2.2 U Diseño del procedimiento experimental 
Total u  : 1,00 272,79 272,79 
Total Presupuesto parcial N.º 2:  591,05 € 
 
Tabla 7: Cuadro de precios parciales N.º 3 
Presupuesto parcial N.º 3 Implementación y adquisición de datos 
       
N.º ud. Descripción Cantidad Precio (€)  Importe (€) 
3.1 U Instalación de software y hardware 
Total u  : 1,00 398,94 398,94 
3.2 U Realización de pase experimental 
Total u  : 5,00 3,79 18,95 
3.3 U Registro y procesamiento de datos 
Total u  : 1,00 278,85 278,85 
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Tabla 8: Cuadro de precios parciales N.º 4 
Presupuesto parcial N.º 4 Análisis y validación del procedimiento 
       
N.º ud. Descripción Cantidad Precio (€) Importe (€) 
4.1 U Programación de los modelos 
Total u  : 1,00 181,86 181,86 
4.2 U Validación de los modelos 
Total u  : 1,00 151,55 151,55 
4.3 U Análisis de resultados 
Total u  : 1,00 212,17 212,17 
Total Presupuesto parcial N.º 4:  545,58 € 
 
Tabla 9: Cuadro de precios parciales N.º 5 
Presupuesto parcial N.º 5 Redacción y defensa del proyecto 
       
N.º ud. Descripción Cantidad Precio (€) Importe (€) 
5.1 U Redacción del proyecto 
Total u  : 1,00 2.273,25 2.273,25 
5.2 U Revisión y corrección del proyecto 
Total u  : 1,00 378,88 378,88 
5.3 U Preparación de la defensa 
Total u  : 1,00 454,65 454,65 
Total Presupuesto parcial N.º 5:  3.106,78 € 
 
7. PRESUPUESTO DE EJECUCIÓN POR CONTRATA 
Tabla 10: Presupuesto de ejecución por contrata   
Importe (€) 
1. Planificación del proyecto  2,223,29 
2. Elaboración de la metodología de estudio 591,05 
3. Implementación y adquisición de datos 696,74 
4. Análisis y validación del procedimiento 545,58 
5. Redacción y defensa del proyecto 3.106,78 
Presupuesto de ejecución material 7.213,44 € 
13% de gastos generales 937,75 
6% de beneficio industrial 432,81 
Suma 8.584,00 € 
21% IVA  1.802,64 
Presupuesto de ejecución por contrata  10.386,64 € 
     
Asciende el presupuesto de ejecución por contrata a la expresada cantidad de DIEZ MIL 
TRESCIENTOS OCHENTA Y SEIS EUROS CON SESENTA Y CUATRO CÉNTIMOS. 
 
