If a component of the dark matter has dissipative interactions, it could collapse to form a thin dark disk in our Galaxy that is coplanar with the baryonic disk. It has been suggested that dark disks could explain a variety of observed phenomena, including periodic comet impacts. Using the first data release from the Gaia space observatory, we search for a dark disk via its effect on stellar kinematics in the Milky Way. Our new limits disfavor the presence of a thin dark matter disk, and we present updated measurements on the total matter density in the Solar neighborhood.
If a component of the dark matter has dissipative interactions, it could collapse to form a thin dark disk in our Galaxy that is coplanar with the baryonic disk. It has been suggested that dark disks could explain a variety of observed phenomena, including periodic comet impacts. Using the first data release from the Gaia space observatory, we search for a dark disk via its effect on stellar kinematics in the Milky Way. Our new limits disfavor the presence of a thin dark matter disk, and we present updated measurements on the total matter density in the Solar neighborhood.
Introduction.-The particle nature of dark matter (DM) remains a mystery in spite of its large abundance in our Universe. Moreover, some of the simplest DM models are becoming increasingly untenable. Taken together, the wide variety of null searches for particle DM strongly motivates taking a broader view of potential models. Many recently-proposed models posit that DM is part of a dark sector, containing interactions or particles that lead to non-trivial dynamics on astrophysical scales [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Meanwhile, the Gaia satellite [17] has been observing one billion stars in the local Milky Way (MW) with high precision astrometry, which will allow for a vast improvement in our understanding of DM substructure in our Galaxy and its possible origins from dark sectors.
In this Letter, we apply the first Gaia data release [18] to constrain the possibility that DM can dissipate energy through interactions in a dark sector. Existing constraints imply that the entire dark sector cannot have strong self interactions, since this would lead to deviations from the predictions of cold DM that are inconsistent with cosmological observations [19] [20] [21] [22] . However, it is possible that only a subset of the dark sector interacts strongly or that DM interactions are only strong in low-velocity environments [23] [24] [25] . In these cases, there is leeway in cosmological bounds and one must make use of smaller scale observables [26, 27] . If the DM component can dissipate energy through emission or upscattering (see e.g. [16, [28] [29] [30] [31] [32] [33] [34] [35] for examples of mechanisms), then it can cool and collapse to form DM substructure. These interactions could result in a striking feature in our Galaxy: a thin DM disk (DD) [14, 15] that is coplanar with the baryonic disk.
A thin DD may be accompanied by a range of observational signatures. For instance, DDs may be responsible for the ∼30 million year periodicity of comet impacts [36] , the co-rotation of Andromeda's satellites [37, 38] , the point-like nature of the inner Galaxy GeV excess [39, 40] , the orbital evolution of binary pulsars [41] , and the formation of massive black holes [42] , in addition to having implications for DM direct detection [43, 44] . Typically, a DD surface density of Σ DD ∼ 10 M /pc 2 and a scale height of h DD ∼ 10 pc are required to meaningfully impact the above phenomena.
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Here we present a comprehensive search for a local DD, using tracer stars as a probe of the local gravitational potential. Specifically, we use the Tycho-Gaia Astrometric Solution (TGAS) [47, 48] catalog, which provides measured distances and proper motions for ∼2 million stars in common with the Tycho-2 catalog [49] . Previous work searching for a DD with stellar kinematics used data from the Hipparcos astrometric catalog [50] and excluded local surface densities Σ DD 14 M /pc 2 for dark disks with thickness h DD ∼ 10 pc [51] . As compared with Hipparcos, TGAS contains ∼20 times more stars with three dimensional positions and proper motions within a larger observed volume, which allows for a significant increase in sensitivity. Our analysis also improves on previous work by including a comprehensive set of confounding factors that were previously not all accounted for, such as uncertainties on the local density of baryonic matter and the tracer star velocity distribution. We exclude Σ DD 6 M /pc 2 for h DD ∼ 10 pc, and our results put tension on the DD parameter space of interest for explaining astrophysical anomalies [36] [37] [38] [39] [40] [41] [42] .
Vertical kinematic modeling.-We use the framework developed in Ref. [52] (and extended in Ref. [51] ) to describe the kinematics of TGAS tracer stars in the presence of a DD. This formalism improves upon previous constraints on a DD that did not self-consistently model the profiles of the baryonic components in the presence of a DD [53] [54] [55] [56] [57] . These bounds typically compared the total surface density of the Galactic disk, measured from the dynamics of a tracer population above the disk, to a model of the surface density of the baryons based on extrapolating measurements from the Galactic midplane. However, the models did not include the pinching effect of the DD on the distribution of the baryons, which would lower the inferred baryon surface density for fixed midplane density. Instead, Refs. [51, 52] consider the dynamics close to the disk and self-consistently model the baryonic components for fixed DD surface density and scale heights. We summarize the key components below.
The phase-space distribution function of stars f (x, v) in the local MW obeys the collisionless Boltzmann equation. Assuming that the disk is axisymmetric and in equilibrium, the first non-vanishing moment of the Boltzmann equation in cylindrical coordinates is the Jeans equation for population A,
where Φ is the total gravitational potential, ν A is the stellar number density, and σ 1 r ∂ r (r∂ r Φ) = 4πGρ ,
where ρ is the total mass density of the system. The radial term is related to Oort's constants, with recent measurements showing 1 r ∂ r (r∂ r Φ) = (3.4 ± 0.6) × 10 −3 M /pc 3 [60] , which can be included in the analysis as a constant effective contribution to the density [61] . Combining the Jeans and Poisson equations under reflection symmetry yields an integral equation. In the limiting case with only one population, the solution is ρ(z) = ρ 0 sech 2 ( √ 2πGρ 0 z/σ). For multiple populations, the solution for the density profile and Φ must be determined numerically. We use an iterative solver with two steps per iteration. On the n th iteration, we compute
and update the density profile for the A th population,
Adding more gravitating populations compresses the density profile relative to the single-population case. Near the midplane, the vertical motion is separable from the other components. For tracers indexed by i, the
0.0104 ± 0.00312 3.7 ± 0.2 Cold Atomic Gas (HI(1)) 0.0277 ± 0.00554 7.1 ± 0.5 Warm Atomic Gas (HI (2) vertical component of the equilibrium Boltzmann equation is v z ∂ z f i − ∂ z Φ∂ vz f i = 0, which is satisfied by
where f i,0 is the vertical velocity distribution at height z = 0, normalized to unity. Given Φ(z), we can then predict the vertical number density profile for a tracer population. In our analysis we determine f i,0 empirically and do not assume that our tracer population is necessarily isothermal. Mass Model.-In order to solve for the gravitational potential, we must have an independent model for the baryons. In Table I , we compile some of the most up-to-date measurements of ρ A,0 and σ A for the local stars and gas, primarily drawing from the results of Ref. [57] and supplementing with velocity dispersions from Refs. [62, 63] . The velocity dispersions for gas components are effective dispersions that account for additional pressure terms in the Poisson-Jeans equation. We include uncertainties (measured when available, estimated otherwise) and profile over these nuisance parameters in our analysis.
We also include the energy density from the smooth DM halo and a possible thin DD component. We model the bulk collisionless DM halo of the MW as a constant local density ρ DM . Current measurements favor ρ DM ∼ 0.01-0.02 M /pc 3 at ∼kpc heights above the Galactic plane [64] , though we will treat ρ DM as a nuisance parameter in our analysis. For the thin DD, we parametrize the density as
with Σ DD and h DD the DD model parameters.
Tracer Stars.-For our analysis, we select TGAS stars within a cylinder about the Sun with radius R max = 150 pc and which extends 200 pc above and below the Galactic plane. This ensures that we are within the regime of validity for several key assumptions made above: that the tilt term is negligible, that the various mass components have constant velocity dispersions, and that the radial and vertical motions are separable. Indeed, Ref. [58] showed in simulations and with data that these assumptions are satisfied within the z ∼ 200 pc half-mass height of the disk. We also restrict to regions of the sky with average parallax uncertainties of 0.4 mas or less in our sample volume. In the Supplemental Material (SM) we explore the effects of different cuts and sample volumes.
Within the spatial cuts outlined above, the TGAS sample is not complete. To account for this, we use the results of Ref. [65] , which compared the TGAS catalog counts to those of the Two Micron All-Sky Survey (2MASS) catalog [66] in order to determine the effective completeness as a function of position, color, and magnitude. When taking the effective volume completeness into account, the tracer counts yield an optimal estimator for the true density with Poisson-distributed uncertainties [65] .
Using the color cuts defined in Ref. [67] , we consider main sequence stars of spectral types A0-G4. Later spectral types have density profiles that are closer to constant in our volume, and thus less constraining. In total, our sample contains 1599 A stars, 16302 F stars, and 14252 early G stars, as compared with ∼ 2000 stars that were used in the analysis of Ref. [51] . When including a three dimensional model of dust in the selection function, Ref. [65] found that the difference in stellar density distributions is typically 1-2% for a similar sample volume. We conservatively include a 3% systematic uncertainty on the density in each z-bin, which also includes uncertainties in the selection function as estimated in Ref. [65] . We show the profile of our tracer stars in Fig. 1 with statistical and systematic uncertainties.
To determine the tracers' velocity distributions at the midplane, f i,0 , we project proper and radial motions along the vertical direction as v z = v z,0 + (µ b κ cos b)/π + v r sin b, where v z,0 is the vertical velocity of the Sun, µ b is the proper motion in Galactic latitude b in mas/yr, κ=4.74 is a prefactor which converts this term to units of km/s,π is the parallax in mas, and v r is the radial velocity in km/s. Since the TGAS catalog does not have complete radial velocities, we perform a latitude cut |b| < 5
• , which geometrically ensures that radial velocities are sub-dominant in projecting for v z . We then take v r to be the mean radial velocity, v r = −v x,0 cos l cos b− v y,0 sin l cos b − v z,0 sin b, where l is the Galactic longitude and where v x,0 = 11.1 ± 0.7 stat. ± 1.0 sys. km/s and v y,0 = 12.24 ± 0.47 stat. ± 2.0 sys. km/s capture the proper motion of the Sun inside the disk [68] . The midplane velocity distribution of our tracers is shown in the lower panel of Fig. 1 with combined statistical and systematic uncertainties, which are discussed further in the SM.
Out-of-equilibrium effects.-A key assumption of our analysis is that the Galactic disk is locally in equilibrium. However, there are observations that suggest the presence of out-of-equilibrium features, such as bulk ve- locities, asymmetric density profiles about the Galactic plane, breathing density modes, and vertical offsets between populations [69] [70] [71] [72] . Such features could also be present in the DM components. While these effects are typically manifest higher above the Galactic plane than what we consider, it is still important to account for the possibility that the disk is not in equilibrium. However, our tracer samples appear to obey the criteria for an equilibrium disk. When adjusting for the height of the Sun above the Galactic plane (which we find to be −1.3 ± 4.6 pc, consistent with Refs. [65] and [73] ), we do not find any significant asymmetry in the density profile above and below the Galactic plane. We find no significant difference in the vertical velocity distribution function above and below the Galactic plane, unlike Ref. [74] which claimed evidence for a contracting mode. We also find that the midplane velocity distribution function is symmetric about v = 0 (we find the vertical Solar velocity w 0 = 6.8 ± 0.2 km/s, consistent with the measurement of Ref. [68] ) and has the expected Gaussian profile of a static isothermal population [75] .
Our treatment differs from the out-of-equilibrium analysis of Ref. [51] , which evolves the observed tracer density profile as it oscillates up and down through the spatially-fixed potential of other mass components (including a DD), while determining the error on this evolution through bootstrapping. This results in a band of possible tracer profiles that could be caused by a DD in the presence of disequilibria. In contrast, our approach treats all the data on equal footing. Since changing f 0 (v) can potentially mimic the pinching effect from a DD, our analysis accounts for the possibility that pinching arises from fluctuations or systematics in f 0 (v). Thus, our analysis also scans over an analogous band of tracer profiles.
We perform a final consistency check by breaking down our tracer sample into subpopulations with different velocity dispersions, which are affected differently by disequilibria due to their different mixing timescales. In the presence of out-of-equilibrium features, separate analyses of these different subpopulations could yield discrepant parameters [76] . As detailed in the SM, however, we find broad agreement between the subpopulations.
Likelihood analysis.-We search for evidence of a thin DD by combining the model and datasets described above with a likelihood function. Here we summarize our statistical analysis, which is described in full in the SM.
The predicted z-distribution of stars is a function of the DD model parameters (namley the DD scale height and surface density) and nuisance parameters, which consist of: (i) the 12 baryonic densities in Tab. I, along with their velocity dispersions; (ii) the local DM density in the halo ρ DM ; (iii) the height of the Sun; (iv) the midplane stellar velocity distribution f 0 (v j ), where j indexes the velocity bins.
The velocity distributions are given Gaussian priors in each velocity bin with central values and widths as shown in Fig. 1 . The baryon densities and velocity dispersions are also given Gaussian priors with the parameters in Tab. I. The height of the Sun above the disk and local DM density are given linear priors that encompass a broad range of previous measurements, z sun ∈ [−30, 30] pc and ρ DM ∈ [0, 0.06] M /pc 3 [64, 65, 73, 77, 78] . When combining stellar populations, we use a shared mass model but compute the densities of the A, F, and G stars independently and give their velocity distributions independent nuisance parameters. In analyzing all three stellar populations, we have 89 nuisance parameters.
For fixed h DD , we compute likelihood profiles as functions of Σ DD by profiling over the nuisance parameters. From the likelihood profiles we compute the 95% onesided limit on Σ DD , which is shown in Fig. 2 . We also compare our limit to the expectation under the null hypothesis, which is generated by analyzing multiple simulated TGAS datasets where we assume the fiducial baryonic mass model and include ρ DM = 0.014 M /pc 3 . We present the 68% and 95% containment region for the expected limits at each h DD value. The TGAS limit is consistent with the Monte Carlo expectations at high h DD but becomes weaker at low h DD . This deviation is also manifest in the test-statistic (TS), which is defined as twice the difference in log-likelihood between the maximum-likelihood DD model and the null hypothesis. We find TS ∼ 5 at h DD ∼ 5 pc and Σ DD ∼ 4 M /pc 2 ; while this does indicate that the best-fit point has a nonzero DD density, the TS is not statistically significant. Moreover we cannot exclude the possibility that, the true evidence in favor of the DD is much lower due [36] . Also shown is a comparison of the limit to the 68% and 95% containment regions (in dark and light green, respectively) on the expected limit from simulated data generated under the null hypothesis of no DD.
to the possible existence of systematic uncertainties that are not captured by our analysis. The model without the thin DD provides insight into the baryonic mass model and the local properties of the bulk DM halo. While the DD limits described above were computed in a frequentist framework, we analyze the model without a DD within a Bayesian framework for the purposes of parameter estimation and model comparison. The marginalized Bayesian posterior values for the total baryonic density and local DM density are given in Tab. II for analyses considering the three stellar populations in isolation. Despite only analyzing data in a small sample volume, we find mild evidence in favor of halo DM: for the model with halo DM compared to that without, the Bayes factors are ∼8.4 and 1.9 using the A and F stars, respectively, while for early G stars the Bayes factor ∼0.4 is inconclusive.
Discussion.-The results of our analysis, shown in Fig. 2 , strongly constrain the presence of a DD massive enough to account for phenomena such as periodic comet impacts. If we assume that the DD radial profile is identical to that of the baryonic disk (which need not be the case) then we can set a limit on the fraction of DM with strong dissipations. Taking the baryon scale radius R s = 2.15 kpc [56] , the Galactocentric radius of the Earth to be 8.3 kpc [79] and the MW halo mass to be 10 12 M [80] , then dissipative disk DM can account for at most ∼1% of DM in the MW, for h DD 20 pc. Previous analyses which made this assumption found that up to ∼5% of the DM in the MW could be in the disk [14] . DDs that are marginally allowed by our analysis are not necessarily stable as per Toomre's criterion [46, 57, 81] , although this depends on the collisional properties of the DM [82] and on the presence of other disk components [83, 84] .
For the purpose of comparing our results with previous limits, the time-dependent analysis of Ref. [51] is the most similar to this work: although obtained in different ways, both analyses search over a band of possible density profiles that could arise from systematic effects. Our analysis is more conservative, in that we search over multiple nuisance parameters, such as in the baryon mass model. However, we set a more stringent limit owing to the increased statistics of Gaia over Hipparcos.
Our analysis was limited by uncertainties that can be better understood with the second Gaia data release (DR2), which will have more proper motions, spectra for measuring line-of-sight velocities, and reduced measurement errors. The improved data will reduce the systematic uncertainty on f 0 (v) and the line-of-sight motions will (for the first time) allow for crucial checks on isothermality and any coupling between radial and vertical motions. Thus, the lack of evidence for local out-ofequilibrium features in DR1 can be validated with DR2.
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Constraining a Thin Dark Matter Disk with Gaia Supplemental Material
Katelin Schutz, Tongyan Lin, Benjamin R. Safdi, and Chih-Liang Wu
In this Supplemental Material, we first present the methods applied in obtaining our TGAS tracer star populations. We describe the tests performed in choosing our fiducial volume and dataset and discuss how we assign systematic errors for both density profiles and velocity distributions. We provide an extended description of our analysis, including the formalism of vertical Poisson-Jeans modeling and the full likelihood method used. The analysis is validated with mock data that mimics the TGAS data. We then present extended results for the main TGAS analysis presented in the text, and we further explore the dependence of the results on various systematics including choices of mass model, binning, and tracer population.
DATA SELECTION AND SYSTEMATICS
As discussed in the main Letter, our fiducial sample volume is a cylinder of radius R max centered at the sun, with height of 200 pc above and below the Galactic plane. In selecting for the volume and the part of the sky to include in our analysis, there are several criteria which we consider below. Ideally, we would consider a sample volume as large and inclusive as possible so as to improve statistics. However, we wish to avoid biasing the sample with systematic errors that can influence our results. In this section, we demonstrate the effects of different cuts on meeting the above goals and discuss how we estimate the systematic errors on the data.
Selection Function
To account for the incompleteness of the TGAS data set, we implement the selection function derived in Ref. [65] and provided in the gaia tools package. 2 In the default implementation of Ref. [65] , cuts are placed on regions of the sky in order to select for those regions with reduced measurement uncertainties. In particular, the "good" part of the sky is defined as those pixels with sufficient number of observations in the Gaia scan strategy, small enough variations in the scan strategy for stars in that pixel, and an ecliptic latitude cut. After these cuts, approximately 48% of the sky is selected, with a typical mean parallax uncertainty < 0.45 mas. To determine the number density of stars for a given spectral type, we then obtain the completeness for each spectral subtype (e.g. for A stars, we consider the A0, A1, ..., A9 stars individually), correct the observed number counts of stars using the effective completeness, and finally sum the subtypes. In all results for inferred density profiles shown here, we include both the systematic uncertainty on the selection function (estimated as 3%) and statistical uncertainties computed using the observed number counts. In Fig. S1 , we show the completeness for each of our tracer populations in the fiducial volume with R max = 150 pc. The selection efficiencies are fairly flat in z within our sample volume, such that we are never sampling the steeply falling efficiencies at large distances. It can be seen in Figs. 3-4 of Ref. [65] that the effects of dust extinction (which is included in the 3% systematic error budget) are also small for these distances. The dashed lines in Fig. S1 are the result for the default selection on "good" parts of the sky, while the solid lines show the effect of including an additional cut on regions of the sky with average parallax uncertainty greater than 0.4 mas. In the following section, we consider the parallax uncertainty in detail.
Parallax Uncertainties and Radial Cuts
Perhaps the largest source of error in determining the shape of our profiles is parallax uncertainty. In order to reduce this uncertainty, we can impose a parallax cut on the data. Since cutting on individual stars could bias our sample, we instead make cuts on the mean parallax uncertainty in a given region of the sky rather than cutting individual stars with poor parallax measurements; this optional cut is provided in the selection function of Ref. [65] . In order to retain sufficient statistics, we make a modest cut on regions of the sky with average parallax error greater than 0.4 mas, on top of the default selection in gaia tools. In addition to these statistical parallax uncertainties, there is a reported systematic parallax uncertainty on all TGAS data of 0.3 mas. In total, this translates to a ∼ 10% uncertainty on z near the edge of our sample volume at z = 200 pc, as can be seen in Fig. S2 . These uncertainties can be mitigated to an extent by combining TGAS with other catalogs [89, 90] , but the issue remains that parallax uncertainties are the main contaminant in our density profiles. In our analysis, we use the fitting form σ(z) = 0.00183 |z| 1.7478 + 0.74 pc (S1)
for the uncertainty on z at different heights above the Galactic plane, as shown in Fig. S2 . Due to the uncertainties in parallax error, we would ideally choose bins in z that are larger than the uncertainties. However, one possible effect of choosing large z bins is to artificially broaden the profile. This could cause our constraints on a DD to be overly restrictive, since we are searching for a pinching effect in the profile. To check for the dependence on z binning, we run our analysis on the data with both fine 8 pc bins and coarse 25 pc bins, as Best fit parameters for the profile ν(z) = ν0sech 2 ((z + zsun)/2h) of F and Early G type stars for cylindrical sample volumes with different radial cuts Rmax. We consider data with different vertical bin sizes (8 pc and 25 pc) as well as data with and without mean parallax uncertainty cuts. Generally, placing a parallax cut or using finer binning yields a narrower inferred profile. The different choices of cuts show increasing disagreement in the best fit values for Rmax 150 pc, which is suggestive of systematic effects due to parallax uncertainty. described in the Extended Results section of this Supplemental Material. Parallax uncertainties also feed into the midplane vertical velocities through the projection of the proper motions onto the z direction. The RMS uncertainty on midplane vertical velocities from parallax uncertainties is ∼0.6 km/s. Again, to check for artifacts from binning we run our analysis pipeline with fine 2 km/s velocity bins and coarse 4 km/s velocity bins in the Extended Results section of this Supplemental Material.
In Fig. S3 , we show the effects of the cut on the average parallax error and the choice of binning in z on the tracer star density profile, as functions of the radial cut R max . Fitting the density of F and early G stars to the profile ν(z) = ν 0 sech 2 ((z + z sun )/2h), we find systematic deviations in the scale height h and height of the sun z sun depending on these choices. For both fine (8 pc) and coarse (25 pc) binning, omitting the parallax cut described in the previous section biases the profile to be broader due to larger uncertainties on z. The profiles are also broader with coarser binning.
These differences in the density profile are mitigated by considering a smaller sample volume. We demonstrate this by showing the dependence of the fit results on the maximum radius R max of our sample volume. The most salient feature is the emergence of R max =150 pc as the approximate radius beyond which the profiles start to systematically broaden more with increased radius. This is illustrated further in Fig. S4 where a convergence of sech 2 profiles is seen below R max =150 pc for the coarsely-binned data with parallax cuts.
We interpret the broadening of the number density profile as being due to Eddington bias: due to the increasing parallax uncertainties with distance of the star, a larger sample volume leads to smearing of the density profiles at large z. In order to maximize the statistics of our analysis while reducing these systematic effects, we restrict all of the analyses in this Letter to R max = 150 pc. Since we are searching for pinching due to the presence of a DD, including data beyond r ∼ 150 pc could artificially make our constraints overly restrictive. Even with this cut, there remains non-negligible errors in the z-values of the stars due to parallax error, as shown in Fig. S2 . We account for this in our analysis by applying a Gaussian kernel smoothing to our model predictions when comparing to data, as discussed further below.
Midplane Vertical Velocities
In determining the vertical velocity distribution function, the primary source of uncertainty is on the radial (line of sight) velocities, which are not provided in the TGAS catalog. In our analysis, we assume that on average the stars are co-rotating with the rest of the disk and thus the mean apparent radial velocities are simply given by Earth's proper motion relative to the disk projected along the line of sight to any given star. This mean radial velocity is as large as ∼ 10 km/s, depending on the angular position on the sky.
Thus, in determining f 0 (|v|) we impose a latitude cut on stars so that the projection of the radial velocity onto the z direction is small. Note that this is in contrast with other methods in the literature, such as the deconvolution approach used in Ref. [91] . For a latitude cut of |b| < 5
• , the largest contribution to the vertical velocity from the mean radial velocity is ∆v z ∼ 1 km/s. This large contribution is for the special case where the line of sight to the star is roughly in the same direction as Earth's motion relative to the Galactic plane. In other parts of the sky, the radial velocity contributes a smaller uncertainty to the vertical velocity with this latitude cut.
The effect of the radial velocity uncertainty decreases as we make tighter latitude cuts. However, tighter cuts also reduce our statistics. In Fig. S5 we compare the f 0 (v) for the F stars inferred from the data with different latitude cuts. We find good agreement between the different latitude cuts within statistical uncertainties, so we take |b| < 5
• by default. Still, the uncertainty in the radial velocities cannot be neglected; this can be seen in the left panel of Fig. S6 , where we compare the case assuming average radial velocities to the case with radial velocities set to zero. We use the difference between these two to estimate the size of the systematic error due to radial velocities.
Also shown in Fig. S6 are the effects of the dependence of the selection function on spectral type. The selection function does not depend on velocity, although the effective completeness does vary for different spectral types (see for example Fig. S1 ). A good consistency check is to make sure that when subdividing stellar types into subtypes (e.g. 
Using the F stars as a representative case, we illustrate the effect of different latitude cuts on the inferred midplane velocity distribution f0(|v|). Tighter b cuts help to mitigate the uncertainty in the radial velocity but add statistical noise. We find that within statistical uncertainties, the distribution function is not sensitive to the different latitude cuts shown here so for our analysis we use |b| < 5
• . • accounts for the smallness of the difference between these situations, which is well within the purely statistical uncertainties shown here as error bars. Right: The midplane velocity distribution function for different stellar types when appropriately weighting the stellar subtypes by their selection functions (dark circles) and when ignoring the subtype selection functions (light diamonds). Since the selection functions do not correlate with velocity but rather with position and magnitude, the two procedures are expected to be very consistent within the purely statistical uncertainties shown here as error bars. Indeed, the two procedures give very similar determinations of f0(v), with the biggest difference coming from the low-statistics A stars.
dividing A stars into types A0-A9) and weighting f 0 (v) accordingly by the subtype selection functions that we do not find a discrepancy with the unweighted f 0 (v). We find that the data are consistent between these two procedures, with the largest difference being for A stars, which have the lowest counts. We include the difference between the f 0 (v) data with and without the selection function weighting as part of our estimate of the systematic uncertainty in f 0 (v).
The final contribution to the estimated systematic uncertainty comes from the asymmetry in f 0 (v) for positive and negative values of v. We find that when fitting for the vertical velocity of the Sun, which we find to be 6.8 ± 0.2 km/s, our measurements of f 0 (v) for the different stellar types are well-fit by symmetric Gaussian distributions as expected in an equilibrium configuration [75] . However, to be conservative, we take the systematic uncertainty from non-equilibrium dynamics to be the difference between the + |v| and − |v| values of f 0 (|v|). These estimated nonequilibrium systematics, in combination with the systematic uncertainties from radial velocities and selection function weighting, are included along with statistical uncertainties in Fig. S7 for 2 km/s velocity bins.
ANALYSIS PROCEDURE
In this section, we give an extended description of our analysis procedure. We start by detailing the modeling procedure for relating the dynamics of the tracer stars to the DM and baryonic densities, following the framework described in Refs. [51, 52] . Then, we discuss how we incorporate the model into a likelihood analysis.
Poisson-Jeans Theory
In a collisionless self-gravitating system, such as a collection of stars, particles obey Liouville's theorem. In particular, for a population labeled with the upper case roman index A, the phase space distribution function f A (x, v) obeys the collisionless Boltzmann equation
where Φ is the total gravitational potential summed over all populations and where we have dropped the explicit dependence of f A on phase space coordinates. Instead of working directly with f A , for understanding the bulk behavior of the system it is often sufficient to describe moments of the phase space distribution,
such that ν A represents the number density,v i,A represents the mean velocity, and σ with these definitions and assuming dynamic equilibrium (i.e. time derivatives vanish) we can integrate moments of the Boltzmann equation in cylindrical coordinates. The first non-vanishing moment takes the form of Eq. (1) assuming an axisymmetric disk. In general, in the Milky Way the assumption of axisymmetry (and of dropping the related time-dependence) does not hold due to the presence of the rotating spiral arms; however for the volume considered in this analysis such effects can be neglected [61, 92, 93] . Next, the first term of Eq. (1) (the tilt term) can be ignored when dealing with dynamics near the disk since radial derivatives are much smaller than vertical ones (see e.g. Refs. [58, 94] ). However, this term can be important above the scale height of the disk [61] . We further assume that each population is gravitationally well-equilibrated near the Galactic plane with constant σ 2 A,zz (i.e. that Maxwell-Boltzmann velocity statistics for an isothermal population are satisfied).
To compute the gravitational potential from the mass density of the system, we use the Poisson equation for standard Newtonian gravity given in Eq. (2). Since we are assuming axisymmetry, orbits are assumed to be circular so we can relate the second term to measured quantities as
where v c is the circular orbital velocity, and A and B are Oort's constants, defined as
There are a wide variety of measurements of these constants, but one of the most recent measurements comes from Gaia DR1 [60] . We will adopt these values of A = 15.3 ± 0.4 km/s/kpc and B = −11.9 ± 0.4 km/s/kpc, which means that the radial contribution to the effective vertical density is
assuming uncorrelated errors. This additional effective contribution to the density is roughly one third of previous measurements of the local DM density and can be subtracted off at the end of the analysis to obtain a measure of the physical DM density alone [95] . Note that in principle Oort's constants can vary as a function of z; however, in the region we consider which is close to the galactic plane, this effect is smaller than the uncertainties on their measured values [96] .
Combining the Jeans and Poisson equations (again, assuming reflection symmetry) yields the integral equation
Here we are assuming that the mass density ρ is proportional to the number density ν, i.e. that while there may be some scatter in the mean mass of tracer stars, this does not have any dependence on z. This solution constitutes the basis of our iterative solver shown in Eqs. (3) and (4). Once we are equipped with a converged gravitational potential for the combined components in the Galactic disk, we can predict the vertical density profile for a given tracer population. Since we are focusing on vertical motion, we assume a form for the distribution function where the motion in the z direction is separable from the other components, which is morally equivalent to dropping the tilt, azimuthal, and rotation curve terms as we have done above. Then for this z component of the distribution function, the Boltzmann equation reads
where we have indexed tracer populations by i and where again we are dropping time derivatives. Any function of the form F(v above in mind, we can write
Therefore, once we know the gravitational potential and the velocity distribution function for tracers at the midplane, we can solve for the tracer profile.
Likelihood Function
For a single stellar population, the dataset d consists of the log of the binned vertical star counts ln ν dat i , where i labels one of the z bins, and the midplane binned velocity distribution f dat j , where j labels one of the velocity bins. Additionally, the dataset contains uncertainties σ ln νi and σ fj on the number density and velocity distribution measurements, respectively, that account for both statistical and systematic uncertainties.
We use a likelihood function to fit a model M to the data d, where the model has parameters θ = {ψ, ζ}; the ψ are the parameters of interest and the ζ are the nuisance parameters. Our nuisance parameters include a parameter z sun for the height of the Sun above the disk, the local DM density from the bulk halo ρ DM , baryonic nuisance parameters ρ k and σ v k for the densities of velocity dispersions of each of the N b baryonic components, indexed by k, listed in Tab. I, parameters f ν that describe the overall normalization of the vertical star counts distribution for each tracer population, and nuisance parameters f j that describe the normalization of the midplane velocity distribution of the N t tracer populations in each of the N v velocity bins. Thus, the total number of nuisance parameters is N t + N t N v + 2 N b + 2. Our parameters of interest ψ are the thin DD surface density Σ DD and scale height h DD . Note that given a parameter space vector θ, we calculate the number density of stars ν i (θ) in each of the N z z bins though the iterative procedure described in the main Letter and the preceding section.
As shown in Fig. S2 , parallax uncertainties lead to a larger uncertainty on the height above the midplane at larger heights. Using this information, we can model what the true density profile would look like on average after a simulated TGAS measurement in the presence of parallax uncertainty. We apply a Gaussian kernel to smooth the ν i (θ) by the TGAS parallax uncertainties, with the dispersion of the kernel varying as a function of z as inferred from Eq. (S1), before comparing the model predictions for ν i (θ) to data. After taking the effects of parallax uncertainty into account in our prediction, we compare to the data through the likelihood function
The total likelihood function for a single population in isolation is then given by the above multiplied by the appropriate prior distributions for the baryons and the stellar velocities:
Note that the prior distributions on the stellar velocities p f and baryons p b are only functions of the nuisance parameters. When we combine N t tracer populations, indexed by , the likelihood function instead becomes
Note that baryonic nuisance parameters and the nuisance parameter for the local DM density in the bulk halo are shared between all N t tracer populations, as is the nuisance parameters for the position of the Sun, while each population is given separate nuisance parameters for the binned velocities and normalization for ν(z).
Given the likelihood function, we construct likelihood profiles λ(Σ DD ) at fixed DD scale heights h DD :
Above, the second term denotes the maximum log likelihood taken by maximizing over the nuisance parameters and Σ DD , at fixed h DD , while the first term is the maximum log likelihood at fixed h DD and Σ DD . The likelihood profile is only strictly defined for Σ DD greater than the Σ DD of maximum likelihood. The 95% upper limit on Σ DD is given by the value of Σ DD for which λ(Σ DD ) = −2.71 [97] . The TS, on the other hand, is used to quantify the significance of a detection, and is defined analogously:
That is, the TS is twice the log-likelihood difference between the best-fit DD model and the null model, which has Σ DD = 0 M /pc 2 . In the main Letter, we present both frequentist analyses, following the statistical treatment described above, and Bayesian analyses. Both types of statistical analyses use the likelihood function in Eq. (S16). The Bayesian analyses proceed through Bayes' theorem:
Above, p(θ|M) denotes the prior distribution; the combination of our prior and likelihood functions,
, is given in Eq. (S15). The posterior distribution is given by p(θ|M, d), while the Bayesian evidence (sometimes also referred to as the marginal likelihood or model likelihood) is found through the integral
When performing parameter estimation in the Bayesian framework, we integrate the posterior distribution over all model and nuisance parameters except for our specific parameter of interest and then calculate the appropriate percentiles of the resulting one-dimensional posterior distribution. We also, in the main Letter, compare nested models using the Bayes factor. The Bayes factor in preference for a model M A over a model M B is given by the evidence ratio
Mass model
A key part of our analysis is the inclusion of uncertainties on our mass model, as reported in Table I . This mass model is a composite from a variety of sources in the literature, primarily drawing from the results of Ref. [57] , where we obtained the densities and associated uncertainties in Table I . The local gas densities are determined from measurements of the column density of hydrogen in its various forms, assuming a fixed scale height. A correction factor of 1.4 is applied to account for the presence of heavier elements whose abundance relative to hydrogen is known. For the case of molecular hydrogen (H 2 ), there is a 30% uncertainty on the density, while for the ionized hydrogen (H II ) the uncertainty is 5%. The atomic hydrogen (H I ) is split into warm and cold components: the uncertainty on the density of the warm component is 10% while for the cold component the uncertainty is 20% due to optical depth corrections.
For the giant stars and stars with M V < 8, we estimate the uncertainty on the density as 10%, which is commensurate with the relative uncertainty on the total surface density of these populations for fixed scale height in the analysis of Ref. [57] . Note that the analysis of Ref. [65] found very similar values for the density of giant stars and main sequence stars with M V < 8, within the margins of uncertainty reported by Ref. [57] . Since these stars are such a subdominant component of the mass model, we do not perform a separate analysis with measured densities of Ref. [65] but instead perform our analysis with those from Ref. [57] , which have more conservative uncertainties. For the M dwarfs the uncertainty on the surface density (again, for fixed scale height) is 13%, which we translates to the same relative uncertainty for the density [57] . The uncertainty on the density of white dwarfs is given explicitly in Ref. [57] , while for the brown dwarfs we assume a 35% uncertainty on the density coming from the uncertainty in the spectral index of the brown dwarf mass function. Note that for the densities reported here, the thick stellar disk is already taken into account as described further in Ref. [57] .
For the velocity dispersions, we aggregate measurements and uncertainties from several sources. The velocity dispersions for the gas, giant stars, and stars with M V < 4 came from the revised estimates provided in Refs. [51, 62] , while for the other category we use velocity dispersions from Refs. [63, 64] . In particular the updated velocity dispersions and uncertainties we quote for the gas include additional non-thermal contributions to the pressure, including the effects of magnetic fields. Where available, the uncertainties on the velocity dispersion were drawn from Refs. [63, 64] . In some cases, the populations were categorized differently, in which case a best attempt was made to consolidate different references. For instance, Ref. [51] estimated the velocity dispersion for the category M V < 3 as being the same for the category M V < 2.5, under the assumption that the contribution from stars with 2.5 < M V < 3 is small compared to the error on the velocity dispersion. For the stars with 3 < M V < 8 and the M dwarfs, we estimate the error on the velocity dispersions as coming from the variance of different measurements of the scale height aggregated in Ref. [57] , which yield similar error estimates as those reported in Refs. [63, 64] . Finally, in other cases where the updated stellar velocity dispersions from Ref. [51] were different from the values given in Refs. [63, 64] , we assume that the relative size of the error on the revised values is the same as for the previous values. For instance, for the giant stars the error is assumed to be 10% for the new value of the velocity dispersion, as it was for the old value.
VALIDATING OUR ANALYSIS WITH MOCK DATA
In this section we test our analysis framework on simulated TGAS data. By analyzing simulated data with an injected DD signal, we show that our analysis framework is able to appropriately reconstruct the injected parameters and importantly we demonstrate that the resulting limits to do not exclude the true DD parameters.
Mock Data Generation
We create an ensemble of mock datasets in the following way. First, we assume a mass model. For the baryons, we simply take the centers of the priors for the midplane densities and velocity dispersions. For every mock dataset we set z sun = 0 pc and halo DM density ρ DM = 0.01 M /pc 3 . We optionally include a DD in the mass model for testing the recovery of injected DD parameters.
The velocity distributions of the three tracer populations are drawn assuming Poisson fluctuations in each velocity bin, where we assume the true f 0 (|v|) is given by the measured distribution of that population. Using the mass model and the randomly drawn velocity distribution function, we then calculate the gravitational potential and density profile ν(z) for each tracer population. The calculated density profile is normalized to the observed number of tracer stars in the TGAS data over the range z ∈ [−200, 200] pc; then, using this distribution, we randomly generate both the z-positions of stars as well as the total number of stars assuming Poisson noise. Distance uncertainties due to parallax error are also included in this data set. For every star with distance z i we introduce a random Gaussian smearing on z i with width given by σ(z i ) in Eq. S1. Finally, we assign both statistical and systematic uncertainties to the mock data: for the number densities, we assume a 3% systematic as for the density profiles, while for the velocity distributions we assume 15%, 5%, and 7% systematic errors for A, F, and Early G stars, respectively, which roughly reproduce the uncertainty levels we find in the real TGAS data.
In addition to generating mock datasets with statistical fluctuations, we also generate the Asimov dataset [97] . The Asimov dataset consists of data that are identical to the prediction under the hypothesis being tested, with no statistical fluctuations, even if this means using fractional counts in cases where the data consists of binned counts. In this case, we generate data that lies exactly on top of the predicted density profile for a given mass model. As shown in Ref. [97] , the mean likelihood profile over an ensemble of simulated datasets converges to the likelihood profile obtained with the Asimov dataset in the vicinity of the point of maximum likelihood. This provides a way of cross-checking both the likelihood function and the mock-data generation framework.
In Fig. S8 , we show the likelihood profiles for a sample of mock datasets, as compared with the likelihood profiles computed on the Asimov dataset. When the datasets are generated without scatter due to parallax uncertainty and compared to models without Gaussian kernel smearing, the resulting likelihood profiles behave as expected from the Asimov dataset (left panel). However, when datasets are generated with scatter from parallax uncertainty and compared to models without Gaussian kernel smoothing, we obtain artificially steep likelihood profiles (center panel). Finally, we analyze mock datasets with parallax uncertainty and Gaussian kernel smoothing (right panel), finding agreement with the expectation from the Asimov dataset. These results indicate the importance of including the Gaussian kernel smoothing for obtaining the correct likelihood profiles, and this also verifies that we have adequately accounted for these effects in our modeling.
Results of Mock Data Analysis
Using the methods outlined above, we generate mock datasets with DDs of varying surface density between 0 and 15 M /pc 2 and scale heights h DD = 5, 25, and 50 pc. For each set of DD parameters, we generate 50 such datasets including the effects of parallax uncertainties and run these datasets through our analysis with Gaussian kernel smoothing. In Fig. S9 , for each value of h DD we show the resulting likelihood profiles in Σ DD . Thinner DDs with larger surface density (and corresponding higher midplane density) are detected with much higher significance using our analysis. For the thickest DD we inject into the data, even large surface density DDs are not detected with high significance, in part because the density ∼ Σ DD /4h DD is lower and also because there is a possible degeneracy of the DD with the baryonic disk and halo DM.
The top panel of Fig. S10 compares the recovered best fit Σ DD (green band) with the injected value (dashed line), where we find good agreement. We also show the 95% limit obtained from the data sets with injected signals, indicated by the blue band. As desired, we never rule out an injected signal. The fact that even the 95% containment region of the limit (light blue) does not have any overlap with the injected signal (dashed line) means that our "95%" exclusion -which is determined by assuming that the likelihood profile is χ 2 -distributed in the vicinity of the point of maximum likelihood -is likely conservative. For mock data with injected DD signals, the recovered value of ΣDD (green band, at 68% containment) and the 95% upper limit on ΣDD as determined by 2∆ ln L = −2.71 (blue bands). The dark (light) blue bands represent the 68% (95%) containment regions for the upper limits determined by 50 mock datasets. Crucially, we never exclude the injected signal, which is indicated by the dashed diagonal line. Bottom: The 68% containment region for the maximum TS obtained in our analysis, which gives a measure of the detection strength of the recovered signal.
EXTENDED RESULTS
In this section, we provide details of our main results: we present full likelihood profiles and show the dependence of the final limit on various elements of the analysis. We also give extended results on parameter estimation with a Bayesian framework. For the limit given in Fig. 2 , we also show the complete likelihood profiles over the range h DD = 5 − 100 pc in Fig. S11 (left panel), with maximum TS ∼ 5 for the smallest DD scale height in our analysis, h DD = 5 pc. The right panel shows the maximum TS as a function of h DD , compared to the expectation from 100 mock datasets generated with no DD, similar to the band shown in Fig. 2 . Although our TS value is well outside of the 95% containment region of the mock data (light green band), it is not easy to interpret the statistical significance of this result due to the possibility of hidden systematics. If the fiducial model is adjusted to have larger baryonic densities or larger halo DM density, then the expected band of TS values will also increase compared to that shown. It is also possible that the assumptions going into our vertical Poisson-Jeans modeling do not fully capture the dynamics.
The joint analysis including A, F, and early G stars is compared to the limits separately obtained on the individual tracer populations in the left panel of Fig. S12 . Here we separately marginalize over the height of the Sun, ρ DM and baryons for each tracer population, Eq. S14. Due to the factor of ∼10 fewer stars in the A star sample, our limits are mainly driven by the F and early G stars. The F and early G stars have similar statistics and systematic errors, however the F star data favors a higher DD density and the limits are overall weaker. The right panel of Fig. S12 shows the TS values obtained from the separate analyses, which are lower than that from the joint analysis since the joint result requires the baryon parameters are shared for the three populations.
Dependence of Results on Binning and Gas Densities
As discussed above, our choice of binning for the data was motivated by the size of typical measurement uncertainties in z and vertical velocities v. In Fig. S13 (left panel) , we show how the limits change with alternate binning choices, finding our conclusions are robust to these differences. Although the limits are somewhat weaker at large h DD with different z-bin or v-bin widths, the bounds for a thin DD at h DD ∼ 10 pc are unchanged.
The right panel of Fig. S13 gives limits under the assumption of a different mass model. Our main mass model in Table I [57] .
Bayesian analysis
Using the nested sampling code Multinest [85] , we have separately analyzed the individual tracer populations to obtain posteriors on the DD and nuisance parameters. This allows us to check consistency of results between the tracers, while differences could be sensitive to nonequilibrium effects as discussed in the main Letter.
Including all nuisance parameters and a thin DD, we find the posterior distributions shown in Figs. S14-S16 for the DD parameters, halo DM ρ DM , and the total baryon density ρ b . There is a degeneracy between halo DM and thin disk DM, as well as a broad posterior distribution for h DD , such that the z-dependence of the DM profile is poorly determined near the midplane. In Fig. S17 , we overlay the results for the DD parameters and ρ DM for the three populations, finding that they agree within the ∼1-2 σ containment regions. The results in a Bayesian framework are consistent with the limits obtained with the profile likelihood method: for a thin dark disk h DD ≈ 10 pc, we see that the maximum DD surface density within the 2σ posterior distribution is Σ DD ≈ 6 − 7 M /pc 2 for all tracer populations. We also find consistency in the height of the sun above the Galactic plane for all three tracer populations: for the A, F, and early G stars we find z sun = −4.0 +2.4 −2.6 , 1.8 +1.9 −2.0 , and −1.6 +3.7 −3.7 pc, respectively. In Fig. S18 we show posterior distributions in ρ DM and ρ b for an analysis where no DD is included, which gives a measure of the total midplane density under the null hypothesis. The corresponding posteriors on ρ DM and ρ b are given in Table. II. Again, we find consistency between the three populations for the ∼1-2 σ containment regions. The complete baryon parameters in this case are given in Table S2 . We have additionally used these to compute the posterior on the baryon surface density in our sample volume as Σ = 25.4 for the A, F, and G stars, respectively. We can also extrapolate our baryon density profiles out to z = 1.1 kpc to compute Σ 1.1 , a metric often quoted in the literature. In doing this, we extend the assumption of isothermal mass components to beyond the regime for our analysis, where it is expected that velocity dispersions are z-dependent. Nevertheless, we find surface densities that agree well with those in the literature. For the A, F, and early G stars we find Σ 1.1 = 40.7 2 , respectively. The larger errors at large z reflect the fact that our extrapolation is sensitive to small variations in the profile within z < 200 pc.
Stability of a thin dark disk
Here we briefly comment on the stability of the thin DDs constrained by our analysis. As a basic check, we apply Toomre's criterion to the thin DD in two limiting cases: a collisionless gas, or a cold fluid with speed of sound c s .
For the case of a self-gravitating collisionless gas, the Toomre stability parameter is
where σ R is the radial velocity dispersion and κ is the epicycle frequency. For a self-gravitating isothermal disk, the vertical velocity dispersion is related to the height and surface density as
Assuming that σ R 2σ z as for the stars in the MW, then the condition on stability can be written in terms of dark disk parameters as
Taking measured values of κ [75] , we find that all the DDs we constrain are stable (except the thinnest DDs with h DD 7 pc) in this case.
In the latter case of a cold fluid, the Toomre stability parameter is Q = c s κ/(πG Σ DD ).
For a self-gravitating fluid in hydrostatic equilibrium, if we assume that the speed of sound is related to the scale height as c s = √ 2πGΣ DD h DD similar to the collisionless case, then we find that the DD is less stable; however, the DDs we constrain with h DD 13 pc are within the regime of stability. For an isothermal fluid rotating about a central mass, the scale height is instead given by h DD = c s /( √ 2Ω) where Ω is the rotational angular velocity of circular orbits at the Sun's Galactocentric radius. The condition for stability can then be written as For h DD = 10 pc, this implies that only dark disks of Σ DD 1−2M /pc 2 are stable, in contrast to the other scenarios. As demonstrated, the stability of the thin DD depends sensitively on the dynamics leading to DD formation and the properties of the dark sector. In addition, the presence of additional mass components could change these estimates substantially by adding a stabilizing potential [84] . Table S2 , while the posterior on ρ b and ρDM is reported in Table II. 
