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 L’agent est muni d’un ensemble de tâches à effectuer et il est appelé à les exécuter, 
cependant ses propres connaissances et compétences ne sont pas suffisantes, ou bien tellement 
son environnement est dynamique, il doit actualiser son état interne d’une façon permanente 
pour survivre et atteindre son but. 
 L’apprentissage est alors, une caractéristique fondamentale afin que l’agent puisse 
augmenter ses connaissances et améliorer ses performances en utilisant ses expériences. 
L’une des techniques d’apprentissage est les algorithmes génétiques qui sont favorables dans 
tel domaine à cause de leurs caractéristiques.  
 L’objectif de notre travail consiste à élaborer une architecture d’un agent capable 
d’apprendre en utilisant un algorithme génétique incorporé avec un mécanisme 
d’apprentissage par renforcement. 











   Along its life, the agent has a set of tasks to do, however, its own knowledge and 
competences are not sufficient, and its environnement is so dynamic, it must update its local 
state in ordre to survive and acheive its goal.  
   Learning is then a key feature to enable the agent to increase knowledge and improve 
performance by using past experiences and therfore effectively acts and reacts in its 
environnement.Genetic algorithms are more suggested in such demand, because of their 
evolutionary character.  
   Our work consists in proposing a model based genetic algorithm incorporated with 
mechanism of rienforcement learning for the agent learning. 








Introduction                                                                                                                               1  
1. Revue de la littérature                                                                                                          5 
1.1 Théorie de l’apprentissage ....................................................................................... 6 
1.1.1 Définition ................................................................................................... 6 
1.1.2 Formulation d’apprentissage ..................................................................... 7 
1.1.3 Caractéristiques d’apprentissage ............................................................... 7 
1.1.4 Conditions d’apprentissage ....................................................................... 8 
1.1.5 Classifications d’apprentissage automatique ............................................. 9 
1.1.5.1 Selon les connaissances manipulées ................................................. 9 
1.1.5.2 Selon le type d’information disponible ............................................. 9 
1.1.5.3 Apprentissage non supervisé ............................................................ 10 
1.1.5.4 Selon l’objectif attendu du processus d’apprentissage ................. 10 
1.1.5.5 Selon la stratégie utilisée .................................................................. 10 
1.1.6 Les paradigmes d’apprentissage .............................................................. 11 
1.1.6.1 Les réseaux de neurones(RN) .......................................................... 11 
1.1.6.2 Les arbres de décisions(AD) ............................................................ 12 
1.1.6.3 les réseaux bayésiens(RB) ................................................................ 13 
1.1.6.4 Les k-plus proches voisions(Kppv) ................................................. 14 
1.1.6.5 les machines à vecteurs support (SVM) ......................................... 14 
1.1.6.6 Les Modèles de Markov Cachées (MMC) ..................................... 15 




1.1.6.7 Les algorithmes génétiques(AG) ..................................................... 15 
1.1.6.7.1 Cycle de fonctionnement .................................................. 16 
1.1.6.7.2 Opérateur génétique .......................................................... 17 
1.1.7 Comparaison des techniques d’apprentissage ......................................... 18 
1.2 Agent et système multi agents ............................................................................... 20 
1.2.1 Concept agent .......................................................................................... 21 
1.2.2 Apprentissage ou rationalité ? ................................................................. 21 
1.2.3 Apprentissage ou adaptation ?................................................................. 22 
1.2.4 Agent apprenant ...................................................................................... 23 
1.2.5 Typologie des agents ............................................................................... 24 
1.2.6 Système multi agents ............................................................................... 25 
1.2.7 L’apprentissage chez les agents .............................................................. 26 
1.2.7.1 Apprentissage mono agent ............................................................... 27 
1.2.7.2 Apprentissage multi agents............................................................... 28 
1.3 Apprentissage par AG ........................................................................................... 29 
1.4 Apprentissage par renforcement (AR)................................................................... 31 
1.5 Conclusion ............................................................................................................. 32 
2. Conception du modèle d'un agent apprenant basé AG                                                   34 
2.1 Nécessité d’une approche d’apprentissage par algorithme génétique ................... 35 
2.2 Architecture proposée ............................................................................................ 35 
2.2.1 Module de communication ...................................................................... 36 
2.2.2 Module de performance .......................................................................... 36 
2.2.3 Module d’apprentissage .......................................................................... 36 
2.2.3.1 Module de critique ............................................................................. 37 
2.2.3.2 Moteur d’apprentissage ..................................................................... 39 
2.3 Croisement adapté ................................................................................................. 41 
2.3.1 Exemple illustratif ................................................................................... 42 
2.4 Mutation adaptée ................................................................................................... 43 
2.4.1 Exemple illustratif ................................................................................... 46 
2.5 Fonctionnement global .......................................................................................... 46 
2.6 L’algorithme génétique global adapté ................................................................... 49 
2.7 Modélisation UML ................................................................................................ 49 
2.7.1 Diagrammes des agents ........................................................................... 49 
2.7.2 Diagrammes d’AG .................................................................................. 50 
2.7.2.1 La classe gene..................................................................................... 51 
2.7.2.2 La classe individu .............................................................................. 52 
2.7.2.3 La classe population .......................................................................... 53 




2.7.3          Diagrammes d'AR…...………..…………………………………………55 
2.8 Conclusion ............................................................................................................. 57 
3. Étude de cas                                                                                                                         58 
3.1 cadre du travail ...................................................................................................... 59 
3.1.1 Structure des marchés financiers ............................................................. 59 
3.1.1.1 Marchés financiers ............................................................................. 59 
3.1.1.2 Action .................................................................................................. 59 
3.1.1.3 Les acteurs du marché ....................................................................... 60 
3.1.1.4 Les hypothèses d’un modèle de transmission par le prix ............. 61 
3.1.2 Position du problème ............................................................................... 63 
3.2 Description  d’AG ................................................................................................. 64 
3.2.1 Représentation des individus ................................................................... 64 
3.2.2 Codage ..................................................................................................... 65 
3.2.3 Sélection .................................................................................................. 65 
3.2.4 Fonction du fitness .................................................................................. 65 
3.2.5 Opérateur de mutation ............................................................................. 65 
3.2.6 Paramètres  d’AG .................................................................................... 66 
3.2.6.1 Paramètres de la population ............................................................. 66 
3.2.6.2 Paramètre des conditions d’arrêt ..................................................... 66 
3.3 Implémentation d’AR ............................................................................................ 67 
3.4 Conclusion ............................................................................................................. 68 
4. Expérimentations et études de performance                                                                    69 
4.1 Outils d’implémentation ........................................................................................ 70 
4.1.1 Environnement logiciel ........................................................................... 70 
4.1.2 La plateforme multi-agents Jade ............................................................. 71 
4.2 Les interfaces du système ...................................................................................... 75 
4.3 Conclusion ............................................................................................................. 83 
Conclusion générale                                                                                                                84 






Table des figures 
 
Figure1.1 : Organigramme canonique d’AG………………………………………..17 
Figure1.2 : Caractéristiques d’un agent…………………………………………..…24 
Figure1.3 : Degré d’autonomie et d’intelligence par rapport les caractéristiques d’un 
agent…………………………………………………….………………25 
 Figure1.4 : Évolution cumulée du nombre de publications utilisant les AG………..29 
 Figure 2.1 : Architecture globale d’un agent apprenant………………………….....36 
Figure 2.2 : Architecture d’unité de critique………………………………………..39 
Figure 2.3 : Architecture du  moteur d’apprentissage……..………………………..41 
 Figure 2.4 : Les couples à croiser…………………………………………………...42 
Figure 2.5 : Le croisement linéaire………………………………………………….43 
Figure 2.6 : Le croisement en anneau (ring crossover)……………………………..43 
Figure 2.7 : Organigramme d’algorithme génétique adapté………………………..48 
Figure 2.8 : Diagramme UML d’agent investisseur………………………………..49  
Figure 2.9 : Diagramme UML d’agent Trader……………………………………..50 
Figure 2.10 : Diagramme UML d’agent Market…………………………………...50  
Figure 2.11 : Diagramme UML du package AG…………………………………..51 
Figure 2.12 : Diagramme UML de la classe Gene…………………………………52  
Figure 2.13 : Diagramme UML de la classe Individu……………………………...53  
Figure 2.14 : Diagramme UML de la classe Population……………………………54 
TABLE DES FIGURES                                                                                                           
vi 
 
Figure 2.15 : Diagramme UML d’AG………………..……………………………55 
Figure 2.16 : Diagramme UML du package d’AR…………………………………55 
Figure 2.17 : Diagramme UML de la classe Historique……………………………56 
Figure 2.18 : Diagramme UML de la classe Évaluation……………………………56 
Figure 2.19 : Diagramme UML de la classe Learning………………………………57 
Figure 3.1 : Le modèle d’un marché financier……………………………………...61 
Figure 3.2 : Structure du chromosome………………………………………………64 
Figure 4.1 : Architecture d’une plateforme agent…………………………………..72 
Figure 4.2 : Création d'une classe à partir de la super classe  Agent……………….7 3 
 Figure 4.3 : Interface graphique de Jade contenant les agents créés……………….74 
 Figure 4.4 : Interface de départ lors de l’exécution de l’application…………….....75 
 Figure 4.5 : Interface d’accueil du système…………………………………………76 
Figure 4.6 : Interface  de configuration d’investisseur……………………………..77 
Figure 4.7 : Actualité du marché……………………………………………………78  
Figure 4.8 : Recherche d’une transaction…………………………………………...79 
Figure 4.9 : Évaluation des performances………………………………………..…80 




              
 
  
Liste des tableaux 
 
 Tableau1.1 : Comparaison des caractéristiques des AG et RN……………………..21 
 Tableau 3.1 : Les champs d’un message ACL………………………………………74 




Liste des algorithmes 
 
Algorithme 2.1 : Mutation sélective………………………………………………...45 











Liste des équations 
 
 Équation 2 .1 : Calcul de rendement d’une action…………………………………..37 
 Équation 2 .2 : Calcul de récompenses positifs……………………………………..38 
 Équation 2 .3 : Calcul de récompenses négatifs…………………………………….38 
 Équation 3 .1 : Calcul de la fonction d’utilité……………………………………….61    
 Équation 3 .2 : Calcul de la richesse………………………………………………...62 
 Équation 3 .3 : Calcul du rendement  d’un titre financier…………………………..62 
 Équation 3 .4 : Calcul du rendement d’un portefeuille……………………………...63  
 Équation 3 .5 : Fonction d’évaluation d’un portefeuille…………………………….63  
 Équation 3 .6 : Système d’équation de convergence………………………………..64  
 Équation 3 .7 : Calcul du poids d’une action………………………………………..64  






   
ACL  Acts Communication Language 
AD  Arbre de Décision 
AG  Algorithme Génétique 
AMS  Agent Management System 
AR  Apprentissage par Renforcement 
DF  Director Facilitator 
GUI  Graphic User Interface 
KPPV  K-Plus Proches Voisins 
MMC  Modèles de Markov Cachées 
NASDAQ National Association of Dealers Automated Quotes System 
NYSE  New York Stock Exchange 
Pc  Probabilité de croisement 
Pm  Probabilité de mutation 
RB  Réseaux Bayésien 
RMA  Remote Management Agent 
RN  Réseaux de Neurones 
SMA  Système Multi Agents 







                       « L’important de la pédagogie n’est pas d’apporter des révélations, 
mais de mettre sur la voie. » 
Un même mystère, Pierre Dehaye 
 
 
             epuis sa naissance, l’intelligence artificielle cherche de construire des 
systèmes informatiques qui égalisent voir dépasseraient l’homme dans nombreuses activités 
réputées intelligentes comme raisonner ou résoudre des problèmes complexe. 
Les branches d’intelligence artificielle sont réparties en deux catégories : les 
problèmes et les techniques. Les problèmes sont plutôt des domaines d’application alors que 
les techniques se veulent plus des méthodes abstraites et génériques.  
L’apprentissage est l’une des caractéristiques de l’intelligence humaine et fait partie 
du processus cognitif qu’est la mémoire. Cette mémoire représente la faculté de conserver des 
informations qui sont constituées par des expériences, des connaissances et elle permet de se 
souvenir des apprentissages antérieurs. Apprendre signifie donc intégrer de nouvelles 
informations en vue de s’en servir dans le futur.  Ces connaissances sont extraites d’un 
ensemble d’exemples ou des propres expériences. Lorsqu’une nouvelle information apparaît, 
le système peut la classifier, faire une prédiction à partir d’exemples, ou la généraliser à des 
nouvelles situations.   
L’intelligence fait intervenir le concept de compréhension, non pas qu’un système 
dispose plus de connaissances, mais surtout comment les exploiter pour qu’il s’améliore 
progressivement. 
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 Les systèmes multi agents, composés d’un ensemble d’agent, sont l’une des dernières 
générations de systèmes informatiques intelligents.    
 Un agent est une entité logicielle ou matérielle situé dans un environnement, menu 
d’une tâche à résoudre et un objectif à atteindre. 
  Pour l’accomplissement de son but, l’agent nécessite des connaissances et des 
compétences qui le permettent à réagir face aux différentes situations rencontrées. Il arrive 
que ces prérequis ne sont pas disponibles au début de l’exécution pour deux raisons : 
l’environnement est dynamique, il subit des changements rapides et vastes, ou bien 
l’environnement lui-même n’est pas bien déterminé dés le début. Alors l’apprentissage 
semble être une faculté indispensable tant pour l’amélioration des performances d’agent que 
pour lui permettre à disposer même si les connaissances initiales sont modiques. 
 Lors de la conception d’un système d’apprentissage plusieurs questions viennent tout 
naturellement à l’esprit, surtout si le système évolue dans un environnement dynamique. 
• Comment construire un système d’apprentissage capable d’agir de manière 
autonome dans un système complexe ?   
• Comment exploiter les connaissances de l’apprentissage pour améliorer les 
performances du système ? 
 De plus, on identifie plusieurs conditions nécessaires à la conception d’un système 
d’apprentissage, on peut les résumer de la façon suivante : 
- apprendre à s’adapter rapidement aux environnements changeants et inconnus ; 
- assurer une certaine qualité des meilleures solutions trouvées ; 
- converger rapidement vers une solution ; 
- s’adapter à l’environnement pour permettre un apprentissage optimal ; 
- garantir la fiabilité du système dans le temps ; 
- extraire des connaissances à partir des informations ; 
- prévoir le cas de contextes non prévus ; 
- proposer des actions qui sont le résultat de ses simulations les plus prometteuses ; 
- assurer une possibilité de correction des paramètres et de retour si l’information 
est disponible. 




Cependant une grande variété des techniques d’apprentissage ont été développés tel 
que les algorithmes génétiques et l’apprentissage par renforcement. Chacune est caractérisée 
par des propriétés distinctes.  
Apprendre par renforcement, c’est apprendre par interaction avec l’environnement de 
sorte à maximiser un certain signale de récompenses. Un agent apprenant par renforcement 
progresse par essais et erreurs. L’un des problèmes d’apprentissage par renforcement est le 
compromis entre l’exploration et l’exploitation. Pour obtenir un maximum de récompenses, 
un agent apprenant par renforcement préférera des actions qu’il a essayé dans le passé et qui 
sont avérées efficacement pour obtenir des récompenses. Néanmoins, pour découvrir de telles 
actions, il aura dû accomplir des actions qu’il ne connaissait pas à priori. L’agent doit 
exploiter ce qu’il connaît déjà afin d’obtenir des récompenses, mais il doit également explorer 
de sorte à faire des choix encore meilleurs dans le futur.  Ce dilemme exploration/exploitation 
est résolu par la combinaison d’algorithme d’apprentissage par renforcement avec un 
algorithme génétique. 
L’usage des algorithmes génétiques convient parfaitement pour la réalisation d’un 
système d’apprentissage car il est  un concept basé sur la théorie de l’évolution des espèces et 
comprend par le fait même des aptitudes d’adaptation très fortes. 
Leur principe se dérive de la théorie darwinienne qui consiste à faire évoluer une 
population des individus parents pour obtenir des fils, à l’aide des opérateurs génétiques ; 
croisement et mutation. Chaque individu code une solution au problème abordé, sa pertinence 
à la résolution est mesurée par une fonction d’adaptabilité dite fitness. Cette procédure permet 
de passer d’une génération à une autre plus évolues jusqu’à arriver à une solution optimale. 
L’algorithme génétique assure à la fois l’exploration d’un espace de recherche et 
l’exploitation des solutions déjà explorées. 
Les systèmes d’apprentissage représentent un enjeu important, et ce pour différents 
domaines comme les marchés financiers. En effet les marchés financiers proviennent du 
système ouvert dont ils changent dans le temps et très souvent un sujet d’importance variation 
dues aux informations extérieures qui produisent des résultats non anticipés. Les agents 
intervenant doivent être en mesure à réagir efficacement aux fluctuations rencontrées. 
Différentes théories ont été développées tant pour la modélisation économique de la 
résolution des problèmes complexes que pour la restitution du comportement interne des 




agents et des mécanismes de prise de décision. L’approche évolutionnaire dont le principe est 
de considérer des agents qui ont initialement une très petite rationalité et connaissances 
spécialisées de leur domaine d’action. Ensuite ils sont amenés à s’adapter et à apprendre, et 
devenant petit à petit experts dans leur propre domaine. C’est à l’apprentissage alors de jouer 
un rôle primordial dans l’amélioration des décisions  d’un agent face aux différentes 
situations. 
 Nous présentons une approche d’apprentissage, répondant à ces besoins, à travers ce 
mémoire organisé en quatre chapitres : 
 Le premier chapitre sert à présenter un état de l’art sur l’apprentissage automatique, 
en mettant l’accent sur les techniques et les caractéristiques d’un apprentissage machine, 
spécifiquement chez un agent. Des travaux d’apprentissage sont ainsi cités. 
Ensuite, le deuxième chapitre est destiné à décrire notre modèle proposé avec une 
description détaillée et complète des algorithmes développés. 
Pour la validation de notre approche, nous exposons dans le chapitre 3 un cas d’étude 
sur les marchés financiers précisément la bourse NASDAQ, avec une projection des 
paramètres des algorithmes d’apprentissage sur ce cas. 
Dans le chapitre 4, nous présentons les résultats produits par notre application avec 
une analyse des paramètres algorithmiques choisis et leur effet sur le processus 
d’apprentissage. 
Enfin, nous concluons ce manuscrit par une synthèse de notre contribution, une 











Revue de la littérature  
 
                n informatique, l’expert donne une méthode pour résoudre un problème 
alors qu’en « machine learning », l’expert donne une méthode pour ’apprendre’ à résoudre  
(automatiquement) une classe de problèmes.  
Un programme d’ordinateur qui peut apprendre par l’expérience pour faire une tâche 
particulière en respectant certains critères ! Quelle idée ambitieuse. Pourtant de nombreuses 
applications ont déjà vu le jour, le « machine learning » est une manière originale et récente 
de voir les sciences : les sciences nous aident à comprendre notre environnement, pourquoi ne 
joueraient-elles pas le même rôle pour les ordinateurs ? 
  Ce chapitre est consacré à un état de l’art sur l’apprentissage en intelligence  
artificielle. Nous le présentons en trois sections. 
D’abord, nous commençons par aborder le phénomène d’apprentissage automatique, 
mettant en circonstance, l’ensemble de concepts et techniques (algorithme génétique et 
apprentissage par renforcement) avec une catégorisation selon laquelle on décrit les principes 
importants d’un apprentissage machine. 
La section suivante, prend en étude le concept agent, en assignant les différentes 
définitions et propriétés lui associées. Ainsi que l’organisation dite système multi agents et 
l’intérêt de l’apprentissage au sein d’un agent indépendamment  ou bien en collaboration 
(interaction) avec les autres.  
Nous finissons par une section réservée à la découverte les travaux relatifs. 




1.1 Théorie de l’apprentissage 
1.1.1 Définition  
Le rêve des chercheurs, à développer des machines qualifiées intelligentes dont tous 
les êtres humains ont l’apanage, a conduit pour imiter leur manière d’agitation. La 
caractéristique d’apprendre offre l’être humain l’intelligence et par conséquent les machines 
aussi doivent devenir apte à apprendre. La faculté d’apprendre repose sur un processus de 
mémorisation des informations qui sont constituées par des expériences et des connaissances. 
Extraire de cette masse d’information celles qui sont pertinentes dans un but explicatif ou 
décisionnel présente l’un des objectifs d’apprentissage automatiques. Plusieurs définitions ont 
été proposées.  Mishalki a définit l’apprentissage comme suit [25,77]: 
« L’apprentissage est la construction de nouvelles connaissances ou amélioration de 
connaissances  déjà existantes afin d’améliorer les performances du système »  
Apprendre signifie l’intégration de nouvelles informations en vue de s’en servir dans 
le futur pour aider à résoudre un problème particulier. 
Apprendre c’est aussi raisonner : découvrir des analogies et des similarités, 
généraliser ou particulier une expérience, faire une classification ou prédiction, tirer parti des 
échecs et erreurs passés pour des raisonnements ultérieurs [52]. 
En résumé, l’apprentissage est un terme très général qui décrit le processus selon 
lequel la machine peut accroître ses connaissances et améliorer ses performances au cours du 
temps. Comme le définit  Simon [87,101], un pionnier dans les sciences cognitives et 
intelligence artificielle : 
« Learning denotes changes in the system that are adaptative in the sense that they 
enable the system to do the same task or tasks downs from the same population more 
effectively the next time »  
Les experts considèrent qu’il est plus simple de décrire des exemples ou des cas 
expérimentaux plutôt que d’expliciter des processus de prise de décision [52]. Alors ils ont 
construisent des systèmes d’apprentissage entrainés par des exemples pour traiter les 
nouveaux acquis. 
 




1.1.2 Formulation d’apprentissage 
Un algorithme d’apprentissage A est un algorithme qui a pour fonction d’apprendre à 
effectuer une tâche à partir d’un ensemble S de données (exemples). Chaque donnée  est 
constitue d’un objet d’entrée  et une valeur de sortie   
  ,  
	  
   
,  … … … …  
L’objectif de l’algorithme d’apprentissage est de construire pour tout couple (x, y) 
une bonne fonction h(x) appelé hypothèse qui représente la solution du problème en 
discussion, tel que h(x) = y. 
L’entrée d’algorithme d’apprentissage A est un ensemble S et la sortie est une 
fonction appelée h. 
On écrit   	    
1.1.3 Caractéristiques d’apprentissage  
Parmi les caractéristiques primordiales de l’apprentissage, nous situons les trois 
suivantes [15].  
a. l’abstraction des données ; savoir si la méthode utilisé engendre des données 
proches de grandeur physique ou plutôt de symbole. 
b. l’élément temporel ; il est important de déterminer si le système apprenant est 
en mesure de s’adapter « en ligne » ou il considère de façon différé toutes 
nouvelles modifications de l’environnement. 
c. le rôle de l’enseignant ; il s’agit de savoir si le système apprend de façon 
autonome ou il a besoin d’être supervisé. 
 
 




1.1.4 Conditions d’apprentissage  
 Pour toutes formes d’apprentissage, un ensemble de conditions sont nécessaires 
pour assurer le progrès adéquat du système apprenant [14]. 
Condition 1 :  
« Toute forme d’apprentissage nécessite la répétition des décisions dans le temps. » 
La première condition consiste à permettre au système en phase d’apprentissage 
d’effectuer plusieurs essais, car tant qu’il y a plus de répétition, il y aura plus d’expériences. 
Condition 2 : 
« Toute forme d’apprentissage nécessite un mécanisme de rétroaction 
environnemental. » 
 Afin qu’un système abouti à un apprentissage, il faut qu’il reçoit un feedback 
(rétroaction) de son environnement à la suite de ses propres décisions et les décisions des 
autres. 
Condition 3: 
Toute forme d’apprentissage nécessite d’un mécanisme d’adaptation des décisions. 
Selon la troisième condition, non seulement l’acquisition de nouvelle information par 
le système apprenant mène à un apprentissage, mais aussi le renseignement sur lequel ces 
informations peuvent être utilisées sont aussi nécessaires. 
Condition 4 : 
Toute forme d’apprentissage nécessite l’existence un mécanisme de stockage de 
l’information ; la mémoire. 
En effet, s’il n’y a pas une sauvegarde de conséquences obtenues dans le passé, le 
système ne bénéficie pas de ses décisions antérieures. Le stockage d’informations offre au 
système la possibilité de modifier sa décision sur la base de l’expérience passée et d’améliorer 
ses performances. En revanche, la mémorisation doit être guidée par des stratégies adéquates 
en tenant compte l’espace mémoire comme un facteur critique. 




1.1.5 Classification d’apprentissage automatique  
Dans la littérature on dénombre une grande variété de forme d’apprentissage. Il y a 
cependant différents critères importants pour classifier ces méthodes, dans ce qui suit un 
survol sur les plus récurrents. 
1.1.5.1 Selon les connaissances manipulées 
 La représentation des connaissances et le raisonnement à partir de ces représentations 
a donné naissance aux deux modèles. 
 Apprentissage symbolique : l’apprentissage symbolique manipule des 
connaissances qualitatives sous forme de symbole. Il consiste à élaborer des 
méthodes permettant d’extraire des connaissances structurelles à partir d’instances 
peu structurées. L’avantage principal de l’apprentissage symbolique est sa portée 
sémantique forte. Un expert qui analyse le système apprenant peut comprendre la 
façon dont celui-ci fonctionne et les résultats fournis sont facilement 
interprétables [24, 93, 116]. 
 Apprentissage numérique : on fait appel à ce type d’apprentissage 
principalement pour traiter des connaissances numériques quantitatives. 
L’apprentissage numérique utilise des techniques statistiques, se révèlent d’être 
portables et permettent une grande adaptabilité, car leurs non dépendant de 
symboles. Par contre, le fonctionnement interne du système est opaque. Il est très 
difficile voir impossible de comprendre comment le système apprend [40, 97]. 
1.1.5.2 Selon le type d’information disponible 
En apprentissage, l’existence ou non d’un enseignant ainsi que l’information fournit 
par ce dernier fait distinction entre trois classes. 
 Apprentissage supervisé : ce genre, nécessite un expert (enseignant) qui fournit 
des exemples formés de situations et actions associées afin de contrôler la réponse 
obtenue par le système et le diriger pour améliorer ses performances. 
L’apprentissage supervisé consiste à réaliser un saut inductif en passant des 
exemples particuliers à des connaissances générales. Le but est de généraliser 
l’association apprise à des situations nouvelles [17, 31, 55, 101]. 
 Apprentissage par renforcement : par opposition à l’apprentissage supervisé 
l’expert ici a le rôle d’évaluateur et non plus instructeur. Il fournit une mesure 




(critique) sur le résultat généré indiquant si l’action réalisée est appropriée ou non. 
En fonction de récompenses ou punitions le système décide lui-même s’il doit 
modifier ou non son comportement [34, 75]. 
1.1.5.3 Apprentissage non supervisé: dans ce cas, le système n’exige pas la présence d’un 
expert et ne dispose d’aucune information extérieure concernant les résultats attendus 
ou les mesures de critique. Il découvert lui-même de nouvelles connaissances suite à 
la recherche des corrélations existantes entre les exemples d’entrainement en entrée, 
puis le regroupement des données semblables en clusters [71, 82]. 
1.1.5.4 Selon l’objectif attendu du processus d’apprentissage  
Une autre classification proposée qui distingue entre trois types classés selon 
l’objectif attendu du processus d’apprentissage. 
Dans chaque type, le résultat final (solution) supposé connu d’avance, la différence 
se résume dans la méthode appliquée pour atteindre la solution désirée ; par évaluation, 
optimisation ou bien un entraînement. 
 Apprentissage par évaluation: consiste à déterminer pour un problème donné et 
un ensemble de méthodes de résolutions possibles, quelle est celle qui convient le 
mieux à la solution [47]. 
 Apprentissage par optimisation: l’objectif dressé par ce type est de déterminer 
la méthode de résolution d’un problème qui a donné lieu à la solution. Sachant 
que cette méthode doit être optimal (vérifier un critère d’optimalité) [23, 24,47]. 
 Apprentissage par entrainement : consiste à adapter les connaissances actuelles 
d’un problème donné afin de maximiser la probabilité d’avoir la solution attendue 
[47]. 
1.1.5.5 Selon la stratégie utilisée :  
L’apprentissage peut être encore envisagé selon quatre stratégies adoptées pour 
qu’un système apprendre qui sont les suivantes : 
Apprentissage par cœur : consiste en l’acquisition de connaissances et d’aptitudes 
sans recourir à une modification du système apprenant ou des inférences de sa part. Il existe 
une absence de généralisation, les connaissances mémorisées ne peuvent être réutilisées dans 




des nouvelles situations,  le résultat stocké qui convient le mieux à la nouvelle situation est 
fourni sans aucune modification [77, 78]. 
 Apprentissage par instruction : consiste en l’acquisition de connaissances et 
d’aptitudes qui nécessitent  l’intégration des nouvelles représentations de son 
environnement. L’apprentissage est caractérisé par une forme locale de 
généralisation. Ces instructions sont mémorisées et utilisées si nécessaire dans le 
contexte qui leur est propre pour résoudre certaines tâches [8]. 
 Apprentissage par analogie : l’apprentissage par analogie désigne les méthodes 
dites paresseuses ; c’est à dire  n’effectuant pas de généralisation des données 
disponibles. Il consiste en l’acquisition de connaissances pour les stocker comme 
référence de cas. Ce mécanisme permet au système de générer un résultat à l’aide 
des situations plus familières adaptées à la nouvelle ou bien adopter une attitude 
dans une situation inconnue [10, 24, 52, 108]. 
 Apprentissage par exemple : consiste en l’acquisition de connaissances pour la 
caractérisation et la discrimination d’un concept. Ce genre d’apprentissage se 
caractérise par généralisation globale qu’il nécessite. Les exemples initiaux sont 
oubliés et une nouvelle connaissance générale comprime ces exemples est 
mémorisée [77].    
1.1.6 Les paradigmes d’apprentissage 
Généralement, un paradigme se caractérise par : un modèle, le plus souvent 
paramétrique, une façon d’interagir avec l’environnement, une  fonction  de coût à minimiser, 
un algorithme pour adapter le modèle en utilisant les données issues de l’environnement, de 
façon à optimiser la fonction de coût. Nous allons détailler, au suivant, celles les plus 
fréquents.  
1.1.6.1 Les réseaux de neurones(RN)  
On appelle RN un ensemble de calculateurs numériques qui agissent comme des 
unités élémentaires, ils sont reliés entre eux par un ensemble d’interactions pondérées qui 
transmettent des informations numériques d’un neurone formel à l’autre. 
L’apprentissage du RN consiste alors à modifier répétitivement les valeurs de 
pondérations des interactions jusqu’à ce que la performance du réseau atteigne le niveau 
désiré. [31, 121] 




Cet apprentissage se fait suivant  deux approches. Soit on fixe l’architecture et on 
apprend les poids comme le fait la règle de hebb, la règle de windroff et l’algorithme de rétro 
propagation. Soit on apprend de manière constructive le nombre d’unités et les poids. [55, 
113] 
En effet, les RN ont été appliqués avec succès à  l’apprentissage de tâches de 
classification et d’approximation de fonctions. Leur utilisation permet de passer des données 
au prédiquant, sans intermédiaire, sans codage et sans interprétation sujette à caution. Ils 
possèdent également une grande résistance au bruit ou au manque de fiabilité des données [9]. 
Néanmoins, ils présentent des inconvénients. Ils ne dispensent pas de bien connaître 
son problème, de définir des classes aux pertinences sans oublier des variables importantes. 
D’autre part un RN est une boite noire qui n’explique pas ses décisions dont les résultats 
obtenus seront difficilement interprétables. Ainsi que l’ajustement du paramètres (poids, 
unités) devenu de plus en plus une tâche ardue autant que les problèmes sont complexes, et 
par conséquent le réseau atteint un état de sur apprentissage, et perd ses pouvoirs à résoudre 
les problèmes en discussion [113]. 
1.1.6.2 Les arbres de décisions(AD)  
  Les AD représentent l’une des techniques les plus connues et les plus manipulées en 
classification. Ils permettent d’inférer des conclusions générales à partir des exemples. 
  Le processus de prédiction de classe (concept ou cas) est utilisé principalement dans 
le cadre d’apprentissage supervisé. 
  L’apprentissage d’un AD consiste à la construction de cet arbre, plusieurs méthodes 
ont été proposées (ID3, CHAID, C5…). Leurs principe sert à trouver pour chaque nœud un 
partitionnement des individus d’entraînement que l’on représente sous la forme d’un  arbre 
dont les nœuds internes désignent des tests sur les attributs des données en entrée et dont les 
feuilles indiquent des correspondants aux données [23, 91]. 
  Les AD ont prouvé leur qualification au domaine d’apprentissage automatique. Leur 
succès est notamment dû à leur aptitude à traiter des problèmes complexes de classification. 
En effet, ils offrent une représentation facile à comprendre et à interpréter ainsi qu’il 
possèdent une capacité à produire des règles logiques de classification. Leur rapidité en 
classement dépond tout simplement du nombre majeur des nœuds en partant de la racine aux 
feuilles  [7]. 




  Auprès de tous les points forts cités juste avant les AD présentent quelques 
désavantages. Entre autre, lorsque l’on construit un arbre de décisions on risque ce que l’on 
appelle un su rajustement du modèle ; Le modèle semble parfait mais en réalité il n’est plus et 
il sera indispensable de chercher un autre arbre plus petit ayant la plus grande performance 
possible ce qui nécessite une phase d’élagage d’arbre par issu un temps important est 
consommé. Leur performance est diminuée quand il y a beaucoup de classes. D’autre part ils 
sont sensibles à la fois au manque de données (data overfitting) et aux données de valeurs 
numériques [7].  
1.1.6.3 les réseaux bayésiens(RB) 
Les RB sont connus comme un formalisme apte à assurer la prise en compte de 
l’incertain en modélisation des problèmes. [80] 
La structure de ce type de réseau est simple : un graphe dont lequel les nœuds 
représentent des variables aléatoires correspondant aux données et les arcs reliant ces derniers 
sont attachés à des probabilités conditionnelles. Ils exploitent le théorème de bayes afin 
d’apporter des solutions. [84] 
L’apprentissage d’un RB  peut être réalisé selon deux manières. La première fait un 
apprentissage des paramètres où on suppose que la structure du réseau à été fixé et il faudra 
estimer les probabilités conditionnelles de chaque nœud du réseau. Tandis que la deuxième 
sert à apprendre la structure; le but est de trouver le meilleur graphe représentant les tâches à 
résoudre. [72, 85, 86] 
À la suite de leur représentation probabiliste sous forme d’un graphe, les RB offrent 
un mécanisme efficace de résolution du problème. Ainsi que leur pouvoir de gérer des 
données incomplètes, comme ils permettent d’apprendre la relation causale qui peut aider la 
prise de décision. De plus, ils donnent la possibilité de rassembler des connaissances de 
diverses natures dans un même modèle. [53, 56, 84] 
En revanche, les RB ont pas mal d’inconvénients surtout la complexité des 
algorithmes. La plus parts des algorithmes  développés pour l’inférence et l’apprentissage 
utilisent des variables discrètes et la manipulation des variables continues est en cours de 
                                                 

 Le nom de réseau bayésien provient de la formule d’inversion de Bayes : P(H|e) = P(e|H) × P(H)/P(e)[84]. 
 




recherche. Un autre défi est que la généralité du formalisme des RB aussi bien en terme de 
représentation que d’utilisation les nœuds les rend difficile à manipuler à partir d’un certain 
taille [85]. 
1.1.6.4 Les k-plus proches voisions(Kppv) 
C’est une approche dite « memory-based », elle suit un raisonnement par analogie, 
utilisée principalement aux problèmes de classification.  
 Cette méthode diffère des autres méthodes d’apprentissage car aucun modèle n’est 
induit à partir d’exemple. Les données restent telles quelles ; elles sont stockées en mémoire. 
Quand on parle de voisin cela implique la notion de distance ou de dissemblance. La décision 
consiste à chercher les k échantillons les plus proches de l’observation et d’affecter la classe 
la plus fréquentée dans ces K instances. Différents outils statistiques sont utilisés, la plus 
populaire est la distance eucleudienne [19, 70, 100]. 
 Les expériences menées avec les Kppv montrent qu’ils résistent bien aux données 
bruitées, ainsi qu’ils présentent l’avantage de la simplicité [22, 32]. Par contre ils requièrent 
de nombreux exemples, ce qui rend le processus de décision complexe. Bien que le temps 
d’apprentissage soit inexistant, la classification d’un nouveau cas est coûteuse puisqu’il faut 
comparer ce cas à tous les exemples déjà classés [4, 51]. 
1.1.6.5 les machines à vecteurs support (SVM) 
Les SVM sont une méthode de classification qui montre de performance dans la 
résolution de problèmes variés tel que la classification et la régression. Ils emploient un 
apprentissage  supervisé dont le principe sert à définir un séparateur linéaire ou non entre 
deux ensembles de points (données d’apprentissage) par un hyperplan. 
L’idée est de maximiser la distance appelé marge entre l’hyperplan séparateur et les 
exemples. Les instances les plus proches qui suffisent à déterminer cet hyperplan sont appelés 
vecteurs de support. [11, 26, 50, 74]. 
Les SVM introduisent des aspects positifs à savoir leur adaptabilité aux problèmes 
non linéairement séparables. Dans les SVM peu de paramètres à fixer et aucun ajustement 
manuel est requis car ils ont l’habilité de trouver automatiquement des paramètres adéquats. 
Ainsi qu’ils garantissent un optimum global unique et rehaussent une aptitude forte de 
généralisation [27, 66, 107, 108]. 




En revanche, les SVM ne sont pas tolèrent au bruit et aux outliers [108]. 
1.1.6.6 Les Modèles de Markov Cachées (MMC) 
Les MMC sont une méthode statistique qui modélise des séquences d’états, nommés 
états cachés car non observables. Le modèle inclut des probabilités de transitions entre ces 
états afin de modéliser les observations. Ils permettent la représentation des processus 
stochastiques [43, 63]. 
L’objectif de faire apprendre un MMC est que cette dernière ait  la plus forte 
probabilité possible de générer ces observations. Cela se fait par l’ajustement des différents 
éléments du MMC (nombre d’états, probabilité de transition) [2, 92, 106]. 
Les MMC sont performants quand il s’agit d’opposer un alignement temporel. 
Néanmoins elles présentent quelques insuffisances tel que le choix de l’architecture du 
MMC ; il n’existe pas une méthode universelle pour définir le nombre d’états optimal or cette 
valeur est très influente sur la qualité de la solution finale [43, 102]. Pendant l’étape 
d’apprentissage, il arrive que les MMC se trouvent au point de risque à converger vers un 
minimum local au lieu d’un minimum global, ce qui avachi le résultat obtenu. Une autre 
limite à citer concerne le passage à l’échelle,  l’impossibilité de la prise en compte efficace de 
l’influence de phénomènes indépendant et la difficulté de généralisation [3]. 
1.1.6.7 Les algorithmes génétiques(AG) 
 Les AG ont été mis au point par Holland dans les années 60  aux États-Unis [57]. Ils 
sont ensuite raffinés et popularisés par De Jong [28], Grefenstette [49] et Goldberg [44]. 
 Son principe s’inspire des mécanismes de l’évolution biologique pour les transporter 
à la recherche de solutions adaptées au problème qu’on cherche à résoudre. Ils reprennent les 
notions de la génétique du vivant et exploitent les éléments suivants: 
 Gène : la plus petite entité existante symbolisé par un caractère, non forcement 
entier. 
 Individu/chromosome : une séquence de gènes représentant une solution 
potentiel du problème correspondant à une valeur codée de la variable (ou des 
variables) en considération (génotype). 




 Population : un ensemble de chromosomes ou des éléments de l’espace de 
recherche, donc des valeurs codées des variables (phénotype). 
 Génération : ensemble d’individus de la population ayant été créés à la même 
date. 
 Fonction de performance : (fitness) représente la mesure de performance d’un 
individu au sein d’une population. 
Les AG reposent sur un ensemble de points essentiels qui dominent leur 
fonctionnement à savoir : 
 Un principe de codage des paramètres d’individu. Il existe plusieurs formes de 
codage variant selon la nature des paramètres à traiter. La qualité du codage 
conditionne le succès de la recherche. 
 Un mécanisme de génération de la population initiale non homogène. Le choix de 
la population affecte la rapidité de la convergence. 
 La formule de la fonction à optimiser doit garantir la prise en charge des facteurs 
qui ont une influence sur la fitness de l’individu. 
 Des opérateurs permettant de diversifier la population au cours des générations et 
d’explorer des autres solutions possibles. 
 Des paramètres de dimensionnement, commençant par la taille de la population ; 
si ce dernier est trop grand le temps de calcul peut s’avérer très important, tandis 
que s’il est trop petit l’algorithme peut converger trop rapidement vers un mauvais 
chromosome. Ensuite, le critère d’arrêt représente un facteur expérimental relatif. 
Finalement, la probabilité des opérateurs génétiques pendant un cycle influent 
fortement sur la nouvelle génération ; plus le de croisement élevé plus la 
population subit des changements importants, plus le taux de mutation est élevé 
plus de risque d’avoir une solution sous optimal. 
1.1.6.7.1 Cycle de fonctionnement 
 Un AG est un algorithme itératif qui s’exécute dans un cycle de population. Un cycle 
représente le passage d’une population à la génération suivante. L’évolution génétique d’une 
population procède en sélectionnant des individus sur la base de leurs pertinences à résoudre 
le problème relatives à l’espace de solution mesuré par la fonction fitness. Les éléments les 
plus pertinents ont la chance à se reproduire par l’intervention d’un croisement entre deux 
chromosomes ou bien une mutation au niveau des gènes. La succession des cycles conduit à 
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explorer les états possibles et augmente la performance à résoudre le problème posé. Le 
critère d’arrêt d’algorithme peut être la convergence de l’ensemble des solutions vers le même 
extremum ou quand le meilleur individu de la population atteint un seuil de performance fixé. 
Le plus souvent le processus est arrêté au bout
 Ce processus peut être schématisé comme suit
1.1.6.7.2 Codage réel vs codage binaire
Le codage binaire offre l’avantage d’être un mécanisme de représentation et 
manipulation simple pour un certain nombre de problème
inconvénients  avec ce type de codage
 Il  peut  être  difficile d’adapter ce codage à  certains problèmes. La représentation 
binaire traditionnelle  utilisée pour les algorithmes génétiques crée des difficultés 
pour les problèmes d’optimisation de grandes dimensions à haute précision 
numérique. Par e
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domaine  [-500, 500], et si  l’on a besoin d’une précision de l’ordre de 10-6,  on  
doit  utiliser  des  chromosomes d’une longueur de  l=3000. Cela, en retour, 
génère un espace de recherche de l’ordre de  101000. Pour de tels problèmes, les  
algorithmes génétiques basés sur des représentations binaires ont de faibles 
performances 
 La distance de Hamming entre les codages binaires de deux nombres réels  
proches  peut  être assez grande : l’entier 7 correspond à la chaîne binaire 0111  et 
la chaîne  1000  correspond à l’entier 8, or la distance entre ces deux binaires est  
de 4. Ce qui créé bien souvent une convergence mais non l’obtention de la valeur 
optimale.   
 Suivant le problème, la résolution de l’algorithme peut être coûteuse en temps. 
 Le croisement et la mutation peuvent être inadaptés (pour  la création, par 
exemple,  d’individus n’appartenant pas à l’espace de recherche).    
Une des améliorations majeures consiste alors à se servir directement de nombres 
réels. Les résultats donnés par Michalewicz (1992) et Michalewicz et all (1994) [114] 
montrent que la représentation  réelle aboutit souvent à une meilleure précision et qu’en règle 
générale le gain en termes de temps de calcul (CPU) est important. Ils en concluent qu’une 
représentation plus  naturelle du problème offre des solutions plus efficaces. 
En  utilisant  le  codage réel, l’individu n’est alors  plus qu’un nombre réel dans 
l’espace des valeurs permises:   
,      . 
1.1.6.7.3 Opérateur génétique 
 sélection des parents  
 La sélection est un opérateur clé sur lequel repose en partie la qualité d’un 
algorithme génétique [4, 30]. Dans cette étape, les chromosomes de la population actuelle 
sont sélectionnés pour être les parents de la génération suivante. En accord avec la théorie de 
l’évolution de Darwin, les meilleurs individus doivent survivre et on criée les nouveaux. Il 
existe plusieurs méthodes pour choisir les individus, tel que la sélection proportionnelle 
(roulette selection) [44], la sélection par tournoi [29], la sélection par  rang [112]. 
 
 






 Le croisement est l’opérateur principal des AG. C’est un opérateur génétique relatif à 
plusieurs individus parents (souvent deux). Son rôle consiste à combiner les génotypes des 
individus pour en produire un nouveau. Il fait partie du mécanisme de convergence [6] de 
l’AG, qui permet de concentrer la population autour des meilleurs individus. On distingue 
plusieurs types de croisements possibles. Les plus utilisés sont : 
 Croisement à 1 point  
 Le croisement à un point est l’opérateur de croisement le plus simple et le plus 
classique. Il consiste à choisir aléatoirement un point de coupure, puis à subdiviser le 
génotype de chacun des parents en deux parties de part et d’autre de ce point. Les fragments 
obtenus sont alors échangés pour créer les génotypes des enfants [57].   
 Croisement à multipoints  
  Le croisement multipoints est une généralisation du croisement à un point. Au 
lieu de choisir un seul point de coupure, on en sélectionne k, aléatoirement. Dans le 
croisement multipoints, les points de coupure sont fixés d’avance [29].  
 Croisement uniforme [109]  
  Ce type de croisement est la  généralisation du croisement multipoints. Dans le 
croisement uniforme, chaque gène d’un enfant est choisi aléatoirement entre les gènes des 
parents ayant la même position dans le chromosome, avec une probabilité de 0,5 s'il y a deux 
parents. Le second enfant est construit en prenant les  choix complémentaires du premier 
enfant.  
 Mutation 
 Les AG utilisent l’opérateur de mutation comme  moyen de préserver la 
diversité de la population [73]. Elle inverse aléatoirement les bits du génotype, avec une faible 
probabilité.  
 Mutation stochastique (bit flip): Étant la plus employée avec le codage  
binaire, cette méthode de mutation consiste à inverser indépendamment 




chaque bit du chromosome. Un test sur le taux de mutation est effectué pour 
chacun des bits du chromosome : en cas de succès, le bit testé est alors 
inversé.  
 Mutation 1 bit : Un bit du chromosome est choisi au hasard. Sa valeur est 
alors inversée.   
1.1.7 Comparaison des techniques d’apprentissage 
La comparaison entre les différentes méthodes d’apprentissage est très rare dans la 
littérature, mais ça n’empêchait pas de trouver quelques études qui illustrent la performance 
de chacune selon la conception du problème et le mode de fonctionnement des algorithmes. 
On retient plusieurs paramètres : la simplicité de la méthode, la facilité d’adaptation au 
problème, la possibilité d’intégrer des connaissances spécifiques, la qualité de la meilleure 
solution trouvée, et la rapidité en termes de temps de calcul nécessaire pour trouver une 
solution satisfaisante. [12, 54]. 
Une étude comparative entre les AG et les RN comme étant deux outils heuristiques 
est donnée sous forme du tableau suivant (tableau 1.1): 
 
Caractéristiques Réseaux de neurones Algorithmes génétiques 
Modèle biologique Système nerveux Sélection naturelle 
Fondement biologique Apprentissage individuel (cerveau) Mécanisme d’évolution 
Nœud Neurone Individu 
Dynamique d’état Fonction d’activation (seuil/poids synaptiques) Sélection/ crossing-over/ mutation 
Traitement Parallèle Parallèle implicite 
Apprentissage et 
adaptation 
Règles d’apprentissage par 
des exemples Évolutif 
                                                 
 propriété qui le permet d’explorer vastes régions de l’espace de recherche tandis qu’il manipule relativement peu de 
chaînes, cette propriété est démontré par Goldberg et Holland [114] tel que le nombre d’individu par l’algorithme est au moins 
proportionnel au cube du nombre d’individu.   





problème Nécessaire Non nécessaire 
Interprétation Difficile Facile 
Limitation Exemples d’apprentissage Optimisation et paramétrisation 
 
En général, les études de comparaison de  performance  des AG avec les autres 
montrent une meilleure performance et une certaine robustesse dans la résolution des 
problèmes avec leur emploi. Et elle fait la conclusion que les AG offrent la possibilité 
d’étendre la méthode vers une stratégie d’adaptation et d’apprentissage [88]. 
Cependant plusieurs tendances favorisent l’émergence de systèmes hybrides pour 
renforcer la robustesse du système d’apprentissage [36]. 
1.2 Agent et système multi agents 
1.2.1 Concept agent 
Avant de d’exhiber les caractéristiques de l’apprentissage chez l’agent, il est 
essentiel de se pencher d’abord sur la notion d’agent. Il existe, à l’heure actuelle, une pléthore 
de définitions de l’agent. Cela est dû principalement à la relative jeunesse du domaine. Une 
définition simple donnée par Russel et Norvig stipule qu’« Un agent est tout ce qui peut être 
vu comme percevant son environnement au travers de capteurs et agissant sur cet 
environnement au travers d'effecteurs » [95]. Une autre définition consiste qu’« un agent est 
une entité logicielle ou matérielle, à laquelle est attribuée une certaine mission qu’elle est 
capable d’accomplir de manière autonome, disposant d'une connaissance partielle de ce qui 
l'entoure (son environnement), et agissant par délégation pour le compte d'une personne ou 
d'une organisation» [89]. 
La définition énoncée par Ferber comporte qu’un agent est une entité logicielle,  qui 
possède des capacités propres de résolution des problèmes et qui est capable d’interagir avec 
son environnement [38]. 
Rahwan[90], Wooldridge et Jennings[61], considèrent un  agent comme une entité 
qui possède un comportement autonome et flexible pour atteindre les objectifs pour lesquels il 
a été conçu.   
Tableau1.1 : Comparaison des caractéristiques des AG et RN (88) 




Ces définitions émergent les caractéristiques suivantes : 
 L’agent est menu d’une tâche à effectuer (résolution des problèmes) et 
possède des techniques pour atteindre son objectif. 
 L’agent est une entité autonome ; son comportement est déterminé par sa 
propre expérience exercé dans son propre environnement. 
 L’agent dispose d’une connaissance, même partielle, de son environnement 
courant. Ceci lui permet de prendre les décisions appropriées.  
 L’agent est caractérisé par un comportement flexible; il répond d’une manière 
opportune aux changements qu’il perçoit dans son environnement, il prend 
l’initiative d’adopter la décision appropriée pour atteindre son but, comme il 
est capable d’interagir avec les autres agents. 
 Étant qu’un agent possédant ces caractéristiques, il est habilitant d’apprendre et 
d’évoluer en fonction de cet apprentissage en modifiant son comportement selon ses 
expériences passées. 
1.2.2 Apprentissage ou rationalité ? 
Russell et Norvig ont étendu la définition d’un  agent en introduisant le concept de 
rationalité. [94] 
Un Agent rationnel idéal choisi toujours l’action qui l’amène au but final en 
maximisant la valeur de la mesure de performance. Il agit sur la base de ses connaissances du 
monde, pour chaque séquence de perceptions La perception active est un aspect important 
d’un  comportement rationnel. 
Alors quelle est la différence entre la rationalité et l’apprentissage d’un agent? Pour 
qu’on puisse  répondre à cette question, il faut citer les hypothèses en quoi s’appuie la 
rationalité. [81] 
 L’information complète: Tous les agents sont supposés être entièrement informés 
du problème.  
 L’anticipation rationnelle : l’agent sait au préalable les résultats attendus d’une 
action et il dispose des critères d’évaluation de leurs actions lui permette de prendre 
la bonne décision.  
 La rationalité parfaite: tous les agents sont supposés être parfaitement capables de 
déduire leur comportement optimal quelque soit la complexité du problème.  




 Les espérances communes: tous les agents agissent selon les mêmes principes de 
l’information complète et de la rationalité parfaite. Ils savent que les autres savent 
qu’ils savent. 
Le problème posé et que l’on peut aisément remarquer est le rencontre des difficultés 
dans les cas complexes, justement parce que ces trois suppositions  ne sont pas toujours 
satisfaites.  
	 Les agents doivent s’informer du contexte quand le jeu a commencé. Et les 
problèmes de contexte peuvent eux mêmes ne pas être complètement définis 
initialement. 
	 Les agents ne sont pas toujours assez intelligents ou n’ont pas de capacité d’action 
pour calculer un optimum. 
	 Les agents utilisent différentes approches et ne peuvent compter sur les autres pour 
dupliquer leur raisonnement. 
	 Les conséquences des actions choisies ne sont pas toujours logiques. 
	 Ces difficultés mènent à des prévisions qui ne sont pas toujours escomptées.  
C’est alors qu’une théorie évolutionnaire a apparu. Son principe est de considérer le 
problème exactement à l’opposé de la rationalité, avec des agents qui ont initialement une très 
petite rationalité et connaissances spécialisées de leur domaine d’action. Nos agents sont alors 
amenés à s’adapter et à apprendre, devenant petit à petit experts dans leur propre domaine. 
L’un des précurseurs de cette approche est J.  Holland [58] dans ses travaux sur l’inférence et 
les algorithmes génétiques [45] en introduisant la notion d'agents artificiels adaptés. 
1.2.3 Apprentissage ou adaptation ? 
 La définition d’un agent s’enrichie à chaque fois qu’on lui attribue une nouvelle 
caractéristique, (figure 1.2). L’adaptation aussi semble un point fort pour la persistance de 
l’agent dans son entourage, car l’agent est situé dans un environnement qui change souvent, 
par conséquent il doit être en mesure  à répondre aux dynamiques produits. Cela nécessite une 
capacité d’adaptation pour qu’il puisse survivre et atteindre ses objectifs.   
 Le thème de l’apprentissage et de l’adaptation pour les agents est fréquemment 
évoqué. L’importance de l’apprentissage devrait s’accroître dans les prochaines années tant 
l’adaptation est primordiale chez  les agents [37]. 
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 Quelle relation existe
[118] ne fait aucune distinction explicite entre les deux concepts, l’adaptation est couverte par  
l’apprentissage. Il s’agit ici de s’interroger sur la question suivante
comportement des agents de manière à ce qu’ils puissent tirer parti des expériences passées? 
 Cependant, on peut tirer les points suivants
 L’adaptation est l’acte résultat
 L’adaptation n’octroie pas des nouvelles connaissances ou comportements. Elle 
ne sert qu’à modifier les anciens pour les réajuster. 
En récapitulation, on peut retenir









1.2.4 Agent apprenant 
 Définition : 
 On dit qu’un agent est entrain d’apprendre si pendant l’exécution de ses tâches il 
cherche à améliorer ses performances d’exécution 
en fonction de ce qu’il perçoit et la connaissance dont il dispose, 
techniques et la prise en compte
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et d’acquérir de nouvelles connaissances 
 des changements survenus dans son environnement.
Figure1.2 : Caractéristiques d’un agent
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Auprès de ce qui était énoncé auparavant, l’apprentissage est caractérisé par
 Une action autonome.
 Apprendre pour s’évoluer en acquérant des nouvelles connaissances 
(représentation et comportement). 
 Apprendre pour raisonner avec rationalité.
 Réciproquement, Apprendr
apprentissage. 
 Apprendre pour procurer de l’intelligence.
 Si un agent est capable de raisonner face aux situations rencontrées dans son 
environnement (choisir la meilleure action à exécuter), d’avoir une faculté à s’adapter 
aux changements produits, et disposé à apprendre des nouvelles procédés pour 









 Pour que l’agent puisse faire évoluer,
d’abord, il doit avoir des informations
de l’agent, comme il doit avoir ensuite des informations sur la
actions affectent le monde autour de lui
1.2.5 Typologie des agents
Il  existe  diverses  classifications  qui  s'appuient  sur  les  propriétés  trouv
étudiant  les  diverses définitions pour  les agents. Une autre façon de voir un agent réside 
     Figure1.3 : Degré d’autonomie et d’intelligence par rapport les caractéristiques d’un agent
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dans sa manière d’agitation dans son environnement, à ce stade, on distingue les trois types 
suivants : 
• Les agents réactifs : ne font que réagir d'une manière mécanique aux stimuli 
qu'ils perçoivent. Ils n'ont pas de représentation symbolique de leur monde.   
• Les agents cognitifs : qui disposent d'une capacité de raisonnement, d'une 
aptitude à traiter des informations diverses liées au domaine  d'application, et des 
informations liées à la gestion des interactions avec les autres agents et 
l'environnement.  
• Les agents hybrides : intègrent l'aspect cognitif et réactif.  
1.2.6 Système multi agents 
Les  chercheurs  en intelligence  artificielle  sont orientés vers  une  vision  distribuée 
des  systèmes pour plusieurs motivations. Plutôt  que  de  considérer  un agent  unique,  
compliqué,  difficile  à  maintenir  et  apparaissant  finalement  comme  une  ressource 
critique, ils ont appliqué le principe "diviser pour régner". Les systèmes multi-agents 
s'appuient sur le principe suivant : au lieu d'avoir un seul agent en charge de l'intégralité d'un 
problème, on considère plusieurs agents qui n'ont chacun en charge qu'une partie de ce  
problème.  La  solution  au  problème  initial  est  alors  obtenue  à  travers  de  l'ensemble  des 
comportements individuels et des interactions, c'est à dire par une résolution collective[33]. 
Définition : 
Dans Ferber 1999 [38], un système multi-agent est défini de la façon qui suit: On 
appelle système multi-agent (ou SMA), un système composé des éléments:  
1. Un environnement E, c'est-à-dire un espace disposant généralement d'une métrique.  
2. Un ensemble d'objets O. Ces objets sont situés, c'est-à-dire que, pour tout objet, il 
est possible, à un  moment  donné,  d'associer  une  position  dans  E.  Ces  objets  
sont  passifs,  c'est-à-dire  qu'ils peuvent être perçus, créés, détruits et modifiés par 
les agents.  
3. Un ensemble A d'agents, qui sont des objets particuliers (A  O), lesquels 
représentent les entités actives du système.  
4. Un ensemble de relations R qui unissent des objets (et donc des agents) entre eux.  
5. Un  ensemble  d'opérations Op  permettant  aux  agents  de A  de  percevoir,  
produire,  consommer, transformer et manipuler des objets de O.  




6. Des opérateurs chargés de représenter l'application de ces opérations et la réaction 
du monde à cette tentative de modification, que l'on appellera les lois de l'univers. 
1.2.7 L’apprentissage chez les agents 
Pour la plupart des tâches que doit accomplir les agents et même si  l'environnement 
paraît plus ou moins stable, il est extrêmement difficile et même impossible à priori de 
déterminer correctement le comportement et les activités concrètes de ce système au moment 
de sa conception. Cela nécessite de connaître à priori la nature de l'environnement émerge et 
le genre d'agents qui pourront s'adapter à ce nouvel environnement. Ce genre de problèmes 
qui résultent de la complexité des systèmes multi-agents peuvent être évités ou du moins 
réduits en octroyant aux agents la possibilité de s'adapter et d'apprendre avec la   possibilité 
d'améliorer leur propre performance ou/et celle du système dans son ensemble [118].  
1.2.7.1 Apprentissage mono agent 
L’idée derrière l’apprentissage, c’est que les perceptions de l’agent ne devraient pas 
être utilisées seulement pour choisir des actions, elles devraient être aussi utilisées pour 
améliorer l’habilité de l’agent à agir dans le futur. L’apprentissage, pour un agent, est très 
important car c’est ce qui lui permet d’évoluer, de s’adapter et de s’améliorer [95]. 
Voir l’apprentissage chez les êtres humains, plus que les réflexes innés, comme 
retirer la main lorsque l’on se brûle, ils peuvent apprendre de nouveaux réflexes plus 
compliqués comme la conduite automobile. Au début, la conduite est très difficile, car on doit 
penser à toutes les actions que l’on fait, mais plus on se pratique, moins on réfléchit et plus la 
conduite devient un réflexe. 
Dans la forme la plus simple, on peut appliquer la même chose. C’est-à-dire, 
lorsqu’un agent fait face à une situation pour la première fois, il doit délibérer plus longtemps 
pour choisir ses actions. Mais, avec un module d’apprentissage, plus l’agent effectue des 
tâches similaires, plus il devient rapide. Son comportement passe graduellement d’un état 
délibératif, à un état réactif. L’agent a donc appris à exécuter une tâche. D’un point de vue 
plus technique, on peut dire que l’agent a, en quelque sorte, compilé son raisonnement dans 
une certaine forme d’ensemble de règles qui lui permettent de diminuer son temps de 
réflexion. Ce n’est qu’une façon dont les agents peuvent apprendre, il en existe plusieurs 
autres. En fait, on considère que toute technique qui permet à un agent d’améliorer son 
efficacité est une technique d’apprentissage. 




L’apprentissage individuel consiste qu’un agent peut apprendre de façon solitaire et 
indépendante des autres agents [119]. Il n'est pris en considération que lorsque tous les 
éléments du processus d'apprentissage sont exécutés par le même agent et n’incluse que ses 
propres expériences [118]. À ce stade plusieurs travaux sont considérés intéressants, ils 
implémentent différentes techniques d’apprentissage dans divers domaines d’application. 
Entre autre nous citons  Baird & Moore 1998 [5], Kearns & Singh 1998[65], Satinder Singh 
2000 [105],  Bruno Scherrer 2003[98], Toni Conde 2005[20], Nicolas Gomond et Jean-Marc 
Salotti 2006[46].  
1.2.7.2 Apprentissage multi agents 
Il l’étend bien au delà dans la mesure où les activités d’apprentissage d’un agent 
peuvent être influencées considérablement par les autres agents et que plusieurs agents 
peuvent apprendre de manière distribuée et interactive comme une seule entité cohérente [60, 
103]. 
Les SMA évoluent généralement dans des environnements complexes (c’est-à-dire 
larges, ouverts, dynamiques et non prévisibles) [104]. Pour de tels environnements, c’est très 
difficile et même quelquefois impossible de définir correctement et complètement les 
systèmes à priori. Ceci exigerait de connaître à l’avance toutes les conditions 
environnementales qui vont survenir dans le futur, quels agents seront disponibles à ce 
moment et comment les agents disponibles devront réagir et interagir en réponse à ces 
conditions. Une manière de gérer ces difficultés est de donner à chaque agent l’habilité 
d’améliorer ses propres performances, ainsi que celles du groupe auquel il appartient. 
Dans un environnement multi agent, les agents peuvent apprendre grâce aux autres. 
Par exemple, un agent A, qui voudrait savoir comment se rendre à un certain endroit, pourrait 
demander à un autre agent B s’il connaît un bon chemin. Si B connaît un bon chemin, il peut 
le transmettre à A, permettant ainsi à l’agent A d’apprendre un bon chemin grâce à l’agent B 
[41]. 
D’un autre côté, les agents peuvent aussi apprendre à propos des autres. Par exemple, 
un agent peut regarder un autre agent agir dans certaines situations et, à l’aide de ces 
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informations, il pourrait construire un modèle du comportement de l’autre agent. Ce modèle 
pourrait lui servir pour prédire les actions de l’autre agent dans le futur. Cette information 
pourrait l’aider à mieux se coordonner ou à mieu
Une autre facette importante est l’apprentissage des interactions
collaboration, communication, etc.) entre les agents pour échanger leurs expériences, 
l’hypothèse sous-jacente est que pourquoi passer un temps
une chose qu’un autre dans mon groupe la connaît. Ainsi que l’apprentissage collectif 
augmente la performance du système 
Plusieurs modèles ont été proposés pour représenter l’apprentissage multi agent, 
1993[110], Hu & Wellman 
Sandholm 2003[21], Alain Dutech
Pendant notre étude
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Figure1.4 : Évolution cumulée du nombre de publications 
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chaque période. On observe une croissance  très  forte  de l’utilisation des AG depuis 1994, il 
y a 200 articles publiés avant le premier janvier 2004. 
Les AG ont été appliqués avec succès dans des problèmes d'optimisation et 
d'apprentissage automatique [18, 39, 64, 76, 96]. Ceux-ci sont particulièrement efficaces pour 
parcourir des espaces de recherche à la fois vastes et complexes. Ils ne nécessitent pas 
notamment de connaissances spécifiques du domaine pour converger vers une bonne solution, 
mais au contraire mettent en œuvre un cadre général permettant d'évaluer et de recombiner 
des solutions partielles.  
De Jong , 1988 [29] rapporte que les AG sont plus performants que d’autres 
techniques d’apprentissage pour la conception de systèmes d’apprentissage.  Cette 
performance est  également comparée dans les travaux de Grenfenstte 1993 [48], qui présente 
une rétrospective  sur l’application des algorithmes génétiques dans  le domaine des 
algorithmes d’apprentissage. Plusieurs auteurs ont également employé  les AG spécifiquement 
pour l’acquisition de connaissances dans les systèmes de classificateurs Knight et Sen 
1995[67], Fàbrega et Guiu 1999 [35].  Holmes 2002 [59] présente un bon exposé sur le sujet 
dans lequel de nouveaux modèles sont discutés et plusieurs applications intéressantes sont 
présentées.  Des travaux de recherches concernant les systèmes multi-agents proposent aussi 
d’employer les AG comme système d’apprentissage à l’intérieur des agents intelligents.  Cette 
approche permet aux agents d’être complètement autonomes d’un point de vue génétique 
[18].  Cette autonomie génétique permet un apprentissage de haut niveau, par exemple, de la 
détermination du meilleur jeu d’heuristiques au cœur même des agents.     
Précisément, les recherches récentes en économie pour adopter les AG comme outil 
d’apprentissage sont encourageantes. Nous venons présenter les plus récents et proches de 
notre travail. 
Schulenburg et Ross 2000 [99], établent la performance des agents artificiels face 
aux données provenant d’un marché financier réel. Les agents sont d’abord entraînés sur des 
données des neufs ans et ensuite ils utilisent les règles qu’ils ont développées pendant cette 
période pour gérer leurs transactions pendant la dixième année. Les simulations montrent que 
les agents artificiels développent une large diversité de stratégies innovantes qui ont une 
performance supérieure à celle des stratégies de base de type « buy and hold ». 




Vriend 2000 [117], propose l’utilisation des AG pour l’étude  des dynamiques 
d’apprentissage et il obtient la convergence vers la solution de Cournot avec l’apprentissage 
individuel.  
Vallée 2000 [115], utilise les AG pour étudier les ajustements dans un modèle de jeu 
répété, consacré à la crédibilité de la politique monétaire du gouvernement. Après l’annonce 
du gouvernement, l’évolution de l’AG correspond à l’apprentissage, par les agents, de la 
fonction de réaction du gouvernement en fonction de l’évolution de l’inflation réalisée. Cet 
article teste différentes structures possibles pour un AG avec codage réel et cherche à mesurer 
l’information générée par chaque structure et son impact sur l’évolution du jeu. L’intérêt est 
qu’on doit porter à la structure de l’AG retenu et la nature de l’information générée et traité 
par le AG. 
Yildizoglu 2001 [120], étudie la pertinence des AG pour la modélisation de 
l’apprentissage individuel dans les stratégies de R&D des firmes. Il développe un modèle de 
concurrence entre deux types de firmes les NWFirms qui utilisent une règle fixe pour arbitrer 
entre l’investissement en R&D et celui en capital physique, et les GenFirms qui utilisent un 
AG individuel pour ajuster cet arbitrage à l’évolution de leur industrie. Les principaux 
résultats de ce modèle montrent que cet apprentissage individuel est une source d’avantage 
concurrentiel pour les GenFirms qui finissent par dominer l’industrie.  
Jasmina Arifovic, Michael K. Maschek 2006[1], éprouvent l’apprentissage individuel 
des firmes pour mettre à jour leurs décisions sur la quantité de productions. Ils ont illustré la 
convergence du modèle. Leur conclusion était que cette convergence est due grâce aux deux 
points : la manière d’évaluation des performances de la production des règles, plus la fonction 
du coût. 
1.4 Apprentissage par renforcement (AR) 
L'AR est une approche computationnelle pour apprendre et automatiser le  « goal-
direct  learning » (apprentissage dirigé but) et la prise de décision. Il se distingue des autres 
approches computationnelles par le fait que l'apprentissage se fait de façon individuelle  à 
partir des interactions directes de l'environnement sans avoir recours à des exemples de 
supervision ou à des modèles spécifiques de l'environnement. L'apprentissage par 
                                                 

 Une stratégie économique « recherche et développement », fonction de l'entreprise qui se charge des nouveaux 
produits, de la conception à la réalisation [120]. 




renforcement utilise un framework formel définissant les interactions entre un agent apprenant 
et son environnement, en termes d'états, d'actions et de récompenses (rewards). L'agent 
apprenant doit pouvoir prendre connaissance sur l'état de son environnement et être capable 
d'agir en conséquence pour affecter son environnement. Il exploite ses connaissances 
antérieures pour obtenir des récompenses, mais il doit également effectuer une opération 
d'exploration afin de faire la meilleure sélection d'actions dans le futur, c’est-à-dire qu'il doit 
essayer une variété d'actions et choisir progressivement celles qui paraissent les plus 
performantes [8]. 
Tesauro 2002 [111], a utilisé l’AR pour modéliser des décisions économiques 
consistant à fixer les prix dans un marché compétitif. Cette décision est prise dans un 
environnement où tous les agents sont adaptatifs, ce qui en fait un environnement évolutif et 
dépendant de l'historique. Cet algorithme a été utilisé dans un jeu de taille réduite, limité à 
deux agents, pour que l'espace des états ne soit pas trop grand et puisse être représenté par les 
tables de Q-functions. 
Tandis que Kutchinski 2003[69], a développé un système d’AR pour déterminer les 
stratégies des vendeurs permettant de fixer les prix sur un marché. L'utilisation du Q-
learning a donné des meilleurs résultats que ceux obtenus par l'utilisation de règles simples 
pour de tels systèmes. 
1.5 Conclusion 
Pour que la machine soit un vrai collaborateur  avec son utilisateur, en reconnaissant 
bien son environnement et en prenant des décisions correctes, avec une intervention extérieure 
limitée, l’apprentissage artificiel offre la capacité de faire évoluer ses connaissances et 
progresser ses performances, afin de maîtriser en cours du temps la tâche à réaliser. 
Le processus d’apprentissage possède des caractéristiques concernant les données à 
utiliser, le temps à consommer et le rôle à jouer par l’enseignant. Ainsi que certaines 
conditions doivent être vérifiées au sein du système apprenant. Car l’apprentissage est une 
notion multi concepts, diverses classifications ont été proposées dans la littérature en tenant 
compte chaque fois un critère spécifique. L’apprentissage est un domaine multidisciplinaire 
qui fait l’objet de nombreux domaines, par conséquent différents outils et techniques ont été 
développés pour répondre aux exigences des problèmes en discussion.  
                                                 

 Le Q-learning est une technique qui se place dans le cadre de l'apprentissage par renforcement et qui produit une 
matrice Q dans laquelle chaque élément Q(s,a) mesure l'intérêt d'effectuer l'action a lorsque l'on se trouve dans l'état s[8]. 




L’agent comme entité logicielle ou matérielle a besoin, dans la majorité des cas, d’un 
processus d’apprentissage, pour qu’il devienne plus puissant et performant à résoudre les 
problèmes dont il rencontre dans son environnement et d’agir efficacement.  
Selon les recherches en apprentissage, plusieurs méthodes ont été développées. Les 
AG ont prouvé leurs succès, ainsi que l’AR s’avère un outil qui offre l’agent la possibilité de 
maximiser ses récompenses.  
Nous avons donc besoin de concevoir une architecture d’un agent apte à apprendre, 
en développant  l’AG utilisé comme un processus d’apprentissage avec l’intégration d’AR. Ce 
























Conception du modèle d’un agent     
             apprenant basé  
                            algorithme génétique  
 
 
                           
                                   ’une des problématiques liées à l’intelligence artificielle est le fait de 
mener un agent par une caractéristique qui le rend capable d’apprendre automatiquement 
depuis son environnement où il existe. L’objectif est de le permettre d’évoluer au cours du 
temps, en améliorant ses performances et augmentant ses connaissances. 
 Cette partie est consacrée à la proposition d’une architecture d’agent apprenant, en 
incluant un algorithme génétique pour formaliser le problème d’apprentissage, incorporé avec 
un mécanisme d’apprentissage par renforcement. 
 Nous spécifiant les éléments intervenant dans l’architecture proposée. Ainsi que les 
étapes à inclure dans le processus génétique, précisément les opérateurs adoptés. L’utilisation 
d’un apprentissage par renforcement exige la définition d’une fonction d’évaluation des 
performances qui est détaillé à ce niveau. Finalement les protocoles globales à suivre sont 
décrits chacun séparément. 




2.1 Nécessité d’une approche d’apprentissage par algorithme génétique  
L’apprentissage est une aptitude nécessaire pour amener un système à évoluer de 
manière efficace tenant compte les circonstances de son environnement. 
Le contexte d’utilisation des agents dans un milieu dynamique, l’apprentissage 
semble être une faculté indispensable, tant pour l’amélioration de la performance d’agent, que 
pour lui permettre à disposer même si les connaissances sont modiques. 
C’est pourquoi, différents outils d’apprentissage ont été développés. Après  le succès 
réalisé par les algorithmes génétiques à résoudre des problèmes d’optimisation, ils sont 
aujourd’hui suggérés d’être utilisés comme un mécanisme d’apprentissage. Cette tendance est 
également liée à leur caractère évolutif. Ainsi que leurs capacités à s’adapter à n’importe quel 
espace de recherche bien que les connaissances initiales sont restreintes et les mouvements 
d’environnement sont imprévus. L’utilisation des AG offre la possibilité d’obtenir rapidement 
une solution de bonne qualité et ce assez facilement comparativement à d’autres techniques.      
L’apprentissage ne vise pas seulement à élaborer la bonne décision, mais aussi de 
prendre en compte l’effet correspondant à cette décision pour s’améliorer. L’agent ne garantie 
l’efficacité de son processus d’apprentissage qu’après l’évaluation de ses actions produites. 
En conséquence, on est appelé à intégrer un mécanisme d’apprentissage par 
renforcement afin de permettre à l’agent de garder une traçabilité de ses expériences passées  
et de mesurer sa qualité d’agitation. 
L’hybridation entre les algorithmes génétiques et l’apprentissage par renforcement 
engendre un outil apte à explorer une stratégie adéquate en rectifiant les décisions par 
l’utilisation des algorithmes génétiques suite aux valeurs mesuré des performances interprétés 
comme des renforcements (récompense ou pénalité). 
2.2 Architecture proposée  
L’architecture proposée d’un agent apprenant est évoqué de celle définit par Russell 
et Norvig [94]. Elle peut être raffinée en différents niveaux. Une vue de haut niveau 
d’abstraction de notre modèle montre l’agent composé de trois modules décris comme suit 
(figure2.1). 















2.2.1 Module de communication
connaissances nécessaires à la résolution. Ces connaissances seront obtenues par le 
biais d’une interface chargé à transférer les évènements apparent
environnement déclenchés par ce dernier o
D’autre  part, ce module consiste à interpréter les décisions prises de l’agent sous 
forme d’actions effectuées dans le monde extérieur où il se situe.
2.2.2 Module de performance
effectuer, en se basant sur les perceptions en entrée, ainsi que les informations 
retournées par le module d’apprentissage. Son choix est effectué sur quel règle à 
appliquer. Il inclut une base de règle contenant celles appris suite aux cyc
d’apprentissage.  
2.2.3 Module d’apprentissage
l’exploration des nouvelles règles
performance et un feedback sur la qualité des actions faites par l’agent. Il décide à 
Module d’apprentissage









ANT : ARCHITECTURE PROPO
 : pour résoudre des problèmes, il faut doter l’agent de 
u bien suite à une action propre de l’agent. 
 : son rôle demeure toujours de choisi
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partir de ces données de la manière dont le module de performance devrait être 
modifié afin que l’agent fasse mieux dans le futur. De même, il est constitue de deux 
unités : une unité de critique et un noyau d’apprentissage (figure2.2). Une description 
plus raffiné est la suivante. 
2.2.3.1 Module de critique: il s’occupe à mesurer les performances de l’agent au file de 
temps en incluant ses expériences passées et indique au module « moteur 
d’apprentissage » à quel point agit il bien. Ce module est composé de deux unités 
(figure2.3). 
a. Une unité de mémorisation: les renforcements obtenus seront stockés dans une 
mémoire sous forme d’une matrice permettant d’enregistrer pour chaque état x(t) 
sa valeur de renforcement correspondante. La mémoire offre à l’agent de 
s’évoluer en tenant compte les critiques reçus dans ses expériences passées. 
b. Une unité d’évaluation : fait appel à un processus d’apprentissage par 
renforcement. Il sert à associer à un instant t, une valeur de renforcement d’une 
action a(t), correspondante à un état perçu x(t). Un renforcement estimé positif 
signifie que l’agent a bien agit et son processus d’apprentissage fonctionne d’une 
bonne manière. En revanche, le renforcement négatif indique un échec, et par 
conséquent la stratégie adaptée au niveau d’apprentissage doit être modifiée. 

 Calcul des renforcements  
 Quelques définitions de base : 
  Définition1 : Une action a(t) d’un agent à l’instant t, est choisit en un premier 
temps par le processus d’apprentissage génétique, et apprécier en un second 
temps par le processus d’évaluation. 
Définition2 : Un rendement r(t) d’une action a(t), est égale à la variation de 
performance de l’agent entre t-1 et t. 
       1                                       (2.1) 
              
 P : performance. 
Équation 2 .1 : Calcul de rendement d’une action  




Définition3 : Le paramètre de renforcement G est un assignement de crédit qui 
est affecté à chaque retour de l’environnement (récompense ou pénalité) selon les 
rendements de l’action d’agent réalisée dans l’environnement. 
               !        " 0 
             !        $ 0  
  0                               !%&% 
Définition4 : Un taux des cumuls positifs des assignements de crédit ' est le 
pourcentage de récompenses positives gagnées suite aux actions exécutées dans le 
passé par rapport au nombre total des assignements des crédits obtenus. 
'        ∑ )*+,*-.∑ )*,*-.    / 100                           (2.2) 
 
Définition5 : Un taux des cumuls négatif des assignements de crédit 0 est le 
pourcentage de récompenses négatives gagnées suite aux actions exécutées dans 
le passé par rapport le nombre total des assignements des crédits obtenus. 
0        ∑ )*1,*-.∑ )*,*-.    / 100                            (2.3) 
 
Définition6 : La mesure de performance M d’un agent (processus 
d’apprentissage) à l’instant t, est définie par deux valeurs, le taux des 
assignements de crédit positifs et négatifs, 'et 0 successivement, cumulé 
jusqu’à l’instant t. 
2   3 '                   !                '  "  0 
2    0                   !                0  "  ' 
 Le protocole d’apprentissage : à chaque temps t, l’agent suit le protocole suivant 
pour évaluer la performance d’apprentissage : 
Équation 2 .2 : Calcul de récompenses positives 
Équation 2 .3 : Calcul de récompenses négatives 
2.2 MODÈLE D’UN AGENT APPREN
 
 
1. L’agent est dans un état x(t), il reçoit les nouvelles données de l’environnement.
2. Il réactualise ses données et génère son rendement r(t) et son assignement de crédit 
G correspondant.
3. Enregistrement 
4. Calcul ' et 0
5. Génération de mesure de performance M(t).
6. Si M(t) < 0 alors envoyer












2.2.3.2  Moteur d’apprentissage
a) Le générateur  de problèmes
permettre au système de découvrir des cas qu’il n’aurait pas
choisis. 
b) processus d’apprentissage
les étapes d’un algorithme génétique. 
i. Il repose sur un codage des problèmes et de leu
forme de 
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ii. On génère tout d’abord une population de solutions potentielles à un 
problème donné, sous la forme de telles chaînes, puis on sélectionne, au 
moyen d’une mesure d’ajustement, les éléments de la population qui 
satisfont au mieux les contraintes de la solution recherchée.  
iii. Des opérateurs génétiques sont ensuite appliqués à cette population de 
manière à obtenir une nouvelle population, possédant dans son 
ensemble de meilleures solutions que la précédente génération.  
iv. On réitère le processus sur l’ième génération, jusqu’à l’obtention d’une 
génération de solutions qui satisfait les critères de qualité imposée et 
qui est beaucoup plus adapté au traitement du problème en question. Il 
suffit alors de choisir la meilleure solution.  
Les AG mettent en œuvre de mécanisme assez simple pour l’évolution de la solution. 
La manipulation des chaînes sont faites en utilisant des opérateurs basiques : le croisement et 
la mutation.  
Le processus d’apprentissage est efficient s’il apporte des améliorations efficaces sur 
les décisions d’un agent, l’un des points forts de son efficacité est qu’il est apte à répondre, au 
bon moment, dans tel telle situation.  
Cette aptitude devenus de plus en plus une caractéristique exigée, si l’environnement 
subit des changements rapides. Par conséquent, la vitesse de convergence d’algorithme 
génétique vers la solution optimale doit être maintenue vis-à-vis  la diversité de la génération 
qu’elle appartient. Cette contrainte est assurée par l’utilisation adéquate des opérateurs de 
croisement et  mutation adaptés au problème à résoudre.  
Notre démarche consiste à implémenter deux variantes de croisement et de mutation 
afin d’augmenter la performance d’un algorithme génétique. 
 












Cet opérateur a pour but d’enrichir la diversité de la population en manipulant la 
structure des chromosomes. Classiquement, les croisements sont envisagé
individus parents et génèrent deux nouveaux enfants.
Le croisement traditionnel consiste à choisir aléa
chaînes parents composées de M gènes, portant 
deux sous chaînes terminales de chacun
figure2.5. Le point de croisement 
selon le problème à traiter. 
Une telle méthode risque de favoriser la dominance d’un ensemble de 
caractéristiques dans une génération ce qui empêche la dis
tomber dans un minima local. 
Pour éviter le rassemblement des individus autour d’un dominant, nous suggérons 
d’utiliser une alternative de croisement proposée par Angel Kuri.M 
croiser non plus les deux meilleurs parents, mais plutôt de recombi
l’un est le meilleur, l’autre  est le plus mauvais. La recombinaison s’accomplie par un 
croisement en anneau (ring crossover) selon le procédé qui suit
 Classer les (n) individus de la population selon leurs fitness, de tel façon que 
premier rang (1) réfère au meilleur individu et le n
Figure 2.3 : 
État actuel perçu
 : CROISEMENT ADAPT
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 Former un ensemble 4  %/2 de couples ; le premier couple constitué du premier (1) 
et le dernier(n) des individus ordonnés ; le suivant correspondant aux individus 2 et n-
1, etc. D’une manière générale le couple (i) est constitué des individus i et n-i+1. Dans 
chaque couple le meilleur individu désigne la source, l’autre désigne la cible. 
 Avec une probabilité de croisement Pc, pour chaque couple appliquer :  
o Sélection aléatoire de 2 positions de croisement Xp ; la première correspondant 
à la source, la deuxième correspondant à la cible. 
o Un segment de longueur Ls = O(P)/2 est sélectionné à la cible comme à la 
source. Les segments sont considérés comme anneau (ring) par le 
rapprochement de l’extrémité droite du segment vers l’extrémité gauche 
 Finalement, un croisement est effectué entre la source et la cible.     
2.3.1 Exemple illustratif  
Le croisement adapté est illustré à travers un exemple représenté par les figures 2.4 et 
2.6. La longueur de la chaîne   représentant l’individu s = O(P) = 6. Les deux individus sont : 
U1(t) = 100101, Un(t) = 101010. Le segment à croiser de longueur Ls = O(P)/2 = 3.Le point 
de croisement aléatoire Xp = 4. Après un croisement anneau (ring crossover), les deux chaînes 











Figure 2.4 : Les couples à croiser 
 





























2.4 Mutation adaptée  
 L’opérateur de mutation apporte aux algorithmes génétiques la propriété 
d’ergodicité de parcours d’espace de solutions. Cette propriété indique que l’AG sera 
susceptible d’atteindre tous les points de l’espace d’état, sans pour autant les parcourir tous 
dans le processus de résolution. 
 La mutation traditionnelle consiste généralement, à tirer aléatoirement un gène 
dans le chromosome et le remplacer par une valeur aléatoire. Ce changement est une étape 
critique ; il peut rapprocher l’individu vers la solution optimale, comme il peut l’écarter 
largement et la reprise peut être difficile par la suite. 
 Une des tendances sert à ajuster le taux de mutation, tandis que le taux reste une 
mesure probable et indéterminée, varie selon le problème rencontré. 
 Vu l’influence de cet opérateur sur la convergence d’un AG vers la solution 
optimale, et ainsi d’améliorer le rendement de processus d’apprentissage. Il est spontané de 
penser à implémenter la mutation d’une manière permettant au système d’éviter le 
problème de convergence prématuré ou d’écarter de la bonne solution. 
 Répliquant, à cette exigence, nous proposons d’incorporer dans le cycle 
génétique, un opérateur de mutation inspiré du travaux de Sung Hoon Jung [62], nommé 
Figure 2.5 : Le croisement linéaire 
 
                                                                      
 
   Les chaînes originales   
1 0 0 1 0 1 
 
1 0 1 0 1 0 
 
1 0 0 0 1 0 
 
1 0 1 1 0 1 
 
1 0 0 1 0 1 
 
1 0 1 0 1 0 
 
Les nouvelles chaînes Le point de croisement 
 
                                                                      
 
   Les chaînes originales   
1 0 0 1 0 1 
 
1 0 1 0 1 0 
 
1 0 0 1 1 0 
 
1 0 1 0 0 1 
 
1 0 0 1 0 1 
 
1 0 1 0 1 0 
 
Les nouvelles chaînes Le point de croisement 
Figure 2.6 : Le croisement en anneau (ring crossover) 
 




« mutation sélective » dont le but est d’augmenter la puissance exploratoire de la mutation 
et par conséquent réduit le temps nécessaire pour l’apprentissage.     
 Sung.Jung a constaté que la mutation est significative s’elle est effectuée dans la 
partie chromosomique adéquate. En se basant sur cette proposition, la mutation sélective 
consiste à remplacer un gène selon la fitness de son individu y appartient ; si un individu 
possède une basse fitness, il est plus loin d’être une solution optimale, alors le changement 
aura lieu dans la partie significative du chromosome pour qu’il fait un saut rapide. Par 
contre, si l’individu a une fitness élevée, il est plus probable d’être proche de la solution 
optimale. Et ainsi le point à remplacer est inclus dans la partie moins signifiante pour qu’il 
reste autour de la solution optimale. 
 D’autre part, le codage binaire des chromosomes est favorable pour renforcer 
l’utilisation de cet opérateur, car la représentation binaire des chaînes de chaque individu 
désigne que la position du bit la plus élevée implique que c’est lui-même qui a le poids le 





















n : La taille de la population. 
N : Le nombre de partition. 
s : La longueur de la chaîne chromosomique. 
 : Le rang de l’ième individu. 
,…..,8
9  : Une partie de chaîne d’individu. 
,…..,8
:  : Une partie du rang. 
 
            1.Trier les individus de la population selon leurs fitness et leur rang. 
2.Diviser la chaîne chromosomique de chacun en N parties, Ps. 
3.Diviser le rang en N parties, Pr. 
  Pour i = 1 à n faire 
   Si     ;: alors  
Muter un point sélectionné aléatoirement, appartient à la 
partie,80;'9 . 
Fin si 





Algorithme 2.1 : Mutation sélective 




 D’après l’algorithme proposé, les individus de la population sont classés suivant 
leurs fitness, et un rang correspondant est affecté à chacun. Ensuite les chaînes des 
chromosomes sont segmentées en N fragments. Le bit à modifier sera tiré aléatoirement du 
segment  80;'9  de la chaîne, si le rang de chaque individu se situe dans la partie ;:  du 
rang. 
2.4.1 Exemple illustratif  
 Pour développer l’utilisation de la mutation sélective, l’exemple suivant montre 
son procédé. Supposant que la taille de la population n = 20, la longueur de la chaîne 
d’individu s= 16 et le nombre de partition N=2, ensuite les chaînes sont divisées en deux 
parties  ,9 , de même, le rang est diviser en deux  ,: . Si le rang d’un individu est 3, alors 
il appartient à la première partie  :. Par conséquent un bit aléatoire inclut dans la 
deuxième partie 9 de la chaîne est changé. Cependant, si le rang de l’individu se trouve 
dans la deuxième partie :, alors un bit aléatoires dans la première partie 9 est modifié.  
2.5 L’algorithme génétique global adapté 
 L’algorithme génétique adapté se déroule à travers des étapes décrites comme suit 



















Step1 : créer une population initiale des individus P(0). 
Step2 : évaluer la fitness de chaque individu. 
Step3 : sélection d’un opérateur génétique  
 Avec une probabilité de croisement Pc. 
 Si le feedback reçu est négatif alors appliquer le croisement adapté. 
 Sinon, appliquer le croisement classique. 
 Avec une probabilité de mutation Pm. 
 Appliquer la mutation classique. 
 Puis appliquer la mutation sélective. 
 Reproduction du meilleur individu. 
Step4 : ajouter le nouvel individu à la population, avoir P(t+1). 







Algorithme 2.2 : AG adapté 







 : L’AG GLOBAL ADAPT
 : Organigramme  d’algorithme génétique adapté








2.6 Fonctionnement global 
 Suite à l’état perçu d’environnement, l’agent essaye d’élaborer la solution 
adéquate en interrogeant son module de performance, ce dernier fournit des connaissances 
au module d’apprentissage. Le processus d’apprentissage s’exécute en utilisant les 
propositions données par le générateur de problèmes, puis, une solution est générée, le 
module de performance s’occupe à l’exécuter. Selon la décision effectuée et son effet dans 
l’environnement, un rendement est renvoyé à l’agent,  afin que le composant de critique 
estime un renforcement d’état, transmit ensuite au moteur d’apprentissage. Deux cas sont 
rencontrés, si le renforcement est positif, cela indique que l’apprentissage est efficace, et 
comme résultat, ce processus demeure selon les mêmes étapes ; utilisation du croisement 
classique c’est à dire, choisir de la population deux parents aléatoires, fixer un point de 
croisement et faire croiser les deux chaînes. Tandis que, si le renforcement est négatif alors 
le processus d’apprentissage sera modifié, en fait appel au nouvel opérateur de croisement 
cité auparavant. 
2.7 Modélisation UML 
La représentation d’ensemble des unités intervenant dans notre modèle est réalisée 
à l’aide l’outil UML intégré dans l’environnement EclipseUml2 pour modéliser les classes 
et leurs relations. 




Figure 2.8 : Diagramme UML d’agent investisseur  







2.7.2 Diagramme d’AG  
 En effet, l’algorithme génétique a comme but de faire évoluer une population de 
solutions dans le temps.  Cette population est par le fait même constituée d’individus 
représentant ou comportant une partie de la solution possible au problème  à résoudre.  Un 
mécanisme de codage de ces individus est alors représenté par une classe Gene.  Plusieurs 
Figure 2.9 : Diagramme UML d’agent Trader  
Figure 2.10 : Diagramme UML d’agent Market  




classes dérivent de ces trois classes abstraites, elles sont toutes illustrées dans le 




 L’implémentation d’AG a été développée à partir de trois classes qui  constituent 
le fondement logique d’algorithme, Gene.java, Individu.java et Population.java 
2.7.2.1 La classe Gene  
 La classe  Gene (figure 2.12) représente  l’élément de codage des individus qui 
composent la  population.  Cette classe ne comporte qu’une  méthode abstraite de la 
mutation d’un gène.   Généralement, la mutation est associée au gène et elle ne représente 
que la création aléatoire  d’un  gène.  L’implémentation de la méthode de mutation se 
retrouve au niveau de l’individu 
 
 
Figure 2.11 : Diagramme UML du package AG  







2.7.2.2 La classe Individu   
 La classe  Individu (Figure 2.13) est représentée par un ensemble de gènes ainsi 
qu’une valeur d’adaptation qui caractérise l’individu.  Les méthodes liées à la valeur 
d’adaptation de cette classe permettent de lire et d’écrire cette valeur de l’individu.  
D’autres méthodes permettent d’accéder à un des gènes spécifiques de l’individu, 
d’effectuer un croisement avec un autre individu, et de réaliser les mutations des gènes de 
l’individu. Les méthodes de croisement, de mutation et de calcul de la valeur d’adaptation 
sont des méthodes  définies comme abstraites, car leur implémentation dépend du 
problème à résoudre.  Il faut donc  redéfinir les méthodes selon le cas.  Par contre, on peut 
définir une certaine fonctionnalité  générale. 
Figure 2.12 : Diagramme UML de la classe Gene  






2.7.2.3 La classe Population 
La classe Population (figure 2.14) permet de créer un ensemble d’individus et de 
les faire évoluer grâce aux opérateurs génétiques.  La population que l’on crée possède 
plusieurs paramètres qui régissent son évolution.  Ces paramètres sont détaillés dans  
l’applet et certaines méthodes permettent une modification de ces paramètres tandis que 
d’autres en définissent les constantes. La classe  Population implémente donc toutes les 
méthodes qui permettent de définir ces paramètres de la population.  Une fois que la 
population a été créée et que tous ces paramètres sont fixés, deux méthodes de cette classe 
permettent de passer d’une génération à la suivante.  La plus simple effectue les étapes 
d’évolution suivantes :  
Figure 2.13 : Diagramme UML de la classe Individu  




• Croisement : On répète les étapes suivantes jusqu’à ce que le nombre 
d’individus soit  augmenté dans les proportions fixées par le taux de 
reproduction.  Puis, on tue autant d’individus, parmi les plus mauvais, qu’il est 
nécessaire pour  revenir au nombre d’individus initial de la population.  
• Mutation : On fait appel à la méthode  mutation de chacun des individus en 
passant en paramètre la probabilité de mutation.  Si l’individu est modifié par 






Figure 2.14 : Diagramme UML de la classe Population 
2.7 MODÈLE D’UN AGENT APPREN
 
 
Tous ces classes sont utilisées pour implémenté l’AG dédié à l’apprentissage, le 
diagramme UML correspondent 
 
2.7.3 Diagramme UML d’AR
Le protocole d’AR est implémenté à travers un ensemble des classes Java, ces 





ANT : MODÉLISATION UML        
est représenté dans la figure 2.15 
 
s dans les figures 2.16, 2.17, 2.18 et 2.1
 
15 : Diagramme UML d’AG 
16 : Diagramme UML du package d’AR 
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9 qui représentent les 
 


















Figure 2.17 : Diagramme UML de la classe Historique 
Figure 2.18 : Diagramme UML la classe Évaluation 







 Dans ce chapitre, nous avons présenté une nouvelle architecture hybride d’un agent 
apprenant, fait intégrer un algorithme génétique, comme un outil d’apprentissage, permettant 
l’amélioration des performances d’un agent, et un apprentissage par renforcement qui assure 
le bon fonctionnement d’apprentissage, à travers l’assignement positif ou négatif des 
décisions effectuées dans l’environnement, auprès des solution choisis. Ces renforcements 
permettent  de diriger l’élément d’apprentissage vers la bonne décision. 
 Afin d’implémenter ces deux processus, nous avons choisi pour chacun la stratégie 
qui convient. Pour évaluer les situations appris, nous avons utilisé une fonction d’évaluation 
basée sur le taux de récompense et pénalité. Cependant, un algorithme génétique adapté est 
proposé. Nous avons introduit deux alternatives de croisement et mutation dont l’objectif est 
d’augmenter la puissance d’AG en accélérant la vitesse de convergence vis-à-vis de 
l’évitement du phénomène connu sous le nom de convergence prématuré. Finalement une 
modélisation UML des différentes classes du système est présentée. 
 La partie qui suit est chargé à décrire un domaine d’application, notre  choix s’est 
porté sur la bourse. 
 








                  Étude  de cas  
 
 
                                    ous venons au long des précédents chapitres de présenter les 
algorithmes permettant de concevoir une architecture adopté pour qu’un agent peut 
apprendre. Dans le présent chapitre, nous présentons les résultats obtenus à travers un 
prototype ainsi qu’une étude de cas. 
 En effet, dans une première partie, nous décrivons le domaine d’application 
choisi : les marchés financiers,  en présentant ses lois et ses principes. 
 Dans une seconde partie, nous proposons un scénarii illustrant les différents 
aspects de notre système, et évaluons les performances de ce dernier en terme de résultats 
produits et de temps d’exécution. 
   De plus, suite à l’analyse de ces résultats nous esquissons de propositions pour 
l’amélioration de performances de notre système. 
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3.1 Cadre du travail  
Avant d’entamer notre étude, il est important de définir notre champ d’étude en termes 
d’environnement, de participant et de règle de jeu. Ces paramètres nous permettent de 
spécifier le contexte à travers lequel nous expliquons le choix et le principe de 
fonctionnement.  
Dans notre travail nous somme intéressé aux marchés financiers comme domaine 
d’application qui sont détaillés dans la section suivante. 
3.1.1 Structure des marchés financiers 
3.1.1.1 Marchés financiers : ou la bourse de valeur  
La bourse c’est le lieu où ils se rencontrent les demandes et les offres de capitaux, et 
l’échange des titres sous formes d’actions et obligations. Le fonctionnement du marché 
financier repose sur l’activité de deux compartiments dont les fonctions sont différentes et 
complémentaires : le marché primaire et le marché secondaire. Le marché primaire repose sur 
l’émission nouvelle d’un titre alors que le marché secondaire est celui où s’échange les titres 
déjà émis [83]. 
On distingue deux types de marchés, suivant comment interagissent les 
participants [83]: 
 Les marchés de contrepartie comme le NASDAQ(National Association of 
Dealers Automated Quotes System) qui sont des marchés continus 
décentralisés gouvernés par le prix où les teneurs de marché côtoient les 
investisseurs aux quels il s’échangent à vendre ou à acheter dans la limite de 
qualité spécifie à l’avance. 
 Les marchés centralisés gouvernés par les ordres comme le NYSE(New 
York Stock Exchange), la bourse de Paris ou l’AMEX(l’Americain Stock 
Exchange) qui sont animés principalement par des sociétés de bourse qui 
transmettent les ordres des investisseurs finaux vers le marché. 
Dans notre réalisation nous allons choisir de traiter l’échange des actions dans les 
marchés de contrepartie et principalement la bourse de NASDAQ.     
3.1.1.2 Action  
 Une action est un titre de propriété délivré par une société de capitaux. Elle confère à 
son détenteur la propriété d’une partie de capital, avec des droits qui y sont associés : 
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intervenir dans la gestion de l’entreprise et en retirer un revenu appelé dividendes. Les firmes 
écoulant leur stock versent des dividendes (cash) D à chaque actionnaire qui dépend du succès 
de l’entreprise dans sa transaction. Les agents peuvent ainsi augmenter leurs profits à travers 
le courant des dividendes d’une part et à travers les spéculations émanant des fluctuations de 
prix de leurs actions d’autre part [83]. 
3.1.1.3 Les acteurs du marché 
Ce sont les principaux acteurs des échanges sur le marché. Nous distinguerons d’une 
part les teneurs de marché qui assurent la liquidité permanente du marché et détenteurs 
d’actifs risqués dont ils fixent les cotations. Et d’autre part les investisseurs qui assurent la 
dynamique du marché d’achats en proposant des ordres d’achat ou des offres de ventes aux 
teneurs de marché qui fixent leurs prix selon le principe du plus offrant. Entre les teneurs de 
marché et les investisseurs s’appariaient les intermédiaires qui s’occupent à traiter les ordres 
des acteurs et terminer les transactions en toute sécurité (figure 3.1).  En ayant fait le choix 
d’un marché de contrepartie gouverné par les prix, nous devons supposer les points suivants 
pour le fonctionnement du marché [83]. 
La dynamique des opérations suit le protocole suivant : 
 Le  tableau de prix affiche l’information publique, qui est le  prix  P de l’actif 
affiché sur le tableau pour tous les agents (investisseurs et teneur de marché). 
 les investisseurs soumettent simultanément leurs ordres d’achat Ql ou de 
vente -Ql au teneur de marché.  
 le  teneur de marché révise son estimation de la  valeur fondamentale M de 
l’actif considéré.  
 le  teneur de marché établit ses transactions et affiche ses cotations sous 
forme de meilleurs prix offerts et demandés à tous les agents demandeurs.  
 le  prix d’équilibre V: moyenne des meilleurs prix offerts et demandés est 
affiché sur le tableau de prix comme nouveau prix de tous les agents. 
Nous suggérons que les ordres de ventes et d’achats d’un agent investisseur seront 
effectués selon le prix du marché. 
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3.1.1.4 Les hypothèses d’un modèle de transmission par le prix
Les marchés financiers gouvernés par les prix se basent sur un ensemble
hypothèses  dont elles détaillées comme suit
 H1 : le prix P est une variable aléatoire dont la distribution est normale, son 
espérance est nulle et sa variance s’écrit
 H2 : les agents sont constitués des investisseurs et des teneurs de mar
Un agent investisseur détermine ces actions, de manière à maximiser sa richesse finale, en 
tenant compte des informations fournis par son environnement, et des résultats des règles à 
succès des opérations précédentes.
 H3 : les agents (inves
une fonction d’utilité d’exponentielle négative.
<
Où = est la richesse finale du i
risque. 
 H4 : la richesse d’un agent investisseur est constitue d’un bien sous forme d’argent 
cash   > et de réserve de stock d’actions  
Figure 3
Équation 
TRAVAIL                                                     
 
 : 
 ?@.  
 
tisseurs) ont une aversion au risque ra constante, ils ont donc 
 
=   A0:B*.C*                          (3.1) 
 
-ème agent, < sa fonction d’utilité et 
 D  au temps t, des quantités 
.1 : Le modèle d’un marché financier 
3 .1 : Calcul de la fonction d’utilité    




ché ou trader. 
 son aversion  au 
 ED d’actions peuvent 
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être vendues ou achetées contre de l’argent dans le marché financier au prix P affiché à 
l’instant t, pour une action  D choisi. La richesse de chaque investisseur est donnée par : 
=   2 3 ED  1FG    1H                       (3.2) 
 
Avec 
 G : la valeur d’équilibre moyenne des meilleurs prix offerts et demandés est 
affiché par le tableau de prix, comme nouveau prix du marché. 
              2   > 3 ∑ DID . 
 H5 : la possession d’une action offre son propriétaire de bénéficier d’un montant 
d’argent (dividende). Ce rendement est une mesure de la croissance d’un capital, exprimé en 
pourcentage, sur une période de temps T = [t+1, t], s’écrit : 
                                         J   K,+.0K,K,                                                        (3.3) 
 
GL :     La valeur d’un titre en début de période. 
GL' : La valeur d’un titre en fin de période. 
 H6 : un agent investisseur pendant la mise en œuvre de ses transactions dans le 
marché, risque de perdre une somme de sa richesse dû aux fluctuations de valeurs et 
l’incertitude des informations fournis. 
 H7 : l’estimation des rendements est calculée par leur moyenne historique, alors que 
le risque est estimé par le biais de l’écart-type des rendements. 
 H8 : les titres financiers peuvent être caractérisés par deux paramètres importants qui 
sont le risque et le rendement, ce couple est fortement corrélé. Un rendement élevé étant 
souvent synonyme à un risque important et vise versa. Un portefeuille diversifier peut se 
réduire le risque et augmenter le rendement des actions qu’il contient. 
Équation 3 .3 : Calcul du rendement  d’un titre financier 
Équation 3 .2 : Calcul de la richesse  
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   H9 : le rendement @ d'un portefeuille correspond à la moyenne pondérée des 
rendements des titres individuels 
                                                 @  ∑ MJ8                                             (3.4) 
 
M : la quantité de l’avoir i. 
 H10 : l’évaluation d’un portefeuille s’effectue  par la comparaison du ratio de 
Sharpe, donné par la formule : 
                                                       	@  NOPO                                                   (3.5) 
 
Avec : 
	@ : Ratio de Sharpe du portefeuille étudié, 
@ : Rendement du portefeuille et 
?@ : écart-type du portefeuille (risque du portefeuille). 
 Il ressort immédiatement de cette formule qu'un ratio de Sharpe plus élevé est 
meilleur  qu'un ratio de Sharpe bas. 
3.1.2 Position du problème  
 Le problème essentiel de chaque agent investisseur est de choisir une combinaison 
d’actions à chaque instant t, moyennant un certain nombre de contraintes tel que le risque et le 
rendement. Son but est de maximiser sa richesse à chaque période de transition.  





Équation 3 .4 : Calcul du rendement d’un portefeuille  
Équation 3 .5 : Fonction d’évaluation d’un portefeuille  











Si on note  E la quantité disponible d’une action 
calcule comme suit : 
                                          
 
 L'objectif d’algorithme 
contraintes représentée selon l’équation 3.6.
3.2 Description  d’AG
3.2.1 Représentation des individus
 
 Le chromosome est constitué de N gène, chaque gène










Maximiser     
Avec : 
0 R  M
                 Figure
                                                            
i, sa proportion dans le portefeuille, 
M  S*∑ S*T*-.                                               






 représente une action, et 
cinq éléments : 
 : indique à quel secteur, entreprise appartient cette 
 : indique le nombre d’actions que possède l’investisseur dans 
.  
 .7 : Calcul du poids d’une action  
 Système d’équations de convergence  
 1 
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 3.2 : Structure du chromosome 
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- l’opération à effectuer : soit acheter, vendre ou indifférent pou une action 
donné à un moment t. 
- le prix : c’est le cours du titre. 
- Le dividende : une valeur correspondante au bénéfice d’une action. 
3.2.2 Codage 
En générale, deux types de codage sont utilisés, un codage binaire et un codage réel. 
Nous utilisons une structure de données pour implémenter chaque individu. 
3.2.3 Sélection  
 L’AG initialise aléatoirement pour chaque action une sous population puis la 
sélection par tournoi permet de former l’ensemble des individus de la population initiale à 
partir des sous populations correspondant à différentes actions.  
 L’un des paramètres critique d’AG est la génération de la population initiale. La 
sélection par tournoi assure la diversité des éléments intervenant dans un individu, et le choix 
des  M qui dépendent de tous les gènes (pas seulement de W) réduire la probabilité de tomber 
dans une solution non optimale. 
3.2.4 Fonction du fitness 
La fonction de mesure d’adaptabilité de la solution générée, consiste à calculer le 
ratio de Sharpe pour chaque chromosome (présenté précédemment), dont le but est 
d’optimiser ce ratio vers sa valeur maximale selon le système d’équation définie en 3.6. 
3.2.5 Opérateur de mutation 
L’opérateur de mutation est appliqué selon deux formes ; sa forme traditionnelle, 
puis la forme adaptée. Comme il est décrit précédemment, l’opérateur de mutation sélective 
part du point que la représentation des valeurs réel donne une chaîne de 0/1 triés de gauche à 
droite, du bit de poids fort vers le bit de poids le plus faible. Afin que notre chromosome suit 
le même principe et l’opérateur de mutation sélective sera applicable, on va trier les actions 
contenus dans chaque chromosome de  gauche à droite selon leur dividende ; celui possédant 
le dividende le plus élevé sera placé au plus gauche et ce ayant le dividende le plus faible sera 
placé au plus droite du chromosome. 
 
                                                 

 Un tournoi consiste en une rencontre entre plusieurs individus pris au hasard dans la population. Le vainqueur du 
tournoi est l'individu de meilleure qualité [109]. 
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3.2.6 Paramètres  d’AG 
3.2.6.1 Paramètres de la population   
 Les paramètres de la population doivent être fixés avant l’exécution de l’algorithme 
et ils ont une importance marquée dans la résolution du problème.    
 Nombre d’individus de la population   
 Ce paramètre vise à fixer le nombre d’individus dans la population et ce pour toute la 
durée  de l’exécution de l’algorithme.  La taille de  la population ne doit pas  être trop grande 
car après une certaine limite la performance de l’algorithme diminue.  En effet un nombre 
d’individus trop élevé affecte la rapidité de la résolution du problème. 
 Probabilité de croisement  
 La probabilité de croisement (Pc) indique le taux de participation à la reproduction, 
soit la proportion de la population qui se reproduit par croisement.  Si la probabilité de 
croisement est de 100%, alors toute la population participe au croisement.  Par contre, si elle 
est de 0%, la nouvelle génération au complet est la copie exacte des individus de l’ancienne 
population.     
 Probabilité de mutation  
 La probabilité de mutation P(m) indique la probabilité que chaque gène de chaque 
individu subisse une mutation lors d’une phase  de reproduction.  Si le taux  de mutation est 
de 0%, les individus qui sont produits juste après le croisement ne comportent aucun 
changement.  Par contre, si la probabilité de  mutation est de 100%, tout le chromosome de 
l’individu est changé.  
3.2.6.2 Paramètre des conditions d’arrêt 
 L’arrêt de l’algorithme dans la recherche de la meilleure solution intervient dès 
qu’un des paramètres atteint la valeur fixée. 
 Nombre de stagnations avant arrêt   
La stagnation se fait au niveau de la valeur d’adaptation du meilleur individu.  
Lorsque la valeur d’adaptation (fitness) du meilleur individu de la population se répète 
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constamment d’une génération à l’autre, on peut considérer que cette valeur est optimale et 
termine l’exécution de l’algorithme.   
 Valeur d’adaptation acceptable   
  Ce test d'arrêt intervient lorsque l'on est capable de dire à partir de quelle limite on 
sera satisfait par la solution.  Cela se traduira par la définition d'une valeur d'adaptation 
minimum de la solution (c'est le paramètre à donner).  L'algorithme interrompra donc les 
recherches dès que la valeur d'adaptation du meilleur individu atteindra ou dépassera cette 
valeur.  
 Nombre maximum de générations  
  C’est un nombre qui limite le nombre d’évolutions de la population générer par  
l’algorithme. La recherche est ainsi arrêtée  après un certain nombre de générations.    
3.3 Implémentation d’AR 
 Comme il a été détaillé auparavant, pour implémenter l’algorithme d’AR, on a 
besoin d’associer à chaque décision effectuée un renforcement. Dans le cas où notre agent est 
situé dans un marché financier, la méthode d’évaluer  sa performance au fils du temps est la 
variation de sa richesse, à travers les transactions qu’il réalise. 
Le bénéfice d’une opération est calculé par la formule : 
                           X   =   =  1                                        (3.8) 
 
 
=, =  1 représentent la richesse de l’agent investisseur au temps (t) et (t-1) 
successivement. 
Le renforcement associé selon le bénéfice est obtenu comme suit : 
  1                                                       !  X " 0 
  1                                                    !  X $ 0 
  0                                                        !  X  0 
Équation 3.8 : Calcul du bénéfice d’une opération  




3.4 Conclusion  
Nous avons identifié dans ce chapitre le cas d’étude choisi, à travers la présentation 
des règles de base et les hypothèses correspondants. Ainsi que nous avons projeté notre 
proposition conceptuelle pour qu’il convient à cette application. 
La section suivante sert à la réalisation du modèle proposé et l’interprétation des 




























                 et étude de performance 
 
 
              prés la spécification d’une architecture d’apprentissage par algorithme 
génétique, nous avons proposé un champ d’étude et l’ensemble des règles qui le gouvernent. 
Ce chapitre est pour objectif à implémenter le modèle proposé, tout en analysant les 
résultats aboutis. Nous illustrant notamment l’effet des paramètres choisis  sur la qualité des 










4.1 Outils d’implémentation 
 Notre domaine d’application exige la réalisation d’un agent apprenant en 
interaction avec son environnement. Dans ce que suit nous détailleront les outils 
nécessaires pour accomplir cette tâche. 
4.1.1 Environnement logiciel 
JAVA est un langage orienté objet qui apporte un support efficace et élégant en 
définissant de manière très stricte la façon dont les objets communiquent entre eux. Le 
principal avantage est que chaque objet puisse être mis au point séparément [71, 75].  
JAVA est extensible sans aucune limitation car pour étendre le langage il suffit de 
définir de nouvelles classes. 
 Contrairement à de nombreux compilateurs, celui de  JAVA traduit le code source 
dans le langage d'une machine virtuelle (JVM). Ce code produit appelé  « bytecode » est 
confié à un interpréteur qui le lit et l’exécute. C'est le  rend portatif indépendamment du 
plate forme [71, 88]. 
 Un autre avantage de ce langage de programmation réside dans le fait que la 
syntaxe de Java est analogue à celle de C++ ce qui le rend économique et professionnel, 
comme il est relativement simple à manipuler et ne nécessite pas un apprentissage 
ésotérique [88]. 
 JAVA est un langage fiable, sécuritaire et polyvalent. 
 Plusieurs évaluations démontrent que Java, en termes de rapidité d’exécution, se 
rapproche et même quelques fois surpasse les performances d’applications équivalentes 
implémentées en C pur. De plus, le développement d’applications en Java est beaucoup 
plus rapide que la majorité des langages de programmation. Le choix était donc facile 
quant au langage utilisé pour l’environnement et la librairie de classes [88]. 
 Un environnement de développement intégré (EDI ou  IDE -  Integrated 
Development Environment) est un programme regroupant un éditeur de texte,  un 
compilateur, des outils automatiques de création, et souvent un débogueur. Pour le langage 
Java, il existe plusieurs EDI tels que NetBeans (de Sun),  JBuilder (de Borland), JCreator 
ou Eclipse (d’IBM) [88]. 




 Notre choix s’est porté sur Eclipse parce qu’il est écrit en Java, compatible à la 
plate-forme JADE choisie, ainsi qu’il permet la modélisation d’un  système  complexe 
composé d’un  nombre  infini d’entités  autonomes  situées dans un environnement statique 
ou dynamique, et fonctionnant en parallèle. En outre  il  est  relativement  simple  à 
manipuler et possède des outils  intégrés permettant un  traitement aisé des  résultats 
comme  les illustrations  graphiques[88]. 
4.1.2 La plateforme multi-agents Jade 
 Les critères de choix d’une plateforme agent naturellement lié avec les besoins du 
système développé et ses caractéristiques, ainsi la plateforme devra répondre aux 
contraintes suivantes : 
 La plateforme doit associer une méthodologie couvrant les différentes 
étapes du cycle de vie du développement d’un système multi-agents. 
 La plateforme doit posséder une interface utilisateur pour faciliter le 
développement, ainsi que la réalisation des agents et leur gestion. 
 Possibilité du suivie et de débogage. 
 Facilité d’implémentation et de déploiement. 
 La portabilité d’outil sur différent environnement. 
 Disponibilité de documentation. 
 Une plateforme libre. 
 Jade étant la plateforme proche de ces critères et nous l’avons utilisé pour 
implémenter l’architecture de notre système. C’est plateforme d’agent, développé par 
Gruppo telecom Italies.  
 Elle a pour but de simplifier le développement des agents tout en fournissant un 
ensemble complet des services et d’agent conforme aux spécifications FIPA dans un 
environnement JAVA. C’est pour cette raison que notre choix s’est porté sur cette 
plateforme. 
 Trois rôles principaux définissant une plateforme multi-agents sous la norme 
FIPA (figure 4.1) qui sont : 
 le système de gestion d’agents (AMS - Agent Management 
System) : il fournit le service de nommage, assure que chaque 








 La plateforme Jade fourni une interface graphique utilisateur(GUI) pour la gestion 
à distance des agents RMA
un agent. 
 Les agents sont implémentés sous forme d’un Thread(agent schudeler) qui 
exécute à la suite et en boucle les comportements liés à l’agent(jusqu’à la fin). 
Figure 
 : OUTILS D’IMPLÉMENTATION                               
agents. En effet il peut créer et tuer un agent dans un conteneur 
de la plate-forme. 
le facilitateur d’annuaire (DF - Director Facilitator) : il fournit 
le service dit de «page jaune». Il a pour but d’aider à la 
recherche d’un agent grâce à son nom ou encore à ses 
compétences par exemple.  
le canal de communication entre agents (ACC 
Communication Channel) : il fournit la route pour les 
interactions de base entre les agents dans et hors de la plate
forme ; c’est la méthode de communication implicite qui off
un service fiable et précis pour le routage des messages.
 (Remote Management Agent). Le GUI permet de créer, lancer 
4.1 : Architecture d’une plateforme agent












 La création d'un agent sous JADE passe par les 4 étapes suivantes
 faire hériter la classe de notre agent de la classe jade.core.Agent. 
 définir les méthodes setup () et takeDown (). 
 effectuer l'initialisation de l'agent dans la méthode setup () :  
 enregistrer l'agent dans le DF à partir de l'initialisation. 
 initialise
l'agent dans la méthode setup (). 
 créer les behaviours spécifiques de l'agent. 
 Le package Jade.core  implante le noyau du système. Il possède la classe agent qui 
doit être étendue par les applicat
(comportement)  est  contenue dans  jade.core.behaviours,  une sous classe de  jade.core. 
Les comportements implémentent les tâches ou intentions des agents.  
 
Figure 4.2 : Création d'une class
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r et lier les behaviours ("comportements") principaux de 
 
 




e à partir de la super classe 
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 Une fois l’agent est activé, il lui faut pouvoir communiquer avec les autres agents. 
Pour cela, on utilise le langage ACL(Acts Communication Language) de la norme FIPA. 
Le format de message est définit dans la classe 
 Lorsqu’un agent souhaite envoyer un message, il doit créer un nouvel objet 
ACLMessage, compléter ces champs ave
méthode send(). Lors qu’un agent souhaite recevoir un message, il doit employer la 
méthode receive() ou la mét








Figure 4.3 : Interface graphique de Jade contenant les agents créés.
               Tableau 4 
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 jade.lang.acl.ACLMessage
c des valeurs appropriées et enfi
hode blockingReceive(). 






Contenu du message respectant
 




.1 : Les champs d’un message ACL 















4.2 Les interfaces du 
 Notre agent supposé d’être intéressé par l’investissement dans un marché 
financier (figure 4.4). Au début, son expérience initiative est minimale. Son but est 
d’augmenter sa performance au fil du








Figure4.4 : Interface 
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système 
 temps, en profitant de ses pratiques passé
 
 
de départ lors de l’exécution de l’application










 La première étape à faire est l’inscription dans un site internet de la bourse 
NASDAQ, qu’à travers, l’investisseur 
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4.5 : Interface d’authentification du système







 Suite à l’inscription, l’investisseur est appelé à déterminer quelques paramètres 
nécessaires au démarrage, relatives au choix propre
et quel secteur économique veut il joindre, figure (
Figure 
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4.6 : Interface  de configuration d’investisseur








 Après l’ajustement d
et d’achat. La figure (4.7) lui 
que l’état courant de son compte et l’historique de ses activités. À partir de ces 
informations, il cherche à trouver une tran
d’apprentissage. 
 : INTERFACES DU SYSTÈME                  
 
u choix, l’investisseur peut commencer les sessions de ventes 
offre la possibilité de consulter les actualités du marché ainsi 








Figure 4.7 : Actualité du marché  






 À l’essor des données du marché, à un instant t, l’investisseur découvert plusieurs 
cas (solutions) parait adéquats, il lui faut choisir un ordre à effec
fixé, il est envoyé vers l’intermédiaire (dealer) concerné, figure (
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tuer. Une fois l’ordre est 
4.8). 
 
4.8: Recherche d’une transaction 






 Autant qu’il accomplisse des opérations, l’investisseur peut apprendre à partir de 
ses succès et échecs précédents à améliorer ses décisions et conclure des règles à appliquer 
dorénavant. « what have I learned
apprentissage et donner le résumé d’exécution du programme en terme de fitness, 
générations et opérateurs d’AG (figure 
 Les résultats d’apprentissage sont exprimés en termes des règles dé
automatiquement par l’agent, en utilisant les informations extraites de ses expériences
 Dans notre cas les valeurs enregistrées 
effectuée (vente ou achat)
divisé par le taux d’intérêt de cette action)
que « si le prix actuel de l’action est 
pour un prix inferieur à D/R, il sera préférable d’acheter





Si   P > (D/R) alors vendre l’action i
Si  P < (D/R) alors acheter l’action i
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de la richesse obtenue suite à
, avec un prix P, correspondant à un ratio D/R
, offrent à notre agent la possibilité  de déduire 
supérieur à D/R il sera préférable de vendre, et 
 ». 
 » dans la figure 4.9, nous donne la règle suivante
 
4.9 : Évaluation des performances 
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 (le dividende 
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 L’évolution des paramètres de l’AG est représentée par les courbes de son 
exécution, en appuyant le bouton « Draw Graph » figure 4.10. 
Plusieurs types de sorties permettent de suivre en temps réel l’exécution des 
algorithmes, comme le montre la figure 4.10.  Ces sorties permettent ainsi de comparer la 
performance des algorithmes pour la résolution d’un même problème.  
• Fitness maximum : Affichage de la valeur d’adaptation du meilleur 
individu de la population courante.  
• Richesse correspondante : Affichage de la richesse maximale, ce qui 
représente la solution trouvée par les algorithmes génétiques.  
• Nombre de générations : Affichage du nombre de générations parcourues 
par l’algorithme.  
• Temps de calcul : Affichage du temps de calcul pour trouver une solution. 
• Graphique des courbes de la valeur d’adaptation : Affichage du dessin des 
courbes de la meilleure  valeur d’adaptation et de la moyenne des valeurs 
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