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Brun et al. [Phys. Rev. Lett. 102, 210402 (2009)] showed that in the presence of a Deutschian
closed timelike curve (D-CTC), one could violate the Holevo bound. It is possible to utilize the
Holevo bound violation to encode n-bit classical information in a single qubit. Here we demonstrate
a new quantum cost efficient scheme, for storing and retrieving n-bit classical information faithfully
in the presence of a D-CTC in violation of the Holevo bound. We also propose a new protocol for
cloning a qubit in the presence of a D-CTC. In both the schemes, the quantum cost is found to
be of order O(n), which provides an advantage over the existing schemes having quantum cost of
exponential order.
Keywords: Quantum Cloning, Deutschian Closed Timelike Curves, Violation of Holevo Bound
I. INTRODUCTION
Closed Timelike Curves (CTC) arise as possible solu-
tions to the Einstein’s field equations [1]. However, their
existence is a subject of debate due to apparent para-
doxes associated with time travel, such as the “grand-
father paradox”. In his seminal work [2], Deutsch pro-
posed a model for CTCs by setting aside the details of the
spacetime geometry and working with the tools of quan-
tum information. “Deutschian” CTCs (D-CTCs) resolve
the causality paradoxes by imposing a self-consistency
condition on the system traversing the CTC. Deutsch
imposes that the density matrix of the CTC system is
the same while entering and exiting the wormhole [5].
Formally,
ρCTC = TrCR(U(ρCR ⊗ ρCTC)U†) (1)
where ρCR and ρCTC are the density matrices of the
chronology respecting (CR) system [2] and the closed
timelike curve (CTC) system respectively. Here U de-
notes the interaction unitary. Brun et al. [6] showed that
one could perfectly distinguish non-orthogonal states in
the presence of a D-CTC. They provide a recipe to con-
struct a D-CTC assisted circuit to map N distinct non-
orthogonal states to the standard orthonormal basis of
an N -dimensional space. A consequence of this is the vi-
olation of Holevo bound [7]. Thus, it is possible to encode
n-bit classical information in a single qubit and retrieve
it faithfully. If we were to follow Brun’s recipe, however,
we would be required to construct 2n number of 2n-qubit
gates. Here we present a quantum cost efficient scheme
for retrieving n-bit classical information encoded in a spe-
cific manner in a single qubit. The ability to distinguish
∗ harsha.rn@niser.ac.in
† bkb13ms061@iiserkol.ac.in
‡ pprasanta@iiserkol.ac.in
non-orthogonal states also leads to the violation of the
no-cloning theorem. Several schemes were presented to
clone a quantum system [8, 9]. Although an arbitrary
state cannot be faithfully cloned, the fidelity of cloning
increases as the number of ancillary qubits increase in
these schemes. The quantum cost of these schemes is also
exponential in terms of the number of ancillary qubits.
We also show that our scheme can be modified to employ
cloning of a qubit, while maintaining the quantum cost
linear in terms of the number of ancillary qubits.
IBM quantum experience has provided five- and
sixteen-qubit quantum computers to perform quantum
experiments around the world via cloud based services.
For the past one year, a number of quantum computa-
tional tasks have been performed using this platform.
Some of them include testing of quantum algorithms
[11, 12], quantum simulation [13–17], quantum artificial
intelligence [18], quantum machine learning [19], quan-
tum algorithms for hard problems [20, 21], algorithms for
quantum games [22, 23], realization of quantum devices
[24–26], quantum information sciences [27–34], quantum
error correction algorithms [35–38], quantum circuit op-
timization techniques [39, 40].
II. ENCODING AN n-BIT REGISTER IN A
SINGLE QUBIT
Suppose we are required to encode an n-bit register
(an...a1) pertaining to the numerical value k in a single
qubit, where k can assume values ranging from 0 to 2n−
1. Then we need to map the possible values of k to a
set of 2n distinct non-orthogonal states of the qubit. In
our scheme, we choose a set of 2n evenly spaced pure
states lying on the XZ-plane of the Bloch sphere for this
purpose. Explicitly, we prepare the encoded qubit in the
state |ψk〉 to represent k where
|ψk〉 = cos pik
2n
|0〉+ sin pik
2n
|1〉 (2)
ar
X
iv
:1
90
1.
00
37
9v
1 
 [q
ua
nt-
ph
]  
30
 D
ec
 20
18
2|an〉
|an−1〉
...
|a1〉
|0〉 Ry(pi) Ry(pi2 ) Ry( pi2n−1 )
...
|ψk〉
FIG. 1: Encoding of an n-bit register in a single
qubit. An encoding qubit is initialized to state |0〉.
|ψk〉 = cos pik2n |0〉+ sin pik2n |1〉 is prepared, which encodes
the n-bit register (an...a1) corresponding to value k,
after the application of n controlled rotation operations
on the encoding qubit.
Note that a (anti-clockwise) rotation of the state |0〉
along the Y-axis by an angle of 2pik2n yields |ψk〉. Such a
state can be prepared by employing the quantum circuit
depicted in Fig. 1. Here Ry(θ) represents the unitary
operator performing an anti-clockwise rotation along the
Y-axis of the Bloch sphere by an angle of θ. The encoding
qubit is initialized in the state |0〉. The controlled rota-
tions performed on the qubit add up to an overall 2pik2n
rotation along the Y-axis, thus preparing |ψk〉. Explic-
itly, the circuit performs the following transformation,
|0〉 → Ry
( n∑
i=1
piai2
i
2n
)
|0〉 = Ry
(2pik
2n
)
|0〉 = |ψk〉 (3)
III. RETRIEVING THE n-BIT REGISTER
FROM THE ENCODED QUBIT
We retrieve the encoded information by employing the
CTC assisted circuit shown in Fig. 2. We construct the
chronology respecting (CR) register and the CTC regis-
ter containing n qubits each. The first qubit in the CR
register |ψ〉 is the encoded qubit and the remaining qubits
are initialized to state |0〉. In the following description,
CTC′ is used to denote the CTC register excluding the
first qubit. The complete interaction unitary is given by
U = CWTRS as shown in Fig. 2,
where
S = SWAP (CR↔ CTC),
R =
2n−1∑
j=0
|j〉CR 〈j| ⊗Ry
(−2pij
2n
)
⊗ ICTC′ ,
T = ICR ⊗
( |0〉 〈0| ⊗ ICTC′ + |1〉 〈1| ⊗H⊗(n−1)),
W = ICR ⊗
2n−1−1∑
j=0
Ry
(o(j)pi
n
)
⊗ |j〉CTC′ 〈j| ,
C =
2n−1∑
j=0
|j〉CR 〈j| ⊗
( 2n−1∑
i=0
|i⊕ j〉CTC 〈i|
)
. (4)
Here |j〉 represents a state in the computational basis per-
taining to the numerical value j, o(j) denotes the number
of ones in the binary representation of j and i⊕j denotes
bit-wise XOR applied on the binary representations of i
and j. Let us describe the operation of the circuit by
first showing that |k〉CTC 〈k| is a fixed point of Eq. (1)
if |ψ〉 = |ψk〉, where |ψk〉 is defined in Eq. (2). Note
that, |k〉CTC = |an...a1〉CTC , where (an...a1) is the bi-
nary representation of k. Let us assume that the state of
the encoded qubit is |ψk〉 and the density matrix of the
CTC system exiting the wormhole is |k〉CTC 〈k|. The cir-
cuit begins by swapping the CTC register with the CR
register (gate S). Gate R is similar to the encoding cir-
cuit in Fig. 1. The only difference is that the rotation
is performed in the opposite direction (clockwise). Thus,
the unitary transformation performed on the first qubit
of the CTC system is Ry(−2pik/2n) i.e.,
|ψk〉 → Ry
(−2pik
2n
)
|ψk〉 = |0〉 (5)
Because the CTC system is now in the state |0〉⊗n, T
and W have no influence on the system. Then, the last
gate C performs the transformation,
|k〉CR |0〉CTC → |k〉CR |0⊕ k〉CTC = |k〉CR |k〉CTC (6)
By measuring the CR system in the computational basis,
we can retrieve the encoded register (an...a1). Further-
more, the density matrix of the CTC system entering the
wormhole is |k〉CTC 〈k|, thus ensuring the self-consistency
condition. All we need to show now is that this self-
consistency solution is unique. Before we proceed, for
the sake of convenience, let us introduce the notations:
|Ψk〉 = |ψk〉 ⊗ |0〉⊗n−1 (7)
|ψ(θ)〉 = cos θ
2
|0〉+ sin θ
2
|1〉 (8)
We can express the total unitary interaction as U = V S,
where V can be decomposed as
V =
2n−1∑
j=0
|j〉CR 〈j| ⊗ Vj (9)
where, Vj acts on the CTC. Brun et al. [6] describe a
set of sufficient conditions for a unique solution of the
self-consistency condition, which when applied here has
the form
〈k|Vj |Ψk〉 6= 0 ∀ k, j (10)
This implies that if the encoded qubit is |ψk〉 and the
CTC is initialized to |j〉, the projection of the final state
of the CTC onto |k〉 should be non-zero. For j = k, we
have already seen that this is true. To see that this is
true for j 6= k, it is convenient to express R, T W and C
3|ψ〉
CR
CTC
|0〉
...
|0〉
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||
...
||
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C
FIG. 2: Retrieval of n-bit register from the encoded qubit. S swaps the CR and CTC registers. R performs
a controlled rotation on the encoded qubit. If R does not transform it to |0〉, T and W prepare a superposition of all
the states in the computational basis of the CTC. C performs a bit-wise controlled not from the CR to the CTC
system.
as
R =
2n−1∑
j=0
|j〉CR 〈j| ⊗Rj ,
T = ICR ⊗ TCTC ,
W = ICR ⊗WCTC ,
C =
2n−1∑
j=0
|j〉CR 〈j| ⊗ Cj (11)
It is clear that Vj = CjWCTCTCTCRj . Let us evaluate
Eq. (10) step by step.
Rj |Ψk〉 =
∣∣∣∣ψ(2pi(k − j)2n )
〉
⊗ |0〉⊗n−1 (12)
Let θkj =
2pi(k−j)
2n . By applying the operator TCTC on
this state, we get,
cos
θkj
2
|0〉⊗n + sin θkj
2
|1〉 ⊗ 1√
2n−1
2n−1−1∑
i=0
|i〉CTC′ (13)
The first part of the superposition in Eq. (13) remains
unchanged under the action of WCTC .
WCTC |1〉 ⊗ |i〉CTC′ = Ry
(pio(i)
n
)
|ψ(pi)〉 ⊗ |i〉CTC′
=
∣∣∣∣ψ(pi(1 + o(i)n ))
〉
⊗ |i〉CTC′(14)
Putting it all together, WCTCTCTCRj |Ψk〉
= cos
θkj
2
|0〉⊗n + 1√
2n−1
sin
θkj
2
2n−1∑
i=1
αi |i〉CTC (15)
where
αi = sin
pi
2
(
1 +
o(i)− 1
n
)
if i ≥ 2n−1
= cos
pi
2
(
1 +
o(i)
n
)
if i < 2n−1 (16)
It can be seen that 〈k|Cj = 〈j ⊕ k|. If j = k, then
θkj = 0 and 〈k|Vk |Ψk〉 = 1. If j 6= k, then j ⊕ k 6= 0 and
〈k|Vj |Ψk〉 = 1√
2n−1
sin
(θkj
2
)
αj⊕k (17)
Since 2pi > θkj > −2pi, it is clear that sin (θjk/2) = 0
only if j = k. As for αj⊕k, if j ⊕ k ≥ 2n−1, then 1 ≤
o(j ⊕ k) ≤ n. This implies
1 ≤ 1 + o(j ⊕ k)− 1
n
< 2 =⇒ αj⊕k 6= 0 (18)
Similarly, if j ⊕ k < 2n−1, then 1 ≤ o(j ⊕ k) ≤ n − 1
and thus,
1 < 1 +
o(j ⊕ k)
n
< 2 =⇒ αj⊕k 6= 0 (19)
We conclude that 〈k|Vj |Ψk〉 6= 0 for all j, k, complet-
ing the proof of uniqueness of the solutions to Eq. (1).
We would like to emphasize that the number of 2-qubit
gates used in the circuit is 5n − 2. Thus the quantum
cost of the circuit in terms of n is O(n).
IV. SIMULATION OF THE CIRCUIT
Our simulation of the CTC-assisted circuit is similar
to the procedure given by Brun and Wilde [41]. Consider
4(a) (b)
(c) (d)
FIG. 3: Simulation results of CTC-assisted circuit with 7 iterations. (a), (b), (c) and (d) correspond to
evolution of the CTC system while the encoded states are prepared in |0〉, |+〉, |1〉 and |−〉 respectively.
the map NU,ρ, where
NU,ρ(ωCTC) = TrCR(U(ρCR ⊗ ωCTC)U†) (20)
The consistency condition states that nature initializes
the CTC system such that its density matrix is a fixed
point of NU,ρ; i.e., a state σCTC such that
NU,ρ(σCTC) = σCTC (21)
For our circuit, we see that for any initial state, say ωCTC ,
lim
N→∞
NNU,ρ(ωCTC) = σCTC (22)
Implying that consequent applications of the quantum
channel NU,ρ on ωCTC cause it to converge to σCTC . In-
spired by this and also by noting that U = V S, where V
represents the gates of the interaction unitary excluding
C
S1
S2
S3
V
V
V
output
FIG. 4: Simulation of the CTC-assisted circuit.
Here C is assigned to an arbitrary state. S1, S2 and S3
are prepared in the state ρCR. This circuit depicts three
iterations.
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FIG. 5: CTC-assisted circuit to clone a single qubit state. |ψ〉 is the state to be cloned. The number of
qubits in the CTC representing the azimuthal and polar angles are 2 each. Measurement on the first and the last
two qubits gives the information about the polar angle and the azimuthal angle of |ψ〉 respectively.
the swap gate, we constructed the circuit given in Fig. 4
to simulate the CTC-assisted circuit. Here C is initialized
to any arbitrary state to represent the CTC system. S1,
S2 and S3 are individually initialized to the state ρCR.
Note that multiple copies of the CR system are required
for the simulation. We have constructed the simluation
circuit of a 2-bit decoding circuit for different number of
iterations and ran it on the IBM QASM Simulator. The
initial state of C was prepared as a uniform superposi-
tion of 2-qubit computational basis states by applying a
Hadamard on each qubit. For the case of 2-qubits, the
representative states are |0〉, |1〉, |+〉 = 1√
2
(|0〉+ |1〉) and
|−〉 = 1√
2
(|0〉 − |1〉). The results of the simulations are
shown in Fig. 3. It is observed that as the iterations
increase, the output state converges to the required fixed
point state.
V. CLONING CIRCUIT
Based on the ideas developed in the previous sections,
we can construct a CTC-assisted circuit to clone a qubit.
Although, the cloning is imperfect, the fidelity of cloning
converges to 1 as the number of ancillary qubits increases.
For the decoding circuit, the distinguishable states are
present on the XZ plane of the Bloch sphere. The mea-
surements yield the polar angle of the state (when repre-
sented on a Bloch sphere), which lies in the range [0, 2pi).
This is because we perform rotations on the encoded
qubit only along the Y-axis.
The aim of our cloning scheme is to figure out the po-
lar and the azimuthal angles of the state to be cloned.
Once, they are known we can reconstruct the state onto
a target qubit. We require some qubits in the CTC sys-
tem to denote the polar angle and some to denote the
azimuthal angle. Let n and m be the number of qubits
representing the polar and azimuthal angles respectively.
We construct a map such that the polar angle lies in the
range [0, pi), while the azimuthal angle lies in the range
[0, 2pi). In the circuit, the azimuthal qubits control the
rotation along the Z-axis and the polar qubits control the
rotation along the Y-axis. The Z-axis rotation is followed
by the Y-axis rotation. The remainder of the circuit is
the same as the decoding circuit. Fig. 5 shows the cir-
cuit for n = 2 and m = 2. The measurements (a2, a1)
and (b2, b1) correspond to the polar angle and the az-
imuthal angle respectively. Note that the state |1〉 does
not belong to the set of perfectly distinguishable states
and thus cannot be perfectly cloned. Also, the state |0〉
can be constructed with a polar angle of 0 and any az-
imuthal angle, and thus for this case, the consistency
condition yields multiple fixed points for the CTC sys-
tem. However, all the fixed points construct |0〉 and thus
the fidelity of cloning |0〉 is 1.
Once the measurements are done, the reconstruction
yields only the states that are perfectly distinguishable.
Thus, the states that are not perfectly distinguishable
cannot be cloned with a fidelity of 1. We evaluate the
fidelity of cloning such states by first evaluating the fixed
point density matrix of the CTC system for each state fol-
lowed by reconstructing the density matrix of the target
qubit based on this fixed point. Finally we compare the
density matrix of the target qubit with the pure state
of the original qubit by evaluating the fidelity between
them. Fig. 6 shows the fidelity of cloning for the states
on the Bloch sphere. The points that have a fidelity of
1 form the set of perfectly distinguishable states. Fig.
6a corresponds to a circuit with n = 3 and m = 3 and
Fig. 6b corresponds to a circuit with n = 4 and m = 4.
The quantum cost of this circuit in terms of n and m is
O(n+m).
VI. CONCLUSION
To conclude, we have proposed here a new scheme for
storing an n-bit classical register in a single qubit and
retrieving the information faithfully in the presence of a
D-CTC. The scheme clearly violates the Holevo bound.
6(a) (b)
FIG. 6: Surface plot of the fidelity of cloning on the Bloch sphere. (a) and (b) correspond to the circuit
with n = m = 3 and n = m = 4 respectively. The points with the fidelity 1 (yellow) form the set of states which can
be perfectly distinguishable, and hence can be perfectly cloned. It can be observed that as n and m increase, the
number of perfectly distinguishable points increases.
Furthermore, the quantum cost of the scheme is of the
order O(n), while the existing schemes have the order
of O(2n). A simulation of 7 iterations for retrieving the
stored information has been demonstrated. We have also
shown that the scheme can be modified to clone a qubit.
Although the cloning process is imperfect, it has been ob-
served that as the number of qubits in the CTC system
representing the azimuthal and polar angles of the qubit
(to be cloned) increases, the average fidelity of cloning
tends to 1. The proposed scheme for cloning has an ad-
vantage that one can easily increase the number of an-
cillary qubits as the quantum cost is linear in terms of
the number of ancillary qubits, in contrast to existing
schemes, which have an exponential quantum cost.
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