Abstract. We propose an incremental ε-removal algorithm for weighted finite-state automata. The key idea is that ε-cycles are stepwise reduced to ε-loops with same source and target state. The weight of these loops can be computed with a closure-operation which requires a complete semiring. Contrary to other approaches, this makes it unnecessary to approximate the contribution of ε-cycles to the weight of a path in certain (non k-closed) semirings.
Introduction
Many natural language processing tasks based on finite-state automata (FSA) create results which contain a lot of ε-transitions, that is, transitions which are labeled with the identity element with respect to concatenation. These ε-transitions have to be removed due to speed and memory efficiency reasons since they prevent further optimisations like determinisation and minimisation. This can be the case, for instance, in translation tasks [1] . Moreover, if the finite-state automaton is in addition weighted (see Section 2), standard ε-transition removal algorithms for unweighted automata 3 are no longer applicable. An approach not based on ε-closures may be called the state-bypassing technique (cf. [3] ). This approach was generalised in [4] to weighted automata. The idea in [4] is to use a distance algorithm to compute the ε-distance from every source state q p to every state q r reachable only with ε-transitions 4 . After that, q r is bypassed by adding transitions from q p to all states q s which are reachable from q r with non-ε-transitions. Figure 1 shows this bypassing-technique schematically. A variation of the technique is to combine ε-paths from q r to q s with non-ε-transitions from q p to q r (forward vs. backward removal).
The approach in [4] has a problem with ε-cycles in certain semirings which are not k-closed (for example, the probabilistic semiring). In these cases the contribution of an ε-cycle can be computed only approximately (see also [5] ) 5 We give an example in Fig. 2 6 : − −− → q 2 with probability 0.04. Since the probabilities of alternative paths are added (see Def. 6), we have a combined probability for the two paths of 0.24. Since there is in fact an infinite number of paths to recognize b in Fig. 2 , it is clear that every finite-number-of-steps algorithm which works in such a way that all paths are enumerated computes the probabilities only approximately. On the other hand, if we would have prior knowledge about the cycle, it would be very easy to compute b's joint probability. It is 1 1−0.4·0.5 · 0.4 · 0.5 = 0.25. The approach presented here avoids the computation of the weight of an ε-cycle with more than one intermediate state completely. Instead an ε-cycle is stepwise reduced to an ε-loop with same source and target state. The weight of this loop can be computed with a closure-operation which is based on the computation of the limit of a sequence.
After having settled the technical preliminaries in Section 2, we move in Section 3 to the exposition of an incremental ε-removal algorithm which is based on computing weight closures in an exact way.
Preliminaries
Before we move to the new algorithm, some definitions are in order. Readers familiar with the subject of semiring-weighted finite-state automata may skip this section.
Definition 1 (Semiring). An algebraic structure K = W, ⊕, ⊗, 0, 1 is a semiring [6] if it fulfills the following conditions:
1. W, ⊕, 0 is a commutative monoid with 0 as the identity element for ⊕, 2. W, ⊗, 1 is a monoid with 1 as the identity element for ⊗,
In the following, a semiring K is identified with its carrier set W .
Common semirings are for example the classical semiring for distance problems, the tropical semiring T = R Other semirings which are based on probabilities are the real semiring (also called probabilistic semiring) R = R, +, ·, 0, 1 and its isomorphic counterpart (under a − log-transformation), the log semiring L = R ∞ , + log , +, ∞, 0 where x+ log y = − log(2 −x +2 −y ). The log semiring is often used in statistical language processing because of its better numerical stability.
In addition to the semiring operations ⊕ and ⊗, a derived operation called closure is necessary to define the weights of cycles in weighted finite-state automata.
Definition 2 (Closure). Let K = W, ⊕, ⊗, 0, 1 be a semiring. The closure a * of a ∈ K is defined as: Definition 3 (Semiring properties [5] ). Let K = W, ⊕, ⊗, 0, 1 be a semiring.
Intuitively, k-closedness means that the closure of a weight in K stabilises after k iterations and then does not change anymore. Examples for 0-closed semirings are the class of tropical semirings (over positive reals) and the Viterbi semiring. The real and log semirings are not bounded and not k-closed since there is no fixed integer k such that after k iterations the sequence converges. Note that on the other hand in bounded (that is, 0-closed) semirings a * = 1, for all a ∈ K.
The requirement that sums of an infinite number of elements are well-defined is expressed as completeness (e.g. [7] ).
Definition 4 (Complete Semiring).
A semiring K is called complete if it is possible to define sums for all families (a i |i ∈ I) of elements in K, where I is an arbitrary index set, such that the following conditions are satisfied:
Intuitively, completeness guarantees that the weight of each cycle in a weighted finite-state automaton over semiring K (see below) is in K and thus well-defined.
In the following, we restrict ourselves to complete semirings.
Weighted finite-state automata are an extension of the classical unweighted finite automata.
Definition 5 (Weighted finite-state automaton [5]).
A weighted finite-state automaton (WFSA) A over a semiring K is a 7-tuple Σ ∪ {ε}, Q, q 0 , F, E, λ, ρ with 1. Σ, the finite input alphabet, 2. Q, the finite set of states, 3. q 0 ∈ Q, the start state, 4. F ⊆ Q, the set of final states, 5. E ⊆ Q × (Σ ∪ {ε}) × K × Q, the finite set of transitions, 6. λ ∈ K, the initial weight and 7. ρ : F → K, the final weight function mapping final states to elements in K.
We call a WFSA A ε-free if it does not contain ε-transitions. In that case, we may replace Σ ∪ {ε} in Def. 5 by Σ.
Definition 6 (Weight associated with a string [5] ). Let a path π = t 1 t 2 . . . t k be a sequence of adjacent transitions 7 in a WFSA A. Let Π(p, x, q) for x ∈ Σ * be the set of paths from state p ∈ Q to state q ∈ Q such that the concatenation of input symbols in each π ∈ Π(p, x, q) equals x. Given a transition t ∈ E, let w[t] denote the weight associated with t. Let ω(π) the ⊗-multiplication of all transition weights in a path π:
The weight associated with an input string x ∈ Σ * wrt a WSFA A -denoted by x A -is computed by the following equation:
Before we move to the algorithm, some further technical notions are required. By an ε-loop we mean an ε-transition with identical source and target state:
In contrast, an ε-path from p to q is a non-empty sequence of adjacent ε-transitions originating in p and ending in q. If p = q, we call the ε-path an ε-cycle.
The ε-distance ∆ ε (p, q) is the ⊕-sum of all weights of ε-paths starting at state p and ending in state q: Assuming an arbitrary order over state set Q, the algorithm maintains a queue of ε-transitions to be processed. It is a priority queue with an ordering relation > defined as follows:
That is, ε-loops have always priority over non-ε-loops (4). If two ε-transitions not forming an ε-loop are compared, the one with the higher number of the destination state is processed first (3). The use of a priority queue ensures the termination of the algorithm by eventually reducing a possible present ε-cycle going through q m (perhaps after several steps if there are several ε-transitions entering q m ) to an ε-cycle not involving q m and therefore only states q n with n < m with respect to the (arbitrary) state ordering. Fig. 3 shows this configuration in the simplest case.
The foreach-loop (lines 1-3) in Algorithm 1 inserts all ε-transitions of the input automaton A into the queue which is processed in a while loop (lines 4-34).
In that loop, an ε-transition t ε = p ε/wε − −− → q m is removed from the queue and also from the edge set E of A (lines 5 and 6). If t ε constitutes an ε-loop, all of p's outgoing transitions t are modified by left-multiplying their weight w[t] with w * ε , the closure of w ε (lines 8-10).
8 If p is a final state, p's final weight ρ(p) is modified accordingly. If t ε does not constitute an ε-loop (lines 14-33), two things happen:
1. Lines 15-23: for each outgoing transition t a = q m a/w −−→ q n of q m -whether labeled with ε or not -a transition t = p a/wε⊗w −−−−−→ q n is constructed which "bypasses" q m by combining t ε and t a . If there exists already a similar transition t between p and q n , the weights of t and t are additively combined. If t is on the other hand a transition not previously present, it is added to Algorithm 1: Eliminating ε-transitions.
Input: An WFSA A = Σ ∪ {ε}, Q, q0, F, E, λ, ρ Output: An ε-free WFSA A = Σ, Q, q0, F , E , λ, ρ foreach q, ε, wε, q ∈ E do 1 Enqueue(queue, q, wε, q ) E ← E \ { p, ε, wε, qm }; E. In case t is an ε-transition, it is also enqueued into the queue, because it can't be already there.
Lines 25-32:
If the target state q m of the currently processed ε-transition t ε is a final state, it is certain that p will also be a final state, since q m is reachable by p with an ε-transition. If p already was a final state, w ε ⊗ ρ(q m ) is abstractly added to ρ(p).
Since some states in the original WFSA A might have been only reachable by ε-transitions, a final connection step removes these states which are no longer connected after all ε-transitions have been removed. Figure 4 shows a run of the algorithm for a small example automaton over the real semiring, that is, a probabilistic WFSA (PFSA). The dashed transition is the ε-transition which is the current candidate for removal. The bold transitions (in the next figure) indicate the affected transitions after removal. The example shows how the ε-cycle between states 2 and 3 is reduced to an ε-loop at state 2 and then removed in the next step.
An example
Notice that the example PFSA remains stochastic at each step of the algorithm, that is, the weights of transitions leaving a certain state q (plus ρ(q), if q is a final state, add up to 1.
Correctness and complexity
Proposition 1. For each input WFSA A, Algorithm 1 terminates after a finite number of steps.
Proof. To prove that in a finite number of steps all ε-transitions are removed, we first note that the outer while loop (lines 4-34) is executed as long as there remain ε-transitions in A.
We first associate with any automaton A the value m(A) corresponding to the largest number of a state in which an ε-transition ends: m(A) = max {i | q i ∈ Q and ∃q ∈ Q, w ∈ K : q , ε, w, q i ∈ E}.
Now let deg ε (A) be the number of ε-transitions ending in q m(A) :
Finally, let n ε (A) be the total number of ε-transitions in A.
Associate with the i th execution of the while loop (lines 4-34) a quantity v(A i ) = m(A i ), deg ε (A i ), n ε (A i ) reflecting the state of A after the execution of the loop body. 9 We show that each time the while loop is executed, the v(A i )'s will decrease with respect to the lexiographic ordering defined upon them.
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There are two cases to consider: Fig. 4(a) ω(π)
Depending on the existence of an ε-loop at p, there are two cases to consider:
1. There is an ε-loop at p with weight w ε (lines 7-14): − → L p (x) can be defined recursively as follows:
with − → L p (ε) = q∈Q ∆ ε (p, q) .
That is, − → L p (x) is decomposed into three summands: (i) the right language − → L qi (x) of the states q i reachable with ε and weight v i , (ii) the right language − → L ri (x ) of the states r i reachable with a-transitions (a ∈ Σ, x = ax ) and weight w i , and (iii) recursively − → L p (x) itself, weighted with w ε . Note that (i) or (ii) may be 0. By substituting k times Eq. (8) into its right-hand side and by using distributivity, we arrive at:
By letting k go to ∞, we can replace the factor (1 ⊕ w ε ⊕ . . . ⊕ w 
After using distributivity again to move w * ε into the scope of the ⊕-operators, eq. (11) exactly states the effect of the foreach-loop at lines 8-10 in the algorithm.
