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Introduction
Factorial designs are the most e¢ cient designs in terms of time and cost when we evaluate two or more factors simultaneously. They provide us information about the main e¤ects and the interactions among the various factors, Fisher [5] and Yates [14] . 2 k factorial design is the simplest type of factorial designs. Here, k represents the number of factors and 2 represents the number of levels for each factor. These levels are usually referred to as "low" and "high" levels. 2 k factorial designs are very useful for preliminary exploration when there are large numbers of factors in a factorial design. They are used very widely in agricultural experimentations, in engineering experimentations, etc.
Seno¼ glu [10] considered the 2 k factorial design when the distribution of error terms is Weibull W (p; ). From the methodology of modi…ed likelihood, they developed robust and e¢ cient estimators for the parameters in 2 k factorial design. F statistics based on MML estimators for testing main e¤ects and interactions were de…ned. They were shown to have high powers and better robustness properties as compared to the normal theory solutions.
In this study, we extend the results to the case where the distribution of error terms are independent and identically distributed (iid) according to a generalized logistic distribution. The family of generalized logistic distribution GL(b; ) is given by b exp( e= ) f1 + exp( e= )g b+1 ; 1 < e < 1:
The cumulative distribution is given by
One of the main motivation of this work is that this family beautifully complements the family of Weibull distributions, (i) its support is on IR: It may be noted that for b=1, GL(b; ) reduces to the well-known logistic distribution which has been, in many studies, used as a substitute for a normal distribution; see, for example, Berkson [3] .
The 2 3 design
It should be noted that 2 2 design is a special case ofŞeno¼ glu and Tiku [11] , because two-way classi…cation model reduces to 2 2 factorial design when i = j = 1; 2: Therefore, we will not pursue it in this study for the sake of brevity. Let's consider the case where there are three factors (say A, B and C), each of which has two levels, i. e., 2 3 factorial design. The model for such an experiment is
where 1 < < 1 is the general or overall mean common to all the observations. i , j and k are the e¤ects due to the ith level of factor A, jth level of factor B and kth level of factor C, respectively. ( ) ij , ( ) ik and ( ) jk are the e¤ects of the two-factor interactions between i and j , i and k and j and k , respectively.
(
) ijk is the e¤ect of three-factor interaction between i , j and k and e ijkl is the random error associated with the lth observation, at the ith level of the factor A, jth level of factor B and kth level of factor C. The factors A, B and C are considered as …xed and the designs are assumed to be completely randomized in the rest of the paper.
The MML estimators
be the ordered variates, where y ijk (1) y ijk (2) ::::::::: y ijk(n) are the ordered statistics obtined by arranging the random observations in the ith level of the factor A, jth level of factor B and kth level of factor C, i. e. y ijkl , in ascending order of magnitude. The likelihood function and the log-likelihood function are
respectively. Since complete sums are invariant to ordering, i. e.,
where f (y) is any function of y. By using equation (3.2), we obtain the following likelihood equations for each model parameters in (2.1)
and
The likelihood equations in (3.3) do not yield explicit estimators of the model parameters because of the awkward function g(z) = e z 1+e z and hence they must be solved by numerical methods. However, solving them by iterations is indeed problematic for reasons of (i) multiple roots, (ii) non-convergence of iterations, and (iii) convergence to wrong values; see, for example, Smith [9] , Puthenpura and Sinha [8] and Vaughan [13] . Therefore, we linearize the term g(z) = e z 1+e z by expanding it in a Taylor series around t ijk(l) = E(z ijk(l) ), since g(z) is almost linear in small intervals around t ijk(l) . This methodology is known as modi…ed maximum likelihood and was initiated by Tiku [12] . We then get
(1 + e t ijk(l) ) 2 and (3.5)
(1 + e t ijk(l) ) 2 (l = 1; 2; : : : :; n):
Exact values of t ijk(l) are available for n 15 (see [1] ) but, for convenience, we use their approximate values obtained from the equations 
l ;^ :::: = (1=8m)
i::: = (1=4m)
::k: = (1=4m)
The divisor N in the expression for^ was replaced by p N (N 2 3 ) as a bias correction. It may be noted that, unlike the maximum likelihood (ML) estimator of , the MML estimator^ is always real and positive.
Properties of the estimators and hypotheses testing
The modi…ed likelihood equations are asymptotically equivalent to the corresponding likelihood equations. Therefore, the MML estimators are asymptotically unbiased and e¢ cient; see Bhattacharrya [4] andŞeno¼ glu [10] . The following results are instrumental for testing the null hypotheses;
H 01 : i = 0 (i = 1; 2); H 02 : j = 0 (j = 1; 2); H 03 : k = 0 (k = 1; 2); H 04 : ( ) ij = 0 (i = 1; 2 and j = 1; 2); (4.1) H 05 : ( ) ik = 0 (i = 1; 2 and k = 1; 2); H 06 : ( ) jk = 0 (j = 1; 2 and k = 1; 2) and H 07 : ( ) ijk = 0 (i = 1; 2; j = 1; 2 and k = 1; 2):
The estimator^ i is an unbiased estimator of i and is asymptotically normally distributed with variance 2 =4m(b + 1). Proof: The result follows from the fact that @ ln L=@ i assumes the form (see [6] )
with E(@ r ln L =@ r i ) = 0 for all r 3, see Bartlett [2] .
From the same argument given in the proof of Lemma 1,^ j and^ k are unbiased estimators of j and k , respectively, with variance 2 =4m(b + 1) and they are asymptotically normally distributed.
Lemma 2:
The estimator ( c ) ij is an unbiased estimator of ( ) ij and is asymptotically normally distributed with variance 2 =2m(b + 1). Proof: Asymptotically, @ ln L=@( ) ij assumes the form
From the same argument given in the proof of Lemma 2, (c ) ik and ( c ) jk are unbiased estimators of ( ) ik and ( ) jk , respectively, with variance 2 =2m(b + 1) and they are asymptotically normally distributed.
Lemma 3:
The estimator ( d ) ijk is an unbiased estimator of ( ) ijk and is asymptotically normally distributed with variance 2 =m(b + 1). Proof: This follows from the fact that @ ln L =@( ) ijk is asymptotically eqivalent to @ ln L=@( ) ijk and assumes the form
see Lemmas 1 and 2.
Proof: Asymptotic independence of i and follows from the fact that E(@ r+s ln L =@ r i @ s )=0 for all r 1 and s 1; see Bartlett [2] . The MML estimators^ j ,^ k , ( c ) ij , (c ) ik , ( c ) jk , ( d ) ijk are asymptotically independent of^ from the same reasons given for^ i .
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Lemma 5: N^ 2 = 2 is for large n (for known ijk: ) referred to a chi-square distribution with = N = 2 k n degrees of freedom. Proof: Write
Realizing that B 0 p N C 0 = 0 asymptotically and @ ln L=@ assumes the form
For testing the hypotheses given in (4.1), we de…ne the following test statistics based on the MML estimators
Asymptotically, the null distributions of the test statistics in (4.2) are referred to a central F distribution with degrees of freedom ( To have an idea how accurate these central F approximations are, we simulated the probabilities
(4.3) and from 10,000 Monte Carlo runs. The values are given in Table 1 . It should be noted that all of the main e¤ects and the two-factor interactions have similar power properties, therefore, we will consider only one of the main e¤ects and one of the two-factor interactions for conciseness. 
It should be noted that treatments are the combinations of the factor levels and are represented by the letters (1), a, b, c, ab, ac, bc and abc. However, in formula (4.4) they represent the totals of n observations in each treatment, see Montgomery [7] for more information.
The distributions of F A , F B , F C , F AB , F AC , F BC and F ABC are central or noncentral F depending on whether H 0i (i =1, 2, 3, 4, 5, 6, 7) are true or not. Table 2 are the simulated values of the type I error and power of the F ABC and F ABC tests; was taken to be equal to 1 without loss of generality, and presumed value of the type I error is 0.050. Simulation results show that the power of the F ABC test is considerably lower than that of the F ABC test. Robustness: The true value of shape parameter b may, in practice, be somewhat di¤erent from the one assumed. In this section, we study the robustness of the test statistics based on the MML and the LS estimators given in (4.2) and (4.4), respectively, to understand how robust the test statistics are with respect to plausible deviations from an assumed model.
Given in
The value of b is assumed to be 2 for illustration in GL(b; ). In fact, any other value of b can be chosen with similar results. The model GL(2; ) will be called population model. The alternatives to this model will be called sample models. Out of a large number of plausible sample models, we choose the following sample models;
(1) b=1.5, (2) b=3.0; (3) Dixon's outlier model: (n-1) observations come from GL(2; ) but one observation (we do not know which one) comes from GL(2; 2 ); Table 3 are the values of the power of the F ABC and F ABC statistics. It is clear that F ABC test has higher power than the traditional F ABC test based on LS estimators. Therefore, it is remarkably robust to deviations from an assumed GL(b; ). Table 3 . Values of the power for alternatives to GL(2, sigma); n=4; alfa=0.050. 

Conclusions
In this study, we extend the results ofŞeno¼ glu [10] to the case where the underlying distribution of error terms is generalized logistic. We obtained the estimators of the model parameters by using the methodology known as modi…ed maximum likelihood and proposed new test statistics based on these estimators. Simulation results reveal that our test statistics have higher power and are more robust than the traditional tests statistics based on LS estimators.
