Abstract. We study the boundedness of composition operators on the bidisk using reproducing kernels. We show that a composition operator is bounded on the Hardy space H 2 (D 2 ) if some associated function is a positive kernel. This positivity condition naturally leads to the study of the sub-Hardy Hilbert spaces of the bidisk, which are analogs of de Branges-Rovnyak spaces on the unit disk. We discuss multipliers of those spaces and obtain some classes of bounded composition operators on the bidisk.
Introduction
Let D denote the open unit disk in C with boundary T. |f (z 1 , z 2 )|.
For a bounded domain Ω ⊂ C d (Ω = D or D 2 ), the composition operator C ϕ on H 2 (Ω) is defined by C ϕ f = f • ϕ, for an analytic self-map ϕ of Ω. One of the fundamental problems is to classify the mappings ϕ which induce bounded operators C ϕ , and this problem has been studied on various analytic function spaces. Littlewood's famous Subordination Principle implies that each composition operator is bounded on H 2 (D) (e.g. [12, p. 31] ), and it is known that the same result does not hold in higher dimensions. In the Hardy space or weighted Bergman spaces of the unit ball in C n , the boundedness of C ϕ is characterized using Carleson measure (e.g. [4, Section 3.5] ).
Another natural extension of complex analysis to the multivariable case is the bidisk, or polydisk in the more general higher dimensional setting. It is known that composition operators C B on H 2 (D 2 ) are not always bounded [13] ; one such example is to take B(z 1 , z 2 ) = (z 1 , z 1 ). On the other hand, one can easily show that C B is bounded on H 2 (D 2 ) in some special cases (Example 3.1). In this paper, we find new nontrivial classes of bounded composition operators on H 2 (D 2 ). In [7] , Jury reproved the boundedness of composition operators on H 2 (D) using only reproducing kernels. We adapt this Hilbert space method to study the twovariable case and find a sufficient condition for the boundedness of a composition operator on H 2 (D 2 ) (Theorem 3.1). To obtain functions that satisfy that condition, it is equivalent to find multipliers of the so-called sub-Hardy Hilbert spaces on the bidisk (see the definition in Section 2), which are analogues of de Branges-Rovnyak spaces on the disk. We discuss the multipliers of sub-Hardy Hilbert spaces in Section 4 and get some new classes of bounded composition operators (Theorem 4.4). Several concrete examples are presented in Section 5.
Preliminaries
In this section, we first present some basic theory of reproducing kernel Hilbert spaces. For more information about reproducing kernels and their associated Hilbert spaces, see [3] and [9] .
Let X ⊂ C d . We say a function K : X × X → C is a positive kernel on X if it is self-adjoint (K(x, y) = K(y, x)), and for all finite sets {λ 1 , λ 2 , . . . , λ m } ⊂ X, the matrix (K(λ i , λ j )) m i,j=1 is positive semi-definite. Here are the usual ways to construct new positive kernels from old ones (see for example [3] ).
A reproducing kernel Hilbert space H on X is a Hilbert space of complex valued functions on X such that every point evaluation is a continuous linear functional. Thus there exists an element K w ∈ H such that for each f ∈ H,
Since K w (z) = K w , K z H , K can be regarded as a function on X × X and we write K(z, w) = K w (z). Such K is a positive kernel and the Hilbert space H with reproducing kernel K is denoted by H(K).
The following theorem, due to Moore, shows that there is a one-to-one correspondence between reproducing kernel Hilbert spaces and positive kernels (see for example [1, Theorem 2.23]). 
is a positive kernel.
A function ϕ : X → C is called a multiplier of H(K) on X if ϕf ∈ H(K) whenever f ∈ H(K). If ϕ is a multiplier of H(K), let M ϕ : f −→ ϕf be the multiplication operator on H(K). In this case, it is well-known that the kernel functions are eigenvectors for the adjoints of multiplication operators: 
We shall also use Toeplitz and Hankel operators. Let P be the orthogonal projection from
The following identity is well-known and easily established
, we use z = (z 1 , z 2 ) to denote the coordinates of z. Define the coordinate maps
and
We have the following formula for the two backward shift operators
The following theorem is the main tool to find bounded composition operators.
If R is a positive kernel, then C B is a bounded composition operator on H 2 (D 2 ) and
is the the Szegő kernel
.
We densely define an operator C *
B is the formal adjoint of the composition operator C B , thus it is sufficient to prove C * B is bounded. Using
,
. Since R is a positive kernel, by Theorem 2.1, there exists a reproducing kernel Hilbert space H(R), such that R(z, w) = R w , R z H(R) , where R w is the reproducing kernel of H(R) at w. Let
Then ||F (z)|| H(R) = 1 and by Theorem 2.2, R(z, w) − F (w)F (z) is a positive kernel. Multiply it by the positive kernel C * B k w , C * B k z H 2 and using (3.2) and Proposition 2.1(2), we get
Notice that
For any n distinct points
Also we know from (3.4) that F is bounded below. Thus
Remark 3.1. For an analytic self map b of D, Jury in [7] showed that if
. This condition is automatically satisfied since (3.5) is the reproducing kernel of the de Branges-Rovnyak space associated with b ( [5] ). Thus every composition operator on H 2 (D) is bounded. However, in general the positivity of R is not a necessary condition for the boundedness of C B . For example, let B r (z 1 , z 2 ) = (rz 1 , rz 1 ), and denote the corresponding function R as R r . Then it is easy to see that C Br is bounded for every r ∈ (0, 1), and is unbounded for r = 1. If the functions R r were positive kernels for all r < 1, then the pointwise limit R 1 would be a positive kernel as well, which would make C B1 bounded. It is a contradiction. 
is just the Hardy space. The corresponding sufficient condition for boundedness will be: Since ||φ|| ∞ 1, it is a contractive multiplier of
is a positive kernel, denoted as k φ w . The Hilbert space with the above reproducing kernel, denoted by H(φ), was introduced in [2] . H(φ) can be viewed as an analog of the de Branges-Rovnyak space on D and is called a sub-Hardy Hilbert space of the bidisk (the terminology comes from the title of Sarason's book [11] ).
Example 3.1. We can easily show that R is a positive kernel for some special cases, thus give some examples of bounded composition operators. These results were also obtained in [13] .
(1) If one of φ, ψ is a constant (say ψ is a constant with |ψ| 1), then R is a positive kernel because it is the positive kernel are positive kernels. By Proposition 2.1, their product R is a positive kernel.
In general, using Theorem 2.3, R is a positive kernel if and only if ψ is a contractive multiplier of H(φ). So we obtained the following 
In the next two sections, we study multipliers of H(φ) and find nontrivial examples (other than those in Example 3.1) of bounded composition operators on
Multipliers of sub-Hardy Hilbert spaces of the bidisk
For a bounded linear operator A : H 2 → H 2 , define the range space
and endow it with the inner product
It is easy to see that
For simplicity, we shall use
. In the rest of the note, we assume ||φ|| ∞ = 1. We first study the case when φ is an inner function. The following theorem shows that if ψ is a multiplier of H(φ) for an inner function φ, we only get the bounded composition operators in Example 3.1. Proof. By [2, Theorem 2.5], Tz 1 φ ∈ H(φ) and then
, we see that
Tφf, g = φ f, g = f, φg = 0, which implies Tφ(H(φ)) = 0.
So we have
The last equality holds because
Suppose Tz 1 ψ = 0, which means ψ is not a one variable function in z 2 . Then ||(φ • P 1 )φ|| ∞ = 1 and equalities hold in (4.2). We have
Therefore, one of the functions φ, ψ is a one-variable function in z 2 . Applying the same argument for Tz 2 φ, we know that one of the functions φ, ψ is a one-variable function in z 1 as well.
Next, we assume there is a nonconstant function a ∈ H ∞ (D 2 ) such that
a.e. on T 2 . We call a the Pythagorean mate for φ.
Remark 4.1. In the one variable case, a function f ∈ H 2 (D) has a Pythagorean mate if and only if log(1 − |f | 2 ) ∈ L 1 (T), which means f is not an extreme point of the unit ball of H ∞ (D). The Pythagorean mate of f , if it exists, is an outer function and can be chosen uniquely so that it has positive value at 0. However, the condition log 
Moreover, every multiplier of H(φ) is contained in M(ā) and is a multiplier of M(ā).
Proof. The equality is a special case of the more general result [11, I-9] . Suppose f is a multiplier of H(φ). Then
which implies f is a multiplier of M(ā).
Let n = min{k+j : a, z Proof. Again, this is a special case of the more general result [11, I-8] .
Lemma 4.1 shows that multipliers of H(φ) are in the form Tāh, for some h ∈ H 2 (D 2 ). The next theorem gives a way to find multipliers of H(φ). These conditions were first found in [8] for the one-variable case. The proof we present here is essentially the same as in [ 
. This together with (2.2) gives
and has a Pythagorean mate a. Then every polynomial is a multiplier of H(φ).
Proof. Consider the Fourier expansion of a. If the lowest degree in the Fourier expansion of a is n, then Tā maps polynomials of degree n + N to polynomials of degree N . Thus if ψ is a polynomial, then ψ = Tāh for some polynomial h. By Theorem 4.2, ψ is a multiplier of H(φ).
As a consequence of the above result, we present the following theorem regarding bounded composition operators. 
Examples
In this section we present some concrete examples. The first example is φ(z) = 1 + z 1 2 with Pythagorean mate
We know from Theorem 4.3 that every polynomial is a multiplier of H(φ). In fact we can find more multipliers other than the polynomials.
and a(z) = 1−z1
If f has the form (5.1) and the function
is bounded, then f is a multiplier of H(φ).
. By formula (2.3), we have
and then
Notice that h • P 1 is a one variable function in z 2 , so we get the desired form (5.1). Conversely, if f has the form (5.5), then h is determined by
and f = Tāh. By Theorem 4.2, we see that functions f having the form (5.1) with ||g|| ∞ < ∞ are multipliers of H(φ) as well.
A similar argument can be applied to φ(z) = 1+z1z2 2
, where the Pythagorean mate of φ is a(z) = 1−z1z2 2
. We can obtain a result similar to Theorem 5.1. . Then f ∈ M(ā) if and only if there exist functions
If f has the form (5.3) and the function
Proof. For every
The rest of the proof is similar to that in Theorem 5.1.
In the next example we let φ(z) = If f has the form (5.5) and the function
Proof. Suppose f ∈ M(ā). Then f = Tāh = 
which is in the form (5.5). Conversely, if f has the form (5.5), then we can pick h as h(z) = −2z 1 f 1 (z 1 ) + 2z 2 f 2 (z 2 ) − 2z 1 z 2 f 3 (z), and f = Tāh. By Theorem 4.2, we see that functions f having the form (5.1) with ||g|| ∞ < ∞ is a multipliers of H(φ) as well.
One can get the corresponding bounded composition operators using Corollary 3.1. We summarize the examples given above as follows. (1) φ(z) = 
