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Abstract
The hydrodynamic performance of the common three-blades horizontal axis
current turbine (HAMCT) is computationally investigated to seek paths of
improvement. Two computational approaches are used, namely the Blade El-
ement Method (BEM) and Computational Fluid Dynamics (CFD)-Reynolds
Averaged Navier Stokes (RANS). Two BEM codes were written for steady
and unsteady calculations. Both account for hub/tip losses, turbulent wake
eﬀect and stall delay. Dynamic wake model was used for the unsteady BEM.
Ansys is used for CFD-RANS.
Three cases are studied; (i) Hydrodynamic improvement by replacing the
common low Reynolds number asymmetric E387 proﬁle with its CIRCLE
previously-redesigned A7 proﬁle calling for continuous surface curvature. This
yields better high-angle of attack (AOA) performance. As result the A7 tur-
bine outperforms the E387 turbine for low tip speed ratio (TSR) from mild
improvement for the optimally twisted blade to a much higher improvement
for the non-twisted blade.
(ii) The dual-rotor turbine, where each rotor is optimally pitch-ﬁxed for its
upstream velocity, thus ﬁtting rectilinear tidal current with no need of pitch
control. Symmetric proﬁles outperform the asymmetric proﬁles when the
rear rotor is correctly used, yielding an increase of up to 20% in the combined
power according to the BEM coupled with the Park wake model. An analytical
estimate backs this estimate. RANS is used to assess and improve the Park
model.
(iii) Surface wave eﬀect is investigated for HAMCT close to the surface using
BEM coupled with gravity wave theory and CFD. For the ﬁrst time, eﬀect
of large waves is investigated to show the turbine's non-linear time response
at low TSR. Blade loading, power spectra and time averaged proprieties are
also analysed.
All computations were compared to experimental results when available, gen-
erally yielding good agreement. Cases of disagreement are also discussed.
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Chapter 1
Introduction
1.1 Marine energy
Renewable energies include two broad categories: 'modern renewables' and the traditional
biomass. The term 'modern renewables' denotes all kinds of renewable techniques with
exception of the traditional biomass, which represents the usage of solid biomass with
traditional technologies, such as open ﬁres for cooking, ovens for cooking, residential
heating, and small-scale agricultural and industrial processing. The traditional biomass
is more often used in rural areas of developing countries. According to the recent REN21
report [1], 19.3% of global energy came from renewable energy in 2015, in which 'modern
renewables' constituted nearly 10.2%, and hydropower made up about 3.6% (Fig. 1.1).
Among those renewable resources, one of the most promising sector is marine energy,
which generated 536 MW by the end of 2016.
Figure 1.1: Estimated renewable energy share of total energy consumption,2015 [1]
Marine energy, also referred to as ocean energy, and marine hydro-kinetic energy
(MHK), includes various means through which energy can be harnessed from the sea and
ocean. Marine energy is an important form of renewable energy, particularly to countries
with long coastal lines such as the UK, India and China. There are various types of marine
energy, including wind-generated waves, tidal current, ocean thermal, etc. Recent ocean
renewable technologies mainly harvest the wind-generated waves and tidal current energy.
Devices mainly designed to extract wind generated wave energy are named wave energy
converters (WECs), which do not have rotors. Typical types of WECs include attenuator,
point absorber, and terminator [17]. There are many ways to extract energy from the
tidal energy. Tidal basin (ﬁg. 1.2a) and marine current turbine (Fig. 1.2b) are the two
basic ways to extract tidal current energy. Tidal basin exploits the potential energy, while
1
marine current turbine extracts the kinetic energy. Devices extracting the kinetic energy
of tidal energy are named tidal turbine, tidal current turbine, tidal stream turbine, tidal
stream convector, and marine current turbine in diﬀerent references. Actually, all these
devices share the same principle and are referred to as marine current turbine in this
thesis. For tidal basin, barrages or dams are required to create a potential drop. The
building of such constructions need large ﬁnancial investment and may change the marine
ecosystem [18]. Recent developments in marine current turbine and the identiﬁcation of
sites around the world with high tidal energy as the Pentland Firth in the UK and the Gulf
of Kutal in India, mean that the build up of such barrages is not a necessary condition
any more. Marine current turbine does not need these civil constructions, thus has lower
capital cost, fewer environmental and visual impact. However, marine current turbine
technology is relatively immature compared to tidal basin. In summary, tidal basin and
marine current turbines have advantages and disadvantages and can complement each
other.
(a) Schematic diagram of tidal barrage [19] (b) Bluetec marine current turbine [20]
Figure 1.2: Examples of Tidal barrage and marine current turbine
Compared to solar and wind power, the distinct advantage of tidal current power is
its predictability. Solar energy is under the inﬂuence of rain, clouds and fog. Wind power
is inﬂuenced by wind speed and force. Tidal current, driven by the gravitational force of
the moon and sun, is immune to the above mentioned meteorological conditions. Thus
tidal power is more reliable and predictable than solar and wind power. The drawback of
marine current turbine is that it is not as well developed as solar and wind power energy.
This is due to the fact that devices that harness marine current energy present a unique
set of engineering challenges with regard to design, installation, support structure and
maintenance.
1.2 Research questions
1.2.1 Surface curvature eﬀect on airfoil and blade
Generally, a horizontal axis marine current turbine consists of two or three blades. The
blade is composed of one or more hydrofoils with diﬀerent shape and length from the
blade root to tip. Similar as small wind turbines, low Reynolds number airfoil (hydrofoil)
is also widely used for small marine current turbines. A typical example is the Eppler 387
(E387) airfoil which was designed by R. Eppler [21] in the 1990s and later widely used
for small wind and marine current turbines [13, 22, 23]. A landmark experimental study
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on the E387 airfoil was carried out by Selig [24], who conducted wind tunnel research
on six airfoils for use on small wind turbines at the University of Illinois at Urbana-
Champaign in 2004. The surface oil visualization and pressure distribution along chord
length direction show evidence of laminar separation bubble near the leading edge at
Reynolds number order of 1× 105.
For wall bounded ﬂow, the boundary layer starts from the leading edge of the proﬁle
and develops towards the trailing edge. The leading edge shape plays an important role at
the start of boundary layer and aﬀects the development of boundary layer along the blade
surface [25]. The importance of surface curvature discontinuity of airfoils and blades has
been realized in references [26, 27]. It can lead to sharp jump in the pressure, resulting
in early transition to turbulence at high Reynolds numbers and early ﬂow separation at
low Reynolds numbers. Korakianitis [28] proposed a method named prescribed surface
curvature distribution blade design (CIRCLE) method to improve the surface curvature
continuity. The CIRCLE method redesigns the blade proﬁle coordinates to yield a con-
tinuous curvature and slope of curvature, thus a smooth pressure and velocity distributes
along the blade surface. Korakianitis applied the CIRCLE method to various blades [29]
and airfoils [30], noticeable improvement of lift coeﬃcients were recorded. Later Shen et
al. [11] further extended Korakianitis' work. Shen conducted experimental and numerical
study of Eppler 387 and redesigned A7 airfoil at three diﬀerent Reynolds number (1×105,
2× 105 and 3× 105) . Shen et al concluded that removing the surface curvature discon-
tinuity increases the aerodynamic performance and reduces drag of airfoil at high angle
of attack (AOA) and stall condition. Shen et al also compared the performance of 3KW
small wind turbines whose rotors were composed of E387 and A7 airfoils respectively.
The steady Blade Element Momentum results showed that the A7 had noticeable im-
provement of power coeﬃcient at low tip speed ratio (TSR), and marginal improvement
at optimal and large tip speed ratio.
Song et al [31] removed the surface discontinuity at leading edge and main surface of
a compressor blade respectively, and found that smoothing the leading edge has better
performance than its main surface counterpart. The surface curvature of NREL S814
airfoil was smoothed using [30] and renamed as R1, the RANS results showed that the
R1 had lower lift and drag but higher lift to drag coeﬃcients at Re = 1.5×106 with angle
of attack varies from 3-11 degree.
The aforementioned research only analyzed the surface curvature eﬀects on perfor-
mance for 2D isolated airfoil, turbine cascades using numerical or experimental methods.
Shen et al [11] studied the performance improvement of a 3D wind turbine model by re-
placing E387 airfoil with redesigned A7 airfoil at all blade stations using a simple method
like BEM, but have not explain the mechanism of improved power coeﬃcient at small tip
speed ratio. Also, the power performance obtained from BEM has not been validated by
comparing with experimental data or more advanced CFD methods.
1.2.2 Dual rotor design for a bi-directional tidal current ﬂow
The term "current" denotes the motion of water when used in association with water.
Typical water currents include rainwater, open channel ﬂow, and oceanic currents. Grav-
ity is the driving force for rainwater and open channel ﬂow, while ocean currents are
driven by several factors including density diﬀerence, wind, and most importantly the
gravitational attraction of the sun and moon on earth's oceans. Tidal current includes
ﬂood and ebb phases. Tidal current is in ﬂood phase when it ﬂows towards the shore, and
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in ebb phase when it returns back the ocean. Tidal current is governed by the rise and
fall of the tides, and changes direction in every few hours. The reversing ﬂow direction
problem can be addressed using two control systems, namely pitch and yaw controls. An
example of a MCT using yaw and pitch control systems is the AR1500 turbine of Atlantis
Resources Corp.
The yaw control makes the rotational plane perpendicular to incoming free stream
velocity. This system is needed for wind turbines because the wind velocity direction
changes at diﬀerent days and seasons. The performance of wind turbine plunges when
the yaw angle reaches a certain degrees. For a marine current turbine with yaw control
system, the yaw control system only operates between ebb and ﬂood phase. The yaw
control system does not operate during a single phase of ebb or ﬂood because the current
velocity varies in a small range of degrees in a single phase of ebb or ﬂood.
To reduce the manufacturing cost and simplify the control systems, a MCT with only
pitch control can be employed to deal with the bi-directional problem of tidal current.
Zero yaw control can be employed for tidal current because the tidal current direction
is relative ﬁxed during single phase of ebb or ﬂood. However, the pitch control system
is a weak joint in terms of structural strength, which is easy to break and reduces the
reliability of a MCT.
Another possible solution for bi-directional current ﬂow is the dual rotor conﬁguration
without pitch control and yaw control. This signiﬁcantly reduces the capital cost and
improve the structural intensity. The left rotor blades are pitched at the optimal angle
for ﬂow coming from the left and the right rotor blades are optimally pitched for ﬂow
coming from the right. In this study, the rotor with the blades that is correctly-pitched
to the ﬂow is called the front rotor and the other one is the rear rotor. This conﬁguration
was used for example in the legacy AK1000 marine current turbine (Fig.1.3) designed by
the Atlantis Resources Corp. However, it leaves the question what to do with the rear
rotor. One way is to leave the rear rotor stationary, another option is to use rotational
speed control that is common in marine turbines [3234] in order to maximise energy
extraction from the rear rotor. The dual rotor conﬁguration is diﬀerent from counter
rotating wind turbine whose blades are optimally pitched in one direction.
Figure 1.3: AK-1000 Atlantis (D=18m) [2]
4
1.2.3 Unsteady wave eﬀect on performance of a HAMCT
Generally, there are ﬁve types of waves in the ocean environment, namely sound waves,
capillary waves, gravity surface waves, internal waves and planetary waves. Sound waves
are caused by the compressibility of water, which is very small and can be ignored in
normal condition. Capillary waves characterizing high frequency, are due to joint eﬀect
of the turbulent wind and surface tension. Gravity waves can be sub-divided into surface
and internal gravity waves. Surface gravity waves are mainly driven by wind and are
particularly enhanced by the wind if their phase speed is comparable with the wind
speed, while the internal waves are due to density diﬀerences in a stratiﬁed ﬂuid. The
variation of the equilibrium potential vorticity gives rise to planetary waves characterizing
slow frequency and large length scale. Other forms of waves includes tides and Tsunami.
Table 1.1 summaries typical wave types in the ocean environment, physical mechanisms
generating these waves, and their time periods. Among these waves, tidal current and
gravity waves are the most important for oﬀshore marine current turbine operation,
oﬀshore civil structures and ship performance [16]. Typical periods of tides vary 12-
24 hours, however wind waves and swell have a much shorter wave periods, which are
normally below 30s. These short period waves pose a unique challenge for the performance
and fatigue of marine current turbines. Diﬀerent wave theories are developed to describe
waves in river and oceans, their applicability for diﬀerent waves is presented in Fig. 1.4.
Table 1.1: Wave types, physical mechanisms, and periods [16]
Wave type Physical mechanism Periods
Capillary waves Surface tension <0.1s
Wind waves Wind shear, gravity <15s
Swell Wind waves <30s
Internal waves Density structure instability 10 min-15h
Tsunami Earthquake 10 min-2h
Tides Gravitational action of the moon and sun, earth rotation 12-24h
Storm surges Wind stresses and atmospheric pressure variation 1-3 days
Regions of Oceans can be grouped into shallow water, intermediate depth and deep
water based on the water depth (h) to wave length (λ) ratio,h/λ. Shallow water waves
denotes the waves in a region where the h/λ <1/20, while the deep water is a region
where the h/λ >1/2, and in between is intermediate depth water region. Most of seabed
mounted marine current turbines are installed in shallow and intermediate waters, while
ﬂoating marine current turbines can be deployed in deep water.
Much of the technology and modelling used for the marine current turbine has been
imported from the wind power industry which in turn has relied on aerospace technology
developed for propellers and fans. However, the free-stream MCT faces challenges diﬀer-
ent from its wind turbine counterpart. While the ﬂow direction is well known in advance,
it turns to the opposite direction during the day and ﬂow unsteadiness can be enhanced
by gravity waves as well as cavitation. The latter can occur for high ﬂow velocities and
when the blade passes near the free (water) surface reducing the static pressure below the
cavitation level. This is not common for MCTs [35]. However, the eﬀect of gravity waves
and particularly surface waves (i.e. maximum water displacement at the free surface) is
more common and can degrade the turbine performance.
Several laboratory researches on the eﬀect of wave on the performance and loading of
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Figure 1.4: Applicability of wave theories [3]
MCTs were presented in references [14,36,37], just to name a few. However, most of the
studies focused on simple linear waves. Luznik studied a second Stokes wave eﬀect on
a small scale HAMCT in the laboratory towing tank, which provides valuable data for
numerical modelling validation. However, only one wave amplitude was tested. Three
basic wave parameters include water depth, wave length, and wave amplitude. Diﬀerent
wave parameters will aﬀect the performance and loading of a HAMCT in diﬀerent ways,
thus a wave parametric study on a HAMCT is need for providing more detailed database
for engineering application. Another important parameter is the installation depth of
a HAMCT. A HAMCT may have diﬀerent performance when it is installed at diﬀerent
locations in the gravitational direction.
1.3 Objectives and contributions
The main objectives of study and associated outcomes are as follows:
1. The performance improvement of a general three bladed HAMCT using the CIR-
CLE method is to be evaluated by both fast BEM and more advanced methods such as
CFD-RANS. Outcome: the redesigned A7 HAMCT had a mild better performance at
low tip speed ratios, which expanded the operational range. Fluid visualization showed
that ﬂow separated from the blade surface where the radial distance was below half blade
length. Further blade optimizations were conducted based on Burton and implicit models
derived from the blade element momentum theory. For a HAMCT redesigned based on
the implicit model, 13.1% increase of power coeﬃcient was obtained at design tip speed
ratio, although the optimized rotor was subjected to a 5% higher thrust loading. The
implicit model and CIRCLE method can be used together to improve the power eﬃciency
of a HAMCT.
2. A small ﬁxed pitch HAMCT composed of counter rotating dual rotor is proposed
for bi-directional tidal current. Counter rotating dual rotors using both symmetric and
asymmetric proﬁles (Eppler 387 and NACA0012) are to be studied. Outcome: both
BEM-Park model and CFD-RANS were used to study the performance and thrust of the
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dual rotor HAMCT. The results showed that there was good potential power gain up to
0.55 for a mid-size (3.5m) dual-rotor HAMCT without pitch and yaw control.
3. Eﬀects of surface wave parameters and turbine operating depth on performance and
loading of a HAMCT are to be analyzed using both unsteady BEM and CFD-RANS. This
will include prediction of the hydrodynamic power and and blade loading development in
time as they are aﬀected by surface waves. Both linear and non-linear surface waves are to
be considered. Outcome: these parametric studies provide valuable guide for industrial
installation and operation of a HAMCT. An unsteady BEM code including the wave
eﬀects was developed by Dr. Avital and modiﬁed in this thesis. It is shown that a large
amplitude wave, but still long wave can aﬀect the time-averaged coeﬃcient of power and
also introduce non-linearity in the time response of the turbine particularly at low tip
speed ratio. This can have consequence for an eﬀective control of the turbine.
All three contents mentioned above were published in three papers noted on page i.
1.4 Structure of the thesis
The order of information this thesis is organized as follows:
In Chapter 2, a detailed literature review on marine current turbines is presented.
This includes a review on the kinetic energy available in the ocean environment, types of
marine current turbines, steady and unsteady modelling of horizontal axis marine current
turbines, counter rotating dual rotor, and wave eﬀects.
Chapter 3 introduces the computational hydrodynamic methodologies used in this
thesis. Both the steady BEM and unsteady BEM incorporated with TUDK dynamic
wake model are discussed. The turbulence models for Reynolds Averaged Naiver Stocks
equations are also presented with emphasize on eddy viscosity models. This is followed by
numerical approaches for turbine modelling, including both moving reference frames and
sliding mesh methods. Finally, wave modelling are described, including the one phase
approaching and free surface modelling techniques.
The ﬁrst section of Chapter 4 evaluates the eﬀects of the blade's surface curvature on
the hydrodynamic performance of a laboratory scale turbine model. This is followed by
blade optimization based on the blade element momentum theory which involves changing
the proﬁle's chord length and pitch angle along the spanwise direction of blade.
Chapter 5 presents two dual-rotor HAMCTs with ﬁxed pitch used for bi-directional
current ﬂow. The steady BEM is coupled with Park wake model and CFD-RANS is used
to assess that coupling. The asymmetric E387 and symmetric NACA 0012 proﬁles are
compared in terms of performance and thrust.
Chapter 6 pursues unsteady modelling of surface wave eﬀect on the performance and
loading of a HACMT. Parametric study is carried out and it includes the eﬀects of wave
amplitude, wave-turbine frequency ratio, tip clearance distance. Both the unsteady BEM
coupled gravity wave theory and the CFD software ANSYS are used for this analysis,
where the User Deﬁned Function (UDF) capability in ANSYS is used to mimic the eﬀect
of surface wave induced velocities.
Chapter 7 presents the summary and conclusions for this thesis, followed by further
research work.
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Chapter 2
Literature review
2.1 Marine current turbine
The marine current turbine is a relatively new technology and has a short history. Brieﬂy,
the marine current turbine shares the similar principle as the wind turbine, which ex-
tracts the kinetic energy from the moving air. Compared with the wind turbine, the
advantages of the marine current turbine includes stability, availability of a large water
ﬂow, predictability of the ﬂow speed, and less visual impact.
The ﬁrst prototype marine current turbine was installed on the North Devon coast of
England in 2003 (Fig.2.1a). SeaGen, the ﬁrst commercial scale marine current turbine
in the world, was installed in Strangford Narrows in 2008 [38] (Fig. 2.1b ). The SeaGen
marine current turbine produces more than 6,000 MWh every year, which opens up a new
epoch in tidal stream generator. In 2006, a 100 kW Aquanator TM device was installed
and connected to the national grid in Victoria, Australia [39].
2.1.1 Categories of marine current turbine
According to the European Marine Energy Center (EMEC) [41], marine current tur-
bines could be classiﬁed into six categories, namely horizontal axis marine current tur-
bine(HAMCT), vertical axis marine current turbine(VAMCT), ducted marine current
turbine, tidal kite, oscillating hydrofoil, and archimedes' screw as presented in Fig. 2.2.
Among all these types, horizontal and vertical axis marine current turbines are predom-
inant in the market up to now.
The HAMCT and VAMCT have similar design as horizontal and vertical axis wind
turbines. The rotational axis of the HAMCT is normally parallel with the free stream
velocity, while VAMCT's axis is perpendicular to the free stream velocity. Fig. 2.2 (a)
illustrates the 1.5MW AR1500 HAMCT which was developed in MeyGen Tidal energy
project funded by the Atlantis Resources Limited. The diameter of AR1500 is 18m, and
its length is 12m. This turbine is designed to operate at 14 rotations per minute in a
current velocity of 3m/s. A typical VAMCT, Subsea Power Hub, is presented in Fig. 2.2
(b). This turbine was developed by EC-OG Ltd and tested at EMEC's Shapinsay sound
test site in 2013.
The vertical axis turbine can be lift or drag based device. The drag-based device is
typically limited to low tip speed ratio (TSR) and the lift-based device excels at high
TSR, where TSR = ΩR/U∞, Ω is the rotational speed of the turbine, e.g. round per
minute (RPM), R is its radius and U∞ is the freestream water velocity. The lift-based
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(a) Seaﬂow [38] (b) SeaGen [40]
Figure 2.1: Seaﬂow and SeaGen Turbine
vertical axis turbine can produce a higher coeﬃcient of power (CP ) than the drag-
based one, but it is still not as high of the horizontal axis turbine. This is because the
blade proﬁle is at the wrong angle of attack (AOA) during some of the the cycle of
the vertical axis turbine [42]. This can be partly mitigated using a variable pitch for
the blades, setting the blade orientation during the cycle in order to place it in a way of
producing high hydrodynamic eﬃciency (lift to drag ratio) most of the cycle. This method
has gained good interest and coupling this approach with computational ﬂuid dynamics
(CFD) design has been suggested [43]. However, it also leads to complexity in terms of
additional machinery on the turbine and appropriate pitch-control. The VAMCT has its
advantages in terms of current velocity direction, while the HAMCT normally needs a
pitch control system to place the rotational plane normal to the current direction for bi-
direction nature of tidal current. The pitch control system is a vulnerable component in
terms of structural strength, and increases the manufacture cost. Thus, the pitch control
system is normally available for large size HAMCTs, while it is neglected for small size
HAMCTs.
Other less popular turbines include ducted marine current turbine, tidal kite, oscil-
lating hydrofoil, and, archimedes' screw. Fig. 2.2 (c) shows the 250kW Open Centre
Turbine designed by OpenHydro Ltd in 2005. It was tested at EMEC tidal test site and
successfully installed and situated at the Fall of Warness oﬀ the island of Eday UK in
2006. The ducted turbine takes advantages of the venturi eﬀect which accelerates the
incoming current velocity, however the shroud structure increases the manufacture cost.
Fig. 2.2 (d) shows a kite-like turbine named Deep Green, which was invented by Sweden
engineer Magnus Landberg. The Deep Green turbine has a 0.5MW power production,
which is relative small compared to the conventional HAMCT or VAMCT. However, the
Deep Green turbine can operate at a depth of 60-120m below the mean free surface level,
which is deeper than the installation depth of HAMCT and VAMCT that varies from
30m to 80m.
Fig. 2.2 (e) presents a oscillating hydrofoil named Stingray Assembly that was pro-
posed by Engineering Business Ltd in 2005. The full scale prototype has a power pro-
duction of 150kW. The oscillating hydrofoil has a simpler geometry compared with the
HAMCT and VAMCT. However, the power eﬃciency of oscillating hydrofoil is lower than
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(a) AR1500 (Atlantis Resources Ltd)
(b) Subsea Power Hub (EC-OG Ltd)
(c) Open Centre Turbine (OpenHydro Ltd)
(d) Deep Green (Minesto Ltd)
(e) Stingray asembly (Engineering Business
Ltd)
(f) Fulmill (Fulmill Ltd)
Figure 2.2: Examples of diﬀerent types of MCT
its conventional turbine. Meanwhile, the oscillating hydrofoil has a complex motion which
requires continuous monitoring. This reduces the reliability of the operating system.
Fig. 2.2 (f) illustrates a archimide's screw type of turbine named Flumill system that
was proposed by Flumill Ltd in 2002. The turbine blade is composed of a helical screw
structure that is originally designed for water based streams.
2.1.2 The support structure of tidal turbines
The support structure is vital for the sustainable operation of marine devices, yet there
is not much experience with the foundation of marine current turbine because the ﬁrst
commercial marine current turbine was built just in 2008. The support structure of a
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Marine Current Turbine includes three components: foundation, load transmission and
connection. Orme et al. compared six concepts of support structures (Fig.2.3), which
are brieﬂy described below [4]. The ﬁrst type of support structure is named the sheath
system, where a long circular tower is installed on the seabed and its top is above the
mean free surface level. The rotor and nacelle could be raised and lowered for installation,
inspection and maintenance. A typical example of this type of support structure is
the seaGen turbine manufactured by Marine Current Turbine Ltd. The second type of
support structure is the anchored system. The buoyancy of the nacelle gives tension
to the anchor chain and the rotor is held in a downstream position. The third type of
support structure is guyed tower design which uses the buoyancy of the nacelle to tension
multiple chains. The fourth type of support structure is a top mounted system. In this
model, the tower is totally submerged in the water. The ﬁfth type of support structure
is telescopic system. The blades and nacelle are submerged in operation and extended to
surface during maintenance. The sixth type of support structure is the shrouded system
in which a cylindrical shroud is used to concentrate ocean water around the rotor. Among
these types of support structures, the most popular are the sheath and top mounted.
2.1.3 Basics of tidal turbines
The basic quantities for MCTs analysis include coeﬃcient of power, CP , coeﬃcient of
thrust, CT , coeﬃcient of moment,CM , and tip speed ratio, TSR. If a MCT is situated in
a ﬂow with a free stream velocity of U∞ and density of ρ, then the overall kinetic energy
(Pref ) that can be extracted in a swept area of A is:
Pref =
1
2
ρAU3∞ (2.1)
The power obtained by a MCT can be derived from Euler's turbine equation [7]. The
powerP and torsional moment (torque),M is related in the following relationship:
P = ΩMaxi (2.2)
where Ω is the angular velocity of a turbine, andMaxi is the moment of ﬂuid on turbine in
the axial direction. The axial force in the ﬂow direction is denoted as thrust, T . The tip
speed ratio is deﬁned as the ratio of the tangential speed of blade's tip to the free stream
velocity. Normally, these quantities are normalized and their deﬁnitions are written as:
CP =
2P
ρAU3∞
(2.3)
CT =
2T
ρAU2∞
(2.4)
TSR =
ΩR
U∞
(2.5)
where R is the radius of turbine. Power and thrust coeﬃcients are usually plotted against
TSR in the steady study of turbines, also known as performance and thrust curves.
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(a) The sheath system (b) The anchored system
(c) The guyed system (d) The top mounted system
(e) The telescopic system (f) The shrouded system
Figure 2.3: Schematic of support structures of marine current turbine [4]
2.2 Brief review on turbulent ﬂow simulation
Turbulent ﬂow is abundant in most natural ﬂows and engineering practice. Common
examples of turbulent ﬂow are blood ﬂow in arteries, oil transport in pipelines, lava ﬂow,
and ocean currents. However, it is not easy to give a clear deﬁnition of turbulent ﬂow due
to its complex nature. Lesieur [44] noted that "turbulence is a dangerous topic which is
at the origin of serious ﬁghts in scientiﬁc meetings since it represents extremely diﬀerent
points of view, all of which have in common their complexity, as well as an inability to
solve the problem. It is even diﬃcult to agree on what exactly is the problem to be
solved."
Numerous renowned researchers have contributed to turbulence study such as Osborne
Reynolds, G. I. Taylor, Prandtl, von Karman, and Lewis Richardson, just to name a few.
Their main contributions to the understanding of turbulent ﬂow are highlighted as below:
In 1883, Osborne Reynolds, the ﬁrst person to conduct a systematic work on turbu-
lence, conducted his famous pipe ﬂows experiments which demonstrated that the ﬂow
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becomes turbulent or irregular if the Reynolds number is above a certain critical value.
In 1921, the idea of a correlation function was proposed by the British physicist G. I.
Taylor. During the 1920s, the mixing length theory was well developed by Prandtl and
von Karman. In 1922, the idea of energy cascade was proposed by a British meteorologist
Lewis Richardson [45].
As the understanding of turbulence has progressed, researchers have found that tur-
bulent ﬂow has several general characteristics: nonlinearity, diﬀusivity, vorticity and
dissipation.
There is a variety of numerical methods to compute turbulent ﬂow, and the most well
known methods are the Direct Numerical Simulation (DNS), Detached Eddy Simula-
tion (DES), Reynolds-Averaged Navier-Stokes (RANS)-based simulation and Large Eddy
Simulation (LES).
In the Direct Numerical Simulation approach, the Navier-Stokes equations are solved
without averaging or approximation. This makes direct numerical simulation is the most
accurate approach. To capture the dynamics of the smallest scales of the ﬂow, the grid
spacing must be at least at the Kolmogorov length scale which is the smallest scale in
the turbulence dynamics. Meanwhile, the computational domain must be large enough
to represent the largest scales which are typically comparable in size to the characteristic
length of the mean ﬂow. As turbulent ﬂows contain a wide range of length and time
scales, direct numerical simulation is very computationally expensive and mainly used
for simple geometries, such as the airfoil and circular cylinder.
LES is a ﬁltering approach, in which the large eddies are computed and the smallest
eddies are modelled. Therefore, LES falls between DNS and RANS in terms of the
fraction of the resolved scales. As the smallest eddies are modelled, the smallest cells and
time steps in large eddy simulation are larger than their counterparts in direct numerical
simulation. Hence, LES saves more computer sources of the same Reynolds number and
could achieve much higher Reynolds numbers compared with DNS [46].
The DES model, also referred as the hybrid LES/RANS model, is a combination of
both the LES and RANS. The unsteady RANS model is used in the boundary layer,
while the LES approach is applied to the other regions, where large unsteady turbulence
scales dominate [10]. The DES model is cost eﬀective in the boundary layer, compared
with the LES model, which resolves all the boundary layer. However, the DES model still
require extensive CPU resources, and too expensive for the industrial ﬂow simulation.
In RANS, the time averaged motion is computed while the eﬀect of ﬂuctuations is
modelled. The basic idea of Reynolds averaging is that the variables in the instantaneous
Navier-Stokes equations are split into a mean part and a ﬂuctuating part. The eﬀects of
the ﬂuctuating part (i.e. the Reynolds stress) is modelled. Normally, RANS models are
recommended for complex geometry and ﬂows, while the LES and DES are limited to
simple ﬂows and academic study.
2.3 Steady ﬂow study of HAMCTs
The strict deﬁnition of steady ﬂow is that the ﬂuid quantities (density, velocity, pressure)
at any ﬁxed point do not change with time. A broad deﬁnition of steady ﬂow is that the
mean part of ﬂow quantities at any ﬁxed point do not change over long time periods. In
physical and numerical modelling, the incoming ﬂow seen by a HAMCT is often simpliﬁed
as uniform steady ﬂow. This simpliﬁcation reduces the diﬃculty in physical experiments
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and computational resources in numerical modelling.
2.3.1 Physical experiments
Normally, test facilities such as towing tank or cavitation tunnel can not accommodate
full scale turbine models. Also, a full scale model is much more expensive and time
consuming than a small scale model. Thus, small scale model is more popular in the
laboratory experiments. The diameter of small turbine model varies from 0.2m to 1.5m,
which depends on the sectional size of the towing tank or tunnel. For simpliﬁcation,
an isolated small turbine model subject to steady uniform inﬂow is used to estimate
the overall performance of a MCT. For physical quantity measurement, the thrust and
torque can be measured by dynamometers. Fluid velocity can be measured by various
techniques, such as the particle image velocimetry (PIV), acoustic Doppler velocimeter
(ADV), Acoustic Doppler current proﬁler (ADCP), and pitot probes.
The main quantities of interest are power, moment, thrust, and wake characteristics.
Performance and thrust are two of the most important parameters in the analysis of a
HAMCT. Parameters aﬀecting the performance of a MCT include blade geometries (blade
proﬁle, pitch angle, chord length), inﬂow condition, cavitation, and blockage eﬀects (free
surface and seabed).
The on site measurements of turbulence intensity is presented in the table 2.1, where
TIs∞ stands for 1D turbulence intensity. In water ﬂume tests, the turbulence intensity
level is normally lower than 3% [47], which is lower than the values on ﬁeld-site. Mycek
et al. [48] studied the eﬀect of turbulence intensity level on the mean performance and
wake behind an isolated turbine model. Water ﬂume tests showed that the turbulence
intensity had slight eﬀect on mean coeﬃcient of power and thrust, but large impact on
wake.
Table 2.1: On site measurements of turbulence intensity
Location TIs∞ (%) TI∞ (%) U∞ (m/s) h(m) Techniques Ref
Island of Eday, UK 10-11 7.9-8.7 1.5 5.0 ADCP [49]
Sound of Islay, UK 12-13 9.5-10.3 2.0 5.0 ADV [50]
Puget Sound, USA 8.4/11.4 6.6/9.0 1.3 (± 0.5) 4.7 ADV [51]
Strangford Lough, UK 4-9 3.2-7.1 1.5-3.5 14  [52]
East River, NY,USA 20-30 16-24 1.5-2.3 5.22 ADCP [53]
Goto Islands, Japan 10-25.5 8-23 0.25-2 18 ADCP [54]
One of the well-known experimental work on a lab-scale MCT model was conducted
by Bahaj et al. [35] in 2007. The experimental data includes power and thrust of a
HAMCT at diﬀerent tip speed ratios and pitch angles. The max power coeﬃcient, CP
is close to 0.43 at TSR 6. This study provided the details of blade geometry and was
used as the basis of many followed numerical modeling. Lust [55] designed a 0.8m two-
bladed HAMCT and conducted towing tank tests at US naval academy. A peak power
coeﬃcient of 0.43 was obtained at TSR 6.5 with a Rec = 4 × 105, where c is chord
length at 0.7 radius of blade (R) measured from the center of rotation. Zhang et al. [56]
studied the eﬀects of turbine submerge depth on the wake characteristics. The authors
collected and compared velocity components at diﬀerent depths. Chernin et al. [57]
proposed a probabilistic method to predict the cavitation of a tidal stream turbine. A
case study illustrating the application of the new probabilistic approach as well as an
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existing deterministic approach is presented. It is shown that the existing deterministic
approach does not provide suﬃcient data for rationally and economically eﬃcient design
of tidal stream turbines for cavitation.
2.3.2 Numerical modeling
Numerical modeling is a good alternative to physical experiments, which are expensive
and time consuming. Meanwhile, numerical modeling gives more details of ﬂow ﬁeld
around turbine models. For example, the detailed loading on turbine blades obtained
from numerical modeling can be used a reference for structural design of a marine current
turbine. Flow separation at the suction side of blade is available in the post processing
of numerical simulation, although it is hard to observe in the laboratory test. Numerical
modeling can also be used in situations which are diﬃcult for physical model tests, such
as turbines operating in array, large size turbine models, scale eﬀects. The categories of
numerical methods include the Blade Element Momentum (BEM) method, BEM-CFD
and CFD methods. These numerical models are presented in detail in the following
sections.
2.3.2.1 BEM method
The BEM method is the simplest and fastest model among the three models mentioned
above. The BEM method is a combination of momentum and blade element theories.
Turbine blades are represented by a actuator disk. The sectional power and thrust are
derived from tabulated lift and drag of airfoils (hydrofoils). The overall power and thrust
are a result of integration from the blade root to its tip. The BEM theory greatly reduces
the computational cost and is used as industrial standard for primary stage of turbine
blade design. Due to the simplicity and reasonable accuracy, the BEM method has been
widely used in the literature [15, 5861]. Further details on the BEM method are given
in Chapter 3.
2.3.2.2 BEM-CFD models
The BEM-CFD is a combination of the BEM and CFD methods, where the BEM method
is used to model the turbine blade geometry, and the CFD is employed to calculate
the physical quantities elsewhere in the computational domain. The forces of blade on
ﬂuid are incorporated into the source terms of the momentum equation of the CFD.
This method provides more detail of ﬂuid ﬁeld, but less computational expensive than
CFD models [62]. The BEM-CFD approach is mainly used for turbine array study,
where geometry resolved method is too expensive for a number of turbines. Examples
employing the BEM-CFD model are presented in references [6366]. Masters et al. [66]
used a coupled BEM-CFD model to evaluate the inﬂuence of ﬂow acceleration on wake
dynamics of a marine current turbine. The numerical results of performance gave good
accuracy when compared against laboratory data.
2.3.2.3 CFD models
Although the BEM and BEM-CFD models provide reasonable accuracy for the perfor-
mance and thrust of MCTs, the CFD models are a more comprehensive method and give
more details of ﬂow ﬁeld around MCTs. The CFD models can be classiﬁed into inviscid
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ﬂow models and viscous ﬂow models. Examples of inviscid ﬂow model include lift line,
vortex lattice, etc. The inviscid ﬂow models assume inviscid, irrotational onset ﬂows,
which reduces the computational resource when compared with the viscous ﬂow models.
However, the inviscid ﬂow models neglect viscous eﬀects and do not address the blade
stall and post stall problems.
Among viscous ﬂow models, the most widely used turbulence model is the solution
based on the Reynolds-Averaged Navier-Stokes (RANS) Equations. Recently, many nu-
merical simulations of a MCT used the RANS-based turbulence models [6770]. The
moving reference frame (MRF) and sliding mesh are used to account for the rotation of
the blade. Rahimian et al. [71] compared the eﬀect of diﬀerent turbulence models on
performance of a two bladed turbine model. These numerical results were compared with
experimental data, and concluded that the K − ω RANS model with wall function and
the MRF was recommended for steady study of a MCT.
In the turbulence modeling, relative turbulence parameters are need to be speciﬁed at
inlet boundaries of the computational domain. Normally, a low turbulence intensity(TI)
is used for modeling a MCT in a steady current. Although the RANS is accurate enough
for the performance in terms of CP and CT , it can not distinguish the eﬀect of turbulence
length scale in the wake recovery region [72]. More details on the CFD-RANS method as
used in this study are given in Chapter 3.
2.4 Unsteady study of HAMCTs
For on-site marine current turbines, the ﬂow is always unsteady and turbulent. The
components of unsteadiness include high level of turbulence in the current, wave current
interaction, pitch angle change of blades. Although steady assumption of ﬂow simplify
the analysis process and the resultant integral quantities such as mean performance and
thrust provide valuable datasets for on-site turbines, more accurate unsteady simulations
are need for better and more realistic predictions of performance and loading.
For turbine array study, unsteady inﬂow conditions at realistic array spacing requires
preservation of turbine wakes over a suﬃciently large range, standard CFD software is
not feasible [73].
2.4.1 Wave eﬀect on marine current turbine
Although the theory behind gravity waves is well known [74], not much attention has
been given for their eﬀects on MCTs until recently. Barltrop et al. [36] used linear wave
theory, the Blade Element Momentum (BEM) approach and towing tank to investigate
the eﬀect of free surface waves on a model turbine of a three-blades HAMCT. A similar
approach was used by Galloway et al. [37]. Both concluded that the time-averaged power
coeﬃcient is not much aﬀected by the free surface waves, but high unsteadiness can occur
in the blade loading that may aﬀect its long-term structural integrity. More dependence
was found on the wave's frequency than the wave's amplitude and form. Lunzik et al. [14]
also used towing tank experiments to investigate the eﬀect of small amplitude free surface
waves on a small scale three-blades HAMCT. They concentrated on an "intermediate"
wave length of about h/λ = 0.34, where h is the undisturbed water's depth and λ is
the wave length. They also found a small eﬀect on the time-averaged power coeﬃcient
CP of the turbine, but time ﬂuctuations were found, matching the passing of the wave's
crest and trough over the turbine. Lust et al. [13] pursued towing tank experiments
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for a small scale two-blades HAMCT and used computations based on the BEM model.
They concentrated on linear surface waves over deep water with waves of amplitude of
up to 0.2 m. They actually found a mild improvement in the time-averaged Cp of a high
tip-speed-ratio (TSR) due to increase in the coeﬃcient of thrust (drag) CT . Increase in
Cp as the wave's crest passed over the MCT and decrease as the trough passed was also
conﬁrmed. Reasonable agreement was found with the BEM calculations. Bai et al. [75]
used the Large Eddy Simulation (LES) approach, where the ﬂuid ﬂow was coupled with
a three blades rotor using the immersed boundary method. Good agreement was found
with experimental results, showing complex turbulent wake behind the rotor. Small eﬀect
was found for the free surface as no surface waves were imposed although the free surface
was allowed to move. A lab experiment was conducted to study the inﬂuence of turbulent
inﬂow condition on Cp for a axial ﬂow hydro-kinetic turbine. spectra analysis shows that
the eﬀect of turbulent inﬂow on Cp is valid in low frequencies [76].
There is several research on the wave eﬀect on the turbine's performance and wake
behind the rotor, such as Bai et al. [75], Kolekar and Banerjee [77] and Riglin et al. [78].
The eﬀect of Froude number on power performance of micro-hydrokinetic turbine has been
studied by Riglin et al. [78]. During sub-critial ﬂow, the wave eﬀect is not eﬀective, while
the power coeﬃcient drops about a third in critical ﬂow. Maximum power coeﬃcients
are similar between propeller-shaped turbine and traditional turbine, but the best TSR
of propeller-shaped turbine is lower than that of traditional turbine.
A scale model of kite-like turbine is tested in a circulating water channel with linear
wave generator [79]. The turbine was placed at diﬀerent depths below the mean water
level to analysis the wave impact on mooring line tension. The results show that thrust
of turbine is inﬂuenced by surface wave when the nacelle depth is half wave length, but
not the case when the hub depth is slightly greater than the wavelength. A spike-like
variation of the stream-wise and vertical force on mooring line is observed for the 3 MW
case, while a sinusoidal motion is observed for the 10 MW case. The experiment shows
that wave amplitude and nacelle depth are important parameters for design of mooring
system. Noruzi et al. studied the eﬀect of installation depth on performance of turbine
using BEM and CFD [15]. More ﬂuctuating of torque was observed when the turbine
was placed closer to the surface. They concluded that the linear wave had great impact
on the performance of turbine when the ratio of the installation depth to water depth
was below 0.2.
2.4.2 Wake
Turbine wakes are important when marine current turbines are in arrays [62]. Hu et al.
[80] analyzed the eﬀect of inﬂow conditions on wake using towing tank and OpenFOAM.
Actuator line method is used to represent the blade geometry. The numerical result shows
asymmetric wake when inﬂow condition is turbulent. The wake recovery of two model
horizontal-axis tidal stream turbines was measured in a laboratory ﬂume with Particle
Image Velocimetry [81].
2.4.2.1 Park wake model
Park wake model, one of the earliest wake models, was proposed by Jenson [82] in 1983.
It is widely used for the wind farm power prediction due to its simplicity, reasonable
accuracy, and easy implementation. Generally, the Park wake model is valid for down-
stream distances of three rotor diameters (3D) or more [83]. A linear expansion of wake
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and uniform axial velocity are assumed in the Park model. An empirical wake expan-
sion rate, k, is used in the calculation of induced velocity. The recommended value of
k is 0.04 [84] and 0.075 for oﬀshore and land wind farms, while these values may not
suitable for marine current turbine. For a marine current turbine operating in a wake
region, a turbulence intensity dependent k was recommended by Pyakurel et al. [85]. A
joint Jensen/Ainslie approach was proposed to calibrate the k using the center line ve-
locity and thrust from CFD results. The calibrated k values are 0.0325 (TI=3%), 0.0477
(TI=6%), and 0.0679(TI=9%) However, this correction is less accurate because the wake
shape behind an isolated marine current turbine normally forms a Gaussian shape distri-
bution, and the axial mean velocity is minimum at the center line. Calibration based on
area-averaged axial mean velocity will be a better option.
2.5 Dual-rotor turbines
In 1983, Newman [86] pursued an analytical study on a dual-disc kinetic turbines based
on the actuator disc theory, and concluded that the maximum power coeﬃcient could be
16/25, which is 8% higher than Betz limit (16/27). In Newman's model (Fig. 2.4a), two
same diameter discs are in tandem layout which are enclosed by two stream tubes. The
control volume is decomposed into two stream tubes which are independent from each
other. The 1D linear momentum is applied to both stream tubes and the ﬂuid across discs
is assumed to be inviscid, incompressible, and steady. Same velocity deﬁcit is assumed
in both stream tubes of the front rotor, but the velocity induction factors are diﬀerent
in the far wake of rear disc. Three years later, Newman extended his dual-disc model to
multiple actuator-disc model, and concluded that the optimal CP is 8n(n+1)/[3(2n+1)
2]
for n disc in tandem. The maximum CP is 2/3, which is 13% higher than the maximum
CP of the single actuator disk model [87]. A more recent update of the dual-disc model
based on the 1-D momentum theory was done by Sundararaju et al. [88], whose proposed
no assumption on airﬂow pressure in between the rotors (Fig.2.4b). Based on his model,
The maximum CP is 0.814 with a rotor spacing of 2.8 times of rotor diameter.
In the above mentioned analysis, the rotational relations between the front and rear
rotors are not speciﬁed. There are two types rotational relations, co-rotating and counter-
rotating, respectively. Mycek et al. [89] pursued experimental tests on two co-axial tur-
bines rotating in the same direction in the IFREMER ﬂume tank. The eﬀects of two
independent variables, turbulence intensity and rotor spacing, were studied. At low tur-
bulence intensity level (3%), the maximum power coeﬃcient of rear rotor was only about
half of the power coeﬃcient of single rotor, while the maximum power coeﬃcient of rear
rotor could reach roughly 80% of the single rotor when the turbulence intensity level was
high (15%). As rotor spacing increased, the maximum power coeﬃcient of rear rotor
increased as well. The optimum TSR was as low as 2 at low rotor spacing (X<4D) and
low turbulence intensity level (3%).
For counter-rotating dual-rotor turbines, both rotors were optimally pitched towards
the upstream direction and counter rotating conﬁguration sought to reduce swirl ﬂow
losses that are important for the two discs are close to each other (X/D<2). The per-
formance of a counter rotating wind turbine (CRWT) is evaluated by several methods,
including the blade element momentum (BEM) theory, actuator line model [90,91], free-
wake vortex lattice method [92] and CFD [91]. The wake velocity behind the front rotor
is evaluated using the experimental wake data [93] or wake models. Several in-site exper-
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iments on CRWT prototypes [9395] were conducted for the validation of theoretical and
numerical results. Parametric studies including pitch angles [96], rotor spacings [88], ro-
tor diameter ratios [93], and rotational speed control for rotors have been reported. Cho
et al. [94] proposed an integrated control algorithm for a counter-rotating dual rotor/dual
generator wind turbine conﬁguration. For a CRWT operating in an isolated environment,
the full-scale prototype tests [93,94] showed that the maximum CP of a CRWT was close
to 0.5. For a wind farm, the numerical results from Vaselbehagh [91] showed that the
dual-rotor turbines produced 22.6% more power than the single-rotor turbines.
In the ﬁeld of a counter rotating MCT, Charke [97] and Huang [5] pursued numerical
and experimental tests for rotors with a small rotor spacing as seen in Fig. 2.5 (X/D <
0.5, X is the rotor spacing, and D is the rotor diameter). Charke used a modiﬁed
BEM theory to evaluate the performance of the turbine, and conducted a towing tank
test, resulting a peak CP of 0.39. Huang designed a counter rotating turbine composed of
NACA0015 and MEL002 hydrofoil with rotor spacing of 0.1D . However, a poor agreement
on CP was observed between the numerical and experimental results. Meanwhile, a
scattered CP was observed in the experimental results. Huang [98] designed a dual-rotor
counter rotating horizontal axis MCT pitched in opposite direction with a close rotor
spacing (X/D < 0.5). However, the overall CP of the dual-rotor turbine was still below
0.4.
(a) Newman's model [86] (b) Sundararaju's model [88]
Figure 2.4: Actuator disc models for dual rotor in tandem
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(a)
(b)
Figure 2.5: Counter-rotating MCTs [5, 6]
2.6 Summary
A review was given to the emerging importance of tidal power and in particular the ma-
rine current turbine that extracts the kinetic energy from tidal currents. The advantages
of such device are that the direction of tidal current is well known in advance, the water
density is much higher than its air's counterpart yielding a higher energy density than
air, and the technology from wind power can be adopted and used in tidal power. How-
ever, the marine current turbine also exhibits unique challenges in terms of dealing with
unsteadiness caused by the free surface waves, the reversing direction of the tidal current,
availability of suitable sites. installation and access. For this purpose, the various forms
of MCTs were reviewed as well as methods of prediction from the rapid BEM approach
to the computationally demanding CFD approaches. The use of dual rotor and eﬀects of
free surface were also reviewed as they will related to the studies in Chapters 5 and 6.
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Chapter 3
Computational hydrodynamic
methodology
3.1 Introduction
Two computational approaches were used in this study: the Blade Element Momen-
tum (BEM) method and Computational Fluid Dynamics (CFD). For the BEM, both
the steady (classical) model and the unsteady model were used. For CFD, RANS and
unsteady RANS were used through the ANSYS Fluent software. Both approaches, their
models' advantages and disadvantages are described in the following sections.
3.2 Rapid solvers for a HAMT in free space
3.2.1 The steady BEM method
The actuator disk model was ﬁrst described by Rankine in 1865 [99]. Later, the blade
element theory was developed by Froude in 1898. Based on actuator disk model, the
maximum power coeﬃcient (16/27) was derived by Lanchster and Betz in 1920 [100]. The
fully developed blade element momentum (BEM) was described by Glauert in 1935 [101].
The essence of the steady blade element momentum (BEM) is a combination of the blade
element method and 1D momentum theory. The Glauert's BEM has several assumptions:
• The mean ﬂow is steady
• An rotor has inﬁnite number of blades
• The ﬂow is axially symmetric
• No radial interdependence between annular control volumes
To calculate forces on a rotor with a ﬁnite number of blades, a tip correction was intro-
duced by Prandtl in 1926. Goldstein [102] further developed induction factor calculation
based on vortex wake in 1929. At ﬁrst, the BEM approach was used in the propeller
ﬁeld. After the oil crisis in 1980s, the wind energy attracted attentions from all works of
life and the BEM theory was transformed into the wind energy ﬁeld. Later development
of the BEM theory has gone through several modiﬁcations to improve its accuracy [7].
This includes semi-empirical expressions for hub and tip losses [103], post-stall proﬁle
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(a)
(b)
Figure 3.1: The ring-shaped control volume in the BEM model(a) [7], and the velocity
vector triangle at the blade proﬁle (b).
hydrodynamics [104], stall delay due to rotational augmentation [105], and correction for
the axial force for a turbulent wake [7].
In the BEM model, the control volume is discretized into numerous annular elements
along the spanwise direction (Fig. 3.1a). For each annual control volume with a cross
sectional area of 2pirdr, the thrust and moment elements (dT , dM) on the annular control
volume based on the 1D axial momentum and Euler's turbine equations are:
dT = (U∞ − Uw)dm˙ = 2pirρU(U∞ − Uw)dr (3.1)
dM = rCθdm˙ = 2pir
2ρUCθdr (3.2)
where, r is the radial distance, ρ is the density of ﬂuid, U∞ is the free stream velocity
which is assumed to be perpendicular to the rotational plane, Uw is the axial velocity
in the far wake region, U is the axial velocity in the blade rotational plane, Cθ is the
rotational velocity in the wake region. Based on the 1-D actuator disk theory, the Uw
and U are related to U∞, as follows:
Uw = U∞(1− 2a) (3.3)
U = U∞(1− a) (3.4)
where a is the axial induction factor. The rotational velocity, Cθ, can be expressed using
a tangential velocity induction factor, a′, as written:
Cθ = 2a
′Ωr (3.5)
Substituting Eqs.(3.3)-(3.5) into Eqs.(3.1) and (3.2), new expressions for dT and dM are
derived as below:
dT = 4pirρU2∞a(1− a)dr (3.6)
dM = 4pir3ρU∞Ω(1− a)a′dr (3.7)
where Ω is the angular velocity of the rotor, and dr is the annulus width.
In the steady BEM approach the rotor disk is taken as inﬁnitesimally thin, divided to
rings and the momentum theory is used to calculate the axial force and torque for each
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ring assuming axial and tangential induced velocity factors a and a′ due to the blade
motion, as seen in Fig. 3.1b. For the relative velocity seen by a blade element, the axial
velocity is U∞(1− a) , while the tangential velocity is Ωr(1 + a′). The inﬂow angle (φ) ,
local angle of attack (α) and local pitch of blade(θ) are related in the following expression:
tanφ =
(1− a)U∞
(1 + a′)Ωr
(3.8)
α = φ− θ (3.9)
Then, thrust and moment elements can be derived from 2D airfoil aerodynamics.
dT = ρB
U2∞(1− a)2
2sin2φ
cCndr (3.10)
dM = ρB
U∞(1− a)Ωr(1 + a′)
2 sinφ cosφ
cCtrdr (3.11)
and
Cn = CLcosφ+ CDsinφ (3.12)
Ct = CLsinφ− CDcosφ (3.13)
Where CL and CD are the lift and drag coeﬃcients of the blade's proﬁle, B is the number
of blades, Cn and Ct are the axial and tangential force coeﬃcients.
The axial and tangential induction factors can be derived when combining the thrust
and moment from 1D momentum and blade element theories, namely Eq. 3.6 , Eq. 3.7,
3.10 and 3.11.
a =
σCn
4 sin2 φ+ σCn
(3.14)
a′ =
σCt
4 sinφ cosφ− σCt (3.15)
However, CL and CD depend on the angle of attack, α, and θ is the known pitch angle
of blade proﬁles, but it has to be found from Eq.3.8. This yield two non-linear equations
for a and a′. These can be resolved using a linear iterative solver, i.e. assuming initial
guess for a and a′ (usually zero). Finding φ from Eq.3.8, than ﬁnding α, leading to CL
and CD from the known hydrodynamics of the proﬁle. This leads to Cn and Ct which
are used to ﬁnd the new a and a′ from Eqs.3.14 and 3.15. These a and a′ are used in the
new iteration until convergence is achieved for a and a′. The total thrust and moment of
the blade are the integration result of all elemental thrust and moment (Eqs.3.10& 3.11),
where a,a′,Cn and Ct are functions of r.
The above thrust and moment coeﬃcients do not include correction eﬀects. As the
BEM theory assumes inﬁnite number of blades in the control volume, the Prandtl's tip
loss factor,F , is used for dT and dM corrections, as written:
dT = 4pirρU2∞a(1− a)Fdr (3.16)
dM = 4pir3ρU∞Ω(1− a)a′Fdr (3.17)
and:
F =
2
pi
cos−1(e−f ) (3.18)
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f =
B(R− r)
2rsinφ
(3.19)
Another correction named Glauert correction is used when axial induction factor,a,
is larger than 0.4, where assumptions of actuator disk theory are not valid (Fig.3.2a).
Glauert derived an empirical relations between the CT and a, as follows:
CT =
{
4a(1− a)F a ≤ 1
3
,
4a[1− a(5−3a)
4
]F a > 1
3
.
(3.20)
The main results are the coeﬃcients of thrust and power (CT , CP ). This axial force
is commonly noted as thrust due to the propeller implication, although it points at the
ﬂow direction for the turbine and thus physically it is a drag force. Once the axial and
tangential induction factor a and a′ are found per blade segment then CT and CP can be
found by integrating the expressions given by the blade-element theory or the momentum
theory along the blade span as given in the following for CP from the momentum theory:
dCP/dr = 8(TSR)
2[1− a(r)]a′(r)f(r) (3.21)
where TSR is the tip speed ratio, and f(r) is the blade and hub tip corrections decaying
from one to zero at the vicinity of the blade's tip and hub. Fig.3.2b shows the relations
between the power coeﬃcient and the axial induction factor. It illustrates that a rotor
has the potential extract power from the ﬂow if a varies from 0 to 1. A similar expression
can be driven for dCT/dr by the momentum theory to be replaced by Glauret's correction
for turbulent wake at a > 0.34 [7].
The steady BEM used in this thesis is from the classic BEM model of Glauert [101].
Due to the reasonable accuracy and low computational cost, the Blade Element Momen-
tum (BEM) method has become the industrial standard for power estimation of wind
turbines [7, 42,106] .
(a)
(b)
Figure 3.2: Thrust (a) and power (b) coeﬃcients versus axial induction factor [8, 9]
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3.2.2 The unsteady BEM method
Due to ocean water turbulence, wind-generated waves and presence of the supporting
structure for marine current turbines, the mean velocity seen by the rotor is inherently
unsteady. For a more realistic evaluation of the performance and fatigue of marine current
turbines, an unsteady calculation is needed. Fig.3.3 shows the local velocity triangle on a
blade proﬁle in a non-inertial coordinate system rotating the same speed with the rotor.
The free stream velocity, U∞, is no longer assumed to be normal to the rotational plane
and can changes with time . The local angle of attack can be computed if the induced
velocity is known. The essence of the unsteady BEM is to calculate the induced velocity,
W , at every time step.
Figure 3.3: The local velocity triangle seen by a blade proﬁle [7]
Basically, the unsteady BEM accounts for the time delay in the rotor response to
changes in ﬂow conditions such as the free stream velocity, U∞, wind-generated waves,
and the blade's pitch angle, θ.
The TUDK dynamic model [105] developed for wind turbines was mostly used in this
thesis. For a correctly oriented turbine, i.e. the rotor plane is normal to the free stream
velocity, U∞, Oye's model [107] was used as follows:
Wint + τ1
dWint
dt
= Wqs + k · τ1dWqs
dt
(3.22)
W + τ2
dW
dt
= Wint (3.23)
Where Wqs is the induced velocity (either axial or tangential ) found by the steady BEM
method described in the previous section. W is the induced velocity corrected by the
dynamic wake, replacing −aU and Ωra′ of Fig.3.1b in the axial and tangential directions.
In the above equations, the time constants τ1and τ2 are deﬁned as:
τ1 =
1.1
1− 1.3a ·
R
U∞
(3.24)
and
τ2 = (0.39− 0.26( r
R
)2)τ1 (3.25)
Where R is the rotor's radius, k = 0.6 and a is the axial induction factor, which we
took from the steady BEM. One should note that a should not be allowed to exceed 0.5,
pointing to the validity of the TUDK model or wind mill state. When the axial induction
factor, a, is larger than 0.5, the velocity in the far wake region, Uw = U∞(1 − 2a) < 0
(Eq.3.3), implying a reverse ﬂow in the far wake. This is out of the validity of the BEM
theory.
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Equations 3.22 and 3.23 were solved as follows; At t = 0, Wqs was solved using the
steady BEM method and dWqs/dt was zero. At later time stages, dWqs/dt was estimated
as (W iqs − W i−1qs )/∆t where i is the time stage index and ∆t is the time step. Thus
equation 3.22 can be solved as:
W iint = H + (W
i−1
int −H)exp(
−∆t
τ1
) (3.26)
and
H = W iqs + k · τ1
W iqs −W i−1qs
∆t
(3.27)
Then, Equation 3.23 is solved as:
W i = W iint + (W
i−1
int −W iint)exp(
−∆t
τ2
) (3.28)
At t = 0 and earlier, W i and W iint are taken as identical as W
i=0
qs . It can be easily seen
that if there are no changes in the ﬂow condition, dWqs/dt = 0 and W
i = W iqs, then the
TUDK model converges to the steady BEM method.
A second and simpler method was provided by Garad & Hassen (GH) that was origi-
nally developed for helicopters and later adapted to the wind turbine [105]. It involves a
ﬁrst order in the equation for the axial induction factor, a. However, the TUDK model
was found to provide better agreement with the experimental results of free surface eﬀect
in Chapter 6 and thus not described in detail here. The interested reader is referred to
reference [105].
Another important is stall and post-stall behavior. The small scale turbine mainly
investigated in this study has a low curvature and rounded noise proﬁle as the E387
proﬁle. This results in a leading edge short bubble stall, where the leading edge bubble
bursts at high angle of attack, leading to massive ﬂow separation over the suction side of
the proﬁle and stall. To account for this and post stall characteristics, the semi empirical
formulas of CL and CD were incorporated from references [104, 105]. They converges to
Hoerner's [108] empirical estimates of CL = sin2α and CD = 1.3sin
2α for α > αstall.
High chamber proﬁles experience stall of trailing edge separation which is much greater
than the leading edge stall. For such proﬁle, S. Oye developed a dynamic stall model as
follows [107]:
CL = fsCL,inv(α) + (1− fs)CL,fs(α) (3.29)
Where, CL,inv is the lift coeﬃcient for inviscid ﬂow without ﬂow separation, and CL,fs
is the lift coeﬃcient for full separated ﬂow,i.e. sin2α. fs is a separation function and is
modiﬁed for dynamic stall response as follows:
fs(t+ ∆t) = (f
st
s + (fs(t)− f sts )exp(−
∆t
τ
) (3.30)
Where f sts is the value of fs when static aerofoil data is applied in equation 3.29. τ
is a time constant and equal to 4 · c/Urel, where c is the local chord length, Urel is the
relative velocity seen by the blade proﬁle. high curvature proﬁles are more common in
large kinetic turbines and hence for the model turbine investigated in Chapters 4, 5, 6,
leading edge stall was experienced as already noted. Hence, this dynamic stall model
eﬀect was found to be very small.
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3.3 CFD
3.3.1 Governing equations
The basic governing equations for water ﬂow modelling are continuity, and momentum
equations. The continuity equation in index form is as follows:
∂ρ
∂t
+
∂ρui
∂xi
= 0 (3.31)
Where ui is the i component of velocity vector, and the Einstein notation is used(i=1,2,3).
The momentum equation is derived from Newton's second law which states that net
forces on a material region equals to rate of change of momentum on that.
The momentum equation which only includes body force is as written:
∂ρui
∂t
+
∂ρuiuj
∂xj
= − ∂p
∂xi
+
∂Tij
∂xj
+ ρgi (3.32)
and
Tij = µ(τ
s
ij −
2
3
µδij
∂uj
∂xj
) (3.33)
where p is the pressure, and Tij is the stress tensor,τij is the viscous stress tensor and δij
is the Kronecker delta which is deﬁned as:
δij =
{
0 if i 6= j,
1 if i = j.
(3.34)
For incompressible ﬂows, the density, ρ, is constant (Dρ/Dt = 0). As for water ﬂow,
the governing equations are simpliﬁed as follows:
∂ui
∂xi
= 0 (3.35)
ρ
∂ui
∂t
+ ρ
∂uiuj
∂xj
= − ∂p
∂xi
+
∂Tij
∂xj
+ ρgi (3.36)
The continuity and momentum equations are non-linear partial diﬀerential equations.
The eﬀect of the g is important only for the free surface wave in our cases.
3.3.2 Turbulence models for RANS equations
The basic concept in RANS is the Reynolds averaging where instantaneous ﬂow quantities
u, v, w, p are decomposed into mean parts U, V,W, P and ﬂuctuating parts u′, v′, w′, p′,,
etc. For example, the instantaneous velocity could be decomposed into two parts:
ui = Ui + u
′
i (3.37)
Where ui is the instantaneous velocity, Ui is the mean (emsemble averaged or time av-
eraged) velocity, and u′i is ﬂuctuating part. Similarly, the instantaneous pressure,p could
be split as the mean pressure, P and the ﬂuctuating pressure,p′:
p = P + p′ (3.38)
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The Reynolds averaged Navier Stokes equations are derived from time averaging of
both sides of the instantaneous mass and momentum equations. They can be written in
conservation form as [109]:
∂Ui
∂xi
= 0 (3.39)
ρ
∂Ui
∂t
+ ρUj
∂Ui
∂xj
= −∂P
∂xi
+
∂
∂xj
(2µSji − ρu′ju′i) (3.40)
For the steady RANS, ∂Ui/∂t = 0. The Reynolds averaged continuity equation is
the same as instantaneous continuity equation except that the instantaneous velocity
is replaced by time averaged velocity. In the momentum equation, the instantaneous
velocity is also replaced by time averaged velocity, but a new term ( ρu′ju
′
i ) is generated,
which represents the eﬀects of turbulence. The term −ρu′ju′i is named Reynolds stress
tensor, and thus the equations not closed, which can be solved using turbulence models.
Typical turbulence models for RANS include eddy viscosity models (EVM) and Reynolds
stress transport models (RSM).
3.3.2.1 Eddy viscosity models for RANS
In 1887, J. Boussinesq [110] introduced the concept of eddy viscosity, which was inspired
by the idea that the momentum transfer caused by the molecular motion in a gas can be
described by a molecular viscosity. The Boussinesq assumption states that the Reynolds
stress tensor is proportional to the trace-less mean rate-of-strain tensor, and can be
written as:
− ρu′iu′j = µt
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
− 2
3
kδij (3.41)
The Boussinesq eddy viscosity approximation is the basis of all eddy viscosity mod-
els. The eddy viscosity concept, along with the mixing length hypothesis become the
cornerstone for almost all turbulence modeling research [46]. In Fluent, the Boussinesq
hypothesis is used in the Spalart-Allmaras model, the k −  models, and the k − ω mod-
els [10].
In the following section, only two-equation turbulence models are brieﬂy introduced as
they are used in this thesis. For other models, the interested reader may refer to number
of references, such as [10, 46, 111]. In two-equation turbulence models, two transport
equations are used to obtain the turbulent length and time scales. Typical two-equation
turbulence models include k−  models and k−ω models. The standard k−  model was
proposed by Launder and Spalding [112], and becomes popular for practical engineering
ﬂow simulations due to its robustness, economy and reasonable accuracy. This model
assumes that the ﬂow is full turbulent, and the inﬂuences of molecular viscosity are
negligible [10]. In the standard k −  model, two transport equations are used to obtain
the turbulence kinetic energy (k) and its dissipation rate (). For incompressible ﬂow
without any source term, the transport equations for k −  model are:
∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
[(
µ+
µt
σk
)
∂k
∂xj
]
+Gk − ρ (3.42)
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∂∂t
(ρ) +
∂
∂xi
(ρui) =
∂
∂xj
[(
µ+
µt
σ
)
∂
∂xj
]
+ C1

k
(Gk+)− C2ρ
2
k
(3.43)
whereGk is the generation of turbulence kinetic energy due to the mean velocity gradients,
σ and σk are the turbulent Prandtl numbers for  and k, and C1, C2, C3 are constants.
The eddy viscosity, µt, is related to k and  as follows:
µt = ρCµ
k2

(3.44)
The standard k−  model is a semi-empirical model, and its further development include
the RNG k −  model and the realizable k −  model.
Similar as the standard k − , the standard k − ω model include two transport equa-
tions for the turbulence kinetic energy and the speciﬁc dissipation rate, ω. In ANSYS
Fluent, the Wilcox's k − ω model [46] is used as the default standard k − ω model. For
incompressible ﬂow without any source term, the governing equations of k-ω model are
as follows [10]:
∂
∂t
(ρk) +
∂
∂xi
(ρkui) =
∂
∂xj
(Γk
∂k
∂xj
) +Gk − Yk (3.45)
∂
∂t
(ρω) +
∂
∂xi
(ρωui) =
∂
∂xj
(Γω
∂ω
∂xj
) +Gω − Yω (3.46)
where k is the turbulence kinetic energy, ω is the speciﬁc dissipation rate. Gω represents
the generation of ω. ΓK and Γω represent the eﬀective diﬀusivity of k and ω, respectively.
Yk and Yω represent the dissipation of k and ω due to turbulence. The turbulent viscosity,
µt is computed by combining k and ω as follows:
µt =
ρk
ω
(3.47)
In the k − ω model, the low-Reynolds number terms are not recommended because
these terms yield a delayed onset of the turbulent wall boundary layer. Meanwhile, the
standard k − ω model is sensitive to free stream conditions. Further improvement of
k − ω model include the baseline (BSL) k − ω model and the Shear-Stress Transport
(SST) k−ω model introduced by Menter [113]. In the BSL k−ω model is a combination
of both the k −  model and k − ω model, where the free-stream independence of k − 
is implemented in the far ﬁeld and the accurate formulation k − ω is used in the near
wall region. This is achieved by a blending function. Further improvement of the BSL
k − ω model yields the SST k − ω model, which explains the transport of the SST in
the interpretation of the turbulent viscosity. Generally, the SST k − ω model is more
reliable and precise for adverse pressure gradient ﬂows, airfoils, transonic shock waves,
compared with the standard and the BSL k− ω models [114]. In essence, the SST k− ω
is a combination of k − ω and k −  using a blending function.
3.4 Turbine modelling
The CFD modelling approaches for HAMCTs could be subdivided into two categories,
namely geometry not resolved methods such as immersed boundary method,immersed
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boundary method, and geometry resolved methods using moving reference frames or
sliding meshes as implemented in ANSYS used in this study. The immersed boundary
method involves embedding singularities around the moving body surface. These singu-
larities force the ﬂow velocity to the required body surface velocity as was done in Bai
et al [75]. The BEM-CFD approach is a simpliﬁed variant of the immersed boundary
method, where a line of singularities is laid along the span of the blade. The strength of
these singularities is determined b the required CL and CD from the BEM method. The
BEM-CFD method blends the BEM and CFD meothods, in which the rotor is treated
as an actuator disk, blade element disk or actuator line, and CFD is employed to model
the ﬂow properties elsewhere in the domain [62, 64]. The main advantage of BEM-CFD
model is that the computational cost is signiﬁcantly reduced compared to geometry-
resolved CFD models [60, 115]. One of the drawback of BEM-CFD models is that the
angle of attack is relative to Vrel is not known, as Vrel is upstream of the proﬁle not at
the leading edge. The following looks at the two geometry resolved methods used in this
study.
3.4.1 Multiple moving reference frames
The default reference frame is the inertial frame of reference. However, there are many
cases where it is advantageous to use the moving reference frame. These cases normally
involve moving parts, such as turbines, impellers and airplanes. The main advantage of
using the moving reference frame (MRF) is to change unsteady ﬂows in inertial reference
frame into steady ﬂows in MRF. For example, the rotating blade is unsteady in the
inertial frame of reference. However, the blade is steady when the frame of reference
is rotating with the blade. The velocity vector has diﬀerent forms in the inertial and
moving reference frames. The relationship between absolute velocity v ( ﬁxed observer)
and relative velocity vr ( the velocity viewed from the moving frame) is as follows:
vr = v − ur (3.48)
where
ur = vt + Ω× r (3.49)
where vt is translational frame velocity, and Ω is the angular velocity of rotor.
Additional acceleration terms are added into the Navier Stokes equations when the
moving reference frame is used. The mass and momentum equations of ﬂuid in a moving
reference frame can be written as follows [10]:
∂ρ
∂t
+∇ · ρvr = 0 (3.50)
∂
∂t
(ρvr) +∇ · (ρvrvr) + ρ(2Ω× vr + Ω×Ω× r + β × r + e = −∇p+∇ · τr + F (3.51)
where e = dvt/dt and β = dΩ/dt.
In simpliﬁed cases, a single moving reference frame can be used for the whole domain of
interest. For example, the single moving reference frame is good for HAMCTs modelling
involving only the rotor. However, the single moving reference frame is not valid for
other cases, such as HAMCTs involving the support tower, free surface waves, seabed, or
diﬀerent angular velocities for each HAMCT. For ﬂows involving multiple moving parts,
the domains of interest can be subdivided into several parts, with each part applied its
32
own moving reference frame. This is referred as multiple moving reference frames. Based
on the treatment of the N-S equations at the interface, two sub-models of multiple moving
reference frames are available, namely the multiple reference frame model and the mixing
plane model.
Figure 3.4 illustrates the usages of a single moving reference frame and multiple mov-
ing reference frames on turbines. For the left turbine, a single moving reference frame
can be applied to the entire domain. For the middle turbine, multiple reference frames
are needed due to the existence of bae. A moving reference frame can be applied in
a domain enclosing the turbine, while the outside region is solved in inertial reference
frame. For the right two turbines, a single reference frame is not enough if the two tur-
bines rotate at diﬀerent angular velocities. In such case, the computational domain must
be divided into three sub-domains: an inertial frame outside both turbine regions and
two independent moving reference frames on the two turbines.
Figure 3.4: A single reference frame versus multiple reference frames [10]
3.4.2 The sliding mesh
The multiple moving reference frames provides a steady approximation of HAMCTs,
where the computational domains are relative steady in the inertial reference frame. To
obtain more realistic unsteady solution of ﬂows, the relative motions of domains are
needed. This can be achieved by the sliding mesh, and overset (chimera) mesh. Overset
mesh is composed of computational domains with overlapping regions in physical space,
while the sliding mesh consists of meshes with an non-conformal interface. The sliding
mesh is a special case of dynamic mesh, in which the interface mesh does not change
shape but do a rigid translational or rotating movement. Both the overset mesh and
sliding mesh are good for unsteady modelling of HAMCTs with tower or in conﬁned
space, such as including free surface waves and the sea ﬂoor. The overset mesh is more
ﬂexible in meshing generation than the sliding mesh, however the overset mesh requires
more computational resource. References [10, 116] show that both mesh methods give
similar numerical results in terms of accuracy.
Figure 3.5 illustrates a sliding mesh with two cell zones and a non-conformal interface,
which is represented by a solid line, ac. The nodes locations are not exactly the same
on the boundaries of cell zone 1 and 2. The physical quantities in cell zone 1 and 2 are
interpolated on the interface. The interface is regarded as interior zone when the interface
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zone 1 and interface zone 2 are contacted, while a "wall zone" is generated when the two
interface zones are separated due to relative mesh motion.
Figure 3.5: Schematic 2D non-conformal meshes [10]
3.5 Wave modelling
Typical free surface modelling methods are Eulerian method, Lagrangian method, and
Mixed Eulerian-Lagrangian method. In this study, we used mainly the user deﬁned
functions (UDF) approach, i.e. mimicking the eﬀect of the free surface wave by specifying
a combination of wave and current velocities as inﬂow. Then the free surface is replace
by a upper lid (symmetry boundary condition).
3.5.1 One phase approximation using UDF
Only steady ﬁxed values can be speciﬁed in the default boundary conditions of Fluent.
For time dependent and variable boundary conditions, these can be achieved by the UDF
in Fluent. A UDF is a function written in C programming. User deﬁned functions
can provide boundary and cell zone conditions, material properties, and user-deﬁned
models,etc. The pre-deﬁned marcos are used for data exchange between the UDF and
the solver in Fluent [117]. UDFs can be either compiled or interpreted. The compiled
UDFs are more eﬃcient and recommended. Microsoft Visual C++ is the default compiler
for Fluent on Windows OS, while any ANSI-compliant compiler is supported on Linux OS.
The essence of one phase approximation is that the inlet boundary condition is speciﬁed
by a user deﬁned function representing the wave and current velocities seen by the rotor.
The basic steps for deﬁning a sine wave at inlet boundary condition is as follows:
1. Edit the sine wave velocity function in a text editor
2. Compile the UDF in the Fluent session
3. Hook the UDF to the inlet zone in boundary condition panel
4. Initialize and run the calculation
5. Examine the results
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A wave velocity function speciﬁed at the inlet boundary is a good approximation for
estimating the wave eﬀect on HAMCTs. The two phase ﬂow (water and air) is simpliﬁed
into one phase ﬂow (water only), which neglects the free surface motion and signiﬁcantly
reduces the computational cost.
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Chapter 4
Hydrodynamic performance of the
HAMT rotor in free space
4.1 Introduction
A tidal turbine blade is composed of proﬁles located along the span. The performance
of tidal turbine is determined by several parameters such as the ﬂuid property, tip speed
ratio (TSR), blade shape and diameter. The blade design process normally involves
proper parameters such as the airfoil shape at diﬀerent station, twist angle, and chord
length. For stall regulated tidal turbine,the operational TSR of tidal turbine changes due
to the variation of inﬂow tidal current and wave speed, thus the tidal turbine operates at
oﬀ-design TSR at most cases. In order to capture more power, it is important to maintain
a relative high power coeﬃcient at a wide range of TSR.
The purpose of this section is to study the surface curvature eﬀect on the performance
of a marine turbine. Hence, as in the previous study of a generic small wind turbine, a
generic conﬁguration of a marine current turbine is studied using the E387 proﬁle and its
CIRCLE re-designed proﬁle noted as A7 [118]. Although such turbine has similarities to
a wind turbine, there are also dissimilarities, such as a shorter aspect ratio of the blade
and monotonic reduction in the blade chord length with the distance from the hub.
The BEM method and steady RANS are used to analysis the total performance and
spanwise distribution of local angle of attack, streamline, lift to drag ratio of the E387
turbine [14] and redesigned A7 turbine at diﬀerent operation conditions.
4.2 BEM and RANS analysis of HAMT rotor
4.2.1 Blade Geometry
A laboratory scale turbine model [14] (denoted as E387 turbine) was chosen for this study
because the turbine model is composed of Eppler 387 proﬁle which has been redesigned
using the CIRCLE method [11]. The chord length and twist angle distributions along
spanwise direction are illustrated in Fig. 4.1. The CAD model of the turbine (Fig. 4.2a)
is created with commercial software Solidworks R©.
The surface discontinuity of the E387 proﬁle is removed using the CIRCLE method [11,
118,119]. The redesigned airfoil is named A7. The coordinate and curvature distribution
of E387 and A7 airfoils are presented in Fig. 4.3. Fig. 4.4 show the lift and drag
coeﬃcients of the E387 and A7 proﬁles at diﬀerent angle of attack. A redesigned A7
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Figure 4.1: Chord length and twist angle distribution of the experimental turbine model
(a) Numerical geometry of the turbine
(b) Computational domain
Figure 4.2: Geometry and Computational Domain
turbine is obtained by replacing the original E387 airfoil at each blade station while
keeping all other parameters the same.
4.2.2 Numerical Modelling Methods
The E387 airfoil is designed as a sharp trailing edge.The shape trailing edge does not
exist in experimental model due to structural constraints and leads to skewed mesh in
numerical modelling. Normally there are two methods to deal with the sharp trailing
edge. One method is to simply cut the trailing edge, which decreases the chord length
and changes the thickness to chord length ratio. Another and a better method is to
thicken the trailing edge. Thickened trailing edge keeps the ratio of thickness to chord
length. Thickened trailing edge method has been adopted in the experimental airfoil
model, such as [24, 120]. The trailing edge thickness is normally about 0.1%c. The
method used in NASA experimental model [120] has been adopted in the paper. The
E387 coordinates has been thickened between 0.95-1c with a blunt trailing edge of 0.1%c.
The steady Blade Element Momentum (BEM) method and CFD are used to analysis
the performance of E387 and A7 turbine. In BEM code ,the 2D aerodynamic parameters
(Cl, Cd) of airfoils at Re = 1 × 105 are from experimental data [11, 120] and then
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(a)
(b)
Figure 4.3: Coordinates and curvature distribution of E387 and A7 [11]
(a) (b)
Figure 4.4: Lift and drag coeﬃcients versus AOA of E387 and A7 airfoils at Reynolds
number 1× 105 [11]
extrapolated using AirfoilPrep [121].
The computational domain is shown in Fig. 4.2b. Periodic boundary condition is
used to reduce the computational resources. The origin of coordinate is located at the
centre of rotational plane.The inlet is located 3 diameter (D) upstream of rotor, and the
outlet is 10D downstream, the radial distance is 2.5D. The inlet boundary is speciﬁed
as the velocity inlet at 0.6m/s at all cases, while the TSR is obtained by changing the
rotational speed of the rotor. The outlet is speciﬁed as pressure outlet with a pressure of
1 atm neglecting the hydrostatic eﬀect. The circumference is set as symmetry boundary
condition, and the sides are set as periodic boundaries. The moving reference frame is
used to account for the rotor rotating in steady RANS,and the sliding mesh is used for
unsteady RANS calculation. The ﬂuid ﬁeld is assumed to be one phase (water), free
surface and bed are not considered in this simulation. The TSR varies from 1 to 8, and
the corresponding Reynolds number is 4.5×104−1.8×105 based on the relative speed and
a chord length at 0.5R. The prism and tetra mesh (Fig. 4.5) are used in this study. The
prism layers are used in the blade surface to capture the boundary layer properties. Four
diﬀerent mesh sizes are used to study the mesh independence (Fig. 4.6), which shows
that the grid converges at mesh size of 15 million with a y plus value (y+) is below 2.
References [71,122] shows that the k− ω SST turbulence model was appropriate for this
kind of calculation. ANSYS Fluent is used for the numerical simulation which runs on
Apocrita cluster at QMUL. The residuals drop below 1×10−5 after about 3000 iterations
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Figure 4.5: Mesh structure of E387 and A7
which took about 2.5-3 hours using 64 cores parallel running.
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Figure 4.6: Grid convergence of E387
4.2.3 Results and Discussion
Fig. 4.7 compares the CP and CT from both steady and unsteady RANS
calculations. The mean values of the unsteady RANS are almost identical
to their steady RANS counterparts, although 3% ﬂuctuations are observed.
This shows that steady RANS is enough if quantities of interest are integral
quantities, such as CP and CT . For the design of turbine blades, the steady
RANS using moving reference frame is a trade-oﬀ solution between compu-
tational resources and accuracy. The variation of the power coeﬃcient, CP , with
the TSR is shown in Fig. 4.8. Good agreement is observed between BEM, RANS and
the experimental result conducted by Luznik et al [14]. When compared with the Cp
from RANS, the power coeﬃcient from BEM mildly overshoots near the optimal TSR.
The BEM and RANS results show that the redesigned A7 turbine has noticeable better
power performance at low TSR (1-4.25). From the RANS result, the power coeﬃcient
of the A7 turbine increased 5.5% at TSR 3.5. The improvement of Cp at low TSR can
be explained after analysing the local angle of attack distribution along the spanwise
direction at diﬀerent TSR.
The optimal TSR is the TSR value where the max power coeﬃcient is obtained. For
E387 turbine, the optimal TSR is 4.25. Experimental results show that the E387 airfoil
starts to stall when the AOA is higher than 8 degree at Re = 1 × 105 [24] . When
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TSR is 4.25, the local angle of attack is stalled near the blade root (r < 0.3R) ( Fig.
4.9a). When the operational TSR is below 4.25, the main body of the blade start to stall
and the sectional lift decreases and drag increases dramatically. As the rotational speed
decreases, the TSR decreases as well, which leads to the increase of the eﬀective angle
of attack, thus the blade stalls. The A7 turbine has marginally higher power coeﬃcient
compared to original E387 turbine due to the stall delay oﬀered by the A7 proﬁle.
The local angle of attack along spanwise direction is shown in Fig. 4.9a. At a ﬁxed
spanwise location, the local angle of attack decreases as the increase of TSR. Similarly,
at a ﬁxed TSR, the local angle of attack has highest value at root station and decreases
towards the blade tip. The local angle of attack at all stations are stalled when the TSR
is below 3. Fig. 4.9b shows the local angle of attack of E387 and A7 turbine at TSR
=3.25. The angle of attacks of E387 and A7 turbine are the same, and the blades are
stalled except towards the tip.
The lift to drag ratio is an important parameter for choosing the right airfoil shape of
tidal turbine. The lift to drag ratio increases exponentially from root to tip (Fig. 4.10).
The A7 turbine has better hydrodynamic eﬃciency around stall condition due to the
delay in stall.
The local streamlines of E387 at three blade stations are shown in Fig. 4.11. A vortex
exists at leading ledge at 0.2R when the rotor operates at TSR =3. The suction surface
streamlines of E387 at three diﬀerent TSRs are shown in Fig. 4.12. For TSR =5, the
ﬂow is mainly attached to the suction side of the blade except the root region. At TSR=
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Figure 4.9: Local angle of attacks of E387 at diﬀerent TSRs (a) and angle of attack
comparison at TSR 3.25 (b), BEM
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Figure 4.10: the hydrodynamic eﬃciency along spanwise direction, BEM results (TSR
3.25)
4.25, the ﬂow separation starts from the trailing edge at the middle-span location. The
suction surface streamlines of E387 and A7 at TSR 4.25 is shown in Fig. 4.13.
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(a) TSR 5.5
(b) TSR 3
Figure 4.11: Local steamline of E387, RANS results (rotational frame, chord lengths are
scaled )
Figure 4.12: Blade surface limit streamline E387(ﬂow direction from bottom to top)
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Figure 4.13: Blade surface limit streamline, TSR, 4.25
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4.3 Optimal hydrodynamic behaviour analysis based
on momentum theory
4.3.1 purpose of study
In this section, the chord length and pitch angle of E387 turbine are optimized using the
Burton's model [106], and the Implicit model [123]. The performance is analyzed by the
in-house code based on the blade element momentum method.
4.3.2 The optimum rotor methods
In the BEM model, the ﬂow is simpliﬁed as steady, inviscid and incompressible. The
blade is split into a number of annular control volumes with a radial size dr. Based on
1D momentum theory, the local torque acting on an annual control volume is:
dM = 4piρΩV∞(1− a)a′r3dr (4.1)
4.3.2.1 Burton's model
In the Burton's model, the derivation of local pitch angle and chord length based on
the assumptions that the drag is ignored and the relationship between the axial and
tangential induction factor are:
a =
1
3
, a′ =
a(1− a)
λ2r
, and λr =
Ωr
V∞
(4.2)
where λr is the local speed ratio, and r is the radial distance. For a given blade station at
r distance from the centre of rotation, the local chord length distribution (c) and inﬂow
angle (φ) have the following expressions:
c =
16piR
9BλCl
√
4/9 + [λr + 2/(9λr)]2
(4.3)
tanφ =
2
3λr + 2/3λr
(4.4)
Then, the local pitch angle, θ(r), can be derived from the Eq. (3.9).
4.3.2.2 Implicit model
The implicit model proposed by Rosen is also derived from the classic BEM and ignores
the drag. However, the optimal value of a is not given, and φ is related to a and a′ in the
following expressions.
tanφ =
1− a
λr(1 + a′)
(4.5)
a
1− a =
σ(r)CLcosφ
4sin2φ
(4.6)
a′
1 + a′
=
σ(r)CL
4cosφ
(4.7)
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σ(r) =
Bc
2pir
(4.8)
where σ(r) is the local solidity, which is related to the design lift coeﬃcient, CL as follows:
σ(r)CL = 4(1− cosφ) (4.9)
λr =
sinφ(2cosφ− 1)
(1 + 2cosφ)(1− cosφ) (4.10)
The local inﬂow angle can be calculated using the Eq. (4.10) when a designed TSR
and radial distance are given, then the local pitch angle,θ, is obtained from the Eq. (3.4),
the local chord length, c, is obtained from the Eq. (4.9). The designed TSR, CL, B and α
are used input data during the blade design process. In this study, the designed number
of blades, TSR, local angle of attack (AOA), lift coeﬃcient are 3, 4.25, 8 (degrees), and
1.1 respectively. The designed TSR can not be determined mathematically, the designed
local AOA is the maximum lift to drag coeﬃcient for the E387 proﬁle at Rec = 1× 105
( Fig.4.14).
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Figure 4.14: The lift to drag ratio of E387 airfoil
4.3.3 Results and discussion
The twist angle (β) and chord length (c) distribution of diﬀerent models are shown in
Fig.4.15a and Fig. 4.15b. Fig. 4.16a shows the power coeﬃcient distribution of three
models at diﬀerent TSRs. The optimized models have similar performance at all TSRs.
The max CP of Burton's model has increased 13.1% compared with original E387 turbine
at optimal TSR. Fig. 4.16b shows that the optimized blades have higher axial induction
factor near the root (x<0.33). Fig.4.17 shows the thrust coeﬃcient distribution of three
diﬀerent blades at diﬀerent TSRs (1-9). The implicit optimized blade has almost identical
thrust coeﬃcient as the experimental blade except near optimal TSR at which the implicit
optimized blade has relative higher thrust coeﬃcient value. The Burton's model has a
higher thrust coeﬃcient after TSR 3.5, and the diﬀerences between the experimental and
Burton's model increases as the TSR goes up. The thrust coeﬃcient of Burton's model
increases 10% compared to the experimental blade at TSR 5. The chord length blade
optimized by Burton's model is inversely proportional to TSR, thus a higher designed
TSR leads to a smaller chord length. The drawback of Burton's model is that its chord
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length distribution is more diﬃcult to manufacture compared with the linear chord length
distribution.
Figs. 4.18a and 4.18b show the tangential and axial induction factors of experimental
E387 blade at diﬀerent operating conditions. Tangential induction factors are much lower
compared to axial induction factors. Tangential induction factors are high near the blade
root and decrease rapidly until the middle span, followed by a gradual decline until the
tip of blade. From 0.5R, the higher the operating TSR, the lower the a′. Fig. 4.18b
shows that the axial induction factors are around optimal axial induction factor (1/3)
from 0.33-0.75R when the blade is operating near optimal TSR (TSR=4.25). Axial
induction factors near the middle span of the blade are either too high or low when the
blade operating at oﬀ-design TSRs, such as 3.25 and 5.25.
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Figure 4.15: Chord length and twist angle distribution along spanwise direction
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Figure 4.18: The axial and tangential induction factors of E387
4.4 Summary
In the ﬁrst section of this chapter, the E387 hydrofoil is optimized using the CIRCLE
method and re-designed as the A7. Two turbines composed of E387 and A7 hydrofoils at
diﬀerent blade stations are numerical modelled using both the BEM and RANS methods.
The BEM results of CP overshoot at optimal and higher TSRs compared with RANS
results. The A7 turbine has mildly better power performance at low TSRs. This implies
the continuous curvature blade can used a method to improve low TSR performance that
commonly suﬀer stall conditions on the blade. The ﬂuid visualization of blade sectional
and surface streamlines provides insights for further blade design optimization.
In the second section of this chapter, the experimental blade is optimized using Bur-
ton's and Implicit models. The Burton's and Implicit models has non-linear distribution
of chord length and twist angle along the spanwise direction. The Burton's and Implicit
model have similar performance distribution. The performance of the optimized blade
has improved 13.1% at the optimal TSR. As to the thrust coeﬃcient distribution, the Im-
plicit model has slight higher thrust around optimal TSR and almost identical thrust as
the experimental blade at other TSRs. However, the Burton's model has obvious higher
thrust coeﬃcient when the blades operates at high TSRs. In summary, the implict model
is more suitable solution for blade optimization design when both the performance and
thrust parameters are considered.
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Chapter 5
Hydrodynamic assessment of a
dual-rotor horizontal axis marine
current turbine
5.1 Introduction
The blades of the horizontal axis marine current turbine (HAMCT) are normally placed
at the optimal AOA if the rotor disk is placed normal to the incoming velocity vector. For
wind application this may require yaw control, but for marine currents with known and
steady stream direction, a yaw free HAMCT seems to be ideally suited [124]. However,
the tidal current alters its velocity to opposite direction every 12-24 hours . This will
leave the HAMCT blades pitched at wrong angle for that direction, causing possible stall
and much reduced power. This can be overcome using pitch angle control as commonly
used in the wind power industry. However, the pitch controlled turbine increases the
manufacture cost and reduces the reliability. Due to higher waterproof standard, the
electrical pitch system for tidal turbine is more expensive than that of wind turbine
which normally operates in a dry environment [125]. Thus, the industrial application
of the pitch control system is commonly used for very large turbines and not for small
and medium size ones. One possible solution for bi-direction current ﬂow is the dual-
rotor conﬁguration with ﬁxed pitch as illustrated in Fig. 5.2a. The aim of this chapter
is to check whether there is potential gain in operating the rear rotor by analysing the
hydrodynamic performance of a dual-rotor HAMCT.
In this study we have used the industrial approach of Blade Element Momentum
(BEM) method coupled with the Park wake model and steady RANS with k − ω tur-
bulence model. The BEM methods can provide accurate estimate of power and thrust,
with minimal computational cost, while CFD RANS provides more insights on ﬂow ﬁeld.
The rotor details and numerical methodologies are outlined in the next section, followed
by analysis of numerical results of a generic dual-rotor HAMCT and a general analytical
estimate of the power gain from the rear rotor.
5.2 Turbine geometry
Commonly, single-rotor HAMCTs are based on asymmetric proﬁles, such as the E387
of Luznik turbine of 46 cm diameter [14]. However, our numerical simulations using
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the BEM and Park models have showed that there was little or no beneﬁt operating a
rear rotor based on such asymmetric proﬁle. On the other hand, a noticeable beneﬁt
of increase in overall CP was found when the blade proﬁle was replaced by a symmetric
proﬁle as the NACA 00XX family. Thus the following results are based on the common
NACA0012 and NACA0018 proﬁles. The three-blade HAMCT of Luznik et al [14] was
used as the base geometric conﬁguration. To achieve optimal performance in terms of
CP for high TSR , the blades were re-pitched according to θ = θT (R/r) [123]. The
subscript T stands for tip condition, r is the radial distance from the hub and R is the
rotor's radius. Fig. 5.1(a) illustrates the local pitch angle at each station of three rotors
tip-pitched at 2◦, 0◦, and − 2◦ respectively, while the chord length distribution follows a
linear relation as in [14] which is presented in Fig.5.1(b).
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Figure 5.1: The local pitch angle and chord length distribution of blades ( θT stands for
tip pitch angle )
(a)
(b)
Figure 5.2: Schematic description of the dual-rotor turbine (a) and blade proﬁle at dif-
ferent stations (b)
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5.3 Methodology
5.3.1 BEM and park wake model
The hydrodynamic performance of the dual-rotor turbine will be calculated using the
Blade Element Momentum (BEM) method and Park wake model. The details of BEM
theory and Park wake model are explained in Chapter 3. In the BEM, the CL and
CD variation with AOA data based on the work of Xiang Shen [126] with Rec=135,000
and 1,000,000. This Rec is expected for this lab-size turbine [14,127]. Each rotor is dealt
separately using the BEM approach, where the incoming velocity seen by the front rotor is
the water free stream velocity and the incoming velocity seen by the rear rotor is provided
by the wake model. The eﬀect of the rear rotor on the front one is neglected in this study.
This is justiﬁed by the very fast decay of upstream propagating swirl and assuming the
rear rotor is not too close to the front rotor, thus not adding a noticeable eﬀect on its
axial velocity. Such assumptions are commonly used for co-axial propulsive rotors that
are much closer to each other than the current dual-rotor conﬁguration [128]. The eﬀect
of the front rotor on the rear one is expressed through the Park wake model where the
swirl eﬀect is again neglected and the deﬁcit in the axial velocity is assumed to be radially
independent. Such assumptions are more accurate for the far wake of X > 3− 4D than
for the near wake, where X is the axial distance between the two rotors and D is the rotor
diameter, see Fig.5.2a, but the eﬀect of downstream swirl is also commonly neglected in
much closer rotors [128] and as it will be seen the wake behind our front rotor is far from
turbulent. The downstream propagating swirl and non-radially uniform velocity deﬁcit
will be examined in this study using the CFD approach. Following the Park wake model
the incoming velocity seen by the rear rotor is reduced by δU [129];
δU = U∞(1−
√
1− CfrontT )(
D
D + 2kX
)2 (5.1)
where k is an empirical factor accounting for the spread of the wake and is taken as 0.04
(Marden et al, 2013). Later, we will see that it also dependson the free stream turbulence.
In the unlikely case of a turbulent wake behind the front rotor, i.e. CfrontT > 1, the square
root of (1−CfrontT ) should be replaced by 2a. When normalised by the free stream velocity
U∞, the turbine overall coeﬃcients are deﬁned as:
CT,dual = C
front
T + (1− δU/U∞)2CrearT (5.2)
CP,dual = C
front
P + (1− δU/U∞)3CrearP (5.3)
In the BEM, the incoming velocity seen by the rear rotor is denoted as U and assumed
as uniform and changing as the TSR of front rotor varies. The TSR of the rear rotor is
relative to the velocity seen by the rear rotor and deﬁned as:
TSRrearU =
Ω2R
U
(5.4)
Where the Ω2 is the rotational speed of the rear rotor. But, in CFD simulation, Ω2 is
user speciﬁed as U is unknown before calculation, thus it is not possible to calculate Ω2
for a given TSRrearU . As U∞ is pre-deﬁned and known quantity in the simulation, thus it
is convenient to use U∞ as reference velocity, and TSRrearU∞ is deﬁned as:
TSRrearU∞ =
Ω2R
U∞
(5.5)
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As the incoming velocity seen by front rotor is always U∞, thus the TSR of front
rotor is deﬁned as:
TSRU∞ =
Ω1R
U∞
(5.6)
where the Ω1 is the rotational speed of the front rotor.
5.3.2 CFD
The computational domains of one rotor and dual-rotor are shown in Figure 5.3. Peri-
odic boundary condition is used to reduce the computational resources. The origin of
coordinate is located at the axis centre of front rotor. The inlet is located 3 diameter (D)
upstream of rotor, the outlet is 10D downstream of rear rotor, and the radial distance is
2.5D.
(a)
(b)
Figure 5.3: Computational domains of one rotor (a) and dual-rotor (b)
A hybrid mesh is used in this study, with tetrahedron mesh used in the inner and
hexahedron mesh used in the outer domain. the mesh size of inner domain is 6.7 million,
while the outer domain mesh size is 124 × 63 × 60 (longitudinal × circumferential ×
radial). The meshing details for inner tetra mesh are similar with mesh detail mentioned
in Chapter 4. A hexahedron mesh is used for the outer domain, which helps to reduce
mesh size and have a ﬁner mesh in wake region behind the turbine. Fig. 5.4 shows the
mesh distributions on blade, interface, periodic boundary, inlet and outlet. The min edge
size on the blade surface is 0.02mm with a mean edge size of 1mm. The surface mesh
is extruded outward with 15 layers of prism mesh and a growth ratio of 1.2. The non-
conformal interface are used to divide the whole computational domain into two domains.
A mesh size of 10mm is used for the non-conformal interface 5.4 (c). The SSTK−ω model
was used for full geometry resolved steady simulation. References [71,122,130] show that
SST K − ω model is better for ﬂow with adverse pressure gradient and separation, such
as airfoil, wing and rotating blade. The inlet boundary was speciﬁed as the velocity inlet
at 0.6m/s at all cases, while the TSR was obtained by changing the rotational speed of
the rotor. The outlet was speciﬁed as pressure outlet with a pressure of 1 atm neglecting
the hydrostatic eﬀect. The circumference was set as symmetry boundary condition, and
the sides were set as periodic boundaries. To further reduce the computational cost, the
Moving Reference Frame (MRF) was used to account for the rotor rotating [10]. The
mean quantities (U , and P ) are assumed as steady in the MRF, which further reduces
the RANS equations. More time accurate models, such as UBEM and URANS, can be
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(a) (b)
(c) (d)
Figure 5.4: Mesh details for the turbine
used, but there is little beneﬁt for predicting the time averaged quantities such as the
mean CP and CT [71, 127]. The turbulence intensity and length scale were speciﬁed at
inlet and out boundary conditions. The turbulence length scale is speciﬁed as 0.14m,
which is 5% of diagonal length of the water tank [131]. Turbulence intensities of 1%, and
15% are used which corresponding to low, and high turbulence level respectively.
5.4 Numerical results and discussion
5.4.1 Power and thrust coeﬃcients
The CP and CT variations with TSR are plotted in Fig. 5.5 for a single 0.46m turbine
tip-pitched at θT = (−2◦, 0◦, 2◦). For convenience, the power coeﬃcient of a single-rotor
tip-pitch at θT = (2
◦, 0◦,−2◦) are denoted as Cfrontp,single, Cuntwistp,single , and Crearp,single respectively.
In general, the Cp and CT from BEM results match their RANS counterparts, though
larger discrepancies are observed when rotors operate at high TSRs or blades are negative
pitched i.e., θT = (−2◦) . It is seen that the single-rotor tip-pitched at θT = 2◦ produces
the highest CP almost up to 0.4, that is close to the CP produced using the asymmetric
proﬁle E387 for this rotor [127]. Meanwhile, the optimum TSR of the rotor of θT = 2
◦
is about 4.75 which is higher than that of E387 turbine (TSR=4) [127]. On the other
hand, the rotor of θT = −2◦ has the lowest CP that becomes negative at high TSR. This
is as expected, since a negative θT places the proﬁle opposite to the desired pitch angle
illustrated in Fig. 5.2b. The Crearp,single obtained from RANS is lower than the BEM's value.
The maximum positive Crearp,single gained from BEM is close 0.1, while its RANS's result is
only close to 0.05. The negative pitch angle and high TSR also yields a CT much larger
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Figure 5.5: Rotor's coeﬃcient of power ( CP ) and thrust ( CT ) variations with the tip
speed ratio (TSR) of each rotor for blade proﬁle NACA0012 and Rec=135K (TI =1% in
RANS)
than one as seen in Fig. 5.5b, i.e. a turbulent wake behind the rotor. As a positive pitch
angle is optimal for power performance, we expect the rear rotor will be at negative pitch
angle as relative the wake velocity coming from the front rotor. The eﬀect of turbulence
intensity on the performance of the dual-rotor is further discussed in Fig. 5.7.
As a rotor is composed of various airfoils (hydrofoils) along the span-wise direction, a
good understand of its lift and drag evolution with AOA is the foundation of blade design.
The lift and drag variation over one revolution of NACA0012 proﬁle at Rec = 1 × 105
is shown in Fig. 5.6. The ﬁrst peak value of CL is around 11.5
◦ , followed by a sharp
decrease of lift towards to 0.6 at 16◦ , and then climbs back and reaches maximum value
close to 1 at around 42◦ [12].
The performance and thrust coeﬃcients of an isolated single-rotor θT = −2◦ and
the rear rotor of a dual-rotor are presented in Fig. 5.7. The rotor spacing is 4D in
this case. Two ambient turbulence intensity are considered because the rear rotor of a
dual-rotor turbine is operating in the wake region of front rotor, where velocity recovery
rate is strongly inﬂuenced by the ambient turbulence levels [89]. However, the eﬀect
of turbulence intensity on an isolated rotor is less than 1% and negligible. The ﬁrst
obvious observation is that the power and thrust of a rotor operating in the wake region
of front rotor is much lower than an isolated rotor's counterparts. The CrearP,dual is lower
than CrearP,single is mainly due to the reduced velocity in the wake region of front rotor of a
dual turbine. The RANS results show that the maximum CrearP,dual is close to zero at TSR
= 2.5 with TI = 1% , which increases to 0.02 at TSR=3.2 with TI = 15%. However,
the maximum CrearP,dual obtained from BEM-Park model is 0.04, which is higher than its
RANS counterparts. The optimum TSR of the rear totor with TI = 15% is around 3,
while its value is 3.65 from BEM result. This means the wake velocity is over predicted
in the park model. For the same TSRs, the rear rotor always extracts more power at the
high turbulence level, TI = 15% than the low turbulence level, TI = 1%. Similar trends
is observed for the thrust coeﬃcient of the rear rotor of a dual turbine, as seen in Fig.
5.7 (b).
The dual-rotor's CP variations with TSR are shown in Figs. 5.8a using the BEM
approach. For θ = (0◦, 2◦) of the front rotor, where the rear rotor has a pitch angle of
negative sign of that of the front. It is seen that operating both rotors at the same TSR
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Figure 5.6: Lift and drag coeﬃcients of NACA0012 at Re = 1× 105 ( [12])
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Figure 5.7: Power and thrust coeﬃcients of the rear rotor of a dual turbine (X=4D)with
variable TSRrearU∞ and a ﬁxed TSR
front
U∞ = 5 (D=0.46m)
(TSRfrontU∞ = TSR
rear
U )results in an increase of up to 20% in CP as relative to the CP of
the front rotor seen in Fig. 5.5a. This is because the peak of CP is at about the same
TSR for both the front and rear rotors. It results in a CP mildly higher than that of the
single-rotor of E387 in Fig. 5.8, while also being able to deal with a current of reversing
directions. On the other hand, operating the rotors at the same rotational speed e.g.
RPM, results in no improvement in the CP .
Fig. 5.9 shows that increasing the stall AOA will enhance the performance of the
dual-rotor turbine. This can be achieved using a proﬁle design method as our CIRCLE
approach [126] or by increasing the current low Reynolds number [132]. Increasing the
proﬁle Reynolds number Rec from 135K to 1M as in the turbines of Figs. 5.10 means
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Figure 5.8: BEM results of turbine's total coeﬃcient of power variation with the front
rotor TSR and tip pitch angle (a) θT = 0
◦ and (b) θT = 2◦ (Rec=135k).
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Figure 5.9: Local angle of attack and hydrodynamic eﬃciency distribution along the
radial direction at TSR=5 for a single-rotor (BEM)
the turbine becomes of low mid-size diameter about 3.5 m. The BEM's CP and CT
variations with TSR are shown in Figs. 5.10 for such dual-rotor turbines based on
NACA0012 proﬁle and the commonly-used thicker NACA0018, and for θT − (2◦,−2◦) of
the front and rear rotors respectively. The CP improves even just for the single-rotor
when comparing with Fig. 5.5 a,because of the increase in the AOA of CL,max from
110 for the NACA0012 of Rec=135K to (160, 180) for the NACA0012 and NACA0018
of Rec = 1M respectively. Signiﬁcant improvement in CP is seen for the dual-rotor,
particularly for the NACA0018-based, getting CP ,max to about 0.55 which is not far
from the Betz limit of 0.59. The price to pay is a high thrust at high TSR as seen in
Fig. 5.10 b, mostly due to the turbulence wake behind the rear rotor as was already seen
from Fig. 5.5. The variation of the RPMrear/RPMfront with TSR is shown in Fig. 5.11.
This ratio is simply 1− δU/U∞ and it is seen that the RPM of the rear rotor has to be
lower than that of the front one. There is a minimum in RPMrear/RPMfront, which is
slightly after the TSR of CP,max. Increasing X reduces δV and thus increases the RPM
ratio as seen in Fig. 5.11.
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Figure 5.10: Turbine's total coeﬃcient of power CP and thrust CT variations with the
TSR of the front rotor with root-pitch angle θT = 2
◦ , assuming TSRfrontU∞ = TSR
rear
U for
both rotors and Rec=1M (BEM).
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Figure 5.11: The variation of the RPM ratio between the two rotors of the dual-rotor
turbines (BEM)
5.4.1.1 Eﬀects of rotor spacing
Fig. 5.12a shows the eﬀect of rotor spacing on the performance and thrust of a dual-rotor
obtained from BEM-Park model at Reynolds number of 135,000. When the TSR of rotor
varies between 3.5 and 6.5, the total power coeﬃcient of dual-rotor increases steadily as
the rotor spacing (X) grows. Similar trend was observed by Mycek et al [89], in which
CP increased as rotor spacing increasing at all TSRs and reached asymptotic value at
X=6D. However, the analytical optimum distance is as close as 2.8D [88] which is lower
than CFD result from Mycek et al [89]. The eﬀect of rotor spacing on thrust of the
dual-rotor is more noticeable when the TSR is higher than 4 (Fig. 5.12b). For example,
for a dual-rotor operating at TSR 5,the CT increases 5% when rotor spacing increases
from 1D to 2D.
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Figure 5.12: Turbine's total coeﬃcient of power CP and thrust CT variations with the
TSR of the front rotor with tip pitch angle θT = 2
◦ , assuming same TSRfront = TSRrearU
for both rotors at Rec=135k, (k=0.04) using the BEM approach.
5.4.2 Local angle of attack and streamline
The distribution of the AOA and proﬁle's hydrodynamic eﬃciency CL/CD along the
blade's span are shown in Fig.5.9. For TSR = 5 which is close to the maximum of CP
for θT = 2
◦. The AOA for θT = −2◦ is well above the stall angle of about 12◦ for most
of the blade except towards the tip. As result the rotor mostly operates in a post-stall
condition giving a low hydrodynamic eﬃciency except towards the blade's tip, hence the
low CP in Fig. 5.5a. Increasing θ to zero reduces the post stall condition by pushing it
more towards the hub, but a signiﬁcant improvement occurs when θ is increased to 2◦,
resulting in an almost optimal AOA just around the AOA 11◦ of CL,max for most of the
blade. This gives the very favourable CP distribution in Fig. 5.5a and in the desired
windmill state, showing CT lower than one in Fig. 5.5b.
The streamline is an useful tool for locating ﬂow separation and vortex region. The
tangent direction of a point on streamline is the direction of velocity vector. In this study,
the CFD-POST is used for the post-processing of RANS results. A sectional streamline
around blade station gives more insight on local ﬂow conditions. Fig. 5.13 shows the
side view of streamlines of both single and dual-rotors at TSR 5. The inconsistency of
streamline at the mesh interfaces are due to diﬀerent start points of streamlines between
the outer and inner domains. For the outer domain, the start points of streamlines are
at the inlet, while the streamlines of the inner domain start from the interfaces. The
ﬁrst striking observation is the existence of vortex in the wake region in all three cases.
The vortex size is about 0.5D for a single-rotor tip-pitched at θT = 2
◦, while a much
larger size of vortex (6D) is observed for a single-rotor tip-pitched at θT = −2◦. For a
dual-rotor with front rotor tip-pitched at θT = 2
◦, the size of vortex downstream front
and rear rotors are almost the same as that of a single-rotor cases, although the shape
of vortex downsteam of rear rotor (Fig. 5.13 (c) ) is much more squeezed compared to
that of a single-rotor tip-pitched at θT = −2◦. An interesting observation is that a new
vortex is formulated in front of rear rotor.
Fig. 5.14 shows four sectional streamlines of a single-rotor tip-pitched at θT = 2
◦
operating at around optimum TSR (TSR=5). A laminar separation bubble (LSB) is
observed near leading edge of proﬁle when r/R is below 0.5, and the LSB moves towards
the leading edge as r/R decreases. The LSB near the inner board of blade thickens the
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(a) single-rotor (θT = 2
◦)
(b) single-rotor (θT = −2◦)
(c) dual-rotor, X=4D
Figure 5.13: Side view streamline of single and dual-rotors at TSR 5, TI=1% (RANS)
(a) 0.2R
(b) 0.3R
(c) 0.5R (d) 0.9R
Figure 5.14: Local streamline of single-rotor at TSR 5, TI=1% (θT = 2
◦)
boundary layer and thus contributes to the decrease of proﬁle hydrodynamic eﬃciency,
CL/CD, which has been presented quantitatively in Fig. 5.9 using the BEM approach.
The local AOA is relative to incoming free velocity vector seen by the blade proﬁle and
not the local slope of the streamline just in front of the blade proﬁle, although they are
not far from each other. To provide better estimate of the AOA from the CFD, several
methods were allowed in the literature [133135]. This can be important for a coupled
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CFD-BEM method. For this study, we just note the good resemblance between the CFD
and BEM's results.
(a) 0.2R (b) 0.5R
(c) 0.9R
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Figure 5.15: Local streamline of single-rotor at TSR 5 (θT = −2◦)
Fig. 5.16 presents the local streamlines of rear rotor of a dual-rotor with ﬁxed TSR
of front rotor and variable TSRU of rear rotor. Here, U is the area averaged mean axial
velocity after a single-rotor tip-pitched at θT = 2
◦ at X=4D. At low TSRU (2.91, 3.75),
there are large ﬂow separation from the rear surface of the blade, while no ﬂow separation
is observed at high TSRU , such as TSRU = 6.
Fig. 5.17 presents the 3D streamline of single and dual-rotors. A nice screw-like
vortex is seen behind the single-rotor at θT = 2
◦ in Fig.5.17 (a), pointing to its high
hydrodynamic eﬃciency. A large separated wake is seen behind the single-rotor of θT =
−2◦, showing its low hydrodynamic eﬃciency. Illustration of the vortical wake behind
the front rotor and how it aﬀects the wake behind the rear rotor is shown in Fig. 5.17(c)
& (d). The vortical wake shedded by the front rotor is seen to reduce the wake behind
the rear rotor compared to the single-rotor wake of Fig. 18b and thus has the potential
actually to mildly increase the rear rotor hydrodynamic eﬃciency, explaining the high
Cp seen in Fig. 5.8 (b).
5.4.3 Wake characteristics
The mean axial velocity behind the front rotor is a key factor for the performance of rear
rotor when the power is normalized by free stream velocity in front of front rotor, U∞.
The mean axial velocity data from RANS is area averaged and compared to the velocity
deﬁcit based on the Park wake model. In the RANS calculation, the area averaged axial
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(a) 0.2R, TSRU = 2.91 (b) 0.5R, TSRU = 2.91 (c) 0.9R, TSRU = 2.91
(d) 0.2R, TSRU = 3.75 (e) 0.5R, TSRU = 3.75 (f) 0.9R, TSRU = 3.75
(g) 0.2R, TSRU = 6 (h) 0.5R, TSRU = 6 (i) 0.9R, TSRU = 6
Figure 5.16: Local streamline of the rear rotor of dual-rotor (X=4D) with TSRfront = 5
and variable TSRrear (TI=1%, RANS, U is the mean axial velocity downstream a single-
rotor tip-pitched θT = 2
◦ )
mean velocity,U , is deﬁned as:
U =
∫∫
A(r)
U(x, y, z)dydz
A(r)
(5.7)
where U is the mean axial velocity, A(r) is the area of wake region at a given axial distance
(X/D) which is parallel to the rotational plane. Fig. 5.18 shows the mean axial velocity
recovery as a function of non-dimensional axial distance after a single blade-twisted tur-
bine (θT = 2
◦) which operates at TSR 5. Two turbulence intensity levels are available,
namely 1% and 15%. These two turbulent intensities are corresponding to the low and
high levels of turbulence intensity in a water tank or the ﬁeld sites of tidal turbines. The
value of k in the park model is related with turbulence intensity, and a relationship of
k=0.4TI is used in this case, which is recommended by Pena [84] and Goccmen [136].
For RANS results, the axial mean velocity grows as the axial distance increases except in
the very near wake of 1-2D, where a decrease of U is observed. However, a monotonic in-
crease of U is observed in the park model. There is better agreement between BEM-Park
model and RANS at the high turbulence level (TI=15%) than the low turbulence level(TI
=1%). At TI=15%, the normalized axial mean velocity obtained from BEM-Park Model
is about 6% higher than its RANS's counterpart. However, at TI=1%, general agreement
is observed when X/D varies 1-3, but the slope of mean axial velocity obtained from
RANS is higher than its BEM counterpart, which results in larger discrepancy as the
axial distance increases. For example, the normalized axial mean velocity,U/U∞, based
on RANS results, is only 0.54 at TI = 1%, and 0.63 at TI = 15% at X = 2D, which
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(a) single-rotor θT = 2
◦
(b) single-rotor θT = −2◦
(c) dual-rotor θT = 2
◦ with X=4D, streamline
starts from front rotor
(d) dual-rotor θT = 2
◦ with X=4D, streamline
starts from rear rotor
Figure 5.17: 3D streamlines behind single and dual-rotors at TSR 5
increases to 0.58 and 0.72 at X = 4D. However, the axial mean velocity is a relatively
high value of 0.8 U∞ at X = 4D according to Park model. If the wake axial velocity is
0.8U∞, then the potential kinematic power is 0.51 ρU3∞A. This explains why the power
coeﬃcient of rear rotor operating in a wake region is much lower than its counterpart
operating in free stream velocity condition.
The evolution of the axial mean velocity in the wake region was presented in Fig. 5.18.
For better ﬂuid visualization, velocity contours are illustrated in order to enable better
understanding of the potential in the dual-rotor conﬁguration. Figs. 5.19, 5.20, 5.21, and
5.22 present velocity contours of a single-rotor tip-pitched at θT = 2
◦, θT = −2◦ and a
dual-rotor with rotor spacing of 4D. The wake regions are slightly larger than the rotor
diameter in the radial direction. Meanwhile, a much longer low velocity region is observed
for a single-rotor tip-pitched at θT = −2◦ compared with its θT = 2◦ counterpart. This is
expected by the low hydrodynamic performance of the rotor at θT = −2◦ that also yielded
a high CT which is an indicator to a turbulent wake. For a single-rotor tip-pitched at
θT = 2
◦, whose wake shape is axisymmetric, while an non-axisymmetric wake is observed
for a single-rotor tip-pitched at θT = −2◦ and a dual-rotor with rotor spacing of 4D.
Fig.5.23 presents side view of the turbulence intensity of a single and dual-rotors
operating at TSR 5 with ambient turbulence intensity of 1%. Similarly as the side
view of velocity contour, for a single-rotor tip-pitched at θT = −2◦, the area of high
turbulence intensity is much larger than its θT = 2
◦ counterpart. For a single-rotor tip-
pitched at θT = −2◦, a high turbulence intensity region (such as TI >0.28) extends to
5D downstream after the rotor and 0.6D in radial direction, while the high turbulence
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Figure 5.18: Normalized axial mean velocity downstream of a single-rotor tip-pitched at
θT = 2
◦ ( k=0.4 TI, TSR 5 )
intensity region is mainly constrained near the hub for a single-rotor tip-pitched at θT =
2◦. For a dual-rotor with X=4D, an interesting observation is that a turbulence intensity
region is developed in front of rear rotor. Figs.5.24, 5.25 and 5.26 show the development
of turbulent kinetic energy of a single-rotor tip-pitched at θT = 2
◦, θT = −2◦ and a
dual-rotor with rotor spacing of 4D at diﬀerent downstream distances. For a single-rotor
tip-pitched at θT = 2
◦, the maximum TKE is observed near the hub in the near wake
region (such as X=1D), then it is observed near the blade tip and extends inward in
radial direction as downstream distance (X/D) increases, ﬁnally the TKE is more or
less homogeneous in the wake region at 10D downstream of rotor. A striking diﬀerent
evolution is observed for a single-rotor tip-pitched at θT = −2◦, the high TKE region
(red color) occupies the whole rotor disk area and decays along streamwise direction.
For a dual-rotor with X=4D, an non-axisymmetric TKE is observed at all downstream
distances. At the same downstream distance, the TKE level downstream of the rear rotor
is lower than that of a single-rotor tip-pitched at θT = −2◦, such as at 1D behind the rear
rotor, the TKE Level (Fig.5.26 (d) ) is lower than its θT = −2◦ 's counterpart (Fig.5.25(a)
).
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(a) single-rotor, θT = 2
◦
(b) single-rotor, θT = −2◦
(c) dual-rotor with X=4D (TSRfront = 5, TSRrear = 3.5)
Figure 5.19: Side view velocity contour of single and dual-rotors (inlet at right side)
(a) 1D (b) 3D (c) 4D
(d) 5D (e) 7D (f) 10D
Figure 5.20: Front view of the velocity contour behind single-rotor at TSR 5 (θT = 2
◦)
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(a) 1D (b) 3D (c) 4D
(d) 5D (e) 7D (f) 10D
Figure 5.21: Front view of the velocity contour behind single-rotor at TSR 5 (θT = −2◦)
(a) 1D (b) 3D (c) 4D (d) 5D
(e) 7D (f) 10D (g) 14D
Figure 5.22: Front view of the velocity contour of dual-rotor with X=4D at TSR 5 ( front
rotor, θT = 2
◦, origin is located at the axis center of front rotor )
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(a) single-rotor, θT = 2
◦
(b) single-rotor, θT = −2◦
(c) dual-rotor with X=4D (front rotor, θT = 2
◦)
Figure 5.23: Side view turbulence intensity of single and dual-rotors at TSR 5 (ambient
TI=1%)
(a) 1D (b) 3D (c) 4D
(d) 5D (e) 7D (f) 10D
Figure 5.24: Front view of the turbulence kinetic energy of single-rotor at TSR 5 (
θT = 2
◦,TI =1% RANS)
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(a) 1D (b) 3D (c) 4D
(d) 5D (e) 7D (f) 10D
Figure 5.25: Front view of the turbulence kinetic energy of single-rotor at TSR 5 (
θT = −2◦,TI =1% RANS)
(a) 1D (b) 3D (c) 4D
(d) 5D (e) 7D (f) 10D
Figure 5.26: Front view of the turbulence kinetic energy of dual-rotor with X=4D at TSR
5 ( front rotor, θT = 2
◦), origin is located at the axis center of front rotor, TI =1% RANS
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5.5 Analytical estimate of the additional power from
the rear rotor
The previous section showed gains of 10% to 20% in power by operating the rear rotor
when the BEM-Park model was adopted. To show this is of no coincidence of that
particular turbine, an analytic estimate is given assuming the front rotor is optimally
pitched while the rear rotor works entirely in post-stall conditions.
The relationship between inﬂow angle and axial and tangential induction factors(a
and a′) is deﬁned as (Fig. 3.1b):
tanφ =
U∞(1− a)
ωr(1 + a′)
=
1− a
TSR(1 + a′)x
(5.8)
Where x = r/R. At high TSR >> 1, we can assume that φ << 1 rad and a′ << 1
[42, 137], thus
φ =
1− a
TSRx
=
φT
x
(5.9)
Where the subscript T denotes blade tip condition. Linear aerodynamics is assumed,
i.e. CL = CLαα and the proﬁle drag coeﬃcient CD0 is assumed to be independent of
AOA. Then the maximum CP by the BEM model and when neglecting tip edge eﬀects ;
CP,opt = 0.5(TSR)
3σφTCLα(φT − θT )− 0.25σCD0(TSR)3 (5.10)
,where σ is the solidity of the rotor; σ = Bcgr/(piR). B is the number of the blades
and cgr is the blade mean geometric chord length. In deriving Eq. 5.10 it was assumed
there is no or little variation in the CLα and CD0D along the blade's span.
One can also show that for an optimal blade, its geometric twist follows θ = θT/x,
where by the BEM model [123] ;
θT =
2
3TSRopt
(1− 8
3TSRoptCLασ
) (5.11)
and
φT =
2
3TSRopt
(5.12)
Substituting Eqs 5.12 & 5.11 into Eq 5.10 and taking CD0 = 0 will yield the Betz limit,
CP,opt = 16/27. We shall assume that the front rotor has been optimized and performs
as is predicted by Eq 5.10. Taking CD0 = 0.02 , σ = 0.1 and TSR = 4, yields -0.032 for
the second (viscous) term on the RHS of Eq5.10 and thus that term will be neglected.
On the other hand, the rear rotor blade is placed at the wrong pitch angle towards
the ﬂow and it is assumed that blades have totally stalled. A simplistic stall model is
used for the proﬁle hydrodynamics; CL = CL,max and CD = CD,max for |α| > αstall. This
yields after some manipulations and assuming TSR >> 1 [123];
CP,stall =
(TSR)2σCL,max
6
− 8f(Y )
(TSR)4σ2C2L,max
− σCD,max(TSR)
3
4
(5.13)
where
f(Y ) =
Y 7
7
− 2Y
5
5
+
Y 3
3
− 8
105
and Y =
√
1− 0.5σCL,max(TSR)2 (5.14)
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Obviously this model holds as long as Y is a real number. Taking typical values of
CL,max = 1, CD,max = 0.1, σ = 0.1, TSR = 4, yields the values of 0.27, 0.17 and -0.16 for
the 1st, 2nd and 3rd terms on the RHS of Eq 5.13 respectively. Here, only the 1st term
will be accounted.
The CP of the rear rotor will be taken as of Eq 5.13 , but it is to be normalised
according to the Eq. 5.3. Neglecting viscous eﬀect for the front rotor yields CT ≈ 8/9
and assuming CLα(φT − θT ) = CL,max for the front rotor leads to;
Prear
Pfront
= (0.07, 0.12) for X = (2, 4)D (5.15)
This is at lower end of the power gain estimates given in the section 5.4, where higher
gains of up to 20% were recorded. This is because only part of the rear rotor operated in
post-stall conditions, achieving high hydrodynamic eﬃciency towards the tip of the blade
as in Fig. 5.9b.
5.6 Conclusion
A generic three-blades turbine was analysed, where it has a symmetric blade proﬁles,
namely the NACA0012 and NACA0018. It is assumed the turbine was subject to a
rotational speed control but not pitch and yaw controls. Such turbine is advantageous
for a rectilinear tidal current of reversing directions. Two numerical methods were used for
modelling, namely the BEM-Park model and CFD with RANS-based turbulence model
k-ω SST. Power and thrust coeﬃcients, mean axial velocities in the wake region were
analysed using both methods, while the CFD results provided more details, such as
velocity contours, TKE contours, and streamlines.
For a single-rotor, there was good agreement for Cp between BEM and CFD results,
except when the rotor operated at hight TSR or turbulent wake state with negative
pitched angle. For a dual-rotor, larger discrepancies were observed compared with single-
rotor cases. The Cp of rear rotor obtained from BEM-Park model was higher than its
CFD RANS counterpart. A gain of up to 20% in the overall CP was recorded as relative
to the CP of just the front rotor, bringing the overall CP to about 0.55 as long as the rear
rotor operated at the optimum TSR as the front rotor. This is despite a signiﬁcant part of
the rear rotor towards the hub operated in post-stall conditions. The ambient TI is a key
parameter for the CP of rear rotor. A higher TI provided a higher Cp of rear rotor. This
was the result of a faster recovery of velocity in the wake at higher TI. The eﬀect of rotor
spacing on the CP of rear rotor was also analysed. For a rear rotor operated at TSR of
4-6 in the wake region, a slight rise of CP was observed as the rotor spacing increased. A
higher TSR had a negative eﬀect on Cp of a dual-rotor. However, there was a monotonic
increase of CT as the rotor spacing increasing. A general analytical model based on the
assumption of the front rotor working in optimal conditions while the rear rotor was fully
in post-stall conditions gave an estimate of about 10% power gain from the rear rotor.
This was viewed as the lower range of the power gain range due to the assumption of
a fully-stalled rear rotor. The current investigation incorporated a symmetric proﬁle as
NACA0012 as comprise between the demands of the forward facing rotor and backwards
facing one. As in the case of the vertical axis turbine further improvement can be sought
by incorporating a symmetric proﬁle with stall delay as of the CIRCLE-based that can
particularly enhance blade hydrodynamic performance in a situation that is a comprise
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between the two rotors and is not optimal for each of them. The current analysis did not
account for eﬀects from free surface waves and the BEM-Park model neglected swirl and
radial non-uniformity in the wake between the two rotors. These eﬀects can be further
studied by improving the Park model for the rapid tool of the BEM approach. The time
accurate URANS and LES simulation can also be used to improve the accuracy of the
steady RANS that is approximation due to the assumption of moving reference frame for
rotors, particularly for the rear rotor. Nevertheless, this research has pointed to the good
potential power gain in operating a dual-rotor HAMCT that maximises the power from
the rectilinear tidal current both directions without pitch or yaw control.
70
Chapter 6
Free surface wave eﬀect on the
performance of a HAMCT
6.1 Introduction
Although most of the HAMCT technology can be transferred from wind turbine, the
existence of free surface pose a unique challenge for the HAMCT. The free surface wave
adds transient periodic inlet velocity seen by the rotor. Meanwhile, its velocity is greatest
at free surface, and decreases along the gravity direction. This mean there is greater
potential kinetic energy near the free surface compared a location far from the free surface.
However, the variation of velocity in the vertical direction introduces a sheared velocity
proﬁle, which increases the unsteadiness. Thus, the distance between the blade tip and
mean free surface (tip clearance distance) is a key parameter for the performance and
fatigue of a HAMCT.
The purpose of this study is to present an investigation of the eﬀect of wave types, tip
clearance distance, the free surface wave's amplitude and frequency on the loading and
performance of a HAMCT. This investigation is part of a project aimed at investigating
the viability of HAMCTs to provide energy to Indian remote islands. These turbines
should show robustness, steady performance and minimum maintenance requirements.
Flow unsteadiness caused by surface waves can adversely aﬀect such turbines. For the
study presented in this Chapter, we use the unsteady BEM approach as it is a rapid
numerical solver enabling us to examine a wide range of wave variables at a low com-
putational cost. It has already been demonstrated that such approach can reasonably
predict well the turbine's time response to free surface waves [13, 36, 37]. More compre-
hensive method of CFD RANS has also been used as a complement. A simple sine wave
is implemented by a User Deﬁned Function (UDF). A detailed presentation of the BEM
and CFD methods as given in Chapter 3, here a brief summary of our unsteady BEM
and CFD approach are presented next, followed by results and analysis.
6.2 Numerical Methods
6.2.1 Turbine proﬁle
For this study we chose to use the three-blades small scale model of Luznik [14] as the
HAMCT. This is because Luznik conduced an experimental study of a HAMCT subjected
to free surface waves. Meanwhile, our group already has good experience in studying its
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blade proﬁle E387 [138], and the BEM method requires good knowledge of the proﬁle's
lift and drag coeﬃcients variation with the angle of attack. The turbine's diameter is 0.46
m and its hub was placed 0.782m beneath the undistributed water surface in a towing
tank of 1.6 m depth.
6.2.2 Unsteady BEM method
We assume a submerged horizontal axis marine turbine (HAMCT) subject to a steady
free stream speed U∞, and the inﬂuence of gravity waves acting on the water surface,
which we call free surface, see Fig.6.1(a). The free surface waves are modelled as Stokes
waves, i.e. second order in amplitude, and their ﬂow induced velocities are superimposed
over the free stream speed U∞. This leads to the ﬂow instantaneous velocity vector;
u = [U∞ + ur(z, t)]xˆ+ wr(z, t)zˆ (6.1)
Figure 6.1: Schematic description of (a) the horizontal axis marine turbine conﬁguration
and (b) its rotor
In the Eq.6.1, xˆ and zˆ are unit velocity vectors in axial and vertical direction, while ur
and wr are the axial and vertical Stokes wave velocities [74] at the location of the HAMCT,
which we take as the instantaneous location of the blade's element while previous studies
using the steady BEM used the location of the hub as the point to calculate ur and
wr [37]. The explicit expressions of ur and wr are as follows [139]:
ur =
Hgk
2(ω − kU∞)
cosh[k(z + h)]
cosh(kh)
cos(θ) +
3H2(ω − kU∞)k
16
cosh[2k(z + h)]
sinh(kh)4
cos(2θ) (6.2)
wr =
Hgk
2(ω − kU∞)
sinh[k(z + h)]
cosh(kh)
sin(θ) +
3H2(ω − kU∞)k
16
sinh [2k(z + h)]
sinh(kh)4
sin(2θ) (6.3)
and
θ = kx− ωt (6.4)
where x is the axial coordinate, z is the vertical coordinate with origin located at the
mean free surface level, h is the water depth, k is the wave number, H is the wave height,
ω is the wave frequency, g is the gravity acceleration, and θ is the wave phase. Basically
Stokes wave is a high order non-linear wave and we take the terms up to second order
of kA , where A is the wave amplitude. A full mathematical description of Stokes waves
is given in [74]. It is assumed that the wave length is long enough to neglect its axial
variation along the control volume of the momentum calculation of the HAMCT at that
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instant of time, which corresponds to the requirement of kA < 1. The wave frequency ω
is related to its wave number k through the following dispersion relation [74];
(ω − kU∞)2 = gk tanh (kh) (6.5)
One should note that Eq. 6.5 accounts for the Doppler eﬀect and thus there can
be two positive roots of k for a given positive ω, which corresponds to a downstream
propagating wave. Our interest lays in the longer wave (low k) as we expect the wave's
velocities to decay as exp(−|k|z) and thus the lower k is, the greater the eﬀect of the
wave is at deeper depths.
The loadings and power produced by the turbine are calculated using the unsteady
BEM approach. In this section, we only give a brief summary of our approach. The
interested reader can ﬁnd more details on the various aspects of the steady and unsteady
BEM methods in Chapter 3. The axial and tangential velocities seen by a radial element
of the blade can be written as:
vrel = [U∞(1− a) + ur(z, t)]x̂+ [Ωr(1 + a′) + wr(z, t)cos(ψ)]ψ̂ (6.6)
where
dψ/dt = Ω (6.7)
and ψ is the azimuthal angle, see Fig. 1b, a(r, ψ) and a′(r, ψ) are the axial and tangential
velocity induction factors to be calculated by the BEM method. This is done by cal-
culating the axial force and torque acting on each radial element of the blade using the
momentum theory and the known hydrodynamics of the blade's proﬁle. Both approaches
must yield the same result and thus the two expressions for the axial force are required
to yield the same value and the same holds for the torque expressions. This yields two
non-linear equations for a and a′ that typically are solved by a linear iterative solver.
Please note that while for the steady BEM approach where uniform axial velocity is as-
sumed, a and a′ are taken as dependent only r and assumed to be identical for all the
blades, in our case they can diﬀer from blade to blade and they also depend on time as
the azimuthal angle (ψ) varies with time.
At a high axial induction factor of a > 0.4, the wake behind the rotor becomes highly
turbulent and thus the momentum expression for the axial force is no longer appropriate.
It is replaced by Glauert's correction [7] in our calculation. Tip and hub losses are
calculated using Prandtl's or Goldstein's loss factors. The variation of the blade's proﬁle
lift and drag coeﬃcients with the angle of attack can be obtained from experimental
data, free software as Xfoil and JavaFoil and CFD computations. Post-stall variation of
the blade's proﬁle lift and drag coeﬃcients with the angle of attack are calculated using
Viterna and Janetzke's empirical expressions [103].
The unsteadiness in the ﬂow caused by ur and wr will cause unsteadiness in the blade's
hydrodynamics and in the wake. The TUDK dynamic wake model is used to account for
the wake's unsteadiness [7]. It is a relative simple engineering model that accounts for
the time-delay of the turbine in reacting to the unsteadiness in the ﬂow and is added as
a correction after the steady BEM calculation. The unsteadiness in the blade proﬁle's
hydrodynamics is accounted using Theodorsen's theory for attached ﬂow over an aerofoil
and 0ye's dynamic stall model for when the ﬂow becomes detached [140].
Small scale turbine blade's hydrodynamics like this one are sensitive to the Reynolds
number more than their full scale counterparts. In this study we took the hydrodynamics
of the blade of as of Rec = 10
5 for r < 0.7R and its tip as of 2× 105 with linear variation
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between them. As the TSR increases and the incoming velocity stays constant as in [14]
the proﬁle Reynolds number changes and thus re-distributing the hydro/aerodynamic
data along the blade should improve the BEM accuracy for high TSR, but as noted
above that level of TSR is not of strong operational interest.
6.2.3 CFD method
The computational domain ( Fig. 6.2a ) is subdivided into two sub-domains, one is
stationary domain and another is rotational domain, which is implemented by a sliding
mesh. The width of the computational domain is 6D, the depth is the same as water
depth (1.6m), and the stream-wise length is 3L with 1L upstream of the rotor centre. A
hybrid mesh (Fig.6.2b) is used to allow more ﬂexibility of the computational domain. The
inlet Boundary condition is speciﬁed as user deﬁned velocity (Eq.6.1) by a user deﬁned
function (UDF), the outlet BC is speciﬁed as pressure outlet, and the symmetrical BC is
used for the top, bottom, and lateral sides. The k − ω SST model is used for turbulence
modeling and a time step size of 0.001s is implemented. The recommended time step
size is no more than 1 degree per time step [141]. Also, the time step size should meet
the CourantFriedrichsLewy (CFL) condition for numerical stability requirement. The
recommended CFL values are below 5 and 10 for explicit and implicit respectively [10].
All numerical simulation is conducted by ANSYS Fluent running on Apocrita cluster at
QMUL.
(a) Computational domain
(b) Sectional view of the mesh at rotor cen-
ter
Figure 6.2: Computational domain and mesh
6.3 Results and discussion
6.3.1 Validation
In this section, the steady and unsteady BEM code are used to get the performance and
loading on a HAMCT and compare BEM results with baseline experimental results from
Luznik [14]. The purpose of this section is to estimate the accuracy of performance and
thrust based on BEM methods. Fig 6.3 (a) shows the BEM result of the variation of
the power coeﬃcient Cp with the tip speed ratio for the case with no surface waves. A
very good agreement is revealed between the BEM results and the reported experimental
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(a) (b)
Figure 6.3: (a) The tip speed ratio variation of the time-averaged coeﬃcient of power
with no surface waves and (b) the time variation of the instantaneous coeﬃcient of power
for TSR=5.5, experimental data is from [13], BEM results
results [14], except for TSR > 8 which is of low importance as the CP already declines
to levels of no practical use.
The time variation of CP when TSR=5.5 and with a small surface wave of an ampli-
tude of 0.04 m and a time period of 1.78 s is shown in Fig 6.3 (b). The time oscillations
of the CP are very periodic (except at t=0 that is aﬀected by the numerical initial condi-
tion) and correspond to the surface wave frequency. Again an excellent agreement with
the experimental results is revealed. The peaks and troughs of CP are in phase with the
peaks and troughs of the surface wave. This can be explained by looking at the Stokes
velocity potential [74]:
φ = µ1A cosh[k(z + h)]sin(θ) + µ2A
2 cosh[k(z + h)] sin(2θ) + ... (6.8)
where the surface wave elevation is:
η = A cos(θ) + µ2A
2 cos(2zθ) + ... (6.9)
and
(ur, wr) = ∇φ (6.10)
where µ1 and µ2 are positive expressions containing k, g, ω and U∞. Thus ur is in phase
with η and it increases the axial velocity as seen by the turbine peaks, while one should
note that Cp is deﬁned as P/(0.5ρU
3
∞piR
3) and thus it can go above the Betz limit as ur
is added to U∞ by the Eq.(6.1). A similar process was noted by [13, 14] but they more
emphasized on wr becoming zero at the peaks and troughs of CP while we found this
process to be more aﬀected by ur.
6.3.2 Parametric Study
In this section, the eﬀects of wave types, wave amplitude, wave frequency, tip clearance
distance are analyzed using BEM and CFD.
The ﬁrst parameter is wave type. The sine wave is added at inlet by a UDF. Thus,
the sine wave velocity is deﬁned as:
ur = Asin(ωt) (6.11)
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Figure 6.4: Cp versus instantaneous wave phase at TSR 5.5, CFD results (experimental
result is from [14])
In the above equation, the amplitude and angular frequency of sine wave are the same as
their counterparts of second Stokes wave used by Luznik [14].
Fig. 6.4 compares the impacts of a sine and second Stokes wave on the CP of a
HAMCT. The CFD CP of a HAMCT subjected to sine wave is higher than its counterpart
inﬂuenced by second Stokes wave during wave crest. This is in contrast to the good
agreement between the experiment and unsteady BEM in the Fig.6.3b. Hence, despite the
CFD having the potential of being more accurate than the unsteady BEM, the unsteady
BEM provided more accurate results in this case. One reason is that the unsteady
BEM could better for the induced velocity by the wave as seen in the Eq.6.1 than the
simple approximation of the UDF inﬂow condition in the Eq. 6.11. It points to the
need of 2nd Stokes wave by the UDF and two-phase simulation in the future. Fig.6.5
presents the horizontal and front views of the velocity contour of the HAMCT subjected
to a combination of a sine wave and tidal current at TSR 5.5. An asymmetric velocity
contour is formed in the wake region. Meanwhile, High velocity is observed near blade
tips due to the rotation of blades. The wake velocity contours are presented in Fig.6.6.
Unlike the axisymmetric contour of a HAMCT operating in a steady tidal current without
free surface and seabed blockage that was studied in Ch4, the wake velocity is non-
axisymmetric due to the wave and tidal current interaction.
For the rest of the chapter, we focus on the BEM results. The next parameter is the
wave amplitude. Increasing the wave amplitude from 4 cm to 15 cm causes a signiﬁcant
increase in the amplitude of the ﬂuctuations and a shift upwards in the time-averaged
CP as seen in Fig. 6.7b. Reducing the TSR from 5.5 to 4 while keeping the surface wave
frequency the same causes a steepening of the time oscillations of CP which is a hallmark
of a non-linear interaction as seen in Fig.6.7a. This occurs because in a non-linear wave,
the phase speed (ω/k) also depends on the instantaneous value of the property, e.g. CP
in Fig.6.7 and CT in Fig.6.8, making the crest moving faster than the trough. Hence,
the steepening occurs. It is also related to the fact that there is more than on dominant
frequency as later discussed for the power spectra in Fig.6.11.
This is better seen in the time variation of the coeﬃcient of thrust (drag) CT presented
in Figs. 6.8. A clear steepening is seen at TSR=4 and A=0.15 cm. CT time averaged value
is also reduced, while is less aﬀected in TSR=5.5. The instantaneous radial distribution of
d(Cp)/d(r/R) and (CT)/d(r/R) are shown in Figs 6.9 and 6.10 as expected the maximum
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(a) (b)
Figure 6.5: Velocity contours on the horizontal plane (a) and rotational plane (b) at
t=13.328s (sine wave, TSR 5.5, CFD results)
Figure 6.6: Velocity contours in the wake region at 1D, 3D, 5D,7D and 9D (sine
wave,t=13.328s, TSR 5.5, CFD results)
occurs near the blade tip, before the tip loss factors reduce the load towards the tip. The
diﬀerence between the crest (t=T/4) and trough (t=T/2) is higher for A=0.15 cm than
A=0.04 cm in both cases of TSR and as expected. However, the distribution of TSR=4
at A=0.15 m less declines towards the hub than in TSR=5.5. The radial distribution of
the thrust coeﬃcient shows a similar behavior where TSR=4 shows a higher diﬀerence
between the crest (t=T/4) and trough (t=T/2) as compared to TSR=5.5.
Finally, the power spectra of the coeﬃcient of thrust are shown in Figs 6.11 for TSR
=4 and 5.5. The power spectra is taken as the modulus of the complex discrete function
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(a) TSR = 4 (b) y = TSR = 5.5
Figure 6.7: Time variation of the power coeﬃcient,BEM results
(a) TSR=4 (b) TSR 5.5
Figure 6.8: Time variation of the thrust coeﬃcient, BEM results
(a) TSR = 4 (b) TSR = 5.5
Figure 6.9: Spanwise distribution of the power coeﬃcient, BEM results
CˆT (ωi), i.e. ||CˆT (ωi)|| [142]:
CT (t) =
i=N/2∑
i=−N/2
CˆT (ωi)e
jωit, and ωi =
2pi · i
T
(6.12)
where j =
√−1, T is the time period of the sampling and N/2 is the number of points
in the sampling. Since CT (t) is a real function:
CˆT (ωi) = conjugate[CˆT (−ωi)] (6.13)
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(a) TSR = 4 (b) TSR = 5.5
Figure 6.10: Spanwise distribution of the power coeﬃcient,BEM results
(a) TSR = 4 (b) TSR = 5.5
Figure 6.11: Power spectra of thrust coeﬃcient, BEM results
Here, what is seen in Fig.6.12 is twice of the modulus of ˆCT (ωi) to account for the negative
(opposite phase) frequency. Power spectra are notoriously noisy due to any mild non-
periodicity, although windowing was used [142]. Nevertheless the surface wave frequency
is clearly evident in both cases of TSRs and is noted on the ﬁgures. The ﬁrst harmonic
is also evident for A = 0.15cm and much clearer for TSR = 4 than for TSR = 5.5,
pointing again towards non-linear interaction for low TSRs. The ﬁrst harmonic can be
related to the second term in Eq.6.8. Its signiﬁcant increase with the increase in A shows
the non-linear eﬀect in the generation of CT , where the increase in A to 15cm causes a
relative larger increase in the ﬁrst harmonic as compared to the use of A = 4cm than on
the fundamental frequency. The stronger increase in the non-linearity for TSR = 4 than
for TSR = 5 corresponds to the non-linearity of the wave steepening seen in Figs.6.7 and
6.8.
Figure 6.12 (a) presents the eﬀect of wave frequency on the CP of a rotor operating at
TSR 4, where Ω is the turbine angular velocity and ω is the wave angular velocity. For
example, at ω/Ω = 0.34, the turbine rotational period is 0.60s, while the wave period is
1.78s, which is the wave period used in reference [14]. A higher amplitude of ﬂuctuation is
observed when the ω/Ω value slumps from 1 to 0.34. For example, a high 30% amplitude
of ﬂuctuation of CP is recorded when the rotor operates at ω/Ω = 0.34 (solid line). When
the rotor and wave are in phase (ω/Ω = 1, dot-dash line), the amplitude of ﬂuctuation
of CP is only as low as 2.5%. This trend is consistent with the research work done by
Tatum et al [143] who compared the CP and CT of a rotor subjected to modiﬁed linear
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airy wave with two diﬀerent wave frequencies. For the eﬀect of wave frequency on the
CT of a HAMCT, a similar trend is observed at diﬀerent wave frequencies as seen in
Fig.6.12 (b). However, the circle averaged values of CP and Ct are not aﬀected by the
wave frequency. In conclusion, for a rotor operating at the optimal TSR, a longer wave
period has a stronger ﬂuctuations on CP and CT , which have an adverse eﬀect on power
production and blade fatigue life.
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Figure 6.12: Power and thrust coeﬃcients at diﬀerent wave frequencies, TSR=4, BEM
results
The tip clearance is referred as the distance between the blade tip and the mean free
surface level. The vertical velocity of a wave is variable in the gravity direction, thus
the tip clearance aﬀects the velocity seen by the rotor. Meanwhile, there is a strong
interaction between the blade and wave when the rotor blade is close to the free surface.
Thus, the blade tip clearance is a key parameter for the deployment of a HAMCT.
Noruzi [15] studied the eﬀect of installation depth on a HAMCT subjected to linear
wave using BEM and CFD and concluded that the performance is signiﬁcantly aﬀected
when the installation depth is below 20 % of water depth. However, a 120◦ computa-
tional domain and an axisymmetric assumption were used by the author, which are not
appropriately because the axisymmetric assumption is not valid as the wave velocity is a
function of z and non-axisymmetric. A recent experimental work was done by Katsutoshi
et al. [79], who tested a scale model of kite-like turbine in a circulating water channel with
linear wave generator [79]. The turbine was placed at diﬀerent depth below the mean
water level to analysis the wave impact on mooring line tension. The results showed that
thrust of turbine is inﬂuenced by wave when the nacelle depth is half wave length, but
not the case when the nacelle depth is slightly greater than the wavelength.
Figure 6.13 represents the vertical distribution of the normalized axial and vertical
wave velocity. The vertical distance is normalized by the water depth, h, while the wave
velocity proﬁles are normalized by the mean current velocity, U∞, which is 0.6 m/s in this
case. Horizontal lines are the levels of blade tips in the vertical direction. The maximum
horizontal and vertical wave velocities are located at the mean free surface level. Both
horizontal and vertical velocities decrease steadily in the gravity direction. The eﬀect of
blade tip clearance on the CP and CT is presented in Figures 6.14 (a) and (b). As the
blade tip clearance declines, the amplitude of ﬂuctuation of both CP and CT increases.
The Cp varies from 0.27-0.56 when the rotor is placed near the free surface with a blade
tip clearance of 0.1h, which is represented as a cross point. When the rotor is located in
a position with a large tip clearance such as 0.5h, a smaller ﬂuctuation of CP is observed,
which varies from 0.33 to 0.51. When the blade tip clearance is 0.1h, the ﬂuctuation range
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of CT is 0.63-0.87. Its range narrows down to 0.68-0.84 when the blade tip clearance is
down to 0.5h. Although a much stronger ﬂuctuation of thrust as the reduction of tip
clearance, the maximum CT value is still below 1, which is a tipping point of turbulent
wake. The amplitude of ﬂuctuation of CT is closely related to the structural vibration of
a HAMCT. Generally, a higher amplitude of ﬂuctuation of blade loading is more likely to
accelerate the structural fatigue, although the cyclic averaged value deviates little from
the steady case.
Figure 6.13: Normalized axial and vertical wave velocity proﬁles as relative to mean
current velocity (0.6 m/s) [15]
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Figure 6.14: Power and thrust coeﬃcients at diﬀerent normalized tip clearance distance,
TSR=4
6.4 Summary
Hydrodynamic calculations based on the unsteady BEM method and CFD have been
pursued to assess the eﬀect of free surface waves on marine current turbines (HAMCTs).
Very good agreement between the BEM calculations and experimental results of a small
scale HAMCT were found both for the time averaged and time varying coeﬃcient of
power with a small amplitude surface wave. A method was tested to reduce the com-
putational cost using CFD by developing one-phase unsteady RANS coupled with an
inﬂow velocity condition mimicking the eﬀect of the free surface induced axial velocity.
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Although it produced a behaviour of the CP similar to that recorded by the available
experimental results and the unsteady BEM. It over predicted the CP value, pointing
to need to have more accurate CFD modelling using for example two-phase (water and
air). Unlike previous BEM studies, the unsteady BEM approach also accounted for the
induced vertical wave velocity.
It was shown that large waves, but still long in sense of kA < 1 can aﬀect in diﬀerent
ways the turbine performance by changing its time averaged coeﬃcients of thrust and
power while introducing non-linear behaviour in the time variations of those coeﬃcients,
particularly for low TSR. It also exhibited in a noticeable ﬁrst harmonic of the surface
wave aﬀecting the turbine time-response. Higher blade loading was found near the tip as
expected, but with larger time variation (i.e. blade location) as the wave amplitude was
increased. This can have an eﬀect on the blade's vibration. Eﬀects of frequency ratio
between the wave and turbine was also studied as well as the blade's tip clearance from
the free surface.
In the future, a more detailed CFD study using two-phase ﬂow RANS approach can
be carried out. It will better account for turbulence eﬀect and any risk of cavitation.
However, current results indicate that for this HAMCT the risk of turbulent wake is low
because CT has value below 1. As for cavitation, ΩR for turbine's time period of 0.6s is
2.4 m/s or the dynamic pressure of 0.5ρ(ΩR)2 = 2880Pa, which is low as compared to
atmospheric pressure if we assume the blade tip is very close to the free surface. Hence,
cavitation is of low risk for this HAMCT.
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Chapter 7
Conclusions and further reseach
7.1 Summary and conclusions
This project has sought paths of hydrodynamic improvement for a common three blade
horizontal axis marine current turbine, three paths were studied:
1. Replacing the blade proﬁle with a redesigned proﬁle using the CIRCLE method.
The latter calls for a continuous curvature of the blade surface. Both steady BEM
and CFD-RANS were used to estimate the HAMCT. Both methods showed that the
A7 mildly outperform the E387 turbine at low TSRs for that particular geometric
conﬁgurations. Hence, the A7 mildly increased the operational range of the original
turbine. Further optimization was pursued by varying the blade's chord length and
pitch angle using the Burton's and implicit models derived from the momentum
theory. BEM calculations showed increase of 13% in the CP,max of both the E387
and A7 turbine due this optimisation procedure.
2. The second part of the study is to design a dual-rotor MCT without yaw and
pitch controls, which operates in a rectilinear (direction-reversing) tidal current
environment. The studied dual rotor conﬁgurations, had each rotor conﬁgured to
face the free stream from its side, i.e. left rotor conﬁgured to face the stream coming
from left by correctly placing the pitch angle and vice versa the right rotor. The
BEM-Park model was proposed to predict the total power performance and thrust
loading of such a dual-rotor MCT. Since the Park wake model is quite simpliﬁed
and not accounting for swirl, CFD-RANS was used to assess it. It was found that
turbulence and swirl may stay inside the wake between the rotors depending on
the state of the front rotor. It was found that the dual rotor conﬁguration can
reach a combined CP of up to 0.55 when the blade proﬁle Reynold's number is 1M.
This corresponded to a middle size turbine of about 3.5m diameter. Analytical
derivation based on the BEM approach showed that an increase of about 10% can
achieved for CP when both rotors operate at the same TSR. However, analytical
model assumed a simplistic post-stall aerodynamic proﬁle model of constant CL
and CD in post stall conditions.
3. The ﬁnal case is the eﬀect of free surface waves on the hydrodynamic performance
of a single rotor HAMCT. The unsteady BEM method of dynamic wake coupled
with non-linear Stokes surface wave theory was used as the main tool. Excellent
agreement was achieved with literature-base experimental results for a HAMCT
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subject to a small wave. Good agreement was also achieved with CFD-RANS of a
single phase, where the free surface wave eﬀect was modelled using the analytical
expressions for the wave induced horizontal velocity as inﬂow condition. The latter
was put through a user deﬁned function in the ANSYS software. The agreement
pointed to the option of HAMCT subject to free surface wave using a single phase
approximation. But it also showed the robustness of the unsteady BEM-free surface
wave theory approach. Hence, the unsteady BEM-free surface wave theory approach
was used to further investigate the eﬀect of large amplitude wave. For the ﬁrst
time, a non-linear time response in terms of power and thrust was identiﬁed. This
happened at low TSRs. Further study included analysis the eﬀect of the wave
amplitude, frequency ratio between the wave and the turbine rotor and blade tip
clearance. Blade loading and power spectra were also analyzed.
7.2 Further research
The numerical tools of this project are the steady and unsteady BEM methods, and the
CFD-RANS approach. These methods can be further improved.
The Park model for the dual-rotor case is rather simplistic, new calibration is indicated
based on the evolution of the mean axial velocity in the wake region obtained from the
CFD-RANS. This requires further computations in order to yield better estimates of the
new calibration of constants in the Park model. Such calculations can include swirl in
the wake between the rotors to be coupled into the BEM approach as was done for aero
coaxial rotors [144]. The unsteady BEM can be introduced instead of the steady BEM
for the HAMCT dual rotor. Finally a CFD-BEM can replace the BEM-Park approach
to account for the pillar eﬀect.
The free surface wave eﬀect can be further studied using a two-phase CFD approach.
However, this will require signiﬁcant computational resources to calculate a signiﬁcantly
large computational domain that includes at least three wave lengths in axial direction
and both air and water in vertical direction.
The CFD-BEM approach can be used to reduce the computational cost, but this will
have to be validated against a large scale simulation based on LES or DES. Such approach
again will be able to account for the eﬀect of the pillar. Such eﬀect may be incorporated
into the unsteady BEM using a wake model similar to Park's if the rotor is downstream
facing (as relative to the pillar). Finally, one may wish to investigate other HAMCTs
conﬁguration composed of two or four blades rotor and a farm of HAMCTs.
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