We extend the family of classical Schur algebras in type A, which determine the polynomial representation theory of general linear groups over an infinite field, to a larger family, the rational Schur algebras, which determine the rational representation theory of general linear groups over an infinite field. This makes it possible to study the rational representation theory of such general linear groups directly through finite dimensional algebras. We show that rational Schur algebras are quasihereditary over any field, and thus have finite global dimension.
Introduction
A theme of contemporary representation theory is to approach representations of infinite groups (e.g. algebraic groups) and related algebraic structures through finite-dimensional algebras. For instance, the polynomial representation theory of general linear groups over an infinite field has been profitably studied from this viewpoint, through the Schur algebras. In that particular case, the efforts of various researchers culminated in [E, Theorem 2.4] , which showed that the problem of computing decomposition numbers for such general linear groups is equivalent to the same problem for symmetric groups. (Half of that equivalence was known much earlier; see [Jam, Theorem 3.4] .)
The aim of this paper is to extend the classical Schur algebras S K (n, r) to a larger family S K (n; r, s) of finite-dimensional algebras, enjoying many similar properties as the Schur algebras, which can be used to directly approach all the rational representations (in the defining characteristic) of the general linear groups over an infinite field, in the same way that the classical Schur algebras approach the polynomial representations. This paper is organized as follows. In §1 of the paper, some general lemmas, needed later, are proved. The reader should probably skip §1 and refer back as needed. We formulate the main definitions and formalisms, along with some basic results, in § §2 and 3. These two sections may be regarded as an extension of Green's book [G2] to the more general context considered here. One new feature is the emergence of an infinite dimensional algebra S K (n) z which is useful for grading the rational representations of the general linear group GL n (K) (K an infinite field). These infinite dimensional algebras are obtained as an inverse limit of rational Schur algebras, and they may be of independent interest. Moreover, each rational Schur algebra S K (n; r, s) is a quotient of S K (n) r−s . For fixed n 2, as r, s vary over the set N of nonnegative integers, the family of S K (n; r, s)-modules is precisely the family of rational GL n (K)-modules.
In §4 we give some combinatorial descriptions of the set π = Λ + (n; r, s) of dominant weights defining each rational Schur algebra. In §5 we show that the rational Schur algebras are generalized Schur algebras, in the sense of [Do] . It follows that rational Schur algebras are always quasihereditary when taken over a field, so they have finite global dimension. In §6 we describe how to obtain cellular bases for rational Schur algebras, by a descent from an ordinary Schur algebra. In §7 we formulate a presentation of S K (n; r, s) by generators and relations (when K has characteristic zero) along the same lines as the earlier result in [DG2] for S K (n, r) .
In §8 we consider Schur-Weyl duality and describe the action of a certain algebra B (n) r,s centralizing (in characteristic zero) the action of the general linear group GL n (K) on mixed tensor space E K ⊗r ⊗ E * K ⊗s . Thus we can regard S K (n; r, s) as the centralizer algebra S K (n; r, s) = End B (n) r,s (E K ⊗r 
at least when n r + s and K has characteristic zero. The restrictions (on characteristic and n) are believed unnecessary.
1. General lemmas 1.1. Let Γ be any semigroup and K an infinite field. Denote by K Γ the K-algebra of K-valued functions on Γ, with product ff of elements f, f ∈ K Γ given by s → f (s) f (s) for s ∈ Γ. Given a representation τ : Γ → End K (V ) in a K vector space V , the coefficient space of the representation is the subspace cf Γ V of K Γ spanned by the coefficients {r ab } of the representation. The coefficients r ab ∈ K Γ are determined relative to a choice of basis v a (a ∈ I) for V by
for g ∈ Γ, b ∈ I. The envelope of the representation τ is the subalgebra of End K (V ) generated by the image of τ . As we shall show below, the notions of coefficient space and envelope, associated to a given representation τ , are dual to one another, at least when V is of finite dimension. To formulate the result, let KΓ be the semigroup algebra of Γ. Elements of KΓ are sums of the form g∈Γ a g g (a g ∈ K) with finitely many a g = 0. The group multiplication extends by linearity to KΓ. Note that KΓ is also a coalgebra, with comultiplication given on generators by x → x ⊗ x, and counit by x → 1, for x ∈ Γ. The given representation τ : Γ → End K (V ) extends by linearity to an algebra homomorphism KΓ → End K (V ); denote this extended map also by τ . Obviously the envelope [V ] Γ is simply the image τ (KΓ). In other words, the representation τ factors through its envelope: there is a commutative diagram
in which the leftmost and rightmost diagonal arrows are a surjection and injection, respectively. Taking linear duals, the above commutative diagram induces another one:
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There is a natural isomorphism of algebras (KΓ) * K Γ , given by restricting a linear K-valued map on KΓ to Γ; its inverse is given by the process of linearly extending a K-valued map on Γ to KΓ. Note that the algebra structure on (KΓ) * comes from dualizing the coalgebra structure on KΓ. Now we are ready for the aforementioned result.
again a vector space isomorphism. In that case (dim K V < ∞) the first isomorphism is an isomorphism of coalgebras and the second is an isomorphism of algebras.
Proof. We prove the first claim. Relative to the basis v a (a ∈ I) the algebra End K (V ) has basis e ab (a, b ∈ I), where e ab is the linear endomorphism of V taking v b to v a and taking all other v c , for c = b, to 0. In terms of this notation, equation (1.1.1) is equivalent with the equality
Let e ab be the basis of End K (V ) * dual to the basis e ab , so that e ab is the linear functional on End K (V ) taking the value 1 on e ab and taking the value 0 on all other e cd . Then one checks that τ * carries e ab onto r ab . This proves that cf Γ (V ) may be identified with the image of τ * . From the remarks preceding the statement of the lemma, the rest of the claims now follow immediately. Note that the coalgebra structure on [V ] Γ * is that induced by dualizing the algebra structure on [V ] Γ , and similarly, the algebra structure on (cf Γ V ) * is induced by dualizing the coalgebra structure on cf Γ V . (See the discussion following Definition 3.1 for more details on the latter point.)
Remark 1.3. The first statement of the lemma shows, in particular, that the coefficient space of a representation does not depend on a choice of basis for the representation.
We include the following lemma since we need it later and we are unaware of a reference. Lemma 1.4. (a) Suppose Γ is a group. For any finite dimensional KΓ-module V we have an isomorphism (cf Γ (V * )) opp cf Γ (V ) as coalgebras.
(b) Given a coalgebra C, let C opp be its opposite coalgebra. Then (C opp ) * (C * ) opp as algebras. That is, the linear dual of the opposite coalgebra may be identified with the opposite algebra of the linear dual.
Proof. (a) The isomorphism is given by r ab → r ab where the r ab ∈ K Γ are the coefficients of V . The r ab satisfy the equations
is a chosen basis of V . The r ab are the coefficients of V * with respect to the dual basis, satisfying r ab (g) = r ab (g −1 ) for all g ∈ Γ.
The r ab span cf Γ (V ) and satisfy
The opposite coalgebra structure is the one in which the tensors on the right hand side of the preceding equality are reversed in order. This proves part (a) of the lemma.
(b) This is easily checked and left to the reader.
2. The categories M K (n; r, s), M K (n) z 2.1. Let n 2 be an integer and K an arbitrary infinite field. Henceforth we take Γ = GL n (K), the group of nonsingular n × n matrices with entries in K. The vector space K Γ of K-valued functions on Γ is naturally a (commutative, associative) Kalgebra with product ff of elements f, f ∈ K Γ given by s → f (s) f (s) for s ∈ Γ. The group multiplication Γ × Γ → Γ and unit element 1 → Γ induce the maps
and one easily checks that both ∆, ε are K-algebra maps. There is a map (tensor products are always taken over K unless we indicate otherwise)
. This map is injective and we use it to identify K Γ ⊗ K Γ with its image in K Γ×Γ . Thus we regard K Γ ⊗ K Γ as a subspace of K Γ×Γ .
2.2. We will need certain elements of
The assumption that K is infinite ensures that the {c ij } are algebraically independent amongst themselves; similarly for the {c ij }. By elementary calculations with the definitions one verifies:
Here δ is the usual Kronecker delta: δ ij is 1 if i = j and 0 otherwise. By applying c ij to the usual expression in terms of matrix coordinates for gg −1 = 1 = g −1 g (g ∈ Γ) one verifies that
The following formal identities also hold: d = π∈S n sign(π) c 1,π(1) · · · c n,π(n) , (2.2.5) d −1 = π∈S n sign(π)c 1,π(1) · · ·c n,π(n) (2.2.6) where sign(π) is the signature of a permutation π in the symmetric group S n on n letters.
2.3. By Cramer's rule, eachc ij is expressible as a product of d −1 with a polynomial expression in the variables c ij (1 i, j n). Thus, the subalgebraÃ K (n) of K Γ generated by all c ij together with d −1 coincides with the subalgebra of K Γ generated by the all c ij and allc ij . From formulas (2.2.1) and (2.2.2) it follows that ∆Ã K (n) ⊂Ã K (n) ⊗Ã K (n); henceÃ K (n) is a bialgebra with comultiplication ∆ and counit ε. Actually,Ã K (n) is a Hopf algebra with antipode induced from the inverse map Γ → Γ; by (2.2.4) the antipode interchanges c ij andc ij . As Hopf algebras, we identifyÃ K (n) with the affine coordinate algebra K [Γ] . Let A K (n) be the subalgebra ofÃ K (n) generated by all c ij ; this is the subspace spanned by all monomials in c ij and we identify it with the algebra of polynomial functions on Γ. Clearly,Ã K (n) is the localization of A K (n) at d.
2.4. Given nonnegative integers r, s letÃ K (n; r, s) be the subspace ofÃ K (n) spanned by all products of the form i, j (c ij ) a ij i, j (c ij ) b ij such that a ij = r and b ij = s. ThenÃ K (n; r, s) is for each r, s a sub-coalgebra ofÃ K (n). (Use the fact that ∆ is an algebra homomorphism.)
Clearly,Ã K (n) = r,sÃ K (n; r, s). Because of (2.2.4) this sum is not direct; in fact, for any r, s we have for each 1 i n inclusions (2.4.1)Ã K (n; r, s) ⊂Ã K (n; r + 1, s + 1) since by (2.2.4) any f ∈Ã K (n; r, s) satisfies f = f k c ikcki and f = f kc ik c ki , and the right hand side of each equality is a sum of members ofÃ K (n; r + 1, s + 1).
2.5. Let I(n, r) denote the set of all multi-indices (i 1 , . . . , i r ) such that each i a lies within the interval [1, n], for a = 1, . . . , r. Set I(n; r, s) = I(n, r) × I(n, s). Given a pair (I, J) of elements of I(n; r, s), say I = ((i 1 , . . . , i r ), (i 1 , . . . , i s )), J = ((j 1 , . . . , j r ), (j 1 , . . . , j s )), we write (2.5.1)
which is an element ofÃ K (n; r, s). In fact, the set of all such elements c I,J spans A K (n; , r, s) as (I, J) vary over I(n; r, s) × I(n; r, s). When working with this spanning set, one must take the following equality rule into account:
Here S r × S s acts on the right on I(n; r, s) = I(n, r) × I(n, s) by
The equality rule above states that the symbols c I,J are constant on S r × S s -orbits for the above action of S r × S s on I(n; r, s) × I(n; r, s). Even after taking this equality rule into account, the spanning set described above is not a basis ofÃ K (n; r, s), since the set is not linearly independent. One could obtain a basis of "bideterminants" forÃ K (n; r, s), by dualizing the procedure in §6.
2.6. Bidegree and degree. We let M K (n; r, s) denote the category of finite dimensional KΓ-modules V whose coefficient space cf Γ (V ) (see 1.1) lies iñ A K (n; r, s). (The morphisms between two objects V, V in M K (n; r, s) are homomorphisms of KΓ-modules.) Objects in M K (n; r, s) afford rational representations of the algebraic group Γ = GL n (K). In fact, the rational representations of Γ are precisely the KΓ-modules V for which cf Γ (V ) is contained inÃ K (n). We call objects of M K (n; r, s) rational representations of Γ of bidegree (r, s). Note, however, that the bidegree of a rational representation is not well defined, since if V is an object of M K (n; r, s), then V is also an object of M K (n; r + 1, s + 1). But it is easy to see that every finite dimensional rational KΓ-module has a unique minimal bidegree; this is the bidegree (r, s) such that V belongs to M K (n; r, s), but V does not belong to M K (n; r − 1, s − 1).
Given an integer z
and each summand in this decomposition is a sub-coalgebra ofÃ K (n). A finite dimensional rational KΓ-module is said to be of rational degree z ∈ Z if its coefficient space lies inÃ K (n) z . Note that if V is a homogeneous polynomial module of degree r, then its rational degree is also r. Thus the notion of degree just defined for rational modules extends the corresponding notion as usually defined for polynomial representations.
If V is infinite dimensional such that V is a union of finite dimensional rational submodules each of degree z, then we say that V has degree z.
Let M K (n) z be the category of rational KΓ-modules V of (rational) degree z, for any z ∈ Z. (Again morphisms are just KΓ-module homomorphisms.) Obviously M K (n; r, s) is a subcategory of M K (n) r−s for any r, s.
The equalityÃ K (n) = r,sÃ K (n; r, s) shows that as r, s vary, the categories M K (n; r, s) taken together comprise all of the rational representations of Γ. We have the following more precise result (compare with [G2, (2.2c)]).
(b) For each z ∈ Z, V z is expressible as a union of an ascending chain of rational KΓ-submodules as follows:
Proof. (a) The decomposition in (a) follows from a general theorem on comodules;
In other words, part (a) says that every rational representation of GL n (K) is a direct sum of homogeneous ones, where we call objects of M K (n) z (z ∈ Z) homogeneous of (rational) degree z.
3. The rational Schur algebra S K (n; r, s) Theorem 2.7 shows that each indecomposable rational KΓ-module V is homogeneous; i.e., V ∈ M K (n) z for some z ∈ Z. Thus one may as well confine one's attention to homogeneous modules. Set S K (n) z = (Ã K (n) z ) * . SinceÃ K (n) z is a K-coalgebra, S K (n) z is a K-algebra in the standard way. The algebra S K (n) z is in general infinite dimensional. Since our main goal is to approach the rational representations of Γ through finite dimensional algebras, we make the following definition.
Definition 3.1. The rational Schur algebra, denoted by S K (n; r, s), is the K-algebraÃ K (n; r, s) * = Hom K (Ã K (n; r, s), K) , with multiplication induced from the coproduct ∆ onÃ K (n; r, s).
The product of two elements ξ, ξ of S K (n; r, s) is computed by first taking the tensor product ξ ⊗ ξ of the two maps. This gives a linear map fromÃ K (n; r, s) ⊗ A K (n; r, s) to K ⊗ K. By identifying K ⊗ K with K we regard the map ξ ⊗ ξ as taking values in the field K; it is customary to write ξ⊗ξ for this slightly altered map. Finally, by composing with ∆ we obtain a linear map fromÃ K (n; r, s) to K; i.e., an element of S K (n; r, s). So the product ξξ is given by
Products in S K (n) z are computed in a similar way. SinceÃ K (n; r, s) is defined by a finite spanning set, it and its dual S K (n; r, s) are finite dimensional, for any r, s. Note that the restriction of ε toÃ K (n; r, s) is the identity element of S K (n; r, s).
For each r, s the inclusionsÃ K (n; r, s) ⊂Ã K (n) r−s and (2.4.1) induce surjective algebra maps
In fact, for z ∈ Z it is clear thatÃ K (n) z is the union of one of the two chains
according to whether z 0 or z 0. It follows that S K (n) z is the inverse limit of the corresponding dual chain of rational Schur algebras
Since the rational Schur algebras determine the algebras S K (n) z in this simple way, it makes sense to focus our attention on them instead of the more complicated infinite dimensional S K (n) z .
3.2. J.A. Green [G2] formulated the notion of a (classical) Schur algebra S K (n, r) for Γ = GL n (K), extending some results of Schur's dissertation from characteristic zero to arbitrary characteristic. By definition, S K (n, r) is the linear dual of a coalgebra A K (n, r); here A K (n, r) is simply the span of all monomials in the c ij of total degree r. Note that the classical Schur algebras in Green's sense are included among the rational Schur algebras; the classical Schur algebra S K (n, r) is just the rational Schur algebra S K (n; r, 0). This follows immediately from the equality A K (n, r) =Ã K (n; r, 0).
3.3. Following [G2, 2.4], for each g ∈ Γ let e g ∈ S K (n; r, s) be determined by e g (c) = c(g) for any c ∈Ã K (n; r, s). We have e g e g = e gg for any g, g ∈ Γ; moreover, e 1 = ε. Thus by extending the map g → e g linearly one obtains a map e : KΓ → S K (n; r, s), a homomorphism of K-algebras. Any f ∈ K Γ has a unique extension to a linear map f : KΓ → K. As discussed in §1, this gives an identification K Γ (KΓ) * . With this identification, the image of an element a = a g g of KΓ under e is simply evaluation at a: e(a) takes c to c(a) for all c ∈Ã K (n; r, s).
Proof. See [G2, 2.4b,c] . The arguments given there are also valid in the current context.
The proposition shows that the category M K (n; r, s) is equivalent to the category of finite dimensional S K (n; r, s)-modules. An object V in either category is transformed into an object of the other, using the rule:
Since both actions determine the same algebra of linear transformations on V , the concepts of submodule, module homomorphism, etc., coincide in the two categories.
3.5. Let E K be the vector space K n , regarded as column vectors. The group Γ = GL n (K) acts on E K , on the left, by matrix multiplication; this action makes
. v i is the vector with a 1 in the ith position and 0 elsewhere, and if v i (1 i n) is the basis dual to the v i , then we have
It is well known that coefficient spaces are multiplicative, in the following sense:
where the product is taken in the algebra K Γ . From this and the preceding remarks it follows immediately that 3.6. Next we obtain an alternative description of the rational Schur algebras, as a quotient of the hyperalgebra U K . This will ultimately lead to a proof that rational Schur algebras are generalized Schur algebras. Set U Q = U Q (gl n ), the universal enveloping algebra of the Lie algebra gl n , over the rational field Q. The space E Q is naturally a U Q -module, with action induced from the Γ-action (the action of gl n is given by left matrix multiplication if we view elements of E Q as column vectors). The dual space E * Q is also a U Q -module in the usual way, by regarding it as the dual module for the Lie algebra gl n , with action
(this is the action induced from the Γ-action), and so E Q
It follows from the Poincaré-Birkhoff-Witt theorem that U Q is generated as an algebra by elements (which we shall denote by the same symbols) corresponding to the matrices X ij (1 i, j n) in gl n . Here, for any 1 i, j n, X ij = (δ ik δ jl ) 1 k,l n is the n × n matrix with a unique 1 in the ith row and jth column, and 0 elsewhere. We set H i := X ii for each i = 1, . . . , n. We shall need the Kostant Z-form U Z , the subring (with 1) of U Q generated by all (3.6.1)
for any integers p, q 0.
We have the equalities E Z = Zv i and E * Z = Zv i . It is clear that there are isomorphisms of vector spaces (3.6.2)
This induces an isomorphism of vector spaces
be the representation affording the U K -module structure on E K r,s .
Proposition 3.7. For any infinite field K, the rational Schur algebra S K (n; r, s) may be identified with the image of the representation ϕ K :
Proof. This is essentially the Chevalley group construction. Each
For t ∈ K and each i = j let x ij (t) be the element I + tX ij of SL n (K), where I is the n × n identity matrix. The action of Γ = GL n (K) on E K r,s is given by the representation ρ K of (3.5.4). The element x ij (t) acts on E K r,s as the K-linear endomorphism ρ K (x ij (t)), where (3.7.1)
The sum is finite because X ij acts nilpotently on E Z r,s . Hence for each fixed i = j there exists a natural number N such that
for all t ∈ K. Choosing N + 1 distinct values t 0 , t 1 , . . . , t N for t in K (which is always possible since K is infinite) we can solve the resulting linear system, by inverting the Vandermonde matrix of coefficients, to obtain equalities
for certain a mk ∈ K.
The elements x ij (t) (1 i = j n, t ∈ K) generate the group SL n (K). Equations (3.7.1) show that the image ρ K (KSL n (K) 
On the other hand, equations (3.7.3) justify the opposite inclusion. Thus we have proved that
For the algebraic closure K of K the group GL n (K) is generated by SL n (K) together with the scalar matrices. Since the scalar matrices act as scalars on E K r,s we have the equality ρ K (KGL n (K)) = ρ K (KSL n (K)), as the scalar operators are clearly already present in ρ K (KSL n (K)). For general (infinite) K we have by construction equalities of dimension:
and hence the natural inclusion ρ K (KSL n (K)) ⊆ ρ K (KGL n (K)) must be an equality.
Moreover, U K is generated by U K along with the elements H i m ⊗1. By restricting ϕ K to the isomorphic copy of U(gl 2 ) generated by X ij , X ji , H i , and H j (for i = j) one can show by calculations similar to those in [DG1] that the ϕ K ( H i m ⊗ 1) are already present in ϕ K (U K ). (See also Proposition 6.4; this justifies the applicability of [DG1] .) It follows that ϕ K (U K ) = ϕ K (U K ), and the proof is complete.
We note that the algebra U K appearing in the proof is simply the hyperalgebra of sl n , obtained from the Kostant Z-form of U Q (sl n ) by change of base ring. The above proof also reveals the following.
Corollary 3.8. For any infinite field K, S K (n; r, s) is the image of the restricted representation KSL n (K) → End K (E K r,s ). This may be identified with the image of the restricted representation U K → End K (E K r,s ).
The inverse anti-automorphism g → g −1 on Γ induces the following result, which, in particular, says that S K (n; 0, s) is isomorphic with the opposite algebra of the ordinary Schur algebra S K (n, s). Proposition 3.9. Let K be an infinite field. For any n, r, s we have an isomorphism S K (n; r, s) opp S K (n; s, r).
Proof. Clearly, we have an isomorphism (E K s,r (n; s, r) , and the result follows by taking linear duals, using Lemma 1.4(b).
Weights of M K (n; r, s)
4.1. Elements of the diagonal torus T n = {diag(t 1 , . . . , t n ) ∈ GL n (K)} act semisimply on any object of the category M K (n; r, s), where the action is the one obtained from the action of Γ = GL n (K) by restriction. Given an object V in M K (n; r, s), in particular, V is a rational KΓ-module, so V is a direct sum of its weight spaces,
Here we write λ for the vector (λ 1 , . . . , λ n ) ∈ Z n . The set of λ for which V λ = 0 is the set of weights of V .
Alternatively, the weights may be computed by regarding V as a U K -module. Here the zero part U 0 K acts semisimply on V . Moreover, U 0
. . , n}. One easily checks that the weights (and weight spaces) in this sense coincide with the weights in the sense of the preceding paragraph.
A weight λ ∈ Z n is dominant (relative to the Borel subgroup of upper triangular matrices in Γ) if λ 1 λ 2 · · · λ n . The Weyl group S n acts on Z n by index permutation, i.e. σ λ = (λ σ −1 (1) , . . . , λ σ −1 (n) ), and the set of dominant weights is a set of representatives for the orbits.
Not every element of Z n can appear in the set of weights of an object of M K (n; r, s). The following result describes those weights that can appear.
Lemma 4.2. Let Λ(n; r, s) be the set of all λ ∈ Z n such that {λ i : λ i > 0} = r −t and {λ i : λ i < 0} = t − s for some t, 0 t min(r, s). Let Λ + (n; r, s) be the set of dominant weights in Λ(n; r, s).
(a) Let V be an object of M K (n; r, s). The set of weights of V is contained in Λ(n; r, s). The set of weights of E K r,s is Λ(n; r, s). (b) Let π be the set of dominant weights of E K r,s , as in the preceding section. Then π = Λ + (n; r, s).
Proof. Let ε 1 , . . . , ε n be the standard basis of Z n . The weight of v i is ε i , so the weight of v i is −ε i . Thus, in the notation of 2.5, for a pair (I, J) ∈ I(n; r, s) = I(n, r) × I(n, s) the weight of v I,J := v i 1 ⊗ · · · ⊗ v i r ⊗ v j 1 ⊗ · · · ⊗ v j s is λ ∈ Z n such that λ i is the difference between the number of occurrences of v i and the number of occurrences of v i in the tensor v I,J . So such tensors form a basis of weight vectors for E K r,s . The second claim in part (a) follows immediately, and part (b) follows from the second claim in (a). Now let V be an object of M K (n; r, s). The weights of V are independent of characteristic, so without loss of generality we may assume that K = C. Then V is completely reducible (all rational GL n (C)-modules are completely reducible).
The simple S C (n; r, s)-modules are the simple factors of E C r,s , so their highest weights lie in π = Λ + (n; r, s) and their weights lie in Λ(n; r, s) since Λ(n; r, s) is stable under the Weyl group. Thus the weights of V lie in Λ(n; r, s). This proves the first claim in (a).
Remark 4.3. The description of π = Λ + (n; r, s) in the preceding lemma can be used to give a combinatorial proof that the set π is saturated, in the sense used by Donkin [Do] . This means that if µ ∈ π and λ ¢ µ (in the dominance order on Z n ; see §6.2) for some dominant λ, then λ ∈ π. That this property holds for the set π is obvious, however. Indeed, π is the set of weights of the module E C r,s in M C (n; r, s) , and thus is a union of sets of weights of its simple factors. That the set of weights of a finite dimensional simple rational CΓ-module is saturated is well known, and unions of saturated sets are clearly saturated.
There is an alternative description of the set Λ(n; r, s). Let λ be an element of Z n . A proper partial sum of λ i 's is a sum of the form λ i 1 + λ i 2 + · · · + λ i k , where i 1 , i 2 , . . . , i k are distinct integers in the interval [1, n] , 0 < k < n.
Lemma 4.4. Λ(n; r, s) is the set of all λ ∈ Z n satisfying the conditions (a) r] , for all proper partial sums P of λ i 's.
Proof. Suppose λ ∈ Λ(n; r, s). Then λ ∈ Z n and {λ i : min(r, s) . In particular, λ i = r − s. Let P be a proper partial sum of λ i 's. Write P = P + + P − where P + is the sum of the positive contributions to the sum P and P − is the sum of the negative contributions. If there are no positive (resp., negative) summands in P , then P + (resp., P − ) is defined to be 0. Then one easily sees that P + ∈ [0, r], P − ∈ [−s, 0], and so P ∈ [−s, r].
On the other hand, if λ satisfies conditions (a), (b) above, then in particular 0] . Consequently, {λ i : λ i > 0} = r − t for some 0 t r and {λ i : λ i < 0} = t − s for some 0 t s. But putting the two sums together must give r − s, so t = t and 0 t min(r, s). The proof is complete.
There is a bijection between dominant weights and certain pairs of partitions.
Given a dominant weight λ ∈ Z n , let a pair (λ + , λ − ) of partitions be determined as follows:
(1) λ + = (λ 1 , . . . , λ i ) where λ i is the rightmost positive entry of λ; if λ has no positive entries, then λ + is the empty partition.
(2) λ − = (−λ n , . . . , −λ j ) where λ j is the leftmost negative entry of λ; if λ has no negative entries, then λ − is the empty partition. In other words, λ + is the partition of the positive entries in λ and λ − is the partition obtained from the negative entries by writing their absolute values in reverse order. The reader may easily check that this procedure defines a bijection between the set of dominant weights and the set of pairs of partitions of total length not exceeding n. The element of Z n corresponding to a given pair of partitions (of total length not exceeding n) is obtained by following the first partition with the negative reverse of the second, inserting as many zeros in between as needed to make an n-tuple.
Under this bijection, the set π = Λ + (n; r, s) corresponds with the set of all pairs of partitions such that for some 0 t min(r, s) the first member of the pair is a partition of r − t, the second is a partition of s − t, and the combined number of parts in the pair does not exceed n.
S K (n; r, s) is a generalized Schur algebra
In this section, we prove that the rational Schur algebra S K (n; r, s) may be identified with Donkin's generalized Schur algebra S K (π), where π = Λ + (n; r, s) is the (saturated) set of dominant weights occurring in E K r,s 
5.1. We recall from [Do, 3.2] that S R (π), for any integral domain R, is constructed as 
which is a set of commuting semisimple operators.) A U R -module belongs to π if every dominant weight of the module lies in the set π.
In particular, taking π = Λ + (n; r, s), the set of dominant weights of E Q r,s , we have S R (π) = U R /I R . In case R = Z we denote this algebra by S Z (n; r, s) . That it is an integral form for the rational Schur algebra is the content of part (b) of the next result.
Theorem 5.2. Fix n 2, r, s 0 and let π = Λ + (n; r, s) be the set of dominant weights occurring in E Q r,s . Let K be an infinite field. (a) S K (n; r, s) = S K (π). (b) S K (n; r, s) S Z (n; r, s) ⊗ Z K.
Proof. (a) Let I K be the kernel of the representation ϕ K : U K → End K (E K r,s ) (see (3.6.4)). Since E K r,s belongs to π, I K is contained in I K . Since E K , E * K are irreducible Weyl modules, they are tilting modules. Thus E K r,s is a tilting module. (The category of tilting modules is closed under tensor products; see [Jan, Part II, E.7 ].) Hence E K r,s has a ∆-filtration; that is, a series of submodules
In characteristic zero, every ∆(λ) for any λ ∈ π occurs as a filtration quotient (in fact, as a direct summand) of a ∆-filtration; see [St] . Thus for any K and any λ ∈ π there must be some index i such that λ = λ i ; in other words, ∆(λ) is a subquotient of E K r,s . It follows that the irreducible module L(λ) of highest weight λ is a subquotient of E K r,s , and that any element of I K annihilates L(λ). Hence any element of I K must annihilate every irreducible U K -module belonging to π. This shows the opposite inclusion I K ⊂ I K . Thus I K = I K and S K (n; r, s) = S K (π).
(b) This follows from [Do, (3.2b) ]. Although in that reference the algebraic group is semisimple, the results are equally valid in the reductive case. Alternatively, one can use Corollary 3.8 to reduce the question to the semisimple case, and then apply [Do, (3.2b) ]. [Do, (3.2b) ] showed that the natural map I Z ⊗ Z R → I R induces an isomorphism S Z (π) ⊗ Z R → S R (π), for any integral domain R. Thus it makes sense to define S R (n; r, s) for any integral domain R by S R (n; r, s) = S Z (n; r, s) ⊗ Z R. In particular, S K (n; r, s) is now defined for any field K, not just for infinite fields.
Note that Donkin
As an immediate consequence of the preceding theorem, we obtain the result that rational Schur algebras are quasihereditary, in the sense defined by Cline, Parshall, and Scott [CPS] . In particular, this means that rational Schur algebras have finite global dimension.
Corollary 5.4. S K (n; r, s) is quasihereditary, for any field K.
Proof. It easily follows from results of [Do] that any generalized Schur algebra (over a field) is quasihereditary.
An alternate proof of the preceding result may be given based on the cellular structure described in the next section. 6. Cellular bases for S K (n; r, s) The purpose of this section is to show that every rational Schur algebra S K (n; r, s) inherits a cellular basis from a certain ordinary Schur algebra, of which it is a quotient.
6.1. Cellular algebras. For the reader's convenience, we recall the original definition of cellular algebra from Graham and Lehrer [GL] .
Let A be an associative algebra over a commutative ring R, free and of finite rank as an R-module. The algebra A is cellular with cell datum (π, M, C, ι) if the following conditions are satisfied:
(C1) The finite set π is a partially ordered set, and for each λ ∈ π there is a finite set M (λ), such that the algebra A has an R-basis {C λ S, T }, where (S, T ) runs over all elements of M (λ) × M (λ) and λ runs over π.
(C2) The map ι is an R-linear anti-involution of A, interchanging C λ S, T and C λ T, S . (C3) For each λ ∈ π, a ∈ A, and S, T ∈ M (λ) we have
modulo a linear combination of basis elements with upper index µ strictly less than λ in the given partial order. Note that the coefficients r a (U, S) in the expression in (C3) do not depend on T ∈ M (λ).
Suppose that A is cellular. For each λ ∈ π, let A[ λ] (respectively, A[< λ]) be the R-submodule of A spanned by all C µ S, T such that µ λ (respectively, µ < λ) and S, T ∈ M (µ). It is easy to see that A[ λ] and A[< λ] are two-sided ideals of A, for each λ ∈ π. If we choose some total ordering for the elements of π, say π = {λ (1) , . . . , λ (t) }, refining the given partial order on π, setting A i = A[ λ (i) ] gives a chain of two-sided ideals of A,
is a left A-module. We denote this A-module by ∆ λ T . The elements in (6.1.2) form an R-basis of this module, so ∆ λ T is free over R of R-rank |M (λ)|. Thus A[ λ]/A[< λ] is the direct sum of ∆ λ T as T runs over M (λ); all these left A-modules are isomorphic to the abstract left A-module ∆(λ) with basis C S (S ∈ M (λ)) and action given by aC S = U∈M (λ) r a (U, S)C U for any a ∈ A. The module ∆(λ) is called a cell module.
By applying the involution ι we may decompose A[ λ]/A[< λ] into a similar direct sum of |M (λ)| right A-modules, all of which are isomorphic with ι(∆(λ)). In fact, the A-bimodule A[ λ]/A[< λ] is isomorphic with ∆(λ) ⊗ R ι (∆(λ) ). Note that [KX] gives an alternative approach to the theory of cellular algebras based on these bimodules. K (n, r) . There are two well known cellular bases of a classical Schur algebra S K (n, r) : the codeterminant basis of J.A. Green [G3] and the canonical basis (see [BLM] ; [Du] ). The former is compatible with the Murphy basis [M1, M2] and the latter with the Kazhdan-Lusztig basis [KL] (for the symmetric group algebra or the Hecke algebra in type A). Both bases of S K (n, r) may be obtained by lifting the corresponding basis from the group algebra of the symmetric group. Alternatively, the latter basis may be realized by a descent from Lusztig's modified form (see [Lu] ) of U Q . (See [D1, §6.14] for details.)
Cellular bases of S
In both cases, one takes the set π to be Λ + (n, r); this may be identified with the set of partitions of r into not more than n parts. The partial order on π is the reverse dominance order; i.e., we have to read as ¤. Here µ ¤ λ (for any µ = (µ 1 , . . . , µ n ), λ = (λ 1 , . . . , λ n ) ∈ Z n ) if 1 j i µ j 1 j i λ j for all i = 1, . . . , n. This is the partial order (with respect to the upper triangular Borel subgroup) on the set of weights Z n defined by µ ¤ λ if µ − λ is a sum of positive roots. For each λ ∈ π, the set M (λ) is the set of row semistandard λ-tableaux, i.e., Young diagrams of shape λ with entries from the set {1, . . . , n} such that entries strictly increase down columns and weakly increase along rows. In both cases there is a cellular basis {C λ S, T } of S K (n, r), and in both cases the cell modules ∆(λ) are isomorphic with the Weyl modules of highest weight λ ∈ π.
The codeterminant basis of S K (n, r) is quite simple to describe. Let ξ I, J for I, J ∈ I(n, r) be the elements of S K (n, r) described in [G2, §2.3] . For each pair S, T of row semistandard λ-tableaux, for λ ∈ Λ + (n, r), one obtains corresponding elements I, J ∈ I(n, r) by reading the entries in left-to-right order across the rows of each tableau, in order from the top row to the bottom row. Then C λ S, T = ξ I, ξ , J where = (λ) is the element of I(n, r) corresponding to the λ-tableau with all entries in the ith row equal to i, as i varies through the rows. That this is in fact a cellular basis follows easily from the straightening algorithm of Woodcock [Wo] . A q-analogue of this straightening algorithm was given in [RMG1] and a proof of the cellularity of the codeterminant basis can be found in [RMG2, Proposition 6.2.1] ; that same argument is valid in the q = 1 case. 6.3. The quotient map S K (n, r + (n − 1)s) → S K (n; r, s) . Let C be the category of rational KΓ-modules. There is a functor Ψ from C to C, sending V to V ⊗ det. This is clearly an invertible functor. For any s ∈ Z we have a corresponding functor Ψ s sending V to V ⊗ det ⊗s if s 0, and sending V to V ⊗ (det −1 ) ⊗|s| in case s < 0. Clearly, Ψ −s is inverse to Ψ s for any s ∈ Z. In fact, Ψ r •Ψ s = Ψ r+s for any r, s ∈ Z, and Ψ 0 is the identity functor.
Set X = Z n , regarded as an additive abelian group, and consider its group ring Z[X], with basis {e(λ) | λ ∈ X} and product determined by e(λ) · e(µ) = e(λ + µ) for λ, µ ∈ X. The formal character of V is the element of Z[X] given by ch V = λ∈X (dim V λ )e(λ), where V λ is the λ-weight space as in §4.1. Clearly we have
for any V and any s.
Here ω := (1 n ) = (1, . . . , 1) ∈ Z n . In particular, if V is a highest weight module of highest weight λ, then Ψ s V is a highest weight module of highest weight λ + sω (for any s ∈ Z).
The existence of the quotient map is motivated by the observation that ΨE * K = E * K ⊗ det Λ n−1 E K (as KΓ-modules or U K -modules). The existence of this isomorphism is clear from comparing the highest weight of each module (both are irreducible in any characteristic). Thus we have an isomorphism of rational KΓmodules
for any r, s 0. The KΓ-module Λ n−1 E K is the Weyl module of highest weight (1, . . . , 1, 0) ∈ Z n , and may be realized as a submodule of tensor space E K ⊗(n−1) by means of the Carter-Lusztig construction, as the submodule spanned by all antisymmetric tensors of the form
for any I = (i 1 , . . . , i n−1 ) ∈ I(n, n − 1). See [G2, 5.2, Example 2] for details.
The above embedding γ :
obtained by using the identity map in the first r tensor positions and repeating γ in the rest of the factors s times. By results in §2 we have an injective mapÃ K (n; r, s) → A K (n, r +(n−1)s) given by c → c · d s for any c ∈Ã K (n; r, s). Since d is a group-like element, this map is a coalgebra morphism. By dualizing we therefore obtain a surjective algebra map (6.3.4) S K (r + (n − 1)s) → S K (n; r, s) for any r, s 0 and any field K.
When n = 2 the rational Schur algebras are not new. More precisely, we have the following result. Proposition 6.4. The quotient map S K (2, r + s) → S K (2; r, s) is an isomorphism of algebras, for any r, s 0.
Proof. This follows from the isomorphism E * K ⊗ det E K (when n = 2). This implies that Ψ s E K r,s E K ⊗(r+s) , and it follows by taking coefficient spaces that A K (2; r, s) → A K (2, r + s) is an isomorphism of coalgebras. The result follows by dualizing.
Let us now return to general n 2, and let r, s 0 be given. Given any S K (n; r, s)-module V , we may regard V as an S K (n, r + (n − 1)s)-module by composing the action with the quotient map S K (n, r + (n − 1)s) → S K (n; r, s). Denote by V the resulting S K (n, r + (n − 1)s)-module. It is easy to see that V is isomorphic with Ψ s V = V ⊗ det ⊗s , as S K (n, r + (n − 1)s)-modules. Since the weights λ = (λ 1 , . . . , λ n ) ∈ Z n of V satisfy the condition λ i ∈ [−s, r] for each i = 1, . . . , n it is clear that the weights µ = (µ 1 , . . . , µ n ) ∈ Z n of Ψ s V satisfy the condition µ i ∈ [0, r + s] for each i = 1, . . . , n.
Note that if V is a highest weight module for S K (n, r + (n − 1)s) of highest weight λ, then Ψ −s V is a highest weight module for S K (n; r, s) if and only if the weight λ satisfies the condition λ i ∈ [0, r + s] for each i = 1, . . . , n. Theorem 6.5. Let {C λ S, T } be any cellular basis of the ordinary Schur algebra S K (n, r+(n−1)s) such that π = Λ + (n, r+(n−1)s) ordered by the reverse dominance order ¤. Then the kernel of the quotient map S K (n, r + (n − 1)s) → S K (n; r, s) is spanned by the set of all C µ S, T such that µ has at least one part exceeding r + s.
Proof. Set A = S K (n, r + (n − 1)s). Set J equal to the sum of all ideals A [¤µ] for µ ∈ π satisfying µ i > r + s for some index i. The set of such µ is a saturated subset π of π under the dominance order, and the two-sided ideal J, regarded as a left A-module, is filtered by ∆(ν) for ν ∈ π . Thus J is contained in the kernel, so S K (n; r, s) is a quotient of A/J. The quotient A/J has a filtration by ∆(λ) with λ ∈ π − π , and its dimension is λ (dim ∆(λ)) 2 as λ runs over the set π − π . But dim ∆(λ) = dim Ψ −s ∆(λ) = ∆(λ − sω), so dim A/J = µ (dim ∆(µ)) 2 as µ runs over the set Λ + (n; r, s). Thus A/J has the same dimension as S K (n; r, s). The proof is complete. Corollary 6.6. Under the quotient map S K (n, r + (n − 1)s) → S K (n; r, s), the images of all C λ S, T , for λ satisfying the condition λ i r + s (for i = 1, . . . , n) form a cellular basis of the rational Schur algebra S K (n; r, s).
To multiply two basis elements obtained by the procedure in the corollary, one computes their product in A = S K (n, r+(n−1)s) expressed as a linear combination of the other cellular basis elements, omitting any terms belonging to the ideal J = µ∈π A[¤µ] (in the notation of the proof of Theorem 6.5).
Note that if the cellular basis of S K (n, r+(n−1)s) is defined over Z, then the same is true of the basis inherited by the quotient S K (n; r, s). Since the codeterminant and the canonical bases of Schur algebras both have this property, we see that in fact the above procedure gives cellular bases for S Z (n; r, s) which induce via change of base ring the corresponding cellular basis of S K (n; r, s) for each field K. 6.7. Examples. As previously mentioned, S K (n; r, 0) = S K (n, r) for any r. By Corollary 3.9 we have an isomorphism S K (n; 0, s) S K (n, s) opp for any s. Moreover, by Proposition 6.4 we have S K (2; r, s) S K (2, r + s) for any r, s.
Thus the smallest interesting new example is S K (3; 1, 1). According to Theorem 6.5, this is a quotient of S K (3, 3) . The Weyl modules for S K (3, 3) are ∆(3, 0, 0) dim = 10, ∆(2, 1, 0) dim = 8, ∆(1, 1, 1) dim = 1.
(The dimension of ∆(λ), for a partition λ ∈ Λ + (n, r), is the number of semistandard λ-tableaux.) So S K (3, 3) has dimension 165 = 10 2 + 8 2 + 1 2 . The quotient map A = S K (3, 3) → S K (3; 1, 1) has kernel A[¤(3, 0, 0)]; the kernel has dimension 100 and is spanned by all C λ S, T for λ = (3, 0, 0) as S, T varies over all pairs of λ-tableaux. Thus S K (3; 1, 1) has dimension 65, and has two Weyl modules ∆(1, 0, −1) = Ψ −1 ∆(2, 1, 0) dim = 8, ∆(0, 0, 0) = Ψ −1 ∆(1, 1, 1) dim = 1.
One could at this point write out the elements of a cellular basis for S K (3; 1, 1) , indexed by pairs of semistandard µ-tableaux for µ = (2, 1, 0) and (1, 1, 1) , and compute the structure constants with respect to the basis.
The next simplest cases are S K (3; 2, 1) or S K (3; 1, 2) . These are related by S K (3; 2, 1) S K (3; 1, 2) opp ; both algebras have dimension 270. Note that S K (3, 2, 1) is a quotient of S K (3, 4) while S K (3; 1, 2) is a quotient of S K (3, 5), according to Theorem 6.5. Now Λ + (3, 4) = {(4, 0, 0), (3, 1, 0), (2, 2, 0), (2, 1, 1)}. The Weyl modules for S K (3, 4) are ∆(4, 0, 0) dim = 15, ∆(3, 1, 0) dim = 15, ∆(2, 2, 0) dim = 6, ∆(2, 1, 1) dim = 3.
The dimension of S K (3, 4) is 495 = 15 2 + 15 2 + 6 2 + 3 2 . The kernel of the quotient map A = S K (3, 4) → S K (3; 2, 1) is A[¤(4, 0, 0)] of dimension 225. Thus the Weyl modules for S K (3; 2, 1) are ∆(2, 0, −1) = Ψ −1 ∆(3, 1, 0) dim = 15, ∆(1, 1, −1) = Ψ −1 ∆(2, 2, 0) dim = 6, ∆(1, 0, 0) = Ψ −1 ∆(2, 1, 1) dim = 3.
Again, one could write out a cellular basis at this point. Similarly, Λ + (3, 5) = {(5, 0, 0), (4, 1, 0), (3, 2, 0), (3, 1, 1), (2, 2, 1)} and the Weyl modules for S K (3, 5) are ∆(5, 0, 0) dim = 21, ∆(4, 1, 0) dim = 24, ∆(3, 2, 0) dim = 15, ∆(3, 1, 1) dim = 6, ∆(2, 2, 1) dim = 3.
In this case dim S K (3, 5) is 1287 = 21 2 + 24 2 + 15 2 + 6 2 + 3 2 and the kernel of the quotient map A = S K (3, 5) → S K (3; 1, 2) is A[¤(4, 1, 0)] of dimension 1017 = 21 2 + 24 2 . Note that the kernel contains A[¤(5, 0, 0)]. The Weyl modules for S K (3; 1, 2) are ∆(1, 0, −2) = Ψ −2 ∆(3, 2, 0) dim = 15, ∆(1, −1, −1) = Ψ −2 ∆(3, 1, 1) dim = 6, ∆(0, 0, −1) = Ψ −2 ∆(2, 2, 1) dim = 3.
As above, one could write out a cellular basis at this point.
The next example would be S K (3; 2, 2), which has dimension 994 and is realized as a quotient of S K (3, 6) (of dimension 3003). We leave the details to the reader.
Generators and relations
Another consequence of the existence of the quotient map (6.3.4) is a simple description of S Q (n; r, s) by generators and relations, generalizing the presentation of S Q (n, d) obtained in [DG2] . We recall the elements ε 1 , . . . , ε n from the proof of Lemma 4.2; these elements form a natural basis for the set Z n of weights of Γ = GL n (K). We set α j = ε j − ε j+1 for 1 j n − 1. These are the usual simple roots in type A n−1 . We have an inner product on Z n given on generators by (ε i , ε j ) = δ ij .
In the following we work over Q, but in fact Q may be replaced by any field of characteristic zero.
