Abstract. We consider the probabilistic approach to the problems treated in [7] . We focus on the diffusion models generated by L θ,a u(
Introduction
In [7] we studied different realizations of the operators
where θ ∈ R, a ∈ R, acting on suitable spaces of real valued continuous functions. For 0 ≤ a ≤ 1 we obtained explicit representations of the semigroups generated by L θ,a via perturbations of squares of suitable generators of groups.
In this paper we focus on the diffusion models generated by L θ,a u(x) := θ 2 x 2a u (x) + ( θ 2 a x 2a−1 + θ 1 x a ) u (x), where θ = (θ 1 , θ 2 ) T ∈ R × (0, +∞), and either a = 1 2 or a = 1. Such a choice of a is motivated by the applications to genetics and financial mathematics. The problem of finding optimal (in the asymptotic sense) estimators of the unknown parameter vector θ is considered for the case a = 1 (the case a = 1 2 is studied in [10] ).
A probabilistic analysis of diffusion models with applications
We will now consider the class of one-dimensional diffusion processes that are solutions of the following stochastic differential equation (SDE):
where 0 ≤ a ≤ 1, W = {W t , t ≥ 0} is a standard one-dimensional Wiener process, and θ = (θ 1 , θ 2 ) T is an unknown parameter vector in Θ = R × (0, +∞) to be estimated (T denotes transpose of a vector or matrix). The SDE (2.1) is associated to the operator:
(G a u := x a u , 0 ≤ a ≤ 1), with domain on the space C[0, +∞] defined on Theorem 3.1 of [7] .
Case 1: a = 1 2 . The SDE (2.1) becomes:
with τ := √ 2 θ 2 > 0 and k := −θ 1 ∈ R. When k > 0, the SDE (2.2) is known in financial literature as Longstaff's model (see [9] and [11, Section 12.3] ). This model postulates the dynamics for the "short-term interest rate" of zero-coupon bonds, in absence of arbitrage, to be governed by the SDE (2.3). It is referred to as the "Double Square-Root" (DSR) interest rate process and it is a modified version of the well known CIR or "Square-Root" interest rate process:
where a, b and σ are strictly positive constants (for more details see [11, Section 12.3] and [5] ). The main difference with the CIR model is that zero-coupon bond's yield is a non-linear function of the short-term interest rate.
Let γ := (k, τ ) T denote the unknown parameter vector in (2.2). We will assume that γ ∈ Γ = (0, +∞) 2 , as Longstaff's model requires. Let P γ denote the law of the corresponding diffusion process X = {X t , t ≥ 0}, the unique solution to (2.2). The state space of X is the interval I = [0, +∞), where the endpoint 0 is attainable and an instantaneously reflecting barrier: each sample path of X returns immediately to positive values when the origin is hit. The transition probability density p γ (t, y, x) of X at time t, say X t (i.e. the conditional density under P γ of X t given the initial condition X 0 = x), is obtained from the density of the square of a reflected Brownian motion (see [9, Section 2] ) and approaches a unique invariant density as t → ∞, which is the density function of the Weibull distribution. Then X is an ergodic process for any γ ∈ Γ.
Case 2: a = 1 . The SDE (2.1) becomes
with α := (θ 1 + θ 2 ) ∈ R and β := √ 2 θ 2 > 0 unknown parameters. From now on, let ϑ = (α, β) ∈ Θ = R × (0, +∞) denote the unknown parameter vector, and P ϑ the law of the corresponding diffusion process X = {X t , t ≥ 0}, the unique solution to (2.3).
The SDE (2.3) is used in population genetics as a model to describe the evolution of certain population growth processes with environmental effects which vary randomly in time (see [8, Ch. 15 ]), and is well known in financial mathematics as the Black-Scholes equations with constant volatility (see [4] , [6] , [11, Ch. 5] ) to model the price of assets, say, shares of common stocks, that are traded in a perfect market.
The diffusion process X is the so-called geometric Brownian motion with sample paths given "explicitly" by
Note that if the initial condition X 0 ≥ 0 almost surely (a.s.) in (2.4) holds, then X t ≥ 0 a.s. for all t ≥ 0. In this case, according to the relevant applications of (2.3), we can assume the interval I = (0, +∞) as the state space of X. Moreover the transition probability density p ϑ (t, y, x) of X t , given the initial condition X 0 = x ∈ I, is given by
The diffusion X is non-ergodic for any ϑ ∈ Θ.
We are now interested in finding optimal (in the asymptotic sense) estimators of either the unknown parameter vector γ (a = 1/2) and ϑ (a = 1) from observations of the corresponding diffusion process X. We assume X to be discretely observed at equidistant time points 0 = t 0 < t 1 < . . . < t n < t n+1 < . . . , with step size ∆ = t n − t n−1 to be fixed. We consider the integer
where [·] denotes the integer part of a real number, and [0, T ], T > ∆, is a time interval. Let X t0 , X t1 , . . . , X tn T denote the observations of X at times t 0 , t 1 , . . . , t nT , respectively. Our main goal is to use a very recent estimation approach (see [2] ) for discretely observed diffusion-type models that consists in constructing well-chosen estimating functions, either martingales or not, in order to get rather high efficient estimators for the unknown parameters of the model. This approach provides a useful alternative to the Maximum Likelihood (ML) method when the likelihood function is not available or difficult to calculate, as in the case a = 1/2. We also point out that in the setting of diffusion type-models the estimating functions approach provides highly efficient estimators when the diffusion is an ergodic process, since in this case specific conditions for the existence of consistent and asymptotically normal estimators are given (see [2, Section 2.3] and [12, Theorem 3.6] ). In the case of non-ergodic diffusion-type models, such conditions, including the Central Limit Theorem, become more general and are more difficult to be satisfied.
A systematic study of the estimation problem for Longstaff's model (case a = 1/2) is in the recent paper [10] .
For the case a = 1, let ϑ 0 = (α 0 , β 0 ) T be the element of Θ that we wish to estimate, and P 0 , the probability law of X with respect to ϑ 0 . Note that the ML estimator of ϑ 0 , say ϑ
T , is computable and reads as 
where the asymptotic covariance matrix Q( ϑ 0 ), which in our case reads as
is the smallest possible among those of all consistent and asymptotically normal estimators of ϑ 0 . This means that ϑ
M L nT
is an efficient estimator, that is it attains the maximal possible concentration about the true value ϑ 0 . We are going now to show that the estimating functions approach can also be applied successfully to non-ergodic diffusion processes, by proving the existence of consistent and asymptotically normal estimators of ϑ 0 . Furthermore, we will analyze the degree of efficiency of the constructed estimators by comparing them with the asymptotically efficient maximum likelihood estimator given in (2.6).
Then, we consider the so-called quadratic estimating function of ϑ (see [2, Section 5.1]) defined as follows
where the coefficients a and b depend on the first four moments of the transition distribution of X
An estimator of ϑ 0 can be found as a solution, if there exists one, to the estimating equation G nT ( ϑ) = 0.
Note that the stochastic process {G n ( ϑ 0 ) : n ≥ 1} is a P 0 -martingale, i.e. E 0 [G n ( ϑ 0 )|F n−1 ] = G n−1 ( ϑ 0 ), with respect to the filtration generated by the observations of X, say F n = σ (X t0 , X t1 , ..., X tn ), n ≥ 1, under the model given by the true parameter value ϑ 0 (G 0 = 0 and F 0 is the trivial σ-field). Moreover, E 0 G n ( ϑ 0 ) = 0 for any n ≥ 1 (E 0 denotes expectation under P 0 ). From (2.4) the four conditioned moments of X can be found explicitly
Hence, after some simplifications, we obtain the following bivariate quadratic estimating function of the vector θ
Then by equating to zero G nT ( ϑ), we find the following explicit estimators of the parameters α 0 , β 0 :
The asymptotic properties of the sequence of estimators { ϑ as n T → ∞, and asymptotically normal
as n T → ∞, where
T is the covariance matrix for the vector H in (2.8) and W ( ϑ 0 ) = E 0 ∂ ϑ G nT ( ϑ 0 ) is the expected Jacobian matrix of G nT .
Proof. The property (2.10) can be proved directly by using the explicit expressions of the estimators α
M EF nT
and β
given in (2.9). Indeed, from (2.4) with α = α 0 and β = β 0 , for any integer k ≥ 1 we can write
and so . The classical Strong Law of Large Numbers implies that
as n T → ∞. Hence, from (2.9) the property (2.10) holds.
In order to prove (2.11), first observe that the estimating function G nT ( ϑ) given in (2.8) is continuously differentiable with respect to ϑ for any ϑ ∈ Θ, then we can define the Jacobian matrix of G nT ( ϑ) with respect to ϑ, say
(by this expression we mean that the ith row of the matrix consists of the partial derivatives with respect to ϑ of the ith coordinate of G nT ). From (2.8) the elements of the Jacobian matrix read
−(e ∆β 2 + 1) (3e
For technical reasons, we define for ϑ (i) ∈ Θ (i = 1, 2), a second matrix by
Let us consider now the Taylor expansion
where each a
nT ∈ Θ is a convex combination of ϑ
and ϑ 0 . By rearranging the terms, we get 1
We have to prove that 1
Note that when the underlying diffusion is an ergodic process, this condition has been proved in [3] . In the case of a non-ergodic diffusion process, the multivariate Central Limit Theorem for martingales (see, e.g., [2, Theorem 2.3]) would be applied.
In this case it is enough to apply the Classical Central Limit Theorem to
H(X ti−1 , X ti , ϑ 0 ), since from (2.8) and (2.12) it follows that
is a sequence of i.i.d. R 2 -valued random variables with zero-mean vector and covariance matrix 
Coming back to the equation (2.15), the property (2.11) is completely proved if we show that 1
which is an invertible and, in our case, a non-random matrix (when a diffusion process is non-ergodic, the limiting matrix W might in general be random).
Then, for all ε > 0 we consider the set
which shrinks to ϑ 0 as n T → ∞. The convergence in (2.13) implies that for all ε > 0 and The results in Table 1 show that the asymptotic performance of both the estimators is very close. For each fixed value of ∆, their slight bias (sample mean) decreases according to an increasing number of observations and their sample standard error is in accordance with the asymptotic one. Figure 1 compares the asymptotic standard error of both the estimators (the value of the sampling interval ∆ on the graph ranges from 0 to 1/12) and shows a very slight increasing variance of the MEF estimator with respect to the variance of the corresponding ML estimator when ∆ > 0.04. 
