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Abstract
The integrable structure of open–closed string theories in the (p, q) conformal
minimal model backgrounds is presented. The relation between the τ–function of
the closed string theory and that of the open–closed string theory is uncovered. The
resulting description of the open–closed string theory is shown to fit very naturally
into the framework of the sl(q,C) KdV hierarchies. In particular, the twisted bosons
which underlie and organise the structure of the closed string theory play a similar
role here and may be employed to derive loop equations and correlation function
recursion relations for the open–closed strings in a simple way.
∗ Lindemann Fellow
† e-mail: cvj@guinness.ias.edu
1. Introduction
Much progress has been achieved in the understanding of c≤ 1 string theory using
matrix models. In particular the structure of closed string theory propagating in the
(p, q) conformal minimal model backgrounds (with diagonal modular invariants) has
been studied extensively. These c < 1 string theories have an underlying integrable
hierarchy structure which is that of the (q − 1)th generalised KdV hierarchies
associated to the Lie algebra sl(q,C). A double scaled (q − 1)–hermitian matrix
model is believed to contain (at least) this generalised KdV organisation of the
operator content. Alternatively, an appropriately tuned two–matrix model has been
shown to realise these models[4].
The simplest example is the one–hermitian matrix model
Z =
∫
dM exp
{
−N
λ
Tr[V (M)]
}
(1.1)
which describes Euclidean 2D quantum gravity coupled to the (2m−1, 2) conformal
minimal models[1] to all orders in genus perturbation theory† in the appropriate
continuum limit. This continuum limit is the ‘double scaling limit’, where the size
N of the hermitian matrix M is sent to infinity while ratios of couplings in the
polynomial matrix model potential V (M) are tuned to finite values. These 2D
quantum gravity theories may be also viewed as closed string theories ‘propagating’
in the (2m− 1, 2) conformal minimal model backgrounds. These theories have an
underlying integrable hierarchy structure which arises as follows: The background
fields of the string theory are the sl(2,C) KdV times tk, coupling to scaling operators
Ok living on the world sheet. The KdV equations organise the operator structure
and are usually written in terms of the ‘string susceptibility’ u as follows:
∂u(tk)
∂tk
=R′k+1[u(tk)], (1.2)
where the Rk are the Gel’fand–Dikii differential polynomials and a prime denotes
a differentiation with respect to x ∝ t0. In the unitary model in this series, x (the
scaling part of λ) is the cosmological constant of the theory and u is the two–point
† All of the results presented in this paper will be taken to be valid only to all orders in the world–sheet
expansion.
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function of the ‘puncture operator’ P of the theory which couples to x. The KdV
equations are supplied with ‘initial conditions’ by the string equation, which shall
be written as
R= 0, (1.3)
where
R≡
∞∑
k=0
(k+ 12 )tkRk. (1.4)
This information is enough to fully determine the partition function of the closed
string theory.
With the success of this formulation in mind, it is natural to study the theories
representing interacting open and closed strings in these backgrounds. An obvious
question to ask is whether the integrable structures underlying the closed string
may be extended to this more general theory. This paper will answer this question
in the affirmative. In ref.[5] the double scaling limit of the above one–hermitian
matrix model supplemented with a logarithmic potential
γ
N
Tr log (1− µ2M2) (1.5)
was studied. This logarithm has the effect of adding surfaces with boundaries of
finite extent to the partition sum. The resulting models are the natural extensions of
the above, representing the theories defined on all smooth orientable 2D topologies.
The string equation was derived as:
R+ 2ΓνRˆ(x, ρ) = 0, (1.6)
where Γ, the scaling part of γ, is the ratio of the open–closed string coupling and
the closed string coupling ν (renormalised 1/N). The parameter ρ, which is the
scaling part of µ2, is the mass of the ends of the open strings. Rˆ is the diagonal
part of the resolvent of the Hamiltonian H ≡ −ν2∂2x + u(x, tk) which satisfies the
Gel’fand–Dikii equation[3]:
4(u+ ρ)Rˆ2 − 2RˆRˆ′′ + (Rˆ′)2 = 1. (1.7)
This is the theory of open–closed strings in the (2m− 1, 2) background with the
naive embedding dimension being a single point. The closed string theory is trivially
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recovered in the Γ→ 0 limit. The bulk operator content is the same as that of the
closed string theory, possessing the KdV organisation shown above, etc. In this
paper it will be shown how the boundary operator content of the closed string
theory is related to that of the more general theory.
In ref.[6] it was demonstrated that there was a one–to–one map between this open–
closed string theory (which may be formulated as a one–hermitain matrix model)
and the double scaled one–unitary matrix model. This model naturally has the
sl(2,C) mKdV hierarchy at its heart and the Painleve´ II hierarchy as its string
equations. The map used was the well–known Miura map, relating the fundamental
Hamiltonian structures of the mKdV and KdV systems. Using the relation between
the two systems and some results from ref.[7], the Virasoro constraints for the open–
closed string theory were derived.
The purpose of this paper is to fully elucidate the structure of the c < 1 open-closed
string theories. They are shown to be intimately related to the pure closed string
theories and share and extend the underlying integrable structure. The relation
between the two families of theories is embodied in a simple transformation between
them, at the level of the integrable hierarchy.
The structure of the (2m− 1, 2) open–closed string theory, first studied to all orders
in ref.[5], is further uncovered in section 2. After fixing a constant in the Virasoro
constraints derived in ref.[6], the structure of the constraints are understood in
terms of the underlying Z2–twisted boson, and the τ–function of the theory is
realised as the insertion of a vertex operator in the coherent state basis of the boson.
The relation between the open–closed and closed string τ–functions is derived by
using a simple transformation of the background fields of the closed string theory.
The loop equations and pointlike operator recursion relations are obtained from
the Virasoro constraints and compared to the familiar ones for the closed string
theory. The model expected to be a m = 1 topological open–closed string theory
is examined. In particular the open–closed string puncture equation is considered,
showing directly how the puncture operators of the theories are simply related to
each other. In section 3, the most straightforward generalisation of the model of
section 2 is presented. This is the open–closed string in the (p, q) conformal minimal
model backgrounds whose non–Liouville embedding dimension naively consists of
3
q − 1 discrete points. The boundary conditions on this open–closed string are
believed to be trivial punctual (Dirichlet) boundary conditions where each open–
closed string loop is embedded entirely at one of the ‘spacetime’ points. The W (q)
constraints on the τ–function of this theory are derived and the loop equations
and operator content are studied. The example of the open–closed string in the
(∗, 3) backgrounds is worked out in some detail in section 4. It is noted that the
problem of correctly identifying all of the relevant boundary operators expected
from Liouville and matrix model theory considerations is present, as it is in the
closed string theory, and therefore the question[8] of whether the full physics of
strings propagating in (p, q) conformal minimal model backgrounds is captured by
the integrable structures described here remains pertinent. The paper ends with
some concluding remarks in section 5.
2. The (2m− 1, 2) open–closed string theory
2.1 Review
It is not appropriate to review all of the details of the matrix model derivations
of the (2m− 1, 2) open–closed string theory. These may be found in ref.[5]. It is
necessary however to unpack the notation and establish the conventions to be used
throughout this paper, and so a brief review of the string equations and associated
structures follows.
The string equation derived by Kostov[5] is equation (1.6). The object R is defined
in equation (1.4) in terms of the Gel’fand–Dikii differential polynomials. These are
polynomials in u and its x–derivatives and are related via the recursion relation:
R′k+1 =
1
4
R′′′k − uR
′
k −
1
2
R. (2.1)
They are fixed by determining the constant R0, and the requirement that Rk → 0
as u→ 0. The first few are
R0 = 1
2
; R1 =−1
4
u; R2 = 1
16
(3u2 − u′′). (2.2)
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Upon examination of the lowest member of the KdV flows (1.2) the relation between
x and t0 is seen to be x=−t0/4. The diagonal part of the resolvent, defined as
Rˆ(x, ρ) =< x| 1−ν2∂2z + u(z) + ρ
|x > (2.3)
has an expansion[3]
Rˆ(x, ρ) =
∞∑
k=0
Rk[u]
ρk+
1
2
(2.4)
and satisfies equation (1.7). To study the mth model of the (2m− 1, 2) series the
tk in equation (1.4) are all set to zero except t0 = −4x and tm, which is set to a
value which cancels the coefficient of um in Rm[u] to 1. (This choice is equivalent
to a non–physical rescaling of both ν and x.) For example the string equation of
the (3, 2) model is
−1
3
u
′′
+ u2 − 2νΓRˆ(x, ρ) = x. (2.5)
In the Γ→ 0 limit this equation reduces to the Painleve´ I equation which reproduces
the genus expansion of u in the x→+∞ limit. (Here x is the cosmological constant.)
In order to derive the world sheet expansion for the open–closed string theory using
equations (1.7) and (2.5), an efficient way to proceed is to solve (2.5) for Rˆ and
substitute it into (1.7), yielding:
(u+ ρ)D2 − 1
2
DD′′ + 1
4
(D′)2 = ν2Γ2, (2.6)
where D ≡ −1
3
u
′′
+ u2 − x. Simply expanding (2.6) for x → +∞ yields the
perturbation theory:
u= x1/2 − 1
2
νΓ
x3/4
− 1
24
ν2
x2
+ · · · (2.7)
where the terms are the contributions from the sphere, disc and torus, respectively.
In general the asymptotic expansion takes the form[6]
u= x1/m
∞∑
g,h=0
Agh
ν2g+hΓh
x(2+1/m)(g+h/2)
(2.8)
where the indices g and h respectively represent the number of handles and holes on
the surface. The Agh are uniquely determined once the sphere coefficient A00 and
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the sign of the disc coefficient A01 have been fixed, using matrix model perturbation
theory.
The function u is related to the free energy F of the model as follows:
u(z) = ν2
∂2F
∂x2
, (2.9)
and is thus the connected two–point function of the puncture operator P ≡ 4O0.
The partition function Z = e−F is the square of the τ–function τopen of the theory
which is subject to the constraints[6]:
L˜n · τopen = 0; n≥−1 (2.10)
where
L˜n ≡ Ln − (1 + n)Γ
2
4
ρn − ρn+1 ∂
∂ρ
(2.11)
and†
L−1 ≡
∞∑
k=1
(k+
1
2
)tk
∂
∂tk−1
+
1
4ν2
x2
L0 ≡
∞∑
k=0
(k+
1
2
)tk
∂
∂tk
+
1
16
Ln ≡
∞∑
k=0
(k+
1
2
)tk
∂
∂tk+n
+ 4ν2
n∑
k=1
∂2
∂tk−1∂tn−k
n≥ 1.
(2.12)
The constraints for the closed string theory (Ln · τclosed = 0, n≥−1) are recovered
by setting Γ = 0, and ∂ρτopen = 0 and then τopen → τclosed. As first pointed out in
refs.[9] and [10], the form of the Virasoro generators (2.12) are those of a Z2–twisted
boson whose mode expansion is:
∂φ(z) =
∞∑
n=−∞
α
n+
1
2
z−n−3/2 (2.13)
where
α
n+
1
2
≡ 2
√
2ν
∂
∂tn
and α−n−1
2
=
1
2
√
2ν
(n+ 12 )tn. (2.14)
† Note here that in ref.[6] the eigenvalue of the L0 constraint when acting on τopen was denoted
µ. Although it was shown to be related to the open string coupling, the precise relation was not
determined there. It will be shown presently that µ= Γ2/4.
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The energy–momentum tensor for the twisted boson is
T (z) =
1
2
: ∂φ(z)∂φ(z) : +
1
16z2
=
∞∑
n=−∞
Lnz
−n−2. (2.15)
Using (2.13) and (2.14) in (2.15), the form (2.12) is recovered for the Virasoro
generators.
The function τclosed defines a state |Ωt˜> in the Fock space of the twisted boson[9][11]
and is defined as†
τclosed =< t|Ωt˜ > (2.16)
where < t| ≡< 0| exp {(2√2ν)−1∑∞n=0 tnαn+12 } defines the coherent state, upon
which the annihilation and creation operators act as derivatives and by multiplica-
tion respectively. This twisted boson framework may be regarded as underpinning
the structure of the constraints of the closed string theory, together with the loop
equations and operator recursion relations which may be derived from them.
2.2 From closed to open–closed strings
The first observation to make about the open–closed string theory constraints
(2.10) is that they also admit the twisted boson description. Indeed, examination
of the form of these ‘modified’ Virasoro operators in (2.11) suggest that equations
(2.10) are expressing the Ward identities of the Virasoro generators in a conformal
field theory††. These may be derived from the familiar operator product expansion
of T (z) with a conformal field Φh(w) of weight h as:
LnΦh(w) = (1 + n)hw
nΦh(w) +w
1+n∂wΦh(w). (2.17)
Therefore the constraints (2.10) are suggestive of the presence of a conformal field
in the twisted sector of weight Γ2/4. This would be most easily realised as a vertex
operator††† of the form VΓ(ρ) =: e
− Γ√
2
φ(ρ)
: This is the first hint of the simple
† It is assumed here that a finite number of the couplings tk are non–zero. Otherwise some of these
expressions are ill–defined[9].
†† The author thanks Erik Verlinde for suggesting this interpretation.
††† Some care must be exercised here. The vertex operators of the form displayed for arbitrary ρ in the
complex plane are not single valued as one encircles the origin, due to the twist in φ(z).
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relationship between τopen and τclosed, the precise nature of which will now be
derived.
Starting with the closed string theory with variables tk and functions u(tk) and
τclosed, performing the change of variables:
tk → t˜k + 2Γν
(k+ 1
2
)
ρ−(k+
1
2
)
x→ x˜− Γνρ− 12
(2.18)
under which
u(tk)→ u˜(t˜k, Γ, ρ) and τclosed(tk)→ τ˜(t˜k, Γ, ρ), (2.19)
yields the string equation
R(u˜, t˜k) + 2ΓνRˆ(x, ρ) = 0. (2.20)
Turning to the Virasoro constraints (Ln(tk) · τclosed = 0, n ≥ −1) this change of
variables produces
∞∑
k=1
(k+
1
2
)t˜k
∂τ˜
∂t˜k−1
+ 2Γν
∞∑
k=1
ρ−(k+
1
2 )
∂τ˜
∂t˜k−1
+
(
x˜2
4ν2
− Γ
2ν
ρ−
1
2 x˜+
1
4
Γ2ρ−1
)
τ˜ = 0
∞∑
k=0
(k+
1
2
)t˜k
∂τ˜
∂t˜k
+ 2Γν
∞∑
k=0
ρ−(k+
1
2 )
∂τ˜
∂t˜k
+
1
16
τ˜ = 0
∞∑
k=0
(k+
1
2
)t˜k
∂τ˜
∂t˜k+n
+ 2Γν
∞∑
k=0
ρ−(k+
1
2
) ∂τ˜
∂t˜k+n
+ 4ν2
n∑
k=1
∂2τ˜
∂t˜k−1∂t˜n−k
= 0 n≥ 1.
(2.21)
These may be drastically simplified by noting that
∂
∂ρ
≡−2Γν
∞∑
k=0
ρ−k−3/2
∂
∂t˜k
(2.22)
and therefore
2Γν
∞∑
k=0
ρ−(k+
1
2
) ∂τ˜
∂t˜k+n
=
2Γν
∞∑
k=0
ρ−(k−n+
1
2 )
∂τ˜
∂t˜k+n
− 2Γν
n∑
k=1
ρ−(k−n−
1
2 )
∂τ˜
∂t˜k−1
=
− ρn+1 ∂τ˜
∂ρ
− 2Γν
n∑
k=1
ρ−(k−n−
1
2 )
∂τ˜
∂t˜k−1
(2.23)
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Now writing τ˜ = eg(ρ, t˜k, Γ)τopen, a few more manipulations show that
L˜(t˜k)n · τopen = 0, n≥−1, (2.24)
where the L˜n are given in equation (2.11), for the unique form
g(ρ, t˜k, Γ) =
Γ2
4
log ρ+
Γ
4ν
∞∑
k=0
t˜kρ
k+
1
2 . (2.25)
Note that the L0 eigenvalue mentioned earlier is fixed as Γ
2/4 due to the following
∞∑
k=0
(k+ 1
2
)t˜k
∂g
∂t˜k
− ρ∂g
∂ρ
=−Γ
2
4
. (2.26)
The relation between the functions τclosed and τopen is now clear:
τopen = e
−g(tk, ρ, Γ)τclosed
(
tk → tk + 2Γν
(k+ 12)
ρ−(k+
1
2 )
)
, (2.27)
where now the tilde’s above the open–closed string quantities have been dropped,
as there can be no confusion. Recalling equation (2.16) and using (2.27) yields
τopen =< t| exp
(
−Γ
2
4
log ρ
)
×
exp
− Γ√
2
∞∑
k=0
α−k− 12
(k+ 12 )
ρk+
1
2
 exp
 Γ√
2
∞∑
k=0
α
k+
1
2
(k+ 12)
ρ−(k+
1
2 )
 |Ωt˜ >
=< t| : e−
Γ√
2
φ(ρ)
: |Ωt˜ > .
(2.28)
So the open–closed string τ–function is obtained from the closed string τ–function
by the insertion of a vertex operator. This explains the form of the constraints
(2.10), as anticipated at the beginning of this section. (Notice that because ρ
is restricted to be real by the world sheet physics†, the vertex operator is single
valued.)
With the derivation of the open–closed string Virasoro constraints completed,
attention may now be turned to the study of some of the physics which may be
derived from them, in the spirit of ref.[9]. The recursion relations for the pointlike
operators in the theory together with the loop equations will be derived next.
† Recall that ρ is related to the boundary length cosmological constant.
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2.3 Recursion relations
The operators in the theory are the Ok, which couple to the tk:
<Ok1 · · · Okn >= ν2
∂n log Z
∂tk1 · · · ∂tkn
∣∣∣∣∣
tk=t˜k
, (2.29)
where Z = τ2open. Here t˜k denotes some fixed couplings to which the tk are set in the
theory. Recall from section 2 that themth model in the (2m−1, 2) series is obtained
by setting all of the tk’s to zero except tm =1/(αm(m+
1
2 )) and t0 =−4x, where the
Gel’fand–Dikii polynomials start as R[u]m = αmum + · · · To derive the recursion
relations for some set of operators in the mth theory, the Virasoro constraints (2.10)
must be expanded in the couplings around these values. Furthermore, to obtain the
recursion relations on worldsheets of specific topology, the expansion
<Ok1 · · · Okn >=
∞∑
g,h=0
<Ok1 · · · Okn >g,h ν2g+hΓh (2.30)
must also be made. The derivation proceeds as follows. Set
tk =
δmk
αm(m+
1
2 )
+ ǫpδpk − 4xδk0, m, p 6= 0, p ∈ S, (2.31)
where S represents some set of distinct operators and the ǫp’s are infinitesimal.
Rearrange the constraints to act non–linearly on log τopen and Taylor expand up
to terms linear in the ǫp’s. Then all the terms of order lower than
∏
p ǫp will be
proportional to the Virasoro constraints and may be set to zero leaving (after the
world–sheet expansion):
1
αm
<Om+n
∏
p∈S
Op >g,h +
∑
p∈S
(p+ 1
2
)<Op+n
∏
r∈S
r 6=p
Or >g,h
−4x <On
∏
p∈S
Op >g,h +4
n∑
k=1
<Ok−1On−k ∏
p∈S
Op >g−1,h
+
1
2
∑
S=Q∪R
g1+g2=g
<Ok−1
∏
p∈Q
Op >g1,h<On−k
∏
p∈R
Op >g2,h

−ρn+1 <Oρ
∏
p∈S
Op >g,h= 0, n≥−1,
(2.32)
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with the exceptions on the sphere, torus and cylinder, respectively:
<Om−1 >0,0=−αmx
2
2
,
<Om >1,0=−αm
8
, and
<Om+n >0,1= 1
2
(1 + n)αmρ
n.
(2.33)
(Note that O−1 = 0 in the above.) The operator Oρ is defined to be that which
couples to ρ in the following sense: <Oρ >= ν2∂ρ log Z. Equation (2.32) is the set
of open–closed string recursion relations for the correlation functions of operators
in the theory. Together with (2.33), they are the generalisation of the closed string
relations derived in ref.[9] and have the same interpretation in terms of purely
‘contact’ interactions. These interactions take place when the Ok’s coincide with
each other, or in the ‘factorization’ situation, when the Ok coincide with a node on
the surface. A node on the surface either pinches one of the handles, reducing g by
one, or divides the surface into two surfaces of total genus g. Notice that there are no
corresponding contact processes on the boundary, and so the number of boundaries
on the surfaces are preserved. This is probably because the (2m − 1, 2) models
have only one distinct boundary boundary operator. This simplicity is expected to
disappear for more complicated theories. Also as before[9], the recursion relations
may be used to determine the correlation functions of the Ok with k ≥ m − 1 in
terms of the correlators of the Ok with k ≤m− 2. This latter set of operators may
be identified with the (gravitationally dressesd) primary fields of the (2m− 1, 2)
conformal field theory.
2.4 A topological open–closed string and the boundary operator
Setting m = 1 in the closed string theory yields topological gravity where the
surfaces in the underlying matrix model are not critical and are thus of zero area
in the continuum limit. The partition function of the theory is trivial as can be
seen by using the simple (exact) solution to the closed string equation, u = x, to
calculate the free energy via equation (2.9). After discarding analytic terms in x
the result is F = 0. The physical content of this topological theory is studied at the
level of correlation function recursion relations.
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The open-closed string generalisation of this theory is the m = 1 model of the
present framework. The effect of adding surfaces with boundaries to the theory is
seen directly upon studying the string equation u = x+ 2ΓνRˆ, together with the
resolvent equation (1.7), which yields an expansion for the free energy in which only
surfaces with boundaries contribute:
F =
∑
h>0,g≥0
fgh
(
µ3/2
ν
)2−2g−h
Γh. (2.34)
Here µ = x+ ρ is identified with the boundary cosmological constant (see below)
and the topological expansion is in a dimensionless combination of the couplings in
the theory†.
The relation derived from (2.32) for n = −1 is called the ‘puncture equation’ and
is:
<OB
∏
p∈S
Op >g,h=
∑
p∈S
(p+ 12)<Op−1
∏
r∈S
r 6=p
Or >g,h . (2.35)
Here the identifications OB = 4O0 +Oρ and µ = x+ ρ of the boundary operator
and cosmological constant respectively, have been made. In this open string theory
therefore, the usual puncture equation is modified by the additive redefinition of
the puncture/boundary–length operator.
In the mth model a similar equation to (2.35) may be derived from the n = −1
part of the recursion relation. From this it may be simply derived that the closed
string boundary operator[8] Om−1 is modified to give the following expression for
the boundary operator:
OB =Oρ − 1
αm
Om−1. (2.36)
Using the puncture equation, the Ward identity of the boundary operator may be
easily verified be using the following expansion[12] of the macroscopic loop:
w(ℓ) =
∞∑
k=0
ℓk+
1
2
Γ(k+ 32)
Ok, (2.37)
† The relative scaling dimensions of all the couplings may be easiy determined from
the matrix model or from the string equation and flow equations.
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yielding
<OBw(ℓ1) · · ·w(ℓn)>=
(
n∑
i=1
ℓi
)
< w(ℓ1) · · ·w(ℓn)> . (2.38)
2.5 Loop equations
Following ref.[9] it is convenient to introduce a source for the loops which shall be
denoted J(ℓ):
<w(ℓ1) · · ·w(ℓn)>= 2ν2 δ
n log τopen
δJ(ℓ1) · · · δJ(ℓn) . (2.39)
Here the expression for the correlator is interpreted as calculated in the presence of
J(ℓ), and setting J(ℓ) = 0 returns one to the mth model. The Laplace transforms
of these objects are:
w(z) =
∫ ∞
0
dℓe−ℓzw(ℓ) =
∞∑
k=0
z−k−
3
2Ok
J(z) =
∞∑
k=0
tkz
k+ 1
2
.
(2.40)
In ref.[9] the Virasoro constraints of the closed string theory arose as the coefficients
of the Laurent expansion of the Laplace transformed loop equation Lclosed(z) =
0. Here, starting with the Virasoro constraints for the open–closed string theory
and interpreting them as the Laurent coefficients of the open–closed string loop
equations,
Lopen(z) = 2ν2
∞∑
n=−1
(
L˜n · τopen
τopen
)
z−n−2 = 0, (2.41)
the following loop equation is derived:∫ ∞
0
dℓ
′
ℓ
′
J(ℓ)<w(ℓ+ ℓ
′
)>+
1
8
ν2ℓ+
1
4
x2 − eρℓ
{
1
4
ν2Γ2+<Oρ >
}
+
∫ ℓ
0
dℓ
′
[
4<w(ℓ
′
)w(ℓ− ℓ′)>+2< w(ℓ′)>< w(ℓ− ℓ′)>
]
= 0.
(2.42)
Here the modifications to the usual form of the closed string loop equation are
embodied in an additional term arising from the cylinder† together with an insertion
of the operator Oρ. Both terms have an explicit exponential dependence on the loop
length.
† This new cylinder term joins the sphere and torus terms as the non-universal terms arising from
surfaces which admit global conformal transformations[9].
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3. The open–closed string and (p, q) minimal matter
The discussion now turns to open–closed strings in the (p, q) conformal minimal
model backgrounds. The aim of this section will be to use the insight gained in
section 2 about the organisation of the (2m − 1, 2) open–closed string to derive
the results here. This will have the effect of bypassing the matrix model route
altogether, remaining firmly within the integrable hierarchy framework. It is not
entirely clear whether all of the physics of the related (p, q) conformal minimal model
backgrounds will be captured in this way; It has been demonstrated previously[8]
that the identification of the full spectrum of boundary operators which is present
in the matrix model and in the Liouville approach for the gravitating (p, q)
minimal model is problematic for the sl(q,C) KdV approach. These difficulties
were also encountered in ref.[13] where a stable non–perturbative definition of
the closed string in (p, q) backgrounds was proposed, using the sl(q,C) KdV as
the underlying principle. There for example, as in ref.[8], only the boundary
magnetisation operator of the closed string in the Ising model background could
be identified. There appeared to be no structures left in the sl(3,C) flows (and
the associated W (3) constraints) within which to incorporate the boundary length
operator. This operator may be explicitly constructed in the matrix model and
Liouville approaches. This leads to the expectation that the present formulation
of the closed string in the (p, q) conformal minimal model backgrounds based on
the integrable structure of the sl(q,C) KdV heirarchy captures only a subset of
the boundary operators. Whether the missing operators may be incorporated into
a larger and/or complementary integrable structure is unclear. The open–closed
string generalisation of the closed string just discussed which will be presented here
will suffer from the same shortcomings (with respect to boundary operators of the
associated minimal model) and will likely be a small subset of the family of open–
closed strings which might be constructed with these backgrounds.
3.1 Review
The sl(q,C) KdV hierarchies arise as the Hamiltonian flows of the qth order
differential operator Q = dq +
∑q
i=2 αi{ui, dq−i}. The symbol “d” denotes ∂x and
the ui are functions of x. The αi are constants. The study of the integrable
14
deformations of Q is most easily formulated in terms of the “Lax pair” where the
Hamiltonian flows flows are written in terms of fractional powers[14] of Q
∂Q
∂tr
= [Q
r/q
+ , Q]. (3.1)
The non–trivial flows occur when r 6= 0 mod q, i.e. when r= qk+ l, k= 0, 1, . . . ,∞
and l = 1, 2, . . . , q − 1. The tr will be labelled tl,k to reflect this. The form of the
flows analogous to (1.2) is (no sum on i):
αi
∂ui
∂tl,k
=Dij1 Rjl,k+1 =Dij2 Rjl,k i, j = 2, 3, . . . , q. (3.2)
The objects Dij1 and Dij2 are a set of differential operators reflecting the bi–
Hamiltonian structure which is expressed via the Poisson brackets:
{ui(x), uj(y)}1,2 =Dij1,2(x)δ(x− y). (3.3)
It is well known (see, for example [15]) that Dij2 has the structure of the classical
W–algebra based on sl(q,C). This is the Hamiltonian system where the infinite
set of Hamiltonians is constructed out of traces of fractional powers of Q. The
Rjl,k are differential polynomials in the ui and their derivatives. They are the
generalisation of the Gel’fand–Dikii differential polynomials encountered in the q=2
case in section 2. They are related to the “jet–coefficients” of the resolvent of Q in
the following way: The objects defined by the expansion
Rˆi =
q−1∑
l=1
∞∑
k=1
Ril,kρ−(k+
l
3
) (3.4)
are (a linear combination of) the “(q − i)–jets” of the resolvent Rˆ(x, ρ) which is
defined by the relation
Rˆ(x, ρ) · (Q+ ρ) = 1. (3.5)
For more details of this the reader should refer to the work of Gel’fand and Dikii[14].
The Rˆi are shown there to satisfy an equation which generalises equation (1.7). It
is easy to show that for the linear combination of the “jets” of Rˆ(x, ρ) which is used
here†, this equation may be shown to be:
(Dij2 + ρDij1 )Rˆj = 0. (3.6)
† This linear combination is essentially defined by the parametrisation used for Q in terms of the ui,
together with equation (3.2).
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(Here an overall normalisation for the Dij2 will be chosen by setting Di22 = uid+
1
i u
′
i.) It is straightforward to demonstrate[13] that by multiplying (3.6) by Rˆ
i the
result is a total derivative. This is a consequence of the fact that the infinite set
of Hamiltonians of the system are in involution. Integrating this equation once
with respect to x yields a single differential equation for the Rˆi’s which generalises
equation (1.7), and deserves to be called the ‘generalised Gel’fand–Dikii eqnation’.
The constant of integration is fixed by a normalisation of the Rˆi’s.
Using the expansion (3.4) in this equation yields a recursion relation for the Ril,k
which is:
Dij1 Rjl,k+1 =Dij2 Rjl,k. (3.7)
Requiring them to vanish at ui = 0 fixes them uniquely, up to the choice of
normalisations Ril,0 ∝ qδi−1l . This normalisation fixes the constant of integration in
the generalised Gel’fand–Dikii equation to be q2, as can be seen by substituting the
asymptotic expansion (3.4) and taking the leading term in the ρ→∞ and z→∞
limits. (This term always arises from the term (uq + ρ)Rˆ
2Rˆq in the equation.)
Turning to the string equations for the closed string theory, the following structures
arise. The string equations arise from the differential operator realisation of the
canonical commutation relations[2] [P, Q] = 1. Q is as stated above and the most
general form for P is constructed out of a linear combination of the differential
operator parts of fractional powers of Q. A little study[13] shows that the (once
x–differentiated) string equations which result from this construction may always
be written as:
Dij1 Rj = 0, (3.8)
where:
Ri ≡
q−1∑
l=1
∞∑
k=0
(k+
l
q
)tl,kRil,k
=
q−1∑
l=1
∞∑
k=1
(k+
l
q
)tl,kRil,k + (i− 1)ti−1,0
(3.9)
In the above the normalisation Rjl,0 = qδj−1l has been used. It may also be shown
that (3.8) is always a total derivative and may be once integrated with respect to x
to give the string equation. The constants of integration may always be absorbed
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into the tl,0 which play special roles: For example the string in the (4, 3) background
has x ∝ t1,0 as the cosmological constant and B ∝ t2,0 as the magnetic field. This
model is closely related to the string in a critical–Ising model background (also
denoted (4, 3) as it is a conformal minimal model). In fact the string equations for
it were first derived by considering a matrix model realisation of the gravitating
Ising model[16]. The string equation for the pth model (denoted (p, q)) is extracted
from (3.8) by setting
tl,k =− δl,rδk,s
(s+ rq )
+
q−1∑
r=1
q
r
δl,rδk,0tl,k (3.10)
where p= qs+ r.
As an example of the above consider the sl(3,C) KdV system, better known as
the Boussinesq heirarchy. The basic differential operator will be parametrised as
Q= d3 + (3/4){u2, d}+ u3 which results in the following flows for u2 and u3:
αi
∂ui
∂tl,k
=Dij1 Rjl,k+1 ≡Dij2 Rjl,k i, j = 2, 3. (3.11)
Here α2 = 3/2, α3 = 1, and there is no sum on i. Also[13]:
D222 =
2
3
d3 +
1
2
u
′
2 + u2d
D232 = u3d+
2
3
u
′
3
D322 = u3d+
1
3
u
′
3
D332 =−
1
18
d5 − 5
12
u2d
3 − 5
8
u
′
2d
2 + (−1
2
u22 −
3
8
u
′′
2 )d+ (−
1
2
u2u
′
2 −
1
12
u
′′′
2 )
and D221 =D331 = 0; D231 =D321 = d.
A few of the differential polynomials are[13]:
R21,0 = 3; R31,0 = 0;
R22,0 = 0; R32,0 = 3;
R21,1 = u3; R31,1 =
3
2
u2;
R22,1 =−
1
4
(u
′′
2 + 3u
2
2); R32,1 = 2u3;
R21,2 =−
1
12
u
′′′′
2 −
3
4
u2u
′′
2 −
3
2
(u
′
2)
2 − 1
2
u32 +
4
3
u23; R31,2 =
2
3
(u
′′
3 + 3u3u2);
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The string equations are:
R2 =
∞∑
k=0
l=1,2
(k+
l
3
)R2l,k − x= 0 and
R3 =
∞∑
k=0
l=1,2
(k+
l
3
)R3l,k −B = 0.
(3.12)
Here x=−t1,0 and B =−2t2,0.
The objects Rˆ2 and Rˆ3 satisfy the following (generalised Gel’fand–Dikii) equation:
1
2
u2Rˆ
2
2 +
2
3
Rˆ2Rˆ
′′
2 −
1
3
(Rˆ
′
2)
2 + u3Rˆ2Rˆ3 − 1
18
(
Rˆ3Rˆ
(4)
3 − Rˆ
′
3Rˆ
′′′
3 −
1
2
(Rˆ
′′
3 )
2
)
− 5
12
(
u2Rˆ3Rˆ
′′
3 −
1
2
u2(Rˆ
′
3)
2 +
1
2
u
′
2Rˆ3Rˆ
′
3
)
− 1
12
(
3u22 + u
′′
2
)
Rˆ23 = 9
(3.13)
(For convenience of notation the superscripts on the Rˆi’s have been exchanged for
subscripts.)
The generalisation of the Virasoro constraints on the (p, q) models is phrased most
naturally in terms of twisted bosons. These are the W (q)–algebra constraints. The
underlying structure of theW (q)–algebra constraints on the closed string τ–function
τclosed is that of the coherent state realisation of these constraints on the Fock space
of q − 1 free bosons with the Zq–twisted boundary conditions:
∂φl(e
2πiz) = e
2πil
q φl(z). (3.14)
They have the mode expansion
∂φl(z) =
∞∑
k=−∞
αk+ l
q
z−(k+
l
q
+1), (3.15)
where
αk+ l
q
= ν
∂
∂tl,k
and α−k− l
q
=
1
ν
(k+
l
q
)tl,k. (3.16)
The energy–momentum tensor is
T (z) =
q−1∑
r=1
:
1
2
∂φr∂φq−r : +
q2 − 1
24qz2
=
∞∑
n=−∞
Lnz
−n−2. (3.17)
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The W (q) operators in the constraints arise as the modes W (r)n of the higher spin
fields W (r) (r= 3, . . . , q), constructed using for example, current–algebras based on
sl(q,C). Denoting T (z) as W (2) (Ln as W
(2)
n ), the closed string constraints are
W (r)n · τclosed = 0, r = 2, · · · , q, n≥ 1− r, (3.18)
where τclosed defines a state |Ωt˜ > in the coherent state basis via
τclosed =< t|Ωt˜ > . (3.19)
Here
< t|=< 0| exp
 1ν
q−1∑
l=1
∞∑
k=1
tl,kαk+ l
q
 . (3.20)
Note that the functions ui are related to the τ–function as follows (no sum on i):
αiui = 2ν
2 ∂
2 log τclosed
∂ti−1,0∂t1,0
, (3.21)
and the operators in the theory arise as
<Ol1,k1 · · · Oln,kn >= 2ν2
∂n log τclosed
∂tl1,k1 · · · ∂tln,kn
. (3.22)
More details of the constraints may be found in refs.[9][10][17].
3.2 From closed to open–closed strings
The starting point is to generalise the transformation on the tl,k analogous to
equation (2.18). This is simply†
tl,k → t˜l,k + Γν
(k+ lq )
ρ(k+
l
q
) (3.23)
and consequently
ui(tl,k)→ u˜i(tl,k, Γ, ρ). (3.24)
The string equation under these transformations become
Dij1
[
Rj(u˜) + ΓνRˆj(x, ρ)
]
= 0, (3.25)
† The factor of 2 in the transformation (2.18) is present in order to match the conventions of ref.[6].
19
which may be integrated once to become the open–closed string generalisation of
(2.20), and must be supplemented by the generalised Gel’fand–Dikii equation (3.6)
to get solutions.
The most straightforward method by which the open–closed string constraints may
be derived is by returning to the twisted bosons and using the vertex operator
construction used in section 2. Then it is seen by direct calculation that the
transformation (3.23) is the beginning of the process by which the combination
e−Γ
∑q−1
l=1 φl(ρ) is inserted into the bra–ket (3.19) to give the open–closed string
τ–function. Explicitly:
τopen = e
−g(tl,k, ρ, Γ)τclosed
tl,k → tl,k + Γν
(k+ lq )
ρ(k+
l
q
)
 , (3.26)
where
g(ρ, tl,k, Γ) =
Γ2
2
log ρ+
Γ
ν
q−1∑
l=1
∞∑
k=1
tl,kρ
k+ l
q . (3.27)
Consequently
τopen =< t| exp
(
−Γ
2
2
log ρ
)
×
exp
−Γ q−1∑
l=1
∞∑
k=1
α−k− l
q
(k+ lq )
ρk+
l
q
 exp
Γ q−1∑
l=1
∞∑
k=1
αk+ l
q
(k+ lq )
ρ−(k+
l
q
)
 |Ωt˜ >
=< t|VΓ(ρ)|Ωt˜ >,
(3.28)
where
VΓ(ρ) =: exp
−Γ
q−1∑
l=1
φl(ρ)
 : (3.29)
To work out the constraints on τopen is simply a matter of calculating the operator
product expansion
W (r)(z)VΓ(w) =N(r)
Γr
(z −w)r VΓ(w) + · · · r = 2, · · · , q (3.30)
where N(r) is a numerical constant. The other terms will in general be a
combination of VΓ(w), the φl(w) and their w–derivatives. Performing the mode
decomposition
W (r)n =
∮
dz zn+r−1W (r)(z) (3.31)
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yields the form
[W (r)n , VΓ(w)]∼ Γr[(n+ 1)(n+ 2) · · · (n+ r− 1)]wnVΓ(w) + · · · (3.32)
The W (q) constraints for the open–closed string theory are then
W˜ (r)n · τopen = 0 r = 2, 3, · · · , q; n≥ 1− r, (3.33)
where
W˜ (r)n =W
(r)
n − [W (r)n , VΓ(ρ)]. (3.34)
These equations are the direct extension of equations (2.10) and (2.11). To study the
loop equations of the theory, the constraints (3.33) are used as Laurent coefficients
in the expansion of the Laplace transform of q − 1 loop equations:
L(r)open(z) = 2ν2
∞∑
n=1−r
(
W˜ (r)n · τopen
τopen
)
z−n−r = 0 (3.35)
and the Laplace transformed loop variables are extracted in analogy with (2.37) as
follows[9][17]:
wr(z) =
∞∑
k=0
z−k−
r
q
−1Or,k
Jr(z) =
∞∑
k=0
tr,kz
k+ r
q .
(3.36)
Inverse Laplace transforming (3.35) yields the final loop equations for the loops
wr(ℓ) =
∞∑
k=0
ℓk+
r
q
Γ(k+ rq + 1)
Or,k (3.37)
and their sources Jr(ℓ).
3.3 Recursion relations–A boundary operator
The recursion relations for the correlators of the operators in the (p, q)th model
open–closed string theory may be derived by expanding in the couplings as per-
formed in section 2. The structure of the constraints is such that there arise q − 1
sets of recursion relations, the W˜ (l−1) sector of the constraints (see equation (3.33))
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resulting in the recursion relations between correllators of the operators Ol,k. See
ref[17] for an explicit example of this structure in the case of the (1, 3) closed string
model. The form of these constraints is in general highly complicated, although
they readily allow the dressed primary fields of the underlying conformal minimal
model to be identified as the relevant operators in the bulk[9][17]. Here the general
relations will not be analysed any further and attention will be turned instead to
the recursion relation arising from the L−1 constraints. In particular, the unitary
(q + 1, q) models will be studied. The unitary model of the series is obtained by
setting
tl,k =−qδl.1δk,2
(2q + 1)
+
q−1∑
r=1
q
r
δl,rδk,0tr,0. (3.38)
Now the L−1 constraint for the qth model is of the form
q−1∑
l=1
∞∑
k=1
(k+
l
q
)tl,k
∂τopen
∂tl,k−1
+ ν−2f(tl,k) = 0, (3.39)
where f(tl,k) is constructed out of products of the tl,k’s only. It will eventually
become the spherical contribution to the non–universal parts of the correlation
functions. Such terms will not be of concern in what follows. Expanding in the
couplings about (3.38) yields:
<OB
∏
r,s∈S
Or,s >=
∑
r,s∈S
(s+
r
q
)<Or,s−1
∏
a,b∈S
a 6=r,b 6=s
Oa,b >, (3.40)
where
OB =O1,1 −Oρ (3.41)
is defined in analogy with (2.36).
In ref.[8] the operator O1,1 was identified with a boundary operator in the closed
string unitary conformal minimal model backgrounds. Equation (3.41) gives the
modification in the open–closed string theories here. Notice that using the expansion
(3.36) a Ward identity identical in structure to (2.38) may be derived for OB here.
Taking the Ising model (4, 3) as an example this relation implies that OB measures
the total length of the loops in the correlator, regardless of which combination of
the two loops w1(ℓ) or w2(ℓ) appears. This appears at first to be in contradiction
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of the identification of O1,1 as the Z2–odd Ising–string boundary magnetisation in
ref.[8]. This is resolved if it is recalled from there that the loop operators w+(ℓ)
and w−(ℓ) given by
w±(ℓ) =
∫ ∞
µ
< x|e±ℓQ|x > dx (3.42)
are to be considered as the ‘correct’ loop operators for the Ising–string arising from
the underlying matrix model. Under the Z2 operation Q→−Q, u2→ u2, u3→−u3
and w+(ℓ)→ w−(ℓ). Considering a shift in u3 results in identifying O1,1 as the
boundary magnetisation[8]:
<O1,1w±(ℓ)>= ±ℓ < w±(ℓ)> . (3.43)
The loop operators w1(ℓ) and w2(ℓ) in this integrable formalism are thus clearly
not the Ising–string loops above. To derive a relation like (3.43) from the L−1
constraint (3.39) would require an appropriate expansion of w+(ℓ)→ w−(ℓ) in the
Ol,k to replace (3.36). This expansion would have to exhibit the Z2 structure of the
underlying Ising model. Some of these issues are discussed in ref.[18] where more
understanding of the change of bases required to relate the Liouville, matrix model
and integrable hierarchy approaches to various string models is presented.
It is tempting to speculate about the role of the constraints W˜
(r)
−r+1. Regarding each
constraint as the Ward identity of an operator, it would be interesting to understand
the nature of the operators defined by these constraints. For example in the case
of q = 3, W˜
(3)
−2 has precisely the Z2–even grading required for the boundary length
operator in the Ising–string[13]. The Ward identity derived from this constraint does
not have such a simple structure however. Nevertheless perhaps the understanding
of how to define the correct Ising loop operators in the (4, 3) model would also
reveal whether or not W˜
(3)
−2 defines the boundary length operator. This would go
some way to understanding just how much of the (p, q) conformal minimal model
is contained in this integrable formulation.
4. The sl(3,C) structure of the (∗, 3) models
It is now time to turn to a specific example of the constructions just described and
study the structure of the constraints and loop equations of the (∗, 3) backgrounds.
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In the spirit of refs.[9] and [17] the subtle matter of identifying the correct frame in
which to discuss the loop variables in the underlying minimal model is sidestepped in
favour of continuing to study the integrable structure. Therefore the loop equations
derived will be in terms of the objects w1(ℓ) and w2(ℓ).
4.1 W (3) constraints
The form of the spin 2 and spin 3 fields W (2)(z), (T (z)), and W (3)(z) for the two
Z3 twisted bosons φ1(z) and φ2(z) are:
T (z) =: ∂φ1(z)∂φ2(z) : +
1
9z2
W (3)(z) =: (∂φ1(z))
3 + (∂φ2(z))
3 :
(4.1)
and calculation of the operator products and mode decompositions using the ideas
and formulae in section 3 yields:
L˜n · τopen = 0 n≥−1;
W˜m · τopen = 0 m≥−2,
(4.2)
where
L˜n = Ln − Γ
2
2
(n+ 1)ρn − ρn+1 ∂
∂ρ
;
W˜m =Wm − Γ
3
12
(n+ 1)(n+ 2)ρn +
Γ2
4
(n+ 2)ρn+1
∂
∂ρ
+[
Γ2
4
(∂2φ1(ρ) + ∂
2φ2(ρ))− Γ
4
((∂φ1(ρ))
2 + (∂φ2(ρ))
2)
]
ρn+2.
(4.3)
The decomposition of the Ln and Wm into the modes of the bosons yields
L−1 =
∞∑
k=1
l=1,2
(k+
l
3
)tl,k
∂
∂tl,k−1
+
2
3ν2
t1,0t2,0
L0 =
∞∑
k=0
l=1,2
(k+
l
3
)tl,k
∂
∂tl,k
+
1
9
Ln =
∞∑
k=0
l=1,2
(k+
l
3
)tl,k
∂
∂tl,k+n
+
1
6
ν2
n∑
k=1
l=1,2
∂2
∂tl,k−1∂t3−l,n−k
(4.4)
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and[17]
W (3)m =ν
−3 ∑
p+q+r=−3m
p
3
q
3
r
3
tptqtr + ν
−1 ∑
p+q−r=−3m
p
3
q
3
tptq
∂
∂tr
+
1
3
ν
∑
−p+q+r=3m
p
3
tp
∂2
∂tq∂tr
+
1
27
ν3
∑
p+q+r=3m
∂3
∂tp∂tq∂tr
.
(4.5)
In the last formula, the sums must be taken over p, q, r 6= 0 mod 3. The constraints
(4.2) for the open–closed string theory still satisfy the familiar commutation
relations of the W (3) algebra and are thus a consistent set of constraints.
4.2 Loop equations
The set of constraints (4.2) will yield a pair of basic loop equations for the (∗, 3)
open–closed string theory which will be the closed string loop equations[17][9] with
additional terms, as encountered in section 2. From the Virasoro sector the following
equation is obtained (sum over r):
∫ ∞
0
dℓ
′
ℓ
′
Jr(ℓ)< wr(ℓ+ ℓ
′
)>+
2
9
ν2ℓ+
4
3
t1,0t2,0 − eρℓ
{
1
2
ν2Γ2+<Oρ >
}
+
∫ ℓ
0
dℓ
′
[
4< wr(ℓ
′
)w3−r(ℓ− ℓ
′
)>+2<wr(ℓ
′
)>< w3−r(ℓ− ℓ
′
)>
]
= 0.
(4.6)
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and from the W (3) sector (sum over r):∫ ∞
0
∫ ∞
0
dℓ
′
dℓ
′′
(ℓ
′
Jr(ℓ
′
))(ℓ
′′
Jr(ℓ
′′
))<w3−r(ℓ+ ℓ
′
+ ℓ
′′
)>
+
16
27
t32,0 +
8
9
t21,0t1,1 +
2
27
t31,0ℓ+ e
ρℓ
(
Γ2
4
ℓ <Oρ >−ν
2Γ3
12
ℓ2
)
+eρℓ
[
ν2Γ2
2
∂2φr(ρ)− ν
2Γ
2
(∂φ(ρ))2
]
+
1
6
∫ ∞
0
∫ ℓ+ℓ′
0
dℓ
′
dℓ
′′
(ℓ
′
J3−r(ℓ
′
))×[
ν2 < wr(ℓ
′′
)wr(ℓ+ ℓ
′ − ℓ′′)>+1
2
< wr(ℓ
′′
)>< wr(ℓ+ ℓ
′ − ℓ′′)>
]
+
1
27
∫ ∞
0
∫ ℓ−ℓ′
0
dℓ
′
dℓ
′′
[
ν4 < wr(ℓ
′
)wr(ℓ
′′
)wr(ℓ− ℓ
′ − ℓ′′)>
+
3
2
ν2 < wr(ℓ
′
)>< wr(ℓ
′′
)wr(ℓ− ℓ
′ − ℓ′′)>
+
1
4
< wr(ℓ
′
)>< wr(ℓ
′′
)>< wr(ℓ− ℓ
′ − ℓ′′)>
]
= 0.
(4.7)
Equation (4.6) which arises from the Virasoro sector of the constraints has the
same interpretation as in the previous, (2m− 1, 2) case. It describes how the loops
interact by splitting and joining[9][19]. These processes are taking place on surfaces
of arbitrary Euler number. There is an additional non–universal term arising from
the cylinder, which together with the sphere and the torus, admits global conformal
transformations. There is also an insertion of the operator Oρ, as before. The
closed string part of (4.7) which arises from the W–sector of the constraints were
first presented in ref.[17]. Equation (4.7) describes the three–way splitting and
joining of loops on the world sheets, and is supplemented by a number of terms,
including an insertion of Oρ and additional contributions from the sphere, torus
and cylinder. The precise interpretation of the terms involving ∂φr(ρ) is not clear
although recalling the relation between ∂φr(ρ) and the loop variables:
ν∂φr(ρ) =< wr(z) >+∂J3−r(z) (4.8)
allows the loop equation to be rewritten in terms of loop variables only. The presence
of the ∂φr(ρ) terms may suggest some non–trivial interactions at the boundaries of
the surfaces.
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5. Conclusions
The integrable structure of the c < 1 open–closed string theories described in
this paper is the most straightforward generalisation of the structure of their more
familiar c < 1 closed string cousins. They trivially reduce to the closed string in the
Γ→ 0 limit where Γ is the open string coupling measured in units of the closed string
coupling ν. They inherit many of the properties of the closed string. Chief of these
is the relation to a string in the (p, q) conformal minimal model backgrounds. This
relation is incomplete because the task of identifying the boundary operators (for
q > 2) is incomplete, even for the closed string theories. For the unitary models, the
boundary operator which may always be identified in the closed string theory, O1,1,
is modified in the open–closed string theory, as expected. It is modified by adding
the operator which couples to ρ in the open–closed string theory. ρ is the spectral
parameter of the sl(q,C) KdV hierarchy. The open–closed string also inherits the
embedding dimension of the closed string because of the simple relationship between
the two theories. The loops of the closed string come in q− 1 distinct ‘colours’. This
degreee of freedom may be naively interpreted as a discrete embedding dimension
consisting of q − 1 points. The boundary conditions on the open–closed string are
simply the trivial punctual (Dirichlet) ones, where each boundary on a world sheet
is entirely of one of the q − 1 colours.
The organisational framework for both the open–closed and closed strings is the
twisted boson language. The open–closed string partition function is obtained from
the closed string one by inserting a vertex function constructed out of the twisted
bosons into the Fock–space realisation of the τ–function. As this procedure is
‘orthogonal’ to the flows of the underlying integrable structure, the resulting object
is still a τ–function. It is using this language that enables the constraints on the
partition function to be easily deduced.
Turning to the recursion relations for correlators, some related work on the
(2m− 1, 2) open–closed string theory was presented in ref.[20]. There, the Dyson–
Schwinger equations of the theory were derived by working directly with the matrix
model of Kostov described earlier. Recursion relations were derived there for
pointlike operators related to the Ok discussed in section 2. By defining a generating
function τ for the insertion of the operators, the recursion relations were able to
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be written as constraints on τ . It was also noted there that a shift of the sources
of the operators, identical to (2.18), could be made which removed the open string
variables. A further change of variables enabled the constraints to be written as
the familiar (closed string) Virasoro constraints. This series of re–identifications of
the sources is precisely the reverse of the process carried out in section 2.2 to relate
the closed and open–closed string τ–functions. However the generating function τ
identified in ref.[20] is τopen in equation (2.28) with the exponential factor missing.
Taking this into account their original constraints may be rewritten in terms of
τopen, and this yields the open–closed string Virasoro constraints (2.10), which were
first derived in ref.[6]. Once the constraints are written in that form, the underlying
vertex operator structure is more evident, as revealed in this paper.
It is a straightforward matter to construct such simple open–closed string general-
isations of closed strings based on integrable hierarchies other than sl(q,C) using
the same techniques, although the continuum string theory interpretation of such
possible models is not at present known. The essential relation between the open–
closed and closed string theory here is the transformation on the background fields
of the closed string theory to obtain those of the open–closed string theory. This
is given by equations (2.18) and (3.23). In the integrable hierarchy, this is simply
a transformation on the generalised times of the evolution equations. Of particular
interest and value would be the application of the techniques and understanding
developed in this paper to the problem of understanding the nature of the c = 1
open–closed string. For c= 1, some of the integrable structure has been understood
(see for example ref.[21].). Notably though, the c = 1 open–closed string theory is
not developed to the same level as the closed string theory†. These issues are the
subject of current research.
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Note Added. After this work was submitted for publication, L.Houart[27] studied
a two–hermitian matrix model realisation of an open–closed string in the Ising model
background, with Dirichlet boundary conditions on the ends of the open strings.
The double scaling limit of this matrix model was shown to yield the string equations
derived in section three of this paper for the (4, 3) open-closed string model. This
supports the expectation mentioned earlier that the boundary conditions on these
open–closed strings are Dirichlet.
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