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INTRODUCTION 
Genotypic variance can "be divided, into three components, additive var­
iance, dominance variance, and non-allelic gene interaction or epistatic 
variance. The additive and dominance variance are associated with the ef­
fects of alleles at the same locus whereas non-allelic gene interaction 
variance arises from the interaction of genes at different loci. The na­
ture of this interaction can be of many and varied forms, a few of which 
are considered in this thesis. 
An evaluation of the relative importance of non-allelic gene inter­
action effects and an understanding of the nature of these gene actions are 
important to the development of the best breeding procedures to be used in 
a breeding program. 
In this thesis a study was made of the presence or absence of non­
allelic gene interaction effects in the inheritance of certain quantitative 
characters in a population of corn. An investigation was made also of the 
nature of the non-allelic gene interaction by comparing the fit of ex­
perimental data to that expected on the basis of four non-allelic gene in­
teraction models. 
The population considered in this study was obtained by crossing two 
homozygous lines and then selfing the resulting F^ . This leads to a popu­
lation in which the frequency of the varying genes is one-half. The gen­
eral procedure was to obtain measurements on quantitative characters in 
the resulting Fg, F3, and Fjj, generations and to make interpretations on 
the basis of these measurements. 
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LITERATURE REVIEW 
Soon after the rediscovery in 1900 of Mendel»a work, investigations 
led to the discovery that some characters were controlled by more than one 
factor pair and in many cases these independent factors were interacting 
with each other to produce an effect. Bateson et al. (1905) reported data 
on sweet pea that showed complementary gene action but it was not until 
the next year, Bateson et al. (1906), that a genetic explanation was given. 
Bateson and Punnett (1906) described an experiment in which a chicken with 
a pea comb was crossed to one with rose comb giving offspring with walnut 
comb. In the 9 walnut : 3 pea : 3 rose : 1 single were obtained. They 
concluded that genes at two loci were interacting to produce the observed 
results. 
Bilsson-Ehle (I9O9) gave the first explanation of inheritance of quan­
titative characters in Mendelian terms. Working with wheat kernel color, 
glume color and absence or presence of ligule in oats, he concluded that 
these characters were controlled by two or more independent factor pairs. 
From the results of this study he postulated that a continuous hereditary 
variation could appear in two ways; one by various combinations among 
several independent units, and second by interaction of these several in­
dependent units. 
The terms "epistatic* and "hypostatic® were introduced by Bateson 
(1907) to describe a particular type of gene interaction. A gene which 
masked the effect of another gene at another locus was defined as being 
epistatlc to the latter and the masked gene was referred to as hypostatic 
to the first. 
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Since the introduction of the term epistasia, thie term has taken on 
new and different meaning to that proposed by Bateson (1907)• Hollander 
(1955) reviewed the history of the use of this term in genetics. Fisher 
(1918) changed the spelling to epistacy and made it all Inclusive by de­
fining it in such a manner as to include all non-allelic gene interactions, 
this in a statistical sense. Wright (1935) used the term epistaeis in 
reference to the interaction of genes at several loci for a model which 
was a special case of Fisher's formulation. Today the term epistasis is 
used in the literature in the same sense that Fisher defined epistacy. 
In present d&y usage some authors use epistacy and others epistasis. 
In this thesis the term epistasis is used and is used synonymously with 
the tera aoa-allelic gene interaction. 
Bast (1915) in a study of inheritance of flower size in crosses be­
tween Hlcotiana species concluded that factors affecting flower size were 
acting in a geometrical fashion and that the action was accelerative in 
that as each additional factor was added to the genotype the growth rate 
Increased. Shull (1914) described a case in which the shape of the cap­
sule in Bursa was controlled by duplicate factors. Although both Hilsson-
Ehle (1909). In the case of red grain color in wheat, and Bast (1910), in 
the case of yellow endosperm in corn, had shown duplicate factor inheri­
tance, Shull in his paper evidently was the first to refer to this type 
of gene action as duplicate factor inheritance. 
Using a statistical approach to quantitative inheritance, Fisher 
(1918) partitioned genotypic variance into additive variance, dominance 
variance, and epistacy variance. He defined epistacy to be the deviation 
from additivity of effects between genes at two different loci. Genotypic 
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covarlances between relatives in terms of doiainance and additive variance 
were worked out for different relationships. He included a term for dual 
epistacy in some of the simpler covariances, dual epistacy "being that 
associated with interaction between two loci. Although his results were 
not in a neat comprehensible form such as to exhibit the special cases as 
being particular forms of a general result, they were important in pro­
viding the basis for models including epistacy that were developed later 
by other workers. 
Two models containing non-allelic gene interactions were proposed by 
Basmusson (1934). These he called the logarithmic function model and geo­
metric series model. After examining these models under various theoreti­
cal situations, he concluded that the geometric series model would fit 
biological data better than the logarithmic function model. In contrast 
to East's (1913) geometrical model, Basmusson's geometrical model provided 
for diminishing effects as additional factors were added to a genotype. 
This would give a negative skewness to the Fg distribution instead of a 
positive skewness as under Bast's hypothesis. Studying the time of flower­
ing in Plsum. Basmusson (1935) found that genes affecting this character 
were interacting. After studying diploid and tetraploid Fg generations of 
a tomato species cross, Lindstrom (1935) attributed fruit size to additive, 
dominance, and geometrical gene action. He speculated that there were 
many types of genes affecting fruit size with many kinds of genetic inter­
actions. 
Heal (1935) grew single crosses, three-way crosses, and double crosses, 
and the Fg of the double crosses of com. By use of a formula developed 
by Wright (1922), he calculated the expected yield of the Fg. This formula 
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assumes additive effects with no epistatic effects. Heal obtained close 
agreement between the predicted and observed results which indicated 
epistatic effects were not important for yield in this material. Powers 
(l$4l) applying Seal's data to an additive model and a geometric model 
came to the same conclusion. 
In a study of fruit size in Cucurblta pepo Sinnott (1937) concluded 
that this character was inherited geometrically. His conclusion was based 
on the positive skewness of the Fg population. This would agree with 
East's (1913) hypothesis of geometric aeceleratlve gene action. 
Powers (1936) investigated the nature of the interaction of genes of 
four quantitative characters in a species cross of barley. He tested 
Basmusson's (1934) theory of geometric inheritance and found that his data 
did not fit this model for any of the characters studied. His conclusion 
was that the nature of the non-allelic gene interaction followed no general 
pattern. By using genetic marker genes and their linkage relationships, 
Powers (1939) concluded that gene action was geometrically cumulative for 
the number of locules in a tomato hybrid he investigated. In another study 
on fruit weight of tomato Powers (1942) found his data fit a geometrical 
model better than an arithmetical one. 
Evidence for geometrical gene action was found by MacArthur and Butler 
(1938) for fruit size in tomato, and by Charles and Smith (1939) for co­
rolla tube length in tobacco. Ehambanonda (1950) concluded that the gene 
effects for fruit weight in a red pepper cross were geometrical. 
Klnman and Sprague (1945) made all possible single-cross combinations 
(45) between 10 inbred lines and produced the Fg from these crosses. The 
inbreds, F^ 's and Fg'e were all grown in the same experiment. They cal-
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culated expected yields based on an additive model and on a geometric 
model and compared the predicted with the observed values. Under both 
models they found significant differences between observed and expected 
although the data appeared to fit the additive model closer than it did 
the geometrical model. They suggested the deviations from the additive 
model may have been due to dominance or epistatic effects. Using the data 
of Kinman and Sprague, Jinks (1955) tested for epistatic effects by use 
of a diallel technique and found a significant estimate of epistasis. 
A general formula for the mean of an inbred population was given by 
Kempthorne (1957» P« 444). This formula shows that one would get a non­
linear relationship between the mean and the degree of inbreeding of an 
inbred population if there are non-allelic gene interactions of dominance 
x dominance, dominance x dominance x dominance, etc., deviations effects. 
One could get a linear relationship in the presence of epistatic effects 
if these involved only deviations with "additive" in their names, i.e.. 
additive x additive, additive x dominance, etc., deviations* Ko epistasis 
would also give a linear relationship. Description of above terms like 
additive x additive, additive x dominance, dominance x dominance was given 
by Kempthorne (1954). 
Stringfield (1950) from four homozygous inbred lines of corn made up 
a series of populations differing in amounts of heterzygosity. In studying 
three quantitative characters, yield, silking date, and ear height, he 
found a non-linear relationship between the performance for these charac­
ters and heterozygosity. As shown by Kempthorne (1957), this would indi­
cate epistatic gene action was operative. In a similar study Sentz et al. 
(1954) also found a curvilinear relationship between heterozygosity and 
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performance in corn for yield, maturity and number of ears per plant. 
Field triale were conducted at four locations for four years so that their 
test covered a wide range of environments. 
Smith (1952) grew in the same experiment four homozygous tobacco va­
rieties, their six possible single crosses, and the three possible double 
crosses. He predicted the double cross performance for three quantitative 
characters by taking the average of the four non-parental single crosses. 
Finding no si@iifleant difference between predicted and observed values, 
he concluded this was evidence for the absence of epistatic effects. 
Such evidence is of doubtful validity because the prediction formula 
apparently Includes some epistatic effects. He also thought that the ab­
sence of significant differences among the double cross means was further 
evidence for the absence of non-allelic gene interactions. The validity 
of such a test for detecting epistatic effects has not been established to 
the writer's knowledge. Using Mather's (I949) scaling tests to test for 
epistasis, Smith found no evidence for such gene action in the characters 
he studied. 
Mather and Vines (1952) found evidence for non-allelic gene inter­
actions in a tobacco cross for the characters plant heigit and time of 
flowering. They used F%, Fg, Fg, jfy, and backer os s generations and bi-
parentel progenies from the Fg generation. The material was grown for 
three years. They used a model that included additive, dominance, and 
environmental effects. Expected values were calculated based on this 
model. The sua of squares of the deviation of expected from observed was 
divided into three parts, one of which included epistatic effects. By 
appropriate statistical methods they were able to test the significance of 
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this term. Evidence of interaction "between epistasis and. years was found 
for the plant height character "bat not for flowering time. The failure to 
find a scale effectively transforming the data to an additive scheme was 
given as further evidence for the presence of epistasis. 
Ops&hl (1956) reported evidence of epistatic effects in tobacco for 
flowering time but not for plant height in material derived from a cross 
of the same two homozygous parents used by Mather and Vines (1952). 
Opsahl grew his material in a different year and location than did Mather 
*nâ Vines » The failure of Opsahl to detect non-allelic gene interaction 
effects for plant height may be a manifestation of the epiatatic-envi­
ronmental interaction Mather and Vines found for that character. 
In estimating additive and dominance variance of several characters 
in tobacco by use of biparental progenies, Robinson et al. (195*0 obtained 
estimates indicating little dominance variance. Their models did not in­
clude a term for epistatic effects, therefore these effects would tend to 
bias upward the dominance variance estimates. They concluded the low mag­
nitude of the dominance variance indicated little effect from epistasis. 
Powers (1955) analyzed yield data of a tomato hybrid by five methods: 
(a) analysis of variance of means, (b) partitioning the variance into 
genetic and environmental components, (c) dividing weight per fruit into 
component characters, (d) calculating the relative percentages of vari­
ances accounted for by regression, and (e) partitioning the frequency 
distributions of the segregating populations on the basis of certain geno­
types. By these methods he found evidence of epistatic effects and was 
able to postulate the nature of some of the non-allelic gene interactions. 
He concluded that no one method provided all the information available 
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T>ut they were supplemental to each other. 
Expected raines of sample covariances and variance components In 
terms of genotyplc covarlances and variances were derived by Horner and 
Weber (1956) for populations produced by crossing two homozygous lines and 
subsequent self fertilization. Using a completely additive model, an ad­
ditive model with dominance, and an additive model with dominance and ad­
ditive x additive interaction, they compared expected and observed co-
variance and variance values for the character maturity in populations of 
3*2 to j?y derived from a cross of two homozygous lines of soybeans. They 
found that the completely additive model fitted the data as well as the 
other two models and that 96 percent of the variation among the sample 
covariances and variance components could be explained by the completely 
additive model. 
In a study of three open-pollinated varieties of com and their F%, 
?2> and backcross generations Pollak et al. (1957) concluded that epistatic 
effects for yield, although present, were not of sufficient magnitude to 
be of Importance. 
Gamble (1957) studied data obtained from six homozygous inbred lines 
of corn and their T^ , Fg» and backcross generations at two locations for 
two years. Data on six quantitative characters, plant height, number of 
kernel rows, ear length, ear diameter, weight per 100 seeds, and yield, 
were obtained and the data analysed by a method developed by Anderson and 
Kempthorne (195*0 to detect non-allelic gene interactions. He found that 
both nonepistatic and epistatic gene action were important in the inheri­
tance of the characters studied, but that nonepistatic gene action was 
relatively more Important than was epistatic effects. Bonsplatatle effects 
10 
were little Influenced by the environment, whereas epistatic gene action 
appeared to be interacting with environment. Epistasis was slightly lees 
important for yield than it was for the other characters studied. Some 
lines contributed more epistatic gene action to the inheritance of the 
characters investigated than did others. Gamble also found a relationship 
between epistasis and heterosis. In general, a cross exhibiting a high 
degree of heterosis also showed epistatic gene action. 
Heterosis of a cross between two homozygous parents was expressed in 
terms of additive, dominance, and non-allelic gene interaction effects by 
Jinks and Morley Jones (1958). Heterosis was defined as Fj - P@, where P0 
is the mean of the better parent. Hay man (1958b) found that the additive 
effects of Jinks and Morley Jones were not free of epistatic effects as 
the additive effects included a term r, which Jinks and Morley Jones called 
a measure of the degree of association of loci. Jinks and Morley Jones 
applied their model to plant height data of several tobacco crosses. They 
concluded that in these crosses "The presence or absence of heterosis is 
not in itself indicative of the presence or absence of any particular type 
of gene action or Interaction; it can result from a whole range of com­
binations of gene effects, . . ." Nevertheless they found a positive 
correlation between the presence or absence of heterosis and the presence 
or absence of epistasis. Heterosis occurred with greater frequency in the 
presence of epistasis and at a higher level of expression than it did in 
the absence of epistasis. 
Bob ins on et al. (1958) used two open-pollinated varieties of corn «*** 
the cross between them in a study of genetic variance components for yield. 
Their observed results were In close agreement with those expected based 
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on &n additive model with partial to complete dominance. The author» 
stated that the results offered no evidence for or against the presence 
of epistasis because the data may not have been able to distinguish be­
tween an additive model and one including epistasis. Such a situation was 
shown by Horner et al. (1955) • 
Depression of means with inbreeding was studied by Çyder (1958) in 
two strains of lima beans and their ï^ , Fg» Fg, and backcross generations 
for the character seed size. He constructed three types of complementary 
gene models, additive complementary, dominant complementary, and geometric 
complementary. These were based on two loci with two alleles per locus. 
His data fitted all three models equally well. Scaling tests and skewness 
of the generation frequency distribution and means also gave evidence of 
non-allelic gene interaction. Ryder concluded that a form of complemen­
tary gene action contributed to the inheritance of seed size. 
Banman (1959) made comparisons between single crosses and three-way 
crosses of corn. The single crosses were made up by crossing two lines, 
say A and B, to a common inbred, say C, and the three-way cross was pro­
duced by using A x B as the single cross and 0 as the inbred parent. The 
performance of the three-way cross was then predicted on the basis of 
l/Z [(A x C) (B x 0)] i.e. the average of the two single crosses. He 
compared predicted and observed values for yield, ear height, and kernel 
row number. Wherever a significant difference was found between observed 
and predicted, this was taken as evidence of non-allelic gene interaction 
effects. He was able to make sixteen such comparisons for each character. 
The material was grown for three years at one location. He found several 
significant deviations among all characters for single year data but no 
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euch differences in the combined data over years. The power of the test 
for the combined analysis was low which may account for the non-significant 
results. Significant interaction between epistasis and years was reported. 
In several cases two different testers (C lines) were used with the A and 
B lines. Bauman found evidence that the tester genotype influenced the 
detection of epistasis. 
The method used by Bauman to detect epistasis could be criticized on 
the same basis as that used in questioning the prediction formula used by 
Smith (1952). The two prediction formulas use the same principle in that 
they use the non-parental single crosses to predict the double or three-
way cross. As pointed out previously, such prediction formulas apparently 
include some epistatic effects. 
Barley data of fifteen crosses made up from six varieties gave a good 
fit to a geometrical model according to Graf lus (1959)* The geometrical 
model assumed yield is the volume of a rectangular parallelepiped with 
edges I, T, and Z equal to heads per plant, seeds per head, and average 
seed weight respectively. Graflus concluded that the vigor for yield 
was due to epistasis. 
Fisher et al. (1932) and Mather (19^ 9) suggested that the problem of 
nonallelic gene interactions could be circumvented by the choice of a 
proper measurement scale which would make the effects of genotypes at dif­
ferent loci additive. Horner et al. (1955) discussed this problem and con­
cluded that scale transformation probably would not materially lessen the 
problem of non-allelic gene interactions. They suggested that in order to 
handle the problem of non-allelic gene interactions, models should include 
such terms. Cockerham (1959) stated that transformations may be useful 
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for particular types of gene action, "but doubted their usefulness in real 
situations where many types of gene action probably are involved. 
In recent years models have been derived that have included epistatic 
terms, Kempthorne (195*0 partitioned the genotyplc variance into addi­
tive, dominance, and epistatic variances. He further subdivided the 
epistatic variance into components arising from interactions among sets 
of 2, 3, **, ••• n loci and showed that the interaction variance is composed 
of portions attributable to the interaction of additive and/or dominance 
effects of genes. His model was general for arbitrary number of alleles 
and loci with the assumption of no linkage. Covariancee between relatives 
in a random mating population were expressed in terms of the genotyplc 
variance components. These results were given in a form more suitable for 
the user of genetic statistics by Kempthorne (1955)* 
Anderson and Kempthorne (195*0 developed a model which included ep­
istatic terms. They called their model a factorial gene model because it 
was an adaptation of the factorial model used in experimental designs. 
Their model included no linkage, gene frequency equal to one half and no 
multiple alleles. By the use of this model a general formula for the mean 
genotyplc value of a population derived by n generations of selfiag was 
obtained. This formula included terms involving epistatic effects. They 
applied the model to red pepper data of Khambanonda (1948). These data are 
also reported by Khambanonda (1950)» Anderson and Kempthorne concluded 
epistatic effects may have been important in Khambanonda*s material. They 
also detected epistatic effects in some corn data they analysed. Applying 
the model to the scaling tests of Mather (19**9) they found that these 
tests are not exact for detecting epistasis as Mather's tests include 
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three-factor and. higher-factor interactions. 
Cockerham (1954), also using a factorial scheme, developed models 
including non-allelic gene interactions. The hereditary variance of di­
ploid populations having no multiple alleles was partitioned into additive 
variance, dominance variance, and variances containing epistatic effects. 
Covariances "between hereditary values of relatives were partitioned into 
similar variance components. 
Horner et al. (1955) derived expectations of genotyplc means, vari­
ances, and covariances for the following non-allelic gene interaction 
models: complementary, duplicate factor, multiplicative, and optimum 
number. Assumptions common to all models were: no multiple alleles, no 
linkage, no selection, and symmetry of genotyplc effects. Symmetry was 
defined as that condition in which "all genotypes having the same number 
of (++), (+-), and (—) loci, respectively, have equal value or effect." 
They used these models to evaluate the bias due to epistasis in estimating 
average degree of dominance, additive variance, and dominance variance in 
the three experiments described by Cornstock and Robinson (1952) wherein 
they assumed no epistasis. In several cases the bias due to epistasis was 
found to be serious. 
Horner et al. (1955) showed when epistasis is present that estimating 
average degree of dominance under certain situations by the methods of 
Comatock and Robinson (1952) would give an estimate of overdominance when 
in fact dominance was only partial or complete. Using the four models, 
the bias due to non-allelic gene interaction effects when estimating addi­
tive variance by doubling the parent-offspring regression also was found 
to be serious under certain conditions. They proposed a method for de-
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tectlng epistasis in a population derived by self fertilization, following 
the crossing of two homozygous lines. The failure of population means in 
the presence of epistasis to be a linear function of heterozygosity also 
was examined. 
Kempthorne1 a (1954) results were applied to the complementary, dupli­
cate factor, multiplicative, and optimum number models of Horner et al. 
(1955) by Horner and Kempthorne (1955)• They considered the case of a 
random mating population, gene frequency one half, two alleles per locus, 
symmetry of genotyplc effects, and no linkage. They found that under 
several of the conditions that are likely to be encountered under actual 
genetic situations that it would be hard to distinguish between an addi­
tive model with dominance and a multiplicative model when gene frequencies 
are one half. They considered the biases under these models in parent-
offspring and full-sib covariances when they are used as estimates of 
additive variances. The results of Horner and Kempthorne were extended by 
Horner (1956a, 1956b) to the case in which the frequency of the allele 
with the greater effect is the same at all loci, not necessarily equal to 
one half. 
Kempthorne (1956b) derived the expected covariances between relatives 
in diploid populations under selflng for the case of an arbitrary number 
of alleles, arbitrary number of loci, and arbitrary epistasis, in the ab­
sence of linkage and selection. 
Hayman (1953b) gave a model with epistatic terms and described a 
method of testing for epistatic effects by the use of two homozygous lines 
and their F^ , Fg, and back-cross generations. 
The variances of the models of Horner et el. (1955) were partitioned 
16 
into additive, dominance, additive x additive, additive x dominance, domi­
nance x dominance, and higher-order variances by Cockerham (1959)* He 
examined the effects of limiting the genotypic coefficient of variation for 
the multiplicative model, as was done by Horner et al. They limited the 
coefficient of variation to 30 percent, Cockerham concluded that if the 
genotypic coefficient of variation was limited to 40 percent or less it 
would be essentially impossible to distinguish between an additive model 
and a multiplicative one. The complementary and duplicate factor models 
were shown to be variants of the multiplicative model. Cockerham stated 
that the feasibility of distinguishing between different gene models is 
questionable on three counts: "(l) gene action for biometrical characters 
is probably not all of one type (2) variants of different models give 
similar results and (3) estimates from data generally have too large sam­
pling errors to be very discriminatory." 
Within the last decade a considerable number of papers have appeared 
concerning the use of the diallel table in quantitative genetic studies. 
Griffing (1950) discussed the theoretical aspects of certain statistics 
that can be calculated from a diallel table in which homozygous parents 
are used. The main statistic considered was the constant parent regression. 
An approach to the study of quantitative inheritance was shown which con­
sisted mainly in constructing different gene models and choosing the one 
that best fits the data as determined by various statistics. Hayman 
(1954a, 1954b) considered the theory of diallel crosses between homozygous 
lines in terms of additive and dominance effects. Although his models did 
not include a term for non-allelic gene interaction effects, he briefly 
discussed the effects of such terms on his models. 
17 
A method of testing for epistatic effects "by the use of diallel data, 
where the parents are homozygous, was developed "by Jinks (195*0• This 
test is based, on what Jinks designated as the regression of array cov&ri-
aace on array variance. Using this method, of detecting epistatic effects, 
Jinks (1955) analyzed published data of a number of diallel crosses and. 
related crossing schemes of maize, flax, egg plants, Oaleopsls species, 
and tobacco. By his method he detected considerable epistasis in these 
species for various quantitative characters. He also calculated estimates 
of the average degree of dominance. Whenever he obtained an estimate of 
overdominance, he also obtained a significant non-allelic gene interaction. 
Reanalyzing the data, after omitting all crosses showing significant non­
allelic gene interaction, Jinks found that in all cases a decrease in the 
degree of overdominance was obtained. In one case, in tobacco, over-
dominance completely disappeared to an estimate of only complete dominance. 
Using the data on corn of Klnman and Sprague (19**5) he found that the mean 
yield of Fi families showing epistasis was 90 bushels per acre whereas 
those showing no epistasis had a mean yield only of 77 bushels per acre, a 
difference of 13 bushels. 
Jinks (1956) extended his 195^  analysis of diallel crosses to include 
the îg &&d backcross generations. Using the segregating generations along 
with the generation provided three methods of detecting epistasis: 
(a) regression of array covariance on array variance, (b) scaling tests, and 
(c) homogeneity of the least squares estimates of the components of varia­
tion over statistics. The third method is the technique of Mather and 
Vines (1952). wherein they divided their sum of squares of deviations of 
expected from observed into three parts. Jinks applied these three methods 
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to tobacco data studying the characters plant height and flowering time. 
All tests detected epistatic effects for plant height. Epistatic effects 
were detected for flowering time but the regression of array covariance 
on array variance method appeared to be the least efficient of the methods 
in detecting epistasis for this character. From the shape of the re­
gression curve of array covariance on array variance, he concluded the 
type of gene action Involved in the inheritance of the plant height char­
acter was of a complementary type and the type involved for the flowering 
time character was a duplicate factor type. His conclusions were that 
duplicate factor gene action may require method 2 or 3 to be detected thus 
requiring the Tg and backcross generations to be grown whereas F]_ data 
will detect complementary gene action by use of method 1. 
Dickinson and Jinks (1956) extended the methods of Jinks (195*0 and 
Hayman (1954b) to the general case in which the parents of the diallel 
crosses may be homozygous or heterozygous. 
Using the methods developed by Jinks (195*0 and Hayman (195**a, 195*#), 
Allard (1956a) analyzed a 9 x 9 diallel of lima beans and reported evidence 
that complementary gene action was important in the inheritance of seed 
size. Allard (1956b) extended the methods of Jinks (195*0 and Hayman 
(195**a, 1954b) to one in which an assessment of the interaction of addi­
tive, dominance, and epistatic effects with environment is possible. He 
applied this method to a diallel situation Involving interparietal hybrids 
of Eicotiana rustica. The material was grown for three years at one loca­
tion. Allard found epistasis to be unimportant for flowering date but 
important for plant height. The epistatic effect for plant height was 
suggested to be of a complementary type and appeared not to be interacting 
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with environment. 
A general approach to the genetlcal theory and analysis of the diallel 
table was considered by Kempthorne (1956a). He developed an analysis 
which Included multiple alleles, arbitrary number of loci, and arbitrary 
epletasls. Six quantities of genetlcal interest which can be estimated 
by use of the general theory were considered. Kempthorne questioned the 
logical value of removing some of the parents from the diallel table and 
considering the remainder, as was done by Jinks (1955)» 
Since Sprague and Taturn (1942) defined general and specific combining 
ability, these terms have appeared frequently In the literature. Sprague 
and Ta turn considered that general combining ability contained mainly addi­
tive effects and specific combining ability mainly dominance and epistatic 
effects. Griffing (1956) showed that for the general case of multiple 
alleles, arbitrary number of loci, and homozygous parents that general 
combining ability variance includes additive variance plus part of the 
additive Interaction variances and that specific combining ability vari­
ance contains dominance variance plus the additive and/or dominance inter­
action variances. Matzinger (1956), by using a model of only two loci 
and multiple alleles, arrived at essentially the same results as did 
Grlffing. 
Matzinger and Kempthorne (1956) extended the results of Matzinger 
(1956) to include an arbitrary number of loci and to the case in which the 
parents are all of the same degree of inbreeding, not necessarily com­
pletely homozygous. They also gave the expected mean squares of diallel 
crosses repeated over locations and years in terms of genotypic variances 
and interactions of genotypic components with environment. 
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Hayman (1957) extended Mather1 a (19^ 9) 0 teat for eplataaia to a 
diallel croBB situation. A method of distinguishing "between duplicate 
factor and complementary gene action was given. He discussed methods of 
investigating the relationship "between eplataaia and average degree of 
dominance and between eplataaia and heteroaia. After examining published 
diallel data of tobacco, corn, and cotton by theae methods, Hayman con­
cluded that "Heterosis is a composite phenomena: possible causes are 
eplataaia, overdominance and accumulation of favorable dominante in the 
heterozygotes.* 
The diallel analysis of Hayman (195*^ ) was extended by Hayman (1958a) 
to include families. He found that thla greatly increaaea the accuracy 
of measurement of the components of genetic variation and makes it possible 
to distinguish some of the more complicated genetic ayatema that might be 
present. Jinks and Stevens (1959) extended the results of Jinks and Morley 
Jones (1958) to include the diallel set as a whole and not just the in­
dividual crosses. 
Diallel theory was applied to an 8 x 8 diallel table of corn data by 
Rnmbaugh and lonnquiat (1959)» They found little evidence of epistatic 
effects in the inheritance of yield, plant height and ear height# 
Most models of quantitative Inheritance considered to date include 
the assumption of no linkage effects. In actual genetic situations it is 
known that this assumption le not valid and It is recognised that epistatic 
effects probably are biased by linkage relationships. Very little work 
has been done on this problem. Mather and Vines (1952), by using segre­
gating generations and growing duplicate plots, were able to separate the 
sum of squares of the deviations of expected from observed results into 
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three components (l) linkage effects (2) residual interaction effects, 
and (3) duplicates error. The residual interaction effects includes ep­
istatic effects so by this method linkage effects and epistatic effects 
are separated. 
Hayman and Mather (1955) considered models containing two-factor 
interactions and gave a method of separating these two-factor interactions 
from linkage effects by the use of second degree statistics of Fg &&d Fg 
generations. Following the methods of Hayman and Mather, Opsahl (1956) 
developed a method of discriminating between non-allelic gene Interaction 
effects and linkage effects by the use of parents, F^ , Fg, and backcrosses 
of the Fg to the F^  plants and to the parents. This model included only 
two-factor Interactions. Opsahl applied this method to tobacco data but 
found that the data were not sufficient to discriminate between linkage 
and epistatic effects. 
The effects of linkage on first-order statistics were discussed 
briefly by Kempthorne (1957, p. 483), and on second-order statistics of 
populations derived from a pair of inbred lines by Mather (1949). 
The effects of linkage on the theoretical covariances between rela­
tives In a random mating population, whose genotypic frequencies were In 
linkage equilibrium, were considered by Cockerham (1956). He found that 
if one relative is the ancestor of the other that covariances are not af­
fected by linkages if position effects are absent, but if one relative is 
not the ancestor of the other, the covariances are affected by linkage and 
the bias appears in the epistatic components and not in the suiditive or 
dominance components. 
Jinks and Stevens (1959) developed a technique of separating epistatic 
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effects from another term called correlated gene distribution by the use 
of diallel data. Correlated gene distribution was defined as a measure of 
the distribution of dominant and recessive alleles in the parents so would 
include linkage effects. Applying this technique to tobacco data of 
Jinks (1954, 1956) they found that the correlated gene distribution was 
not an important source of variation among the interacting genes, and 
therefore concluded that linkage was not biasing the estimates of ep­
istasis in this material to any great degree. 
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MATERIALS ABD METHODS 
Materials and Experimental Procedure 
The material used In this study was derived from a single cross of 
two Inbred lines of Zea maize. Hy and BIO. The cross was made in 19^ 9. 
The two inbred lines were assumed to be homozygous at all loci. The line 
BIO had been selfed for eight generations. The exact number of selflog 
generations for By was not known but probably was well over fifteen. This 
line was on© of the lines developed in the early 1930'3 and had been main­
tained by selfing since that time. 
In 1951 the Ï£ generation of the Hy x BIO cross was grown at Ames, 
Iowa and single ears of 90 random plants were selfed. At harvest time the 
90 selfed ears were harvested, dried to a uniform moisture, and then ear 
measurements taken. 
The seed from the $0 selfed ?£ Plants were stored until 195^  at which 
time the 7^  generation was grown at Ames, Iowa. The waa grown in 
progeny rows of 25 plants. The plants were spaced approximately 13 inches 
apart within the row and the rows were 40 inches apart. Bach Pg progeny 
row was replicated twice and the material grown in a randomized block 
design. Single ears of four plants were selfed within each row; thus 
within each sub-population in the generation a total of eight 
plants were selfed. 
An Fg sub-pepttlation in the Pg+k generation is defined as consisting 
of all the Pg+k P^ an*3 that are descendants of the same 7g plant; an Vj 
sub-population consists of all the TPy+fc plants that are descendants of the 
same "Fj plants, etc., where k > 0. Where k =* 0 the 7n plants themselves 
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are the sub-population, e.g. an Fg sub-population in the F 2 generation 
would be an Fg itself. This terminology is used for consistency, 
since reference will be made to individual planta within an Fn generation 
as Fn sub-populations in the Fn generation. 
In most cases all eight selfed plants within an Fg sub-population 
produced an ear; but in some instances less than eight were available for 
harvesting. In the case of three plots (rows) no ears were produced. 
Missing plot values were calculated for these plots. In the fall the 
selfed ears were harvested and ear measurements taken after drying the ears 
to a uniform moisture content. 
Of the 90 F g sub-populations grown in the F3 generation, only the 64 
that were grown in the Fj^ , generation were analyzed by the analysis of 
variance technique. 
In 1957 the Fjj, generation consisting of progeny rows was grown at 
Ankeny, Iowa. Only 64 Fg sub-populations were used in this experiment. 
These 64 were chosen at random from the 90 available. Of the eight or less 
Tj sub-populations within each Fg sub-population available in the F^  gen­
eration, only four were grown. These four were chosen at random from those 
available, except for the restriction that a minimum of 120 seeds must 
have been produced by the F3 plant to provide enough seed for planting pur­
poses. Thus a total of 4 x 64 = 256 entries were used for the 1957 ex­
periment. 
Because of the large number of entries, the experiment was separated 
into eight sub-groups called sets to reduce the size of the replication. 
Each set consisted of eight random Fg sub-populations and four Fg sub-
populations within each Fg sub-population or a total of 32 entries. Each 
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set was grown in a randomized block design of six replications. Each set 
was analyzed separately, and then the eight sets combined into one anal­
ysis. 
Plot size was one row of ten plants with the plants spaced approxi­
mately 13 inches apart in the row. To insure a good stand the plots were 
seeded to two seeds per hill and after emergence plants thinned to one 
per hill. Open pollination was allowed in the experiment. 
From each plot single ears from five plants, if available, were har­
vested, dried to a uniform moisture level, and then measurements taken. 
Where possible, only those plants which were guarded by other plants in 
the row were harvested. Because of poor pollination and ear set, this was 
not always possible and in some cases unguarded plants were harvested. No 
record was kept as to which harvested plants were guarded and which were 
not. Some plots had less than five plants that produced ears and a few 
had no plants producing ears. Missing plot values were calculated for 
those plots having plants with no ears. In the expected mean squares of 
the analysis of variance the harmonic mean of plants per plot was used to 
adjust for unequal numbers of plants per plot. 
The ear measurements taken on the ?£• V3. and P4 material were number 
of kernel rows, ear length, ear diameter, and total shelled seed weight. 
Ear diameter was measured at the thickest part of the ear. These charac­
ters are known to be quantitatively inherited. 
Statistical Procedures 
Horner et al. (1955) developed a method of detecting non-allelic gene 
interactions using genetic variances and covarlances. This method is used 
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in this study as a test for non-allelic gene interactions. The method 
will be described in what follows with some changes in notation from that 
of Horner et al. 
For the case of one locus with two alleles genotypic values may be 
represented by the following: 
Phase at 
i*k locus 
(++) 
(+-) 
(-) 
Frequency 
2q1(l-q1)2 
(i-q.*)2 
Genotypic value 
+ 2»! 
«i + ni ajtti 
z. 
Coded 
genotypic 
value 
ui 
*i»i 
-Ui 
Here the genetic state at a given locus is referred to as the phase 
at the locus. One of the two alleles at a locus is called by convention 
the plus (+) allele and the other the minus (-) allele, though no signifi­
cance is to be attached to these words, since they appear symmetrically 
and which is the better allele is determined by the quantity u% defined 
below. For a two allele diploid case the possible phases at a locus are 
the homozygous plus (4+), the heterozygous (+-), and the homozygous minus 
(—) phases. 
The quantities q^ , *i, &jU^ , and a^  are defined as: 
is the relative frequency of the plus gene at locus i. 
Ui is half the difference between the mean of the values of all 
genotypes having the (++) phase at locus 1 and the mean of all 
genotypes having the (—) phase at locus i. 
ajU.% is the genotypic value of the heterozygote minus the mean of 
the corresponding homozygotes with respect to the i^  locus. 
is a measure of dominance and is interpreted as follows: 
27 
»jL * 0 No dominance 
0 < ai < 1 Partial dominance of plus allele 
-1 < &£ < 0 Partial dominance of minus allele 
a^  a ±1 Complete dominance 
a^  > 1 
< -1 
Over dominance 
Several different genetic models were considered by Horner et al. 
(1955)• The assumptions common to these models were: 
1. Normal diploid behavior at meiosis 
2. No multiple alleles 
3. No linkage 
4. No selection 
5. Symmetry 
Symmetry was defined as the condition in which "all genotypes having 
the same number of (++), (+-), and (--) loci, respectively, have equal 
value or effect. " In the general case of s interacting loci this means 
that 
«1 » Ug * ... u„ 
s« a • • • AgUg 
°A » i -8 
D = F 38 8 ^D? 
2 5 
where 0^  is the total additive variance and <Jp the total dominance vari­
ance, and (Jand are the same quantities associated with the i**1 
locus. This symbolism for additive variance and dominance variance will 
be used throughout this thesis* 
The value of a genotype of an individual may be represented by 
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Iy0.y1,y2 
where 
yo 
=> number of - ) loci 
yl 
= number of (f-) loci 
y2 - number of (++) loci 
and 
+ 7^  + = s = total number of Interacting loci. 
The genetic models considered and their equations are 
1. Completely additive model 
Vyl'y2 = (ri * ^ >U 
Here the genotypic value is proportional to the number of 
plus genes in the genotype since y^  + 2y^  is the number of 
plus genes. 
2. Additive model with dominance 
Iy0.y1.?2 = (yl + 2r2)u + ^ au 
This differs from the completely additive model in that each 
heterozygous locus makes a contribution au to the value of the 
genotype. 
Complementary model 
y0 (0 when y0 > 0 
Yy0.y1.y2 3 ° ° e(l When y0 = 0 
Ho effect is produced if there are any (--) loci in the 
genotype. 
4. Duplicate factor model 
An effect is produced if there are any plus alleles In the 
genotype. No effect is produced when all interacting loci are 
at the (--) phase. 
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5» Multiplicative model 
Ty„.xlty2 ' e7lt72 
À locus in the (+-) phase increases the genotypic value "by 
the factor e and a locus in the (++) phase by the factor b. 
When e = b there is complete dominance. The case of e > 1, 
b = y~e~ corresponds to no dominance on the logarithmic scale. 
Only the case of complete dominance for this model is in­
vestigated in this study. 
Horner et al. (1955) gave evidence to show that the range 
b = 1.1 to b - 1.4 is a reasonable one to represent actual 
conditions. Later Horner and Kempthorne (1955) shoved 
b = 1.06 could be considered as a reasonable lower limit. 
Therefore, in this study the range from b = 1.06 to b = 1.4 
is included for investigation. 
This model may be changed to an nonepistatic one by a log­
arithmic transformation and for this reason is not considered 
as true non-allelic gene interaction by many workers. It is 
included here as a non-allelic gene interaction model because 
of the practical problem of not knowing when and how to 
transform data. This point is discussed more fully by Horner 
et al. (1955). 
6. Optimum number model 
.2 
Ty0,Tl,y2 = -C?l + - <' + *)]' 
This model represents a special case of a more general one 
considered by Wright (1935)• The quantity (s + d) is con­
sidered as an optimum number of plus genes because the value 
of the genotype is greatest where y^  + 2yg = s + d. Since 
the possible number of plus genes, y^  + 2y2> may be between 
0 and 2s, d may take any value between -s and s. 
Models (3). (4), (5), and (6) are models involving non-allelic gene 
interaction. To detect these types of gene actions from that of complete 
additivity or additivity with dominance, use is made of covariances and 
variances of relatives. 
If an individual in generation k-1 is self-pollinated, m offspring 
in generation k will be obtained. Continued selfing these m offspring to 
generation n and n®, where 2^ kénén', will result in m ïk sub-
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populations in the Fn and Fn' generations. An Ffc sub-population in the 
Fn generation is, as defined previously, all the individuals in the ?n 
generation that are descendante of the same F% individual. We may calcu­
late a c ovarian ce between the m means of the F% sub-populations in genera­
tion n and n*. Similar covarlances for each individual in generation k-1 
may be calculated. If each of these covar lances is weighted by the fre­
quency of respective X^  in generation k-1, we will obtain another co-
variance which is designated as Cov(X,x'/k,k-l;n,n') and is defined as the 
covariance within Fjc_i sub-populations of F% sub-population means in the 
Fn and Fn* generations. If n = n', Cov(X,x'/k,k-l;n.n1 ) becomes a variance 
but for consistency of symbolism it is left in the above form. 
Making an additional assumption to the five previously listed that 
gene frequency at all loci is equal to one half and using properties of 
the multinomial distribution, the expected value of Cov(X,xVk,k-l;n,n') 
for the various models can be shown to be as follows, Horner et al. (1955)! 
Model Cov(X.x'/k.k-l;n.n') 
Completely additive 
Additive with 
dominance <7b> Of + 
Duplicate factor 
Optimum number 
Complementary 
Multiplicative (b = e) 
(G)8 - (&')• 
(H)8 - (H')e 
(b% + bL + H)8 - (bV + bL1 + H1)8 
_gdg + s + 2*- 3 8(8 _ d 
2k"3 £n+n'-k 2^ -3 
where 2 1 k in £n' 
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0 » - " ^  
G = 2% + 2* + 2*' + 2°*°' - 2IH"P'"k 
2a+-n'+l 
, -^l + gO + 2n' + 2 04-11 ' - 2n+n'-k+l 
s _____ 
g „ 2% _ 2» _ 2»' + g"-"' - 2—'-* 
2n+n'+l 
, 2k-l - & . 2n* + 2n+n' - 2n+n'-k+1 
gn+n'+l H 
L = 2D+0'-k " 2k 
gn+n' 
, «n+n'-k+l «k-1 
L' , £ V 
2n+n 
In the case of the non-allelle gene Interaction models 
, ,, , Q"i + (Tg + A(i) 
Cov(X,X /k,k-l;n,n ) • gk-2 2n+n'-k-2 
where A (i) is a function of the non-allelic gene interaction effects. 
How if both sides of the above equation are multiplied by 2*°"*" we obtain 
2k"2 CovCx.xVk.k-lin.n') » CÎ + + &~Z A (i) . 
A gn+n -2k 
The quantity 2k~2 Cov(X,x'/k,k-l;n,n') is defined as the adjusted Gov 
(x.x'/k.k-lîn.n1 ). If all genetic variance is additive, the adjusted 
Cov(X,X'/k,k-l;n,a*) is equal to 0~| . 
The ratio of two adjusted covariances will equal one if all genetic 
variance is additive variance, but will not necessarily be one if the 
genetic variance includes dominance variance and/or non-allelic gene in­
teraction variance. 
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For the additive model with dominance the ratio of two adjusted co-
variances will equal one if the quantity (n+n'-2k) is equivalent for the 
two covar lances. If this quantity is not equivalent, then the ratio will 
he something other than one. 
A technique for detecting non-allelic gene interaction effects, as 
suggested hy Horner et al. (1955) and used in this study, is to compare 
estimated ratios of adjusted covarlances with expected ratios, and if the 
estimated ratios differ significantly from one and also from that expected 
"based on the additive model with dominance, then this is considered as 
evidence for the presence of non-allelic gene interaction effects. 
This technique may not detect a particular type of non-allelic gene 
interaction when a particular ratio is used "because the expected ratio 
"based on the epistatic model will not "be different enough from the ex­
pected ratios "based on the nonepistatic models to be detected by experi­
mental data. Homer et al. showed that certain ratios were better than 
others in distinguishing between epistatic effects and nonepistatic ef­
fects and that certain ratios would be good to detect a particular type of 
non-allelle gene interaction effect if it existed, whereas other ratios 
would be required to detect other types of epistatic effects. By the 
proper choice of ratios one may be fairly sure of detecting a particular 
type of non-allelic gene interaction if it is present. 
Upon finding evidence for non-allelic gene interaction effects, one 
then can try to determine the nature of the gene action. The procedure 
would be to compare the estimated ratio of adjusted covarlances to that 
expected based on epistatic models. In this study the four epistatic 
models listed above were used for such comparisons. 
33 
The four epistatic models investigated here do not exhaust the pos­
sible types of non-allelic gene interactions, therefore the nature of the 
gene action, if epistasie is present, may not he determined hy considering 
only these four models. 
Using the Fg, *3» and F^  data obtained in this Investigation the 
following seven covar lances and variances can be estimated. Also shown 
is the general method by which each covariance or variance was estimated. 
Covariance How estimated 
Cov(X,x'/2»l;3»3) Analysis of variance of data 
Cov(X,x'/2,lt2,3) Parent-offspring covariance Fg and F^  data 
0ov(x,x'/2,1:4,4) Analysis of variance of F^  data 
Cov(X,x'/3»2;4,4) Analysis of variance of F^  data 
Cov(X,Xl/2,l;2,4) Parent-offspring covariance Fg and F^  data 
Cov(X,X*/2,1;3,4) Covariance of Fg sub-population means in the Fo 
and F^  generations 
Cov(X,x'/3.2;3,4) Covariance within Fg sub-populations of Fg plant 
values and means of Fg progeny 
If we assume that the phenotyplc value of an individual Is the sum of 
the genotypic value of the individual plus an environmental effect, that 
there is no genotypic-environmental interaction, and that the environmental 
effects are uncorrelated, then 0ov(x,x'/k:,k-l;n,n'), where n <n', will 
include only genotypic effects. Thus if 
P = g + e , 
and 
p* = g' + f , 
where 
e~NID(0,(r^ ), 
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Î^SID(0, (If), 
then 
Cov(pp') = B(pp') - E(p)B(p') 
= B(g+e)(g'+f) - E(g+e) E(g'+f) 
= E(gg!+gf+g'e+ef) - E(g) E(g') 
= B(gg') - E(g)E(g') 
= Cov(gg') . 
The expected mean squares of the analysis of variance of the Fg data 
are shown in table 1. In this table primes are used on and Mg *° dis­
tinguish them from and Mg of the analysis of variance of the 7^  data 
given in table 2. 
From table 1 it can be seen that Cov(X,X,/2.1; 3i3) can be estimated 
ty , 
A . Mi-Mi 
C0v(x,x'/2,l;3,3) = —•= . 
rh 
In table 2 the expected mean squares of the combined analysis of 
variance of the data are shown. It can be seen from table 2 that 
Cov(X,x'/2,li4,4) and Cov(X,x'/3»2;4,4) can be estimated by 
c?v(x,x'/2,i;4,4) = !%%% 
fg rh 
Cev(X,Xl/3,2;4,4) = . 
rh 
By the nature of the estimation of Cov(X,Xl/k,k-l;n,nl), where n = n', 
It is apparent under the assumption of no genotypic-environmental inter­
action the expected value of these variances will include only genotypic 
effects. Thus the expected values of the seven variances and covariances 
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Table 1. Expected mean squares of the analysis of variance of Fg data 
Source d.f. 
Mean 
square Expected mean square 
Bepe 
Entries 
Bepe x entries 
Plants in plots 
Total 
r-1 
f'P-1 
(r-l)(f»*-l) 
Z(P44-1) 
ij 
M, <$Z + h af + rh A 
crï + h(r 
crî 
ar = number of replications = 2 
f|^  = number of Fg sub-populations in the Fg generation * 64 
the super-script sp denotes sub-population 
Pj j  = number of plants in the plot (J = 1, 2 . . . 64) of the 1^  
replicate (i = 1,2) 
h - harmonic mean of plants per plot 
2 (Jy = environmental variance among plants in the same plot plus 
Cov(X,X'/3,2:3,3) 
(r| » environmental variance among plots in a block 
A = Cov(X,X'/2,l:3,3) 
The degrees of freedom for reps x entries and for total were corrected for 
the three missing plots values which were calculated. 
estimated by the Fg, Fg, and F^  data will include only genotypic effects. 
As stated previously in order to determine the presence or absence of 
non-allelic gene interactions, we are interested in the ratio of two ad­
justed covariancea, where adjusted covariance was defined as 2*0™2 Gov 
(X,X*/k,b-l;n,n' ). To make meaningful comparisons between expected ratios 
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Table 2. Expected mean squares of the combined analysis of variance of 
% data® 
Source d.f. Expected mean square 
square 
Sets 8-1 
Heps in sets s(r-l) 
Entries in sets .(f'pf'p-n 
F®p in sets =(f|p-D mI rhC + f®prhB 
I§p in F|P 
in sets 
M2 • h<3Î + rhC 
Heps x entries 
in sets 
s(r-l)(f|Pf»Kl) 
M3 crj + Î0-J 
Plants in plots 
in sets 4<P^ 1) 
Total 
as = number of sets = 8 
r = number of replications in a set = 6 
f®p a number of Fg sub-populations in the F^  generation in a set = 8 
The super-script sp denotes sub-population 
f|p = number of Fg sub-populations within a Fg sub-population in the 
Fk generation in a set = 4 
p. = number of plants in the k**1 plot (k = 1, 2 ... 32) in the 
replicate (j = 1, 2 ... 6) in the i^  set (i = 1, 2 ... 8) 
h = harmonic mean of plants per plot 
(Jf" = environmental variance among plants in the same plot plus 
0ov(X,X*/4,3;4,4) 
(J2 = environmental variance among plots in a block 
C = Cov(X,X*/3,2:4,4) 
B = 0ov(x,x'/2,l;4,4) 
The degrees of freedom for Mg and total were corrected for the missing plot 
values which were calculated. 
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and estimated ratios, standard errors of the estimated ratios had to "be 
calculated. The estimated ratios are of the form 
adjusted Opt 1 _ X 
adjusted Gov 2 T 
where Gov 1 is a particular Oov(X,X'/k,k-l;n,n* ) and Gov 2 is similarly 
defined. An approximate variance of a ratio is given by 
V(f) = \z V(X) - g Cov(X.T) + ^  V(T) 
80 
V<S: C°; 2> - (Td/co* 2)2 T(a4j- Cot 1} 
- 
2 ad^
' 
Oov l
. Gov(adj. Gov 1, adj. Gov 2) 
(adj. Gov 2)3 
+ ("dj- °OT 1}* V(adj. Cot 2) . 
(adj. Gov 2) 
In order to evaluate the above variance, we need to know such terms 
as V(adj. Oov l) and Cov(adj. Covl, adj. Gov 2). Now 
V(adj. Gov l) = V(2k~2 Gov l) 
= 22k-<4, V(Gov 1) 
and 
Gov (adj. Gov 1, adj. Gov 2) = 2^ ~2 2^ '~2 Gov (Gov 1, Gov 2) . 
Thus such terms as V(Cov 1) and Gov (Gov 1, Gov 2) had to be determined. 
In n = n* then Gov 1 will be a variance. The estimated variances 
were obtained from analysis of variance tables and were estimated by linear 
functions of independent mean squares. The variances of these estimated 
variances are linear functions of the variances of the mean squares. 
For example 
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-X ,, ZMJ-M') 
V[(0ov(x,x /2,1;3,3)] = V(-*=-6 
\ rh / 
5^ Ci(<) + v<4)] . 
The variance of a mean square la estimated unbiasedly by 
V(M.S.) = 2(M'S')2 . 
d* f • + 2 
The variance of Cov(X,X'/2,1:4,4) and 0ov(X,x'/3,2:4,4) were obtained in 
like manner. 
In the ease of the ratio 
adj. Cov(XtX,/2,lî4,4) 
adj. Cov(X,xV3,2ï4,4) 
two variances are estimated from the same analysis of variance table. To 
obtain the variance of this ratio the procedure outlined by Kempthorne 
(1957, P* 246) was used. In this case 
X = — Mg 
T » SMg - 8M3 
V(X) = T(Mi) + 7(M2) 
V(Y) = 64V(Mg) + 64V(M^ ) 
Oov(X.Y) = -8V(Mg) . 
When n < n1 Gov 1 is a covariance. The variance of an estimated co-
variance is given by Kendall (1952) as 
s£ s|(l+r2) 
V(Cov) st 
B 
where 
e£ » estimated variance of one of the variables 
s2 =* estimated variance of the other variable 
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r = estimated correlation coefficient of the two variables 
n = number of observations. 
By use of the above formula, variances of estimated covariancea were ob­
tained for the case where k = 2 and n < nl. 
Formulas for covariancea of the form Gov (Gov 1, Gov 2), where Gov 1 
is a particular Cov(X,x'/k,k-l;n,n') and Gov 2 also is so defined, were 
not found in the literature. Also, a formula for V[(Cov(X,x'/3t 2;3»M] 
was not found. These formulas were derived in the course of this investi­
gation and are shown in the appendix. The methods used in their deriva­
tion are also shown. 
Using the equations shown above and those in the appendix V(X), 
V(Y), and Cov(X,T) were evaluated and thus Y(^ ) determined. Che standard 
error of the ratio of two adjusted Cov(X,x'/k,k-lin,n' ) were obtained as 
s.e. = ^ /^ (y) • 
Corns took and Robinson (19^ 8) showed that if the gene frequencies ware 
one half then an average value of a over s loci, where a, as defined pre­
viously, is a measure of the degree of dominance and can be estimated by 
We will call & the average degree of dominance. 
Horner et al. (1955) showed that non-allelic gene Interaction effects 
will bias this estimate upward when it is obtained from a model assuming 
no non-allelic gene interaction effects. It was felt that it would be of 
interest to obtain an estimate of 5 based on the additive model with 
dominance for each of the characters measured in this study and to compare 
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this estimate of 5 to the résulta of the teats for non-allelic gene In­
teraction effects. 
It will be recalled that for the additive model with dominance 
CovU.iyk.k-lin.n') - '_b.2> <Td 
so that 
and 
Cov(X,Xl/2,l;4,4) = (X2 + ^  (Ty 
Cov(X,x'/3,2;4,4) = | <J| +  • 
The quantities Cov(X,xV3i2;4,4) and 0ov(X,X,/2,l;4,4) were obtained 
from mean squares of the combined analysis of variance table of data 
so that and ^  are linear functions of Mg and My Therefore 
2 
2CT5 = ~8Mi + 72M2 - 64*y 
M1 - 3«2 + 21^  
The variance of the estimate of 5 is 
"1 
This is of the form V/Hi-. An approximate estimate of VJ~tTis given by 
V(z) is of the form 
x mA 
In this case 
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X = -SM1 + 72 M2 - 64M3 
T » - 3M2 + 2Mg 
V(X) = 647(M^ ) + 5184V(M2) + 4096V (M^ ) 
7(Y) = V(M1) + 9V(M2) + 4Y(M3) 
Cov(X,T) = -87(M^ ) - 216V(M2) - 1287(M^ ) . 
The standard error for 5 was obtained as the square root of 
Kemptherne (1956b) obtained a general formula for the covariance be­
tween relatives under selfing with general epitasis. His formula is ap­
plicable to Cov(X,Xl/2,lin,nl) used in this thesis. Using slightly dif­
ferent notation than Kempthorne 
Cov(X,x'/2,l; n,n' ) = CTyy + (K^  + K^ (-l)1 (Tyi 
1=1 r 8 
+ Z K^ (-l)1+J(Tij 
i,j=l 8 J 
where 
K = 2(1 - _L) 
2 
r = the number of generations of selfing to the Fn generation. In 
this study the F2 is the zero generation. 
K„ = 2(1 - i) 
s = the number of generations of self ing to the Fni generation 
O^ y is the genotypic variance in the F2 generation 
0^ -L ie the covariance of the genotypif value and a value symbolized 
by dj. 
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Oii is the variance of d^  
is the covariance of d^  and dj 
d^  is a measure of the sum of the dominance deviations when 1=1, 
and a measure of epistatic effects when 1>1. 
thus the terms CTyj and CTj^  may be considered as terms involving epistatic 
effects. will also involve epistatic effects when i>l. 
In this study five different Cov(X, x ' /2,l;n,n' )'s are estimated for 
each character. Therefore the data are adequate for fitting a model in­
volving five parameters or less. By assuming all parameters in the above 
equation are zero except five and equating the observed covariances to ex­
pected covariances, five linear equations with five unknowns are obtained. 
The five parameters estimated are (Tyy. tfyi» (Tyg* 1^1* ani 1^2* As­
suming all other parameters to be zero, the general equation reduces to 
0ov(x,x'/2,l;n,n') = Oyy - (Kr + Ka) (Jyl + (K2r + K2B) CTy2 
• 'A °"ll - (Kr*2, + K2A) C12 
The five linear equations are 
Cov(X,x ' /2,l»3i3) = CTyy - 2 (Tyj, + 2 Q~y2 + 0"n ~ ^ 1^2 
Cov(x,x'/2,1:4,4) = <jyy - 3<Tyi + 9/20y2 + 9/4 Cru - 27/4C12 
Cov(X,x'/2,l:3.4) = CTyy- 5/2<iy1 + 13/4 CTy2 + 3/2 ^  - 15/4CT12 
Cov(x,x'/2,i:2,3) = (Tyy- CTyi + <ry2 
Cov(x,x'/2,l:2,4) = (Tyy - 3/2 ayl + 9/4 0y2 
Using these equations, estimates of (Tyy» CTyi» (Ty2. ~^n» and (T^ 2 were 
obtained. 
The solution of the above five linear equations led to results which 
were unrealistic. Upon re-examination of the general formula, it was con-
43 
eluded that a more reasonable cut off for this formula would "be at three 
parameters instead of five. In the above five linear equations <T^ and 
(T 12 were assumed to be zero and then estimates of (Tyy. CJyi» and <Jy2 
obtained by the method of least squares. Next (fyg and were assumed 
zero and estimates of CTyy, CTyi» and CT^ obtained, also by least squares. 
Comparisons were made between the estimates obtained by these two different 
groupings of three parameters. 
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EXPERIMENTAL RESULTS 
In table 3 Is shown estimates and their standard errors of the seven 
adjusted Cov(X,x'/k,k-l;n,n')'» which were obtained in this study for the 
characters kernel row number, ear length, ear diameter, and seed weight. 
All estimates were significantly different from zero at the five percent 
level except Cov(X,X'/2,l;2,3) and Cov(X,X'/2,l{2,4) for the character 
seed weight. An estimate was considered significantly different from zero 
if it was greater than twice its standard error. F tests in the analysis 
of variance tables of the F^ and F^ data also showed that Cov(X,x'/2,l;3»3), 
Cov(X,xV2,l;4,4) and Cov(X,x'/3.2.4,4) were significantly different from 
zero for all four characters. 
Table 3« Estimated adjusted 0ov(x,x'/k,k-l:n,n')'s and their standard 
errors 
Character 
Kernel row no. Ear length Bar diameter Seed weight 
variance — — 
Estimate S.E. Estimate S.E. Estimate S.E. Estimate S.E. 
2,1:3,3 1.79* .38 134.15* 35.21 2.48* .61 189.39* 54.47 
2,1:2,3 1.28* .34 89.46* 33.77 3.04* .91 77.01 53.29 
2,1:4,4 1.01* .22 134.65* 31.90 1.95* .52 419.00* 94.48 
3.2:4,4 1.10* .16 201.05* 29.44 4.27* .66 525.20* 71.47 
2,1:2,4 1.02* .25 106.36* 38.16 1.77* .75 14.10 70.89 
2,1:3.4 1.16* .23 117.14* 32.07 1.75* .44 216.38* 59.68 
3.2:3,4 .90* .09 66.00* 7.24 2.64* .30 156.59* 16.79 
•Significantly different from zero at the 5 percent level. 
Estimated ratios of adjusted Cov(X,x'/k,k-l;n,n')'s and their stan­
dard. errors are shown in table 4. Ratios are reported either as adj. 
Gov 2/adj. Gov 1 or adj. COT l/adj. COT 2, whicheTer is less than one. 
This is done "because the formula used to obtain the variance of a ratio 
does not give reliable estimates of the variance if the ratio is greater 
than one. For the character seed weight the ratios involving adjusted 
Cov(X,X'/2,lî 2,3) and adjusted Cov(X,X'/2,l;2,4) were not determined be­
cause these two covariances were not significantly different from zero. 
Therefore, the ratios involving these two adjusted covariances were con­
sidered as indeterminate. 
In table 5 the expected ratios of adjusted covariances for the addi­
tive model with dominance and for the four non-allelic interaction models 
investigated in this study are reported. Ratios are reported for 2, 8, 16, 
32 and loci. It will be noted that except for one case the limit of a 
ratio as the number of loci goes to infinity is 0 or for the complemen­
tary, duplicate factor and multiplicative models and is 1, 0.4, or 2-5 for 
the optimum number model. For the ratio adjusted Cov(X,X*/2,1 ;2,4)/ad-
justed Cov(X,x'/2,l;2,3) the limit for the duplicate factor model is 1.00. 
The cases of partial dominance, a = 0.5» and overdominance, a = 1.5» are 
shown for the additive model with dominance. The expected ratio for a = 
1.0, complete dominance, lies between the ratios for a = 0.5 and a = 1.5. 
For the multiplicative model only the case of complete dominance, e = b, 
is reported. The values b = 1.06 and b = 1.4 were used to provide a range 
which is probably sufficient for real situations. In the optimum number 
model d can vary from -s to +s. Because adjusted Cov(X,X'/k,k-l;n,n*) for 
this model involves d only as d%, values of d from zero to s except d = 32 
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Table 4. Estimated ratios of adjusted Cov(XtX,/k,k>-l;n,n,),B and their 
standard errors (Eatio = adj. Gov 2/adj. Gov 1 or its reciprocal) 
Obaracter 
Cov 1 Gov 2 Ear length Ear diameter Seed weight 
Eatio S.E. Eatio S.E. Eatio S.E. Eatio S.E. 
2,1:3,3 2,1:2,3 .72 .15 .67 .24 .81* .21 
2,1:4,4 .56= .12 1.00 .28 .79 .24 .45ed .14 
3,2:4,4 .62= .16 .67* .20 .58** .17 .36ad .11 
2,1:2,4 • 57d .11 .79 .29 .71 .30 I 
2,1:3,4 • 65 • 15 .87 A .31 .71 .22 .88* .32 
3,2:3,4 • 51d .12 .49d .14 .94* .26 .83 .26 
2.1:2,3 2,1:4,4 .78 .18 .66* .25 .64 .20 I 
3,2:4.4 .86 .26 .U4ad .18 .71a .24 I 
2,1:2,4 .80 .20 .84* .38 • 58 .27 I 
2,1:3,4 • 90 .17 .76* .27 .58 .17 I 
3,2:3,4 .70 .20 .74 .29 .87 .28 I 
2,1:4,4 3,2:4,4 .91a .25 .67* .20 .46*c .15 .80* .22 
2,1:2,4 .98* .21 .79 .22 .91 .38 I 
2,1:3,4 .87a .15 .87, .13 .90 .21 • 52d .12 
3,2:3,4 .90 .23 .49d .13 .74* .22 .37d .09 
3,2:4.4 2,1:2,4 .93 .26 .53° .21 .4ld .19 I 
2,1:3,4 .95* .23 .58, .18 .4ld .12 .4ld .13 
3,2:3,4 .82d .06 • 33d .03 .62d .06 • 30d .02 
2,1:2,4 2,1:3,4 .88a .16 .91a .32 .99 .37 I 
3,2:3,4 .88 .23 .62 .23 .67* .30 I 
2.1:3.4 3,2:3,4 .78 .17 • 56d .17 .66* .18 .72 .21 
&The reciprocal of adj. Gov 2/adj. Gov 1 and its standard error ie 
given. 
1^ denotes that the ratio was indeterminate because one or both Gov 1 
and/or Gov 2 were not significantly different from zero. 
CThe differences between the estimated ratio and the expected ratios 
based on an additive model and additive model with dominance are greater 
than 2 S.E. 
&The differences between the estimated ratio and the expected ratios 
based on an additive model and additive model with dominance are greater 
than 2.5 S.E. 
Table 5. Expected ratios of adjusted Oov(x,x'/k,k-l;n,n')'s (Batio = adj. Cov 2/adj. COT L) 
COT 1 Cov 2 
No. 
of 
loci 
Model 
Additive with „ , Dupli- Multiplied-
a=0.5 a=l.5 
Optimum number 
factor b=li06 b=1.4 d=0 cb=2 d=8 d=l6 d= c© 
2,l;3»3 2,1;2,3 
2,1:4,4 
3,2:4,4 
2,1:2,4 
2 1.03 1.22 1.32 .91 1.12 1.16 1.11 1.01 
8 1.03 1.22 3.61 .39 1.23 1.4? 1.02 1.01 1.00 
16 1.03 1.22 13.42 .15 1.30 2.02 1.01 1.00 1.00 1.00 
32 1.03 1.22 >50.00 .02 1.46 3.81 1.00 1.00 1.00 1.00 
CaO 1.03 1.22 00 0 aO c£> 1.00 1.00 1.00 1.00 
2 .98 .84 .76 1.11 .91 .88 .92 .99 
8 .98 .84 .25 2.79 .89 .69 .99 1.00 1.00 
16 .98 .84 .06 8.00 .86 .50 .99 1.00 1.00 1.00 
32 .98 .84 .^01 >50.00 .76 .26 1.00 1.00 1.00 1.00 
cO 
.98 .84 0 OO 0 0 1.00 1.00 1.00 1.00 
2 1.00 1.00 1.04 1.69 .99 .97 2.33 1.09 
1.04 8 1.00 1.00 1.19 22.12 .94 .81 2.48 1.45 
16 1.00 1.00 1.13 >50.00 .90 .64 2.49 1.72 1.08 1.02 
32 1.00 1.00 .76 >50.00 .80 .39 2.49 1.99 1.16 1.04 
CK> 1.00 1.00 0 00 0 0 2.50 2.50 2.50 2.50 
2 1.00 1.00 1.07 .85 1.00 1.02 1.00 1.00 
8 1.00 1.00 1.56 .39 1.03 1.14 1.00 1.00 1.00 
16 1.00 1.00 2.49 .15 1.07 1.33 1.00 1.00 1.00 1.00 
32 1.00 1.00 6.23 .02 1.13 1.79 1.00 1.00 1.00 1.00 
cD 1.00 1.00 00 0 ûO GD 1.00 1.00 1.00 1.00 
1.00 
1.00 
1.00 
1.00 
®0nly the case of complete dominance, e = b, is reported for this model. 
Table 5« (Continued) 
Model 
COT 1 COT 2 of Ad""™.„*"h Comple- °Ptl— «-"er 
a=0.5 a=1.5  ^factor b=1.06 b=1.4 d=0 d=2 d=8 d=l6 d= OÙ 
2,1:3,4 2 .98 .89 .86 1.03 .94 .93 .94 1.00 
8 .98 .89 .48 1.53 .99 .82 .99 1.00 1.00 
16 .98 .89 .23 2.38 .95 .69 1.00 1.00 1.00 1.00 
32 .98 .89 .05 5.64 .90 .50 1.00 1.00 1.00 1.00 
Ob 
.98 .89 0 OO 0 0 1.00 1.00 1.00 1.00 
3,2:3,4 2 1.03 1.22 1.26 1.77 1.11 1.10 2.44 1.10 
8 1.03 1.22 2.41 16.96 1.09 1.04 2.49 1.46 1.04 
16 1.03 1.22 4.57 >50.00 1.06 .96 2.49 1.73 1.08 1.02 
32 1.03 1.22 12.36 >50.00 1.00 .82 2.50 1.99 1.16 1.04 
oD 1.03 1.22 c£> c£> 0 0 2.50 2.50 2.50 2.50 
2,i;4,4 2 .95 .69 .58 1.23 .81 .76 .83 .99 
8 
.95 .69 .07 7.14 .73 .47 .97 .99 1.00 
16 
.95 .69 < .01 >50.00 .66 .25 .99 .99 1.00 1.00 
32 .95 .69 4 .01 >50,00 .52 .07 .99 1.00 1.00 1.00 
CD 
.95 .69 0 oD 0 0 1.00 1.00 1.00 1.00 
3,2:4,4 2 .97 .82 .79 1.86 .89 .84 2.10 1.08 
8 
.97 .82 .33 >50.00 .77 • 55 2.43 1.45 1.04 
16 
.97 .82 .08 >50.00 .69 .31 2.47 1.72 1.08 1.02 
32 .97 .82 .^01 >50.00 .55 .10 2.48 1.98 1.16 1.04 
oo .97 .82 0 OO 0 0 2.50 2.50 2.50 2.50 
1.00 
1.00 
1.00 
1.00 
Table 5* (Continued) 
Model 
Additive with Dupli- Multiplier 
Cov 1 Gov 2 of dominance cate tive6 Optimum number 
a=0.5 a=l. 5 factor t=l. 06 b=l .4 d=0 d=2 d=8 d=l6 d= oa 
2,1:2,3 2,1:2,4 
2,1:3,4 
3,2:3,4 
2.1:4,4 3,2:4,4 
2 • 97 .82 .81 .94 .90 .88 .90 .99 
8 .97 .82 .43 1.00 .84 .78 .98 1.00 1.00 
16 • 97 .82 .19 1.00 .82 .66 .99 1.00 1.00 1.00 
32 .97 .82 .03 1.00 .77 .47 1.00 1.00 1.00 1.00 
OD 
.97 .82 0 1.00 0 0 1.00 1.00 1.00 1.00 
2 .96 .73 .65 1.14 .84 .80 .85 .99 
8 .96 .73 .13 3.92 .80 .56 .97 .99 1.00 
16 .96 .73 .02 15.63 .73 .34 .99 .99 1.00 1.00 
32 .96 .73 <.01 >50.00 .61 .13 .99 1.00 1.00 1.00 
OÙ 
.96 .73 0 cO 0 0 1.00 1.00 1.00 1.00 
2 1.00 1.00 .96 1.95 .99 .95 2.20 1.09 
8 1.00 1.00 .67 43.35 .89 .71 2.45 1.45 1.04 
16 1.00 1.00 .34 >50.00 .81 .48 2.48 1.72 1.08 1.02 
32 1.00 1.00 .07 >50.00 .69 .22 2.49 1.98 1.16 1.04 
CO 1.00 1.00 0 oO 0 0 2.50 2.50 2.50 2.50 
2 1.02 1.20 1.38 1.52 1.09 1.10 2.54 1.09 
8 1.02 1.20 4.78 7.94 1.05 1.17 2.51 1.46 1.04 
16 1.02 1.20 18.96 45.88 1.05 1.28 2.50 1.73 1.08 1.02 
32 1.02 1.20 >50.00 >50.00 1.05 1.50 2.50 1.99 1.16 1.06 
CD 1.02 1.20 CO OD DO OO 2.50 2.50 2.50 2.50 
1.00 
1.00 
1.00 
1.00 
Table 5* (Continued.) 
Model 
Cov 1 COT 2 IT °»PU- Optlmm mmter 
loci mentary cate 
a=0.5 a=1.5 factor b=1.06 b=1.4 d=0 d=2 d=8 d=l6 d= DÛ 
2,1:4,4 2,1:2,4 
2,1:3,4 
3,2:3,4 
3,2:4,4 2,1:2,4 
2 1.02 1.20 1,41 .77 1.10 1.16 1.09 1.01 
8 1.02 1.20 6.25 .14 1.15 1.65 1.01 1.00 1.00 
16 1.02 1.20 41.75 .02 1.24 2.67 1.01 1.00 1.00 1.00 
32 1.02 1.20 >50.00 <.01 1.48 6.92 1.00 1.00 1.00 1.00 
OD 1.02 1.20 OO 0 CO TID 1.00 1.00 1.00 1.00 1. 00 
2 1.01 1.06 1.13 .93 1.03 1.05 1.03 1.00 
\ 
8 1.01 1.06 1.94 .55 1.10 1.19 1.00 1.00 1.00 
16 1.01 1.06 3-83 .30 1.11 1.39 1.00 1.00 1.00 1.00 
32 1.01 1.06 14.50 .09 1.17 1.93 1.00 1.00 1.00 1.00 
oO 1.01 1.06 OO 0 OO tiO 1.00 1.00 1.00 1.00 1. 00 
2 1.05 1.46 1.67 1.59 1.22 1.25 2.67 1.10 
8 1.05 1.46 9.71 6.0 6 1.22 1.51 2.53 1.47 1.04 
16 1.05 1.46 >50,00 20.32 1.23 1.93 2.51 1.73 1.08 1.02 
32 1.05 1.46 >50.00 >50.00 1.32 3.17 2.51 1.99 1.16 1.04 
OD 1.05 1.46 OD OÙ OD CD 2.50 2.50 2.50 2.50 1. 00 
2 1.00 1.00 1.03 .51 1.01 1.05 .43 .92 
8 1.00 1.00 1.31 .02 1.10 1.41 .40 .69 .96 
16 1.00 1.00 2.20 < .01 1.19 2.09 .40 .58 .92 .98 
32 1.00 1.00 8.17 <.01 1.40 4.61 .40 .50 .86 .96 
cO 1.00 1.00 OO 0 ot> c£> .40 .40 .40 .40 1. 00 
Table 5» (Continued) 
Model 
No* Additive with . . Dupli- Multiplie»- - .. , 
Gov 1 Gov 2 of dominance Comple- cate tive* Optimum number 
l®d a=0.5 a=l»5  ^factor b=l.06 b=l.4 d=0 &=2 d=8 <1=16 d= 06 
2 .98 .89 .82 .61 .95 •95 .40 .92 
8 .98 .89 .40 .07 1.05 1.01 .40 .69 .96 
16 .98 .89 .20 .01 1.06 1.09 .40 .58 .92 .98 
32 .98 .89 .07 <.01 1.11 1.28 .40 .50 .86 .96 OÙ 
.98 .89 0 0 00 ob .40 .40 .40 .40 
2 1.03 1.22 1.21 1.05 1.12 1.13 1.05 1.01 
8 1.03 1.22 2.02 .77 1.16 1.29 1.01 1.00 1.00 
16 1.03 1.22 4.05 .53 1.18 1.51 1.00 1.00 1.00 1.00 
32 1.03 1.22 16.21 .27 1.25 2.11 1.00 1.00 1.00 1.00 
CO 1.03 1.22 OO 0 CO Ob 1.00 1.00 1.00 1.00 
2 .98 .89 .80 1.21 .94 •91 .94 1.00 
8 .98 .89 .31 3.92 .96 .72 .99 1.00 1.00 
16 .98 .89 .09 15.63 .89 •52 1.00 1.00 1.00 1.00 
32 .98 .89 .01 >50.00 .79 .28 1.00 1.00 1.00 1.00 
oO 
.98 .89 0 oO 0 0 1.00 1.00 1.00 1.00 
2 1.03 1.22 1.18 2.07 1.10 1.08 2.44 1.10 
8 1.03 1.22 1.55 43.39 1.06 .91 2.49 1.46 1.04 
16 1.03 1.22 1.83 >50.00 .99 .72 2.49 1.73 1.08 1.02 
32 1.03 1.22 1.98 >50.00 .89 .46 2.50 1.99 1.16 1.04 
CO 1.03 1.22 2.00 oO 0 0 2.50 2.50 2.50 2.50 
2 1.04 1.37 1.47 1.72 1.18 1.19 2.59 1.10 
8 1.04 1.37 5.00 11.06 1.11 1.27 2.51 1.46 1.04 
16 1.04 1.37 19.99 >50.00 1.11 I.39 2.51 1.73 1.08 1.02 
32 1.04 1.37 >50.00 >50.00 1.12 1.64 2.50 1.99 1.16 1.04 
ûD 1.04 1.37 OO co OD 2.50 2.50 2.50 2.50 
1.00 
1.00 
1.00 
1.00 
1.00 
52 
for e = 32 are reported in table 5» For this model the expected ratio of 
d = 32 at B = 32 is essentially the same as that for d = 16 at s = 32. 
Comparisons were made between the expected ratios in table 5 for the 
additive model with dominance and the estimated ratios given in table 4. 
Comparisons also were made between the estimated ratios and the value 1.00 
which is the expected ratio for the additive model. If the differences 
between the estimated ratio and the expected ratios based on the additive 
model and the additive model with dominance were greater tn&n two or two 
and one-half times the standard error of the estimated ratio, the differ­
ences were considered as significant or highly significant respectively 
and so indicated in table 4. These significant differences constitute 
evidence for the presence of non-allelic gene interaction effects. For 
all four characters significant differences were found. Out of the 21 
estimated ratios for kernel row number, ear length, and ear diameter, five, 
six, and five, respectively, significant or highly significant differences 
were found. Six such differences were found among the 10 estimated ratios 
for the character seed weight. 
Having evidence from the data in table 4 that non-allelic gene inter­
action was operative in controlling the characters kernel row number, ear 
length, ear diameter, and seed weight in the cross of two inbred lines of 
corn, Hy and BIO, an attempt was made to determine the nature of this gene 
action and the number of loci involved. If a particular type of epistatic 
gene action involving n loci was operative in controlling a character, 
then the estimated ratio of two adjusted covarlances for that character 
should not be significantly different from the expected ratio for n loci, 
except in cases of chance occurrence of such a difference. 
In table 6 is recorded the frequency of fit of the estimated ratios 
that were significantly different from an additive model and additive 
modela with dominance to the four epistatic models for various numbers of 
loci. An estimated ratio was considered as fitting an epistatic model if 
the expected ratio fell within the estimated ratio's 95 percent confidence 
interval. 
From the data in table 6 no clear cut evidence is presented to in­
dicate that the gene action for any of the characters was one of the four 
epistatic types studied in this thesis. The evidence is more clear as to 
which type probably was not operative. For the character kernel row number 
there is no evidence for gene action of the optimum number type, no evi­
dence for complementary gene action for ear length, and no evidence for 
multiplicative gene action for the case of complete dominance, where e = b, 
for seed weight. For the character ear length two out of the six estimated 
ratios did not fit any of the four epistatic models and one out of six did 
not fit any of these models for character seed weight. 
It will be noted from table 5 that for a particular ratio of adjusted 
covariances the expected ratios for different models may take values over 
the same range. Therefore it is possible for an estimated ratio to fit 
several genetic models even though only one model is applicable. On the 
basis of this reasoning, one would expect that if the gene action was of 
only one type that tne fit to a model of this type would occur in all or 
nearly all comparisons made between estimated and expected ratios and would 
fit other models only in the cases where their expected ratios happen to 
be in the same range as the expected ratio of the model that is operative. 
The data of table 7 are presented in order to look at the results of this 
Table 6. Frequency of fit of estimated ratios to epistatic models* 
No. of Model Fitted 
Character 
signifi­
cant 
ratios 
No. 
of 
loci 
Comple­
mentary 
Dupli­
cate 
factor 
Multiplica­
tive 
b=l.06 b—Î.4 d=0 
Optimum number 
d=2 d=8 d=l6 
none of 
the four 
models 
Kernel How No. 5 2-°o 2 2 3 3 
2-8 1 2 2 
8-16 2 l 2 
16-32 1 2 2 
32-^  1 3 2 
Ear Length 6 2-co 3 1 1 2 
2-8 2 2 2 
a-i6 1 2 2 1 
16-32 1 1 2 2 1 
32-«o 1 1 2 2 2 2 
Bar Diameter 5 2—to 3 5 1 1 
2-8 3 4 4 2 
8-16 3 l 4 4 
16-32 2 1 1 4 4 1 
32-CO 1 1 4 4 4 4 
Seed Weight 6 2-cc 1 5 1 
2-6 1 4 2 
8-16 1 2 2 2 
16-32 1 2 2 2 
32- 1 2 2 2 2 
®Only the estimated ratios which were significantly different from an additive model and additive 
model with dominance are considered in this table. An estimated ratio was considered fitted to an 
epistatic model if the expected ratio fell within the estimated ratio's 95 percent confidence interval. 
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Table ?• Epistatic models that were fitted "by estimated ratios8. 
Ratios* Character 
Gov 1 Gov 2 Kernel 
row no. 
Ear length Ear diameter Seed weight 
2,153,3 2,1:4,4 C.M DF 
3,2:4,4 C,M G.DF.OS DF.ON 
2,1:2,4 DF 
3,2:3,4 M M 
2,1:2,3 3,2:4,4 Dl'.OS 
2,1:4,4 3,2:4,4 
2,1:3,4 
3,2:3,4 Hone of 
the four 
C.DF.M.ON 
DF 
None of 
the four 
3,2:4,4 2,1:2,4 
2,1:3,4 
DF.ON DF,ON 
G.DF.ON G.DF.ON 
3,2:3,4 DF DF DF DF 
2,1:3,4 3,2:3,4 None of 
the four 
a0nly estimated ratios that were significantly different from the ex­
pected ratios of the additive and additive with dominance models are con?-
sidered in this table. A blank space indicates that such differences for 
that ratio were not significantly different for that particular character. 
An estimated ratio was considered as fitting an epistatic model if the 
expected, ratio fell within the estimated ratio's 95$ confidence interval. 
C = complementary model DF = duplicate factor model 
M = multiplicative model OK = optimum number model 
E^atio = adj. Gov l/adj. Gov 2 or adj. Gov 2/adj. Gov 1 whichever was 
less than one. See table 4. 
1 
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study in this manner. Here are shown the epistatic models that are fitted 
"by an estimated ratio. Only estimated ratios that were significantly dif­
ferent from the expected ratios of the additive and additive with dominance 
models are considered in the table. 
The estimated ratios for the character kernel row number did not con­
sistently fit any one of the four epistatic models. There appears to be 
no consistency of fit to any one model for ear length, although the dupli­
cate factor model appears three times out of five. For this character, 
two of the estimated ratios did not fit any of the four models. This would 
lend support to the hypothesis that another non-allelic gene interaction 
model other than the four investigated here was operative in the inheri­
tance of this character. 
The data in table 7 for the character ear diameter gives some evi­
dence that the controlling gene action was of a duplicate factor nature. 
This model was fitted by all five of the estimated ratios, whereas the op­
timum number, complementary, and multiplicative models were fitted by four, 
three, and one respectively of the estimated ratios. Except for one case, 
whenever the values for the expected ratio of the duplicate factor model 
was not in the same range as that of another model, then the estimated 
ratio fit the duplicate factor model but not the other model. 
The estimated ratios for seed weight consistently fit the duplicate 
factor model. This model was fitted by five out of the six estimated 
ratios. The one estimated ratio that did not fit the duplicate factor 
model also did not fit any of the other three models. Bone of the other 
models were consistently fitted for this character. The results for this 
character suggest that the duplicate factor model may have been operative 
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in controlling this character. 
In table 8 are shown the estimates of E, the average degree of domi­
nance, which were estimated from the Fjj, data. Also shown are the standard 
errors of the estimates. If the estimate of E was greater than twice its 
standard error, it was considered that the estimate was significantly dif­
ferent from zero. Although all estimates were greater than one and tnus 
in the overdominance range, only the estimate for ear diameter was signifi­
cantly different from zero. None were significantly different from one; 
therefore there was no evidence for overdominance for any of the four 
characters. 
Table 8. Estimates of a and their standard errors 
Character a s. e. 
Kernel row no. 1.03 1.64 
Ear length 2.51 1.33 
Ear diameter 4.59* 2.29 
Seed weight 1.72 1.27 
•Significantly different from zero at the 5 percent probability level. 
Estimates for each of the four characters of the five parameters, 
Cfyy, (Tyi» d~y2i ^11» and (Tthat were described by Kempthorne (1956b), 
are shown in table 9» (J is the genotypic variance in the F9 generation, 
(Tu is a measure of the dominance variance, and (Ty^ » CTyg, and are 
covariances involving epistatic effects. All estimates were negative 
except 0~yy for ear diameter. These results are rather unrealistic because 
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Table 9. Estimates of <Tyy, <Tyi* 0"y2» ^11» 8114 ^12 
Character 
Parameter Kernel Bar Bar Seed 
row no. length diameter weight 
^yy —2.60 -229.00 2.12 -378.37 
Oyl -6.82 -508.23 -3.23 -842.84 
0y2 -2.94 -189.7? -2.31 -387.46 
Oil -6.90 -548.34 -4.93 -1,040.03 
°i2 -1.76 -137.29 -I.72 -348.52 
(Jyy and 0^2 are variances and can only be zero or greater, but of the 
eight estimates of these terms seven were negative. Evidence from the F^ 
and data indicates that Cf was not zero because highly significant 
genetic variability was detected in both the F^ and F^ generations for all 
four characters. In general the estimates of Cfj^ were of such large nega­
tive values to cast doubts as to their being estimates of zero. 
After a re-examination of Kempthorne's (1956b) general formula for 
Cov(X,x'/2,l;n,n'), it was concluded that a more reasonable cut off for 
this formula would be at three parameters instead of five. All parameters 
were assumed to be zero except (f y, (Typ and and then estimates ob­
tained of these parameters, These estimates are shown in table 10. The 
estimates of 0"__« the F_ genotypic variance, were all positive except yy c. 
for seed weight. Thus it appears that the estimates in this table are 
more realistic than those reported in table 9» 
In table 11 are shown estimates of (T^, CTy^t and CT^. These were 
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Table 10. Estimates of CTyy» (Typ and (Tyg* 
Character 
Parameter Kernel Ear Ear Seed 
row no. length diameter weight 
7^7 .99 67.17 2.75 -183.81 
y^l -1.07 -43.48 -.43 -2IO.54 
>^2 -.72 -14.53 -.55 -20.81 
.02 154.80 .28 8887.02 
* All (Ty^  terms where i > 2, and all terms were assumed to be 
zero. 
Table 11. Estimates of (T , CTyi» and 
Character 
Parameter Kernel Ear Ear Seed 
row no. length diameter weight 
~^yy 2.12 71.92 5.78 226.46 
~^yl .66 -23.51 2.68 151.95 
Cil .48 -2.74 1.86 274.34 
.18 225.30 .02 1507.12 
aAll <Tyj_ terms where i > 1, and all CT^ j terms where 1 or j > 1 
were assumed to be zero. 
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obtained by assuming all other parameters in the general formula for 
Cov(X,X'/2,l{ n,n! ) to be zero. These estimates also appear to be more 
realistic than those given in table 9« The estimates of the two vari-
A 
ancea, GTyy. and. CT^» were all positive except CT^ for ear length and 
this was only a small negative value. 
/x 2 
In tables 10 and 11 (Te is a measure of the fit of estimated parame­
ters to the experimental data. In table 10 the estimates of CTyy» ^yl' 
and Cfy2 were substituted back into the estimating formulas and esti­
mates of the Cov(X,x'/2,l; n,n')$s obtained. These estimates of the 
0ov(X,x'/2,l; n,n' )1 s were then compared to those obtained from the experi­
mental data and differences calculated. G g is the estimated variance of 
/•> n 
these differences. Large values of Q g indicate that parameters other 
than those estimated probably should be included to explain the data, 
whereas small values of ^ ^ indicate that most of genetic variance can be 
explained by the three parameters. No measure is given to determine if 
p 
the magnitude of CJ" is large or small. Comparisons can be made between 
A O 
the values of (J^ in the two tables. 
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DISCUSSION 
In estimating the true values of the adjusted 0ov(x ,x'/k,k-l;n,n')'s  
the following assumptions were made: (1) normal diploid behavior at meio-
sis, (2) no multiple alleles, (3) no linkage, (4) no selection, (5) sym­
metry, and (6) no genotype-environmental Interaction. The estimates are 
unbiased estimates of the true values only in so far as these assumptions 
are valid. 
Assumptions (1) and (2) probably were not important sources of errors 
in the estimates. The material used in this study consisted of selfed 
generations derived from a cross of two inbred lines of com, Hy and BIO. 
Both lines are diploids and no abnormal meiotic behavior has been noted in 
them. Multiple alleles could have arisen only if some of the loci were 
not homozygous in the two lines or by mutation in the F^, F^ or F^ genera­
tion. The lines had been selfed for eight or more generations and thus 
should have been essentially homozygous at all loci. From what is known 
about mutation rates in corn, very few multiple alleles probably arose 
from this source. 
The assumption of no linkage could have been a serious source of bias 
in the estimates obtained. The effect of linkage on the models used in 
this study has not "been worked out. Linkage would have affected epistatic 
variance only if the interacting genes were linked. To conceive of such 
linkages not existing for the characters studied here would be hard to 
accept because of the large number of loci probably involved in the in­
heritance of these characters. 
In so far as possible no intentional selection was practiced in this 
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material. How much unintentional selection was practiced could not be as­
certained, but ouïe probably is safe in assuming this was not an important 
source of error. Doubts as to the size of samples being large enough to 
reduce the sampling errors to manageable proportions may be raised. Limits 
of space, funds, and time are the determining factors as to size of sample 
in many such studies, and this often limits the sample to a size smaller 
than the desired one for genetic purposes. 
Symmetry was defined by Horner et al. (1955) as the condition where 
"all genotypes having the same number of (++), (+-), and (—) loci, re­
spectively, have equal value or effect." Whether such conditions exist in 
actual situations would be hard to determine. 
The assumption of no genotype-environmental interaction is very likely 
to be unrealistic and could have caused a serious bias in the results. 
Sprague and Federer (1951), Byrd (1955). and others have shown genotype-
environmental interaction to be of importance in corn. Gamble (195?) found 
that nonepistatic effects were relatively stable over environments, whereas 
the epistatic effects interacted with environment. 
Under the assumption of unbiased estimates, the results of this study 
indicate that in population investigated here non-allelic gene interaction 
effects were present for all characters studied. It was assumed that the 
estimated adjusted covariance ratios were unbiased estimates of the true 
ratio and were distributed normally about the true estimates. It was fur­
ther assumed that the standard errors of the estimated ratios were unbiased 
estimates of the standard deviations of the above distributions. Under 
these assumptions, one would expect to get a significant difference between 
the expected and estimated ratios five percent of the time and a highly 
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significant difference one percent of the time when no difference existed. 
However, the data of table 4 show 24, 29, 24, and 60 percent significant 
differences between expected and estimated ratios were obtained for kernel 
row number, ear length, ear diameter, and seed weight, respectively. 
Evidence for the presence of non-allelic gene interaction effects in 
other populations of corn have been reported by Stringfield (1950)» Sentz 
et al. (1954), Jinks (1955), Pollak et al. (1957), Gamble (195?) and 
others. The results of this study along with the evidence reported by 
other workers indicate that epistatic effects are commonly found in quanti­
tative characters of corn and need to be taken into account when planning 
breeding programs. 
In this study the nature of the non-allelic gene interaction involved 
in the inheritance of the characters studied was investigated. From the 
data of table 6 and ?, there is little evidence that the gene action con­
trolling the inheritance of kernel row number or ear length was any one of 
the four epistatic types investigated in this study. If only one of these 
four types was operative in these two characters, the data may have been 
insufficient to detect it. Even with more data it may not have been pos­
sible to detect it if sampling errors were too large. It may have been 
possible that another non-allelic gene interaction model, other than the 
four considered here, was operative in the inheritance of these two char­
acters. For the character ear length there was some evidence for this 
hypothesis in that two out of five estimated ratios fit none of the four 
epistatic models which were considered in this thesis. 
Another possible explanation for the failure to find evidence for any 
one of the four types for kernel row number and ear length is that the gene 
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action may have been of several types. Such a possibility for the inherit­
ance of quantitative characters was suggested by Cockerham (1959)• 
There was some evidence that the gene action controlling ear diameter 
and seed weight may have been of the duplicate factor type. The evidence 
for seed weight appeared to be more substantial than that for ear diameter. 
The evidence does not rule out the possibility that the gene action may 
have been of a type other than those investigated in this study or that 
several types were operative. Notwithstanding these possibilities, the 
data for ear diameter and seed weight fit the hypothesis of duplicate fac­
tor gene action reasonably well so that other hypotheses are not needed 
to explain the data. 
If the duplicate factor model was operative for ear diameter and seed 
weight, then from the data of table 6 it could be concluded that the number 
of interacting loci involved in the inheritance of ear diameter probably 
was 2-8 and not over 32 and that for seed weight the number was 2-32. The 
literature contains little data giving estimates on the number of genes 
controlling quantitative characters, but the above estimates appear to be 
lower than that commonly accepted. Srb and Owen (1957), p. 320, state that, 
"geneticists have been led to believe that many quantitative characters 
represent the composite influence of genes at more than 10—perhaps oc­
casionally more than 200—loci." 
The upper limit of b, i.e. b = 1.4, for the multiplicative model was 
determined by Horner et al. (1955) on the assumption that the genotypic 
coefficient of variation would not exceed 30 percent in real situations. 
After examining the models of Horner et al. Cockerham (1959) concluded that 
it would, be impossible to distinguish between an additive and a multiplica­
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tive model "by the methods described by Horner et al. and used here if the 
genotypic coefficient of variation was limited to less than 40 percent. 
This may be the reason that there was little evidence for the presence of 
multiplicative gene action in this study. 
An understanding of the nature of the gene action in the inheritance 
of a character is important in the planning of a breeding program that in­
volves that character. Two breeding methods that take into account epi­
static effects are recurrent selection for specific combining ability and 
reciprocal recurrent selection. One of these methods might well be the 
best method to use in a breeding program with this material providing 
epistatic effects are present. 
The method used in this study to detect the presence of non-allelic 
gene interaction effects apparently was effective in detecting such effects 
in the population considered providing the underlying assumptions do not 
invalidate the applicability of the argumentation. The assumptions that 
appear to be the most likely not to have been met, are the absence of 
linkage of interacting loci, the absence of genotype-environmental inter­
action, and nonsymmetry. Before this method, of detecting epistatic effects 
can be more intelligently evaluated, the effects of linkage on the models 
employed must be ascertained, techniques developed to determine the bias 
due to genotype-environmental interaction effects in the estimates of 
Cov(X,X'/k,k-l;n,n' ), and hour valid is the assumption of symmetry in real 
situations must be determined. Perhaps nonsymmetrical models would fit 
the data without epiatasis. 
Horner et al. (1955) showed that epistatic effects would bias upward 
any estimate of a, average degree of dominance, if a was estimated by 
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models assuming no epistatic effects. Based on nonepistatic models, es­
timates of a were obtained in this study. Although all estimates were 
greater than one and thus lying in the overdominance range, statistical 
tests indicated that these estimates were not significantly different 
from zero, no dominance, in the case of kernel row number, ear length, and 
seed weight, and in the case of ear diameter was not significantly dif­
ferent from 0.5i partial dominance. Therefore, no attempt was made to 
compare the estimates of a with the evidence for epistatic effects. 
Kempthorne (1956b) gave a general formula for the covarlance between 
relatives under selfing with general epistasis. This formula was appli­
cable to the Gov (X.X1/2,l;n,n')'s estimated in this study. The data was 
adequate to estimate only five or less parameters from Kempthorne's general 
formula. The parameters estimated were CTyy, <Jy2' ^11» ^12* 
CT- 1« CTyg, ard <7^ are covariances and involve non-allelic gene inter­
action effects. (Tyy is the genotypic variance of th^ population and 
^~11 a variance which is a measure of dominance deviations. 
Estimating all five parameters by solving five linear equations led 
to results which were unrealistic. It was decided that a more reasonable 
cut off for the general formula would be at three parameters instead of 
five. Two different groupings of three parameters were made and estimates 
of the parameters made. These estimates are given in tables 10 and 11. 
In one group (fyy, CTyj.» and CTyg were estimated and in the other group 
CTyy, (Tyi, and CT^ were estimated. These estimates gave results which 
were more realistic than those obtained with five parameters. 
The C|'B reported in tables 10 and 11 are measures of the fit of the 
estimates of the parameters to the experimental data. A small value of 
67 
indicates a good fit whereas a large value indicates a poor fit. A com­
parison of the J^ in the two tables shows that is smaller in table 
10 than in table 11 for kernel row number and ear length but is larger 
for ear diameter and seed weight. This would indicate that a model in­
cluding <T « Cfyl. and CT.^ wou-ld- fit the data better for kernel row 
number and ear length than one including (T^, and CT^» the op­
posite would be true for ear diameter and seed weight. This would in­
dicate that dominance effects were relatively more important in ear diam­
eter end seed weight than in kernel row number and ear length. 
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SUMMARY 
1. Investigations were conducted as to the nature of the gene action 
in the inheritance of four quantitative characters in a population of corn 
derived from a single cross of two homozygous inbred lines. The characters 
studied were number of kernel rows, ear length, ear diameter, and total 
seed weight. The material was selfed to the F^ generation. Single ears 
from 64 random plants were harvested in the generation. Progenies of 
these 64 plants were grown in a replicated trial in the F^ generation. 
Progenies of four F^ plants within each of the 64 F^ populations were grown 
in a replicated trial in the F^ generation. 
2. A method for detecting non-allelic gene interaction effects in 
populations derived by selfing was described. The method consists of mak­
ing comparisons of estimated genetic ratios with those expected based on 
nonepistatic models. Upon finding evidence for epistatic effects the natuie 
of the epistatic gene action may be investigated by making comparisons of 
the estimated ratios with expected ratios based on non-allelic gene inter­
action models. Four non-allelic gene interaction models were considered. 
These were the complementary, duplicate factor, multiplicative, and opti­
mum number models. 
3. From the F^, F^, and F^ data, seven genetic variances and covari­
ance s were estimated for each character. From these, various genetic ratios 
were estimated. The estimated ratios were compared to those expected based 
on nonepistatic models. Evidence was found for the presence of non-allelic 
gene interaction effects in all characters. The data for ear diameter and 
seed weight fit the duplicate factor model indicating this type of gene 
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action may have been operative in the inheritance of these two charac­
ters. No consistent fit of the data to any of the four epistatic models 
was found for kernel row number and seed weight. Estimates were made 
of the number of loci involved in the inheritance of ear diameter and 
seed weight. 
4. The conclusions reached in this study were based on certain as­
sumptions. The assumptions most likely not to have been met were sym­
metry, no linkage, and no genotypic-environmental interaction. Non-
validity of these assumptions could have caused serious bias in the re­
sults giving evidence for the presence of non-allelic gene interaction 
effects when such effects were not present. 
5» Estimates of the average degree of dominance were obtained for 
all four characters. These estimates were obtained from a nonepistatic 
model. No evidence was found for overdominance. 
6. Estimates of parameters designated as <Tyy. ^yi» (Tyg, and 
3^2 were obtained. Cyy the genotypic variance of the IV, generation, 
Is a variance which is a measure of the dominance deviations, and 
(jyl, dy2» 0^2 are covariances involving epistatic effects. Un­
realistic estimates were obtained when all five parameters were estimated. 
More realistic results were obtained by fitting the data to only three 
parameters. Two different groupings of three parameters were made and es­
timates obtained of the parameters. Comparisons between the two different 
groupings were made. 
7. In order to evaluate the standard errors of the estimated genetic 
ratios expectation of covariances of the form Cov(Cov 1, Cov 2) had to be 
derived. Cov 1 and Cov 2 are estimated genetic variances or covariances. 
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The method used in the derivation of these expectations was shown and the 
results reported. 
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APPENDIX 
Introduction 
In this section is shown the method used in obtaining formulas for 
covariances of the type COT (Gov 1, Gov 2), where Gov 1 = Cov(X,x'/k,k-l; 
n,n') and Gov 2 is another such covariance. The method used in obtaining 
a formula for Var[Gov(X,x'/3,2;3,M] also is shown. 
Models and Methods 
To obtain Gov(Gov 1, Gov 2) use was made of the fact that 
Cov(X.Y) = E(XY) - E(X)E(Y) . 
Theref ore 
Cov(Cov l,Cov 2) = E(Cov l,Cov 2) - E(Cov l)E(Cov 2) 
Var[Cov(X,Xl/3»2;3i4)] was obtained by -using 
Var(x) = E(X2) - (EX)2 . 
To work out the necessary expectations, the following approximate 
models were used. We can let 
w^  = the observed value of the i^  F g plant 
i = 1, 2, •••, n 
Xjj = the observed value of the j**1 F^  plant in the 1^  
?2 s ub-popula t i on 
j — 1, 2, ..., r 
i^ik " the observed value of the k^  F^ , plant in the 
F-j sub-population in the i*^ 1 F g sub-population 
k — 1, 2, ..., s 
Here it is assumed the w^ 's are normally, independently distributed vari­
ables as are the XJJ's and yjjk's. 
Ignoring replications, the analysis of the and F^  data would 
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appear as 
Analysis of variance of Tj data 
Source 
Between Fg sub-populations 
Bet. Tj plants in Fg sub-pop. 
erf = C0V(X,XV2,1$3,3) 
M.S. 
M2 
Mi 
Analysis of variance of F% data 
Source 
Between Fg sub-populations 
Bet. F^  sub-pop. in F^  sub-pop. 
Bet. Fjj, plants in F^  sub-pop. in F g sub-pop. 
a| = Cov(X,x'/3,2;4,k) 
= Cov(x,x'/2,i;4,4) 
M.S. 
M, 
M, 
Thus 
Cov(X,X ,/2,l;3,3) = Mg *• 
b^ + r<yi 
E.M.S. 
Cjf + s (jf + sr ^ 3 
+ sCfZ 
al 
1 
r 
(=1. - Sblj - =1.)' 
* - ±L 
n-1 n(r-l) 
2 
2>i. " =..) f <xij - =i.) 
= — - AJ 
n-1 nr(r-l) 
Cov(x,x'/3,2;4,4) = " Ml 
z 
_ u. 
Z(7ij. - Zjyijk- ?ij.)= 
liK 
n(r-l) nrs(s-l) 
and 
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Cov(x,x ' /2, i;4,4)  = m3 "  M z  
rs 
n-1 nr(r-l) 
The other covari&nces are 
X (*4 - W )(x, - X ) 
(^ (x,x'/2,1:2,3),^ -! " " 
n-1 
-  w.)(y i B .  -  y. . . )  
C0v(x,x'/2,l;2,4) = 1 
n*l 
%(=i. -
COT(X,X72,I;3,4) = ± 
n-1 
Z(=ij - - ?i..) 
Cov(x,x73.2;3,4) = ^ ZÇtZÎ) 
In the above formulas, estimates are denoted by hats. Dots in the 
subscripts of w, x, or y denote a mean of the observations taken over the 
dotted subscripts. 
In the evaluation of the expectations, various combinations of Fg, 
and F^  observations are involved. In order to simplify the calcula­
tions regression techniques were used. The principle used was to regress 
the observed value of the later generations on the observed values of the 
earlier generations. 
If only F^  and. F^  data were involved, y^  ^was regressed on x^  ^
The model used was 
yijk = *1 + BlXij + ®ijk 
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where Is NID(0, (J^ ). Therefore 
yijk - yi.J. = ®ijk " ®ij. 
yu. - ?i.. = Bi<xij - xi.) + («ij. - ei..) 
yi.. - y... = Bi^ i. - =..) + <ei.. -
Xjj has a structure which can be represented by 
xij = * + *1 + ^ ij 
where u is a constant, a^  is the Fg effect, and b^ j is the F^  effect in 
the i^  Fg. From this model we obtain 
xij ~ xi. = bij " *i. 
x, - x = (a, - a ) + (b, - b ) X « •• » • «*> • # * 
and then 
yijk " yij. = ®ijk ~ ®ij. 
yij. - yi.. = Bl^ ij - ^ i.) + (eij. - ei..) 
yi.. - y... = Bi(ai - a.) + Bi(li. - b..) + (ei.. - e...) 
If only F 2 and F^  data were involved in Gov (Gov l.Cov 2), then y^  ^
was regressed on w^  and the model used was 
yijk = °*2 + B2wi + fiJ + gijk 
where f^ j and  ^are error terms and are normally and independently dis 
tributed with zero means and variances, Of and CTf, respectively. Using 
* 5 
this model 
yijk " yij. = êijk ~ gij. 
yij. - yi. = (fij - fiJ + (ëij. - Si..) 
yi.. - y... = B2(wi - w.) + (fi. - f..) + (gi.. - e...) 
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If in Gov(Gov l,Gov 2) only F g &n& data were involved, then j 
was regressed on w^ . The model was 
=lj - *3 + B3wi + hij 
where h^ j is EID(0,CT2). Therefore 
xij - xi.= - ht. 
x. - z = B«(v. - w ) + (h. - h ) 1 * • • J 1 « 1 * • • 
Where F^ , F^ , and F^  data were involved in Gov (Gov l.Cov 2) then y^ j^  
and x^ j were regressed on w^ . The models were the same as those already 
given. 
To obtain the expectations of (Gov 1,Gov Z) and Cov(X,Xl/3,2;3»*0 
terms of the form E(z^  - z )r had to be evaluated. If (z^  - z#)r is ex­
panded and thn expectations taken, this will involve moments about the 
origin, i.e. 
E(z^ ) = u^ . , 
where 
k = 1, 2, ..., r, 
and following standard notation 
u^  = u . 
If the z^ 's are random variables, then E(z^  - z is invariant with re­
spect to the change of origin. We can change the origin from the original 
value to the mean of the distribution and then E(z^  - z#)r will be ex­
pressed in terms of moments about the mean, i.e. 
E(%i - u)k = uk . 
For the moments about the mean 
u^  = 0 and u^  = CT2 . 
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That E(z^  - z )r is invariant with respect to change of origin can "be 
seen "by the following reasoning. Given a. random variable x^ , we define a 
new variable 
yi = *i ~ u • 
i.e. we shift the origin to the mean, u. Now 
Z(y^ )k = S(xi - u)k = uk . 
Since 
= 
yi + ?2 + ... + yn 
* n 
= x - u 
then 
yi ~ y. = (xi - - (x. - u) 
= xi ~ x. 
Now E(xj - * )r will be a certain expression involving the u^ 's, and 
E(y^  - y )r will involve the uk's. Since 
xi - x. = yi - y. • 
then E(x^  - x# )r can be expressed in terms of moments about the origin, 
V s *  
In the derivation of Gov(Gov l.Cov 2) and Tar[Gov(X,x'/3,2:3,4)] use 
was made of the fact that if a random variable is normally distributed then 
u4 = 3*2 ~ 3^  ^• 
It will be noted that the variables w^ , x^ j, and y^ jk that enter into the 
formulas for Gov(Gov 1,Gov 2) and 7ar[Gov(X,%'/3,2:3,4)], were assumed to 
be normally distributed random variables. 
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Derivation of Gov (Gov l,Cov 2) 
In this study 21 Gov(Gov l.Cov 2)'s were evaluated. The method given 
by Kempthorne (1957) vas used to obtain Cov[Cov(X,X'/2,l;4,4), Gov(X,x'/ 
3,2:4,4)]. Formulas for the other 20 Cov(Cov 1,Gov 2)'s were derived in 
the course of this investigation. To show the method used in obtaining 
these formulas, the derivation of the formula for Gov[Cov(X,X*/2,1:3,3), 
Cov(X,x'/2,l:2,3)] is shown in detail. The results of the others are 
reported. 
Let 
Gov 1 = GÔv(X,X'/2,l:3,3) 
Z(=i. - x..)2 Z(*ij - xi.)2 
= i 
n-1 
- M. 
nr(r-l) 
Gov 2 = Gov(X,x'/2,l:2,3) 
(^wi - w.)(xi. - x..) 
= __ 
We want 
Gov(Gov 1,Gov 2) = S(Gov 1,Gov 2) - E(Gov l) E(Gov 2) . 
Now 3!(Gov 1, Gov 2) equals 
(n-1)2 
E Z(*i - ~.)(xi. - =..)Z(=m. - x..)' 
m 
n(n-l)r(jvl) E I(Wi - we)(xle -i mj 
= E(l) _ 3(2) 
(n-1)2 n(n-l)r(r-l) 
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j ™ 1» 2 f • • • » r 
To obtain the above expectations Xjj is regressed on w^ . The model 
was given previously. 
We find 
2(1) = E% (w. - w )(x. - x )(x., - x )2 
 ^ 1 • X* •• X* • • 
+ (wi - - *..)(=*. -x..)2 
im 
ij^ m 
= nS(w^  - w )(x1 - x ) (x.t - x )2 
X  •  X *  •  •  X  •  • •  
+ n(n-l)E(wi - w.)(%i. - %..)(%m. - *,.)2 
= n E(A) + n(n-l)E(B) 
Substitute 
X, - x = B~(wi - w ) + (h, - h ) 
• •• j X • X • • • "i. A.. - "3
into the above expressions. This gives 
3(A) = B2 E(w, - w )h + 3B„E(w, - w )2(h. - h )2 J X • j X • X • • • 
E(w^  - w )** is obtained by expanding (w^  - w )^  and then taking ex­
pectations of the individual terms. Detailed steps in the derivation of 
this expectation will be shown to acquaint the reader with the method of 
obtaining expectations of the type E(z^  - z^ )r. 
Expanding (w^  - w^ )^  we have 
E(w. - w )^  = E(w^  - 4w5w + 6w?w2 - kvxw^  + w^ ) X » X 1* X • X • • 
Evaluating the individual terms of the above expectation, we have 
E(w^ ) = u^  
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E(w3w ) = E(W3)(V^  * + "1 + "^ ) 
x • i n 
= ^  Efv^  + ... + w^  + ... + w^ wn) 
U^  + (tt-l)uu^  
n 
Etwfw2) = X E(w?) Glw? + Z *1*,) 
1 
' 
1 i 1 3 
Uj^  + (it-lHug)2 +2(n-l)uu^  + (n-l) (n-ZÎu^ u^  
? 
E(w1W3) = EWj_ i__ Q 
= [uj^ , + 4(i>-l)uu^  + 3(n-l) (u^ ) h2 
+ 6(n-l)(n-2)u2u2 + (n-1)(n-2)(n-3)u^ ] 
E(w^ ) = -L ECEWJ + w?w, + 3 J w^ w, 
n i i7j m 
+ + 
— "^ r + 4(n-l)uuô + 3(^ -1) (^ o)2 
nJ 
+ 6 (rt-l) (n-2)u2u^  + (n-l) (n-2) (n-3)u^ ] 
= E(w1W3) 
Combining terms of E(w^  - w )^  we will obtain an expression involving 
moments about the origin. But E(w^  - w^  )^  is invariant with respect to 
8? 
the change of the origin so it can be expressed in terms of moments about 
the mean. This can be done by taking E(w^  - w )\ expressed in terms of 
moments about the origin, and setting u and u^  equal to zero, Ug equal to 
o \ (T£f and u^ , equal to 3 <TW. Doing this we obtain 
E(Wi - w# )k = 3(a-i?2 (T JJ 
n 
In obtaining expectations like E(w^  - it is possible to obtain 
the correct result by expressing the individual terms in moments about the 
mean instead of waiting to do this until after the individual terms are 
combined. This will result in considerable simplification. But in doing 
this we should realize that 
E(w^ ) £ uk 
and it is only when the individual terms are combined can it be shown 
mathematically that E(w^  - w is invariant which respect to the change 
of the origin. 
To evaluate E(w^  - w )2 (h^  - h^  ), use is made of the principle 
that if two variables, X and Y, are independent, then 
E(XY) = E(X)E(Y) . 
Therefore 
E(w, - w )2(h. - h )2 = E(WJ - w )2E(h. - h )2 1 • 1 • • • X • X • • • 
Evaluating these terms by the same method as used for E(w^  - w we obtain 
E(w, - w )2 = S-l (J2 , 
1 
• n w 
and 
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Combining all the terms for E(A), gives 
E(A) = ^ (g-1)2 B3(y2((y2 + rB2g-2) 
Substituting 
xi 
n2r  ^
x, - x = B^ (w. - w ) + (h, - h ) # • • j 1 • ^ • •• 
into ECS), we have 
E(B) = B^ B(wi - )2(wm - w )2 + B^ E(w^  - )2(hffi< - h^  ^ )2 
+ 2B3E(Wi - w# ) (wm - w,)(hL - k. . ) (hjn. ~ h.. > 
- S^ 542 °"w + ®3 Ls=^ - CT«ah + 2=3-5; 0-2(j| 
J n n'r n i 
= -•-z
2*+3 B3cr2(crg + rB2cr2) . A 
nT 
Combining terms 
E(l) = nE(A) + n(n-l)E(B) 
= B3a5((jJ + rB2<J2) . 
We next need E(2). This is 
fe(wi " v.)(xi. - x. - xm. i mj 
E(2) = 1 
= 
E^ (wi - *.)(=!. - ~ xi.)2 
+ EZ (Wi - w.)(xit - x i)(xmj - x^)2 
ipm 
= nrE(wi - )(x1# - x ^ )(x^ j - x^  )2 
+ nr(n-l)S(wi - wj(xi. - x>J(xm<j - a*.)2 
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= nrB(C) + nr(n-l)E(D) 
Substituting 
(x, - x ) = B~(w, - w ) + (h, - h ) 
J. • • • j J. • X • •• 
and 
=ij " Xi." hij " hi. 
into E(C) and E(D) we obtain 
E(C) = B3E(Wi - w )2(hij - hi#)2 
and 
1(D) = B3E(WI - W.)2!^  - V>2 
= 1(0) . 
Therefore 
E(2) = n2rE(C) 
= n(n-l) (r-l)B3 (T2 CT^  . 
We want 
E(Cov l.Cov 2) = 
(n-1)2 n(n-l)r(r-l) 
Combining terms this is 
s(cov i,cov 2) = 2±1 B^cji + t-2-. 
n-1 J " (n-l)r J n 
To obtain Cov(Cov 1,Gov 2) the expectations of Gov 1 and Gov 2 are 
needed. Now 
E(COV L) = E[COT(X,X'/2,I;3,3)] 
90 
= E 
2(*i. - *..)2 
n-1 
• B 
Z(:ij " =1.)' 
ÎM 
nr(r-l) 
= - E(x, - x )2 -
B—1 • • 
nr 
nr 
E(z. , - x, )' Ï^ ÏT "ij i 
= - E[Bq(w1 - w ) + (h, - h )] - -L- E(h,, - h^  )' 
n-1 J 1 • i» •• r_i 1# 
and. 
B§CT* 
E(Gov 2) = E[Cov(X,x72,l;2,3)] 
= E 
Z(Wi - - x..) 
n-1 
E[B3(W, - W )2 + (W, - W )(h. - h )] 
n-« i, «/i • i • i • •• 
Therefore 
= f 
E(Gov l)E(Cov 2) = B^ CT* 
Using the above results Gov(Gov 1,Gov 2) now can be obtained. The 
result is 
Gov(Gov l,Cov 2) = E(Cov 1,Gov 2) - E(Cov 1)E(Cov 2) 
= (n-l)r + 
Formulas for the other 19 Gov(Gov l.Cov 2)'s were obtained by the same 
methods as used in the derivation of Cov[Cov (X ,x ' /2,1î 3,3),Cov (X ,x ' /  
2,1;2,3)]• Formulas for the 20 Gov(Gov l,Cov 2)'s derived in this study 
are shown in table 12. 
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Table 12. Formulas for Gov(COT 1,COT 2)'S 
GOV 1 COT 2 COV(COT l,Cov 2) 
2.1:3.3 2.1:2.3 jzfa * rB§»5> 
2,1:4.4 ^ + rcr|)2 
3.2:4.4 - ^ r&TT *!< 
2,1:2,3 
(r-l) 
2.1:2.4 Â B2=3°'ï 
2,1:3,4 —L__ B^ cr2 + r<r£)2 
(n-l)r2 
2.1:4.4 £ B2B3^ "w 
3,2:4,4 0 
2,1,2,4 n^ ï" B2B3*^ ~ w 
2.1:3.4 T-iy- B2ff2(a| + 2rB2C2, 
3,2:3,4 0 
2,1:4,4 2,1:2,4 (N-L)RS + s Gf +  P8B|CT5) 
2,1:3,4 -—FY- B^ a^ cr2 + r<r2cr2 + SB2CT£ 
(n-l)r^ s 
+ 2rsB^  CT £ <J 2 + r2sB20 gj) 
3.2:3.4 - 1^^ 1 + "=K> 
3,2:4,4 2,1:2,4 0 
2,1:3,4 0 
92 
Table 12. (Continued) 
Gov 1 Gov 2 Gov (Gov l,Cov 2) 
3,2:4,4 3,2:3,4 2 
n(r-l)s BlO§((jg + S3
2 Ob) 
2,1:2,4 2,1:3,4 1 (n-l)rs 
B3 Œ5< <T2 + SQ-2 + 2rsB2cr2) 
3,2:3,4 0 
2,1:3,4 3,2:3,4 0 
By use of the methods described here 
Cov[Cov(X,x'/2,1î 2,3).Cov(X,x'/3« 2;3,4)] 
= Cov[C^ v(X,xV2,l;2,4),Cov(X,xV3,2;3,4)] 
= 0 
was obtained. In the derivation of these, it was found that the approxi­
mate models used were not exact enough to give a reasonable expectation of 
Cov(x,x'/3,2:3,4). 
Because the estimator of Cov(X,x'/3,2:3,4) is unbiased, then by defi­
nition 
E[Cov(X,x'/3,2;3,4)] = Cov(X,X'/3,2:3,4) . 
In the above two covariances x^ j and y^ jk were regressed on w^ . When 
Cov(X,x'/3,2i3,4) was expressed in terms of such regressions, 
E[Cov(X,Xl/3,2;3,4)] equalled zero. This expectation obviously is not 
correct. An examination of the factors going into these two covariances 
led to the conclusion that even under exact models where E[Cov(X,x'/ 
3,2:3,4)] would be more realistic, these covariances would be zero. There­
fore, answers obtained by use of the approximate models were assumed 
93 
correct. 
Estimators of Cov(Cov 1,Gov 2)'s 
In order to evaluate the 20 Gov(Gov 1,Gov 2)1 s given in table 12 
estimators of these covariances had to be derived. To acquaint the reader 
with the method used to derive these estimators the derivation of the esti­
mator for Cov[Cov(X,Xl/2,l;3»3)tCov(X,Xl/2,l;2,3)] is shown below. 
Cov[Cov(X,x'/2,l;3,3),Gov(X,x'/2,l;2,3)] is equal to 
TO * rB3°"5> 
As shown previously the expectation of Gov(X,x'/2,l;2,3) is 2. An 
unbiased estimate of the variance of the F^ means is 
Z(x, - X )2 
i u 
n-1 
The expectation of this estimate is 
Z(x1# - xt|)2 
E 
n-1 
= E[B-(w, - w ) + (h, - h )]2 
n-1 j 1 1• • • 
- 
$3ffv * \ 0"2 
Theref ore 
cr=TB|cr2 
An unbiased estimate of Gov[Gov(X,x'/2,l;3,3),Cov(X,X'/2,l;2,3)] would be 
-£ï [c2v(x,x'/2,1:2,3)] 
The estimators used to evaluate the Cov(Cov l,Cov 2)'B given in table 
12 are shown in table 13. 
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Table 13. Estimators of Gov(Gov l,Cov 2)'B 
COT 1 Gov 2 Estimator of Gov (Gov l.Cov 2) 
2,li3,3 2,1:2,3 -Ar CCXov(X,X,/2,l;2,3)]Ô"i 
n-1 i» 
2,1:4,4 _2_ Ccov(x,xV2,i;3,4)]2  
n-1 
3,2:4,4 - 2 [Cav(X,x'/3,2:3,4)]2 
nr(r-l) 
2,1:2,4 _2_ [Co7(X,x'/2,l:3,3)][Cov(X,x'/2,1:2,4)] 
n-1 
2,1:3,4 _2_ ^CoT(x tx'/2,i:3»4)]2[Cov(x,x'/3(2;3.4)] 
n
-l Cov(X,X'/3,2:4,4) 
3,2:3,4 - 2 [CoV(x,x73,2:3,4)]3  
nr(r-l) Cov(X,X'/3,2:4,4) 
2,1:2,3 2,1:4,4 -4r [c^v(x,x'/2,i:2,3)][cGV(x,x'/2,1:4,4)] 
3,2:4,4 0 
2,1:2,4 -4r [Cov(X.X'/2,1:2,3)][Cov(X,X'/2,1:2,4)] 
Dr-1 
2,1:3,4 _L_ [Go7(x,x'/2,i:2,4)]cr2 
n—1 1» 
+ [C^v(X,X,/2,l;2,3)]CCov(X,X,/2,l;3.4)] 
2,1:2,3 3,2:3,4 0 
2,1:4,4 2,1:2,4 [CoV(x,x,/2,i:2,4)]6"J 
n-1 »1.. 
2.1:3,4 -4r ccov(xlx,/2,i;3,4)]a2 
*"1 yi.. 
3,2;3> T [Cov(x,x /3,2i3,4)]ti—7—,— 
nr(r-l) n(r-l) 
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Table 13. (Continued.) 
Cov 1 Gov 2 Estimator of Cov(Cov l,Cov 2) 
3,2:4,4 2,1:2,4 0 
2,1:3,4 0 
3,2:3 ,4 
Zbij.-ri..)2 
i . s [Cov(x,x'/3,2:3,4)] U 7—t— 
n(r-l) n(r-l) 
2,1:2,4 2,1:3,4 JL Ccov(x,xV2,i;2,3)]0"2  
n-1 »i.. 
+ [COV(X,Xi/2,1;2,4)][I5OV(X,X,/2,1;3,4)] 
3,2:3,4 0 
2,1:3,4 3,2:3,4 0 
Variance of dov(X,X 73.2:3,4) 
The same procedure that was used to obtain the Cov(Cov l,Cov 2)'s 
was employed in obtaining the variance of Cov(X,xV3,2:3,4). Here 
Var(x) = E(X2) - (EX)2 
Using this relationship the following formula was obtained 
7ar[Cov(X,Xl/3»2:3,4)] = 1 • - <J2( CT2 + 2sB2<72) 
n(r-l);3 d e 1 o 
An unbiased estimate of this variance is 
 ^( y y )2 
-fa CCOT(X,XI/3,2;3,4)32C 0,^ )3.2*.» 1,1 + 13 1 
