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31 . Introduzione
E' in corso l'applicazione di un modello a larga scala 
al Comprensorio di Torino.
Si tratta di un modello dinamico per la simulazione del­
la struttura di un sistema urbano, i cui aspetti teorici ed o 
perativi fondamentali sono stati illustrati nella II Conferen 
za Nazionale dell'AISRe, Napoli, 1981 (Bertuglia, Gallino, Oc 
celli, Rabino, Solomone, Tadei, 1981).
In questa comunicazione, si procederà a:
a» richiamare brevemente il funzionamento del modello in esa­
me e ad illustrare le modifiche apportate alla sua versio­
ne originale;
b. descrivere le operazioni di calibrazione con riferimento, 
in particolare, agli aspetti operativi (metodi statistici u 
tilizzati, informazioni necessarie e procedure di software 
adottate);
c. formulare alcune considerazioni sugli esperimenti finora 
effettuati.

52. Funzionamento del modello
Il modello di simulazione è composto dai seguenti sotto­
modelli, ciascuno dei quali simula la dinamica del sottosi —  
sterna al quale è associato:
a. sottomodello industriale (IND);
b . sottomodello terziario (TERZ);
c. sottomodello della popolazione (POP);
d. sottomodello delle abitazioni (AB);
e. sottomodello di uso del suolo (SUOLI + SUOLFI);
f. sottomodello residenziale (RESI + RESFI);
g. sottomodello di trasporto (TRASP).
In realtà, come si vedrà bene in 3.,al sottosistema dei 
trasporti non corrisponde un vero e proprio sottomodello, ben 
sì una variabile di input (matrice dei tempi di viaggio se­
condo il mezzo di spostamento).
In fig. 1 è illustrato lo schema complessivo del modello 
di simulazione. In detta figura, è evidenziato l'ordine in 
cui i sottomodelli intervengono nel modello complessivo; i —  
noltre, sono evidenziate le principali interrelazioni che le 
gano i diversi sottomodelli.
Le interrelazioni sono fondamentalmente di tre tipi:
' /,
61* interrelazioni di natura socioeconomica [fra le quali è 
possibile riconoscere le relazioni causali proprie del mo 
dello di Lowry (Lowry, 1964)1 , che legano i sottomodelli
dell'industria e del terziario ai sottomodelli della popo 
lazione e delle residenze;
2. interrelazioni di natura fisico-spaziale, che legano il 
sottomodello di uso del suolo ai sottomodelli dell'indù —  
stria, del terziario, delle abitazioni e dei trasporti;
3- interrelazioni relative al sottomodello residenziale (che 
sono di natura sia socioeconomica sia fisico-spaziale), 
che legano il sottomodello residenziale agli altri sotto­
modelli.
Si illustrano ora, in modo sintetico, le principali ope­
razioni effettuate da ciascun sottomodello (cfr.: fig. 1).
Gli indici del modello, che servono all'illustrazione, 
sono :
i zona di residenza i = 1,99
j zona del posto di lavoro j = 1,99
s tipo di alloggio s = 1,6
t settore industriale t = 1,4
1 settore terziario 1 = 1
f tipo di famiglia, per famiglie con capofa­
miglia occupato f = 1,8
g tipo di famiglia, per famiglie con capofa­
miglia non occupcito g = 1,4.
\
7Figurai- I sottomodelli nel modello di simulazione: l'ordine 
in cui intervengono e le interrelazioni che li lega 
no.
t tempo iniziale di un periodo di simulazione (1 anno)
t + 1 tempo finale di un periodo di simulazione
______  interrelazioni di natura socioeconomica
______  interrelazioni di natura fisico-spaziale
_. _ . _  interrelazioni relative al sottomodello residenziale 
/j principali relazioni di feed-back

8Posto quanto precede, seguono, come detto, le principali 
operazioni, per sottomodello.
I Sottomodello SUOLI: assume, come input al tempo t (*),
il suolo occupato e di progetto per i vari usi (indu­
striale, terziario, residenziale, residuo), nonché le po 
litiche sull'uso del suolo (nuove destinazioni, riasse­
gnazioni) , e calcola, al tempo t, la disponibilità di 
suolo per i vari usi, nonché gli indicatori di attratti, 
vita zonale relativamente alle diverse attività. Nel cal 
colo di questi indicatori, interviene l'accessibilità 
tramite TRASP.
II Sottomodello RESI: assume, come input al tempo t, la di 
stribuzione, rispettivamente, delle famiglie con capofa 
miglia occupato (tipo f) e con capofamìglia non occupa­
to (tipog) , secondo la zona di residenza i ed il tipo 
di alloggio s, e calcola, al tempo t, il numero to­
tale di famiglie residenti nell'area ed i tassi occupa­
zionali delle famiglie secondo la zona di lavoro j ed 
il tipo di famiglia f.
Ili Sottomodello IND: assume, come input al tempo t, i po 
sti di lavoro industriali (numero di addetti) secondo la 
zona di lavoro j ed il settore industriale t., i tas
(*) Per chiarezza, l'indice t, quando esprime il riferimento temporale 
ad un generico periodo della simulazione, verrà sempre preceduto da_l 
la parola tempo.
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9si di incremento e diminuzione dei posti di lavoro indù 
striali, l'attrattore zonale computato in SUOLI, le po­
litiche di aumento e diminuzione di posti dì lavoro, e 
calcola, al tempo t+1, il nuovo livello dei posti di 
lavoro industriali secondo la zona di lavoro j ed il 
settore industriale t. Esso calcola inoltre, al tempo 
t+1, la variazione di suolo industriale nelle diverse 
zone di lavoro j, attraverso gli standard di occupa —  
zione di suolo per posto di lavoro industriale.
IV Sottomodello TERZ; assume, come input al tempo t, i po 
sti di lavoro terziari (numero di addetti) secondo la zo 
na di lavoro j ed il settore terziario 1, il tasso 
di variazione di posti di lavoro terziari, l'attrattore 
zonale computato in SUOLI, il tasso di terziarizzazione 
della popolazione, la popolazione totale al tempo t, le 
politiche di aumento e diminuzione di posti di lavoro, 
e calcola, al tempo t + 1, il nuovo livello dei posti di 
lavoro terziari secondo la zona di lavoro j ed il set 
tore terziario 1. Esso calcola inoltre, al tempo t+1, 
la variazione di suolo terziario nelle diverse zone di 
lavoro j, attraverso gli standard di occupazione di suo 
lo per posto di lavoro terziario.
V Sottomodello POP; assume, come input al tempo t, la po 
polazione totale dell'area, i tassi di natalità, mortal_i 
tà ed occupazione della popolazione, il tasso di varia­
zione di occupazione della popolazione, il numero dì ad 
detti totali (computati, in IND e TERZ, al tempo t), e
li ,
i ( 1
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calcola, al tempo t + 1 , la nuova popolazione totale del 
1'area.
VI Sottomodello AB; assume, come input al tempo t, le a- 
bitazioni secondo la zona di residenza i ed il tipo 
di alloggio s, i tassi di costruzione e demolizione 
di abitazioni, 1'attrattore zonale computato in SUOLI, 
le politiche di costruzione e demolizione di abitazio—  
ni, e calcola, al tempo t+1, il nuovo livello di abi­
tazioni secondo la zona di residenza i ed il tipo di 
alloggio s. Esso calcola inoltre, al tempo t+1, la va 
riazione di suolo residenziale nelle diverse zone di re 
sidenza i, attraverso gli standard di occupazione di 
suolo per alloggio.
VII gottomodello SUOLFI: assume, come input, le variazioni 
degli usi del suolo computate in SUOLI, al tempo t, ed 
xn IND, TERZ ed AB, al tempo t+1, e calcola, al tem­
po t+1, i nuovi livelli di suolo occupato dalle diver 
se attività.
VIII gottomodello RESFI: assume, come input, i tassi occupa­
zionali delle famiglie con capofamiglia occupato (tipo 
f) e le famiglie con capofamiglia non occupato (tipo g) , 
computati in RESI, al tempo t, i posti di lavoro com­
putati in IND e TERZ, al tempo t+1, la popolazione to 
tale computata in POP, al tempo t+1, e calcola, al tem 
po t+1, il nuovo livello delle famiglie di tipo f e 
di tipo g e la nuova distribuzione delle famiglie di
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tipo g secondo la zona di residenza i ed il tipo 
di alloggio s. Esso costruisce, quindi, delle funzio­
ni di utilità potenziali e delle funzioni di utilità 
attese per le famiglie dì tipo f, sulla base di indi 
catori di accessibilità zonale (calcolati tramite TRASP), 
di attrattività residenziale (calcolati tramite AB) e 
delle caratteristiche zonali - suolo residenziale-(cal 
colati tramite SUOLFI) .
Si precisa che: l'utilità potenziale è intesa come il 
soddisfacimento che una famiglia di tipo f, con postò 
di lavoro in j, raggiungerebbe qualora scegliesse un'a­
bitazione di tipo s nella zona di residenza i; l'utili 
tà attesa è una media ponderata delle utilità potenzia 
li prima definite. Detto ciò, sulla base della diffe 
renza tra utilità attesa ed utilità potenziale - ossia 
sulla base dell'utilità effettiva delle famiglie - e 
del vincolo sul tempo di viaggio totale, il sottomodel 
lo calcola infine, al tempo t+1, la nuova distribuzio 
ne delle famiglie con capofamiglia occupato (tipo f) 
secondo la zona di residenza i, la zona di lavoro j 
ed il tipo dì alloggio s (*).
(*) La formulazione matematica del modello è presentata in Bertuglia, Ga_l 
lino, Gualco, Occelli, Rabino, Salomone, Tadei (1982), all'Appendice
A.

3. Modifiche apportate alla versione iniziale del modello
Il modello, il cui funzionamento è stato brevemente espo 
sto in 2.,presenta alcune modifiche, sia nella struttura lo­
gica sia nella formulazione matematica sia nelle caratteri­
stiche dimensionali, rispetto al modello iniziale (cioè, al 
modello come esposto in: Bertuglia, Occelli, Rabino, Tadei, 
1980). Tali modifiche sono state apportate nel corso dell'im 
plementazione operativa del modello.
Premesso che dette modifiche non cambiano la struttura 
teorica complessiva del modello,si espongono le stesse per 
la struttura logica e per le caratteristiche dimensionali 
(mentre, per ovvìi motivi di spazio,si tralascia di esporre 
quelle per la formulazione matematica, rinviando per esse a: 
Bertuglia, Gallino, Gualco, Occelli, Rabino, Salomone, Ta—  
dei, 1982). Per gli aspetti logici del modello, le modifiche 
apportate concernorio:
a. la semplificazione, nella modellizzazione, dei fenomeni 
di rilocalizzazione delle attività industriali e terzia­
rie e del fenomeno di turnover industriale, i quali sono 
stati assimilati a fenomeni di incremento e diminuzione di 
posti di lavoro in seguito ad apertura e chiusura di sta­
bilimenti industriali e terziari;
b. la semplificazione, nella modellizzazione, del fenomeno di 
recupero residenziale, il quale è stato assimilato al fe-

nomeno di costruzione e demolizione dì alloggi (*);
c. l'approfondimento delle relazioni che legano la dinamica 
dei sottosistemì industriale, terziario e delle abitazio­
ni, alle variazioni dell'uso del suolo ad essi relativi; 
ossia, per ciascuno dei suddetti sottosistemi, si sono mo 
dellizzati esplicitamente gli effetti "incentivanti" e "di 
sincentivanti" della disponibilità di suolo nei confronti 
della crescita o del contenimento delle attività nelle di. 
verse zone;
d. lo sviluppo del sottomodello di uso del suolo, nel quale 
è stata introdotta sia la modellizzazione delle operazio­
ni di riassegnazione dell'uso, del suolo da parte dell'ope 
ratore pubblico sia la modellizzazione degli effetti del­
le suddette operazioni sulla disponibilità di suolo per i 
vari usi;
e. l'esclusione del sottomodello di trasporto, originariamen 
te previsto come un vero e proprio modello a latere, in —  
terconnesso al modello di simulazione complessivo e costi 
tuito, a sua volta, dai sottomodelli di distribuzione, ri 
partizione modale, assegnazione e deflusso. Il sottosiste 
ma dei trasporti è stato, invece, rappresentato assumendo 
esogenamente la matrice dei tempi di viaggio secondo il 
mezzo di spostamento (pubblico, privato). Di fatto, si è 
rinunciato solo alla modellizzazione degli effetti della
(*) La versione originale del modello prevedeva la modellizzazione espl_i 
cita del recupero residenziale inteso come cambiamento della tipolo­
gia residenziale di appartenenza di un alloggio (passaggio da una t_i 
pologia residenziale con un dato livello di qualità - ovviamente, baj= 
so - ad una tipologia residenziale con un più elevato livello di qua 
lità).
„ ,, Jw *6 , U 11 :
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distribuzione delle attività economiche sui tempi di viag 
gio. Questa non appare come una grave menomazione rispet 
to agli obiettivi del modello, e ciò non solo perché è pojs 
sibile simulare l'impatto delle politiche di trasporto mo 
dificando esogenamente la matrice dei tempi di viaggio, 
ma anche perché esistono già, per l'area metropolitana to 
rinese, studi approfonditi sul sistema dei trasporti (Cit 
tà di Torino - Assessorato ai Trasporti e Viabilità, 1981), 
dai quali si potrebbero trarre elementi sugli effetti del 
la distribuzione delle attività economiche sui tempi di 
viaggio. A quanto precede si deve, inoltre, aggiungere che 
l'accessibilità e l'attrattività delle zone sono computa­
te all'interno del modello di simulazione complessivo;
f. una diversa interpretazione delle funzioni dì utilità del 
le famiglie. Nella versione originale del modello, dette 
funzioni rappresentavano delle utilità "reali", in quanto 
assumevano, implicitamente, che l'utilità familiare fosse 
condizionata da un vincolo dì reddito. Nella versione at­
tuale del modello, l'utilità familiare esprime il soddi—  
sfacimento che una famiglia raggiungerebbe qualora sce—  
gliesse un certo insieme residenziale (tipo di alloggio 
più localizzazione residenziale), prescindendo dalla con­
siderazione del vincolo di reddito familiare. Ne consegue 
che le utilità sono, più propriamente, delle utilità po—  
tenziali.
Per le caratteristiche dimensionali del modello, le modj^ 
fiche apportate consistono in una riduzione delle dimensioni 
complessive. Infatti, i primi esperimenti hanno dimostrato
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che, almeno in questa fase ancora sperimentale dell'applica­
zione, risulta più agevole operare con dimensioni più ridot­
te di quelle inizialmente previste, sia per motivi di maneg­
gevolezza nella gestione del modello complessivo sia, soprat 
tutto, per motivi di lettura ed interpretazione degli output 
(ciò non toglie che, nelle applicazioni successive, un'ulte­
riore articolazione dimensionale, se riconosciuta opportuna, 
possa essere reintrodotta). La riduzione delle dimensioni ha 
riguardato, esclusivamente, gli indici aspaziali del modello, 
e cioè:
s tipologia residenziale da 18 a 6
f tipologia familiare con capofamìglia occupato da 40 a 8
g tipologia familiare con capofamiglia non occu
Pato da 8 a 4
t settore industriale da 10 a 4
1 settore terziario da 3 a 1
Si ritiene, tuttavia che, avendo mantenute invariate le di —  
mensionì spaziali del modello (99x99), la riduzione suddetta 
non alteri le caratteristiche intrinseche del modello quale 
modello a larga scala spazialmente disaggregato.

4. Le informazioni necessarie per la calibrazione
4.1. Input del modello
Gli input necessari per la calibrazione del modello sono 
già stati illustrati alla Conferenza dell'AISRe del 1981 (*).
In questa sede si richiama solo lo schema riassuntivo di 
detti input (cfr.: fìg. 2).
4.2. Parametri della calibrazione
Nel modello si riconoscono due tipi di parametri oggetto 
della calibrazione:
a. i tassi di aumento e di diminuzione delle attività (con­
trassegnati in fig. 2 da un asterisco), relativi al com—  
portamento dei singoli sottomodelli dal punto di vista a- 
spaziale;
b, i parametri TETA e CSI, relativi alla distribuzione spa­
ziale delle famiglie (in RESFI) e delle attività.
(*) Tuttavia, per una descrizione completa delle variabili del modello e 
degli input, si veda, oltre che Bertuglia, Gallino, Occelli, Rabino, 
Salomone, Tadei (1981), anche Bertuglia, Gallino, Gualco, Occelli, Ra 
bino, Salomone, Tadei (1982).
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In fase previsionale, detti parametri dovranno essere de 
terminati per riprodurre l'evoluzione del sistema secondo 
scenari stabiliti, tenuto conto delle informazioni sulla sen 
sitività del modello rispetto agli stessi parametri, ottenu­
ti nella calibrazione.
In fase di calibrazione, i parametri di tipo a. sono no­
ti in quanto sono input di tipo periodico (cfr.: fig. 2).
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5 • La calibrazione del modello 
5.1. Introduzione
Come già illustrato (Bertuglia, Gallino, Occelli, Rabino, 
Salomone, Tadei, 1981), i problemi che, dal punto di vista 
metodologico, si pongono nella calibrazione di un modello so 
no, principalmente, due:
a. la definizione di un "indicatore statistico significati 
vo", cui ricorrere per misurare la bontà dell1 aderenza del 
modello alla realtà in esame;
b. lo sviluppo di metodi efficienti per la ricerca dei valo­
ri ottimali dei parametri del modello.
Prima di affrontare i suddetti problemi, occorre notare 
che, nel caso presente, si è di fronte ad un modello di inte 
razione spaziale semplicemente vincolato, le cui equazioni 
sono "intrinsecamente non lineari" (*).
Come è noto, la stima dei parametri di dette equazioni 
richiede un approccio analitico diverso da quello dei metodi 
della statistica lineare, i quali porterebbero ad una stima
(*) Si ricorda che detto modello, derivato dal principio di massimizza­
zione dell'entropia, è contenuto nel sottomodello residenziale RES1!. 
Si precisa, inoltre, che per modello "intrinsecamente non lineare" 
si intende un modello che non può essere linearizzato mediante tra­
sformazioni, generalmente logaritmiche (per una discussione di que­
sti aspetti, cfr.: Draper, Smith/ 1966).
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non sufficientemente precisa dei parametri (*). Infatti, u- 
tiliz zando modelli urbani e regionali di interazione, si è 
osservato che, spesso, gli indicatori statistici, propri dei 
metodi di stima lineare, presentano una variazione molto len 
ta rispetto alla variazione dei parametri del modello; in al. 
tre parole, spesso, detti indicatori risultano relativamente 
insensibili alla stima dei parametri (Wilson, 1974). General 
mente, questo problema può essere risolto utilizzando delle 
procedure basate sul principio della massima verosimiglianza 
(od anche, analogamente, utilizzando delle procedure basate 
sulla massimizzazione dell'entropia) (Wilson, 1970). Per eia 
scun parametro del modello, infatti, è possibile ottenere 
un'equazione di stima di massima verosimiglianza (od un'equa 
zione di vincolo di massimizzazione dell'entropia), e questa 
equazione fornisce un indicatore statistico significativo de_l 
la bontà dell'aderenza del modello.
In 5.2. si illustrerà l'applicazione del principio di mas 
sima verosimiglianza nella calibrazione di questo particola­
re modello ed in 5.3. si descriverà il metodo statistico uti 
lizzato per la soluzione delle equazioni di massima verosimi 
glianza ottenute.
Prima di procedere all'esposizione è opportuno, per chia 
rezza espositiva, richiamare brevemente le principali equa —
(*) Per una discussione di questi aspetti dei metodi di calibrazione, 
cfr.: Batty, Mackie (1972), Wilson (1974).
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zioni del modello interessate dalla calibrazione (*).
Come detto, dette equazioni sono le equazioni risolutive 
del sottomodello residenziale (RESFI) (cfr.: Bertuglia, Gal­
lino, Gualco, Occelli, Rabino, Salomone, Tadei, 1982, Appen-
dice A):
DPOTO (s, i, f, j,) == Q (f,j ) *2tR0B (f,v ) » EXP ( - TETA * T (v, i j) ) .
v (1)
* EXP(-CSI (U(f)-U(s,i,f))) * B(f,j),
ove
□POTO (s, i, f, j) matrice della distribuzione delle famiglie con
capofamiglia occupato, secondo la tipologia 
residenziale s, la zona di residenza i, il ti 
po di famiglia f, la zona di lavoro j
Q <f,i) matrice delle famiglie con capofamiglia occu­
pato, secondo il tipo di famiglia f e la zona 
di lavoro j
TROB (f, v) matrice di probabilità che una famiglia di ti 
po f utilizzi il mezzo di spostamento v
TETA parametro di impedenza allo spostamento
T (v, i, j) matrice dei tempi di viaggio da i a j, secon­
do il mezzo di spostamento v
(*) Si tenga presente che, nella notazione qui utilizzata, si sono trala_ 
sciate le variabili rappresentative dei periodi temporali X ed Y.
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CSI
U (f)
U (s, i, f)
B (f,j)
parametro che misura la dispersione delle utili 
tà delle famiglie attorno al valore atteso
vettore delle utilità attese delle famiglie, se 
condo il tipo di famiglia f
matrice delle utilità familiari potenziali, se­
condo la tipologia residenziale s, la zona di 
residenza i ed il tipo di famiglia f, definita 
da
U (s, i, f) -  K (f) * AT ( i, f) + H (f) * RES (i, s) + N (f) * L (i),
ove
K (f), H (f), N (f) vettori di pesi
AT ('< matrice normalizzata delle accessibili
tà
RES (i, s) matrice normalizzata delle attrattivi­
tà residenziali relative alle abitazio 
ni
L (•) vettore normalizzato delle attrattivi­
tà residenziali relative alle disponi­
bilità di suolo residenziale
fattore di bilanciamento definito come
B (f' j) = (f  f  <5t r °B  <f,i) * E X P (-T E T A  *T(v,i,j) ). EXP (—CSI (U (f)-U  (s,i,f))) 1. (2)
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5.2. L'applicazione del principio della massima verosimiglian 
za
Per utilizzare il princìpio della massima verosimiglian­
za come metodo per derivare degli indicatori statistici si —  
gnificativi del modello, è necessario esprimere il modello 
definito dalle equazioni (1) e (2) in forma probabilistica.
Il modello può essere riscritto come segue:
DPOTO (s, i, f, j) =  Q * p (s, i, f, j ), ( 3 )
ove
yyQ = Q(f, j) numero totale di famiglie con capofamiglia oc­
cupato
p (s, i, f, j) probabilità di distribuzione delle famiglie con
capofamiglia occupato, secondo la tipologia re 
sidenziale s, la zona di residenza i, il tipo 
di famiglia f e la zona di lavoro j.
Usando la simbologia precedentemente introdotta, p (s,i,f,j) 
è definita come:
p (s, i , f, j) = q (f, j) * QEXP (i,f, j) * UEXP (s, i . f) * B (f,j), (4)
ove
q (f, i» -  a  (f. i ) / f  f  Q(f.i) (5)
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QEXP (i, f, j) = TROB (f, v) * EXP ( -  TETA * T (v, i, j)) (6)
UEXP (s,i, f) = EXP (-C S I (U (f) -  U (s, i, f))) (7)
B (f, j) fattore di bilanciamento espresso dalla equazione
(2 ) .
La frequenza di distribuzione degli s,i,f,j eventi, che sono 
stati osservati, è definita come segue:
y(s,i,f, j) = 0B  (s, i, f, i) / f f 08 i).
ove
(8)
OB (s, i, f, j) è la distribuzione osservata di DPOTO (s ,i,f, j) .
Il principio di massima verosimiglianza può essere uti—  
lizzato per ottenere delle stime significative dei parametri, 
nella formulazione ipotizzata delle p(s,i,f,j), sulla base 
delle frequenze osservate, y(s,i,f,j).
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La funzione di verosimiglianza L per le OB(s,i,f,j) os 
servazioni indipendenti è proporzionale alla distribuzione
multinomiale:
■ _ n n n n
L _  s i f j P (s, i, f, j)
OB (s, i, f, j) . (9)
Secondo il principio di massima verosimiglianza, il vaio 
re dei parametri delle p(s,i,f,j) che massimizzano L (o, in 
termini equivalenti, In L), subordinatamente a tutti i vinco 
li, costituiscono le stime migliori di detti parametri (*). 
Tuttavia, nel determinare i valori ottimali dei parametri del. 
le p(s,i,f,j) occorre assicurarsi che siano rispettate le se 
guenti condizioni di probabilità:
22  P(s,i I f, j)=  1 Vf. V j
s i
P (s, i| f, \ ) >  0
f j P (f, j> =  1
P (f, i) >  o
Ys, Yi, Yf, Yj
Yf, Yj
( 1 0 )
( 11 )
(*) Si noti che, per ciascun parametro del modello, la procedura genera u 
na equazione che deve essere risolta secondo quel parametro. L'equa —  
zione, così ottenuta, corrisponde all'equazione di vincolo che verreb 
be utilizzata per generare lo stesso modello come modello di massimijz 
zazione dell'entropia, ed il parametro equivalente è il moltiplicato­
re di Lagrange associato al vincolo (Wilson, 1974).
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ove
P(s,i| f,j) probabilità (condizionale) che una famiglia, con ca 
pofamiglia occupato, scelga un'abitazione di tipo­
logia residenziale s, nella zona di residenza i, 
nell'ipotesi che essa appartenga al tipo di fami —  
glia f e che il suo capofamiglia lavori nella zona 
di lavoro j;
P (f. j) probabilità marginale che la famiglia apparten —
ga al tipo di famiglia f e che il,suo capofami —  
glia lavori nella zona di lavoro j.
Con riferimento alle equazioni (4) e (5) queste probabi­
lità assumono, rispettivamente, le forme seguenti:
P <s, i | f, j) = QEXP (i, f, j) * UEXP (s, i,f) . B (f, j) ( 12 )
p (f, j) = q (f, j). (13)
Con gli opportuni passaggi matematici (*), si ottengono 
le equazioni di massima verosimiglianza associate, rispetti­
vamente, ai parametri TETA e CSI:
2 2  ( s f  P (s' U j ) 2 02nTROB (f, v»  T(v, i , j ) )  =
(14)
= *  f ( s f V (S' * ' f' j) v (Cn T R 0B  (f' V))T (v' j))
(*) Per ovvie ragioni di spazio, si tralasciano in questa sede tuttiipas 
saggi matematici necessari alla soluzione del Lagrangiano costruito 
dalle (9), (10), (11). Un esempio d'applicazione del principio di mas 
sima verosimiglianza ad un modello di interazione spaziale semplicemen
te vincolato, con due parametri incogniti, è contenuto in Batty, Mackie 
(1972) ed in Batty (1976).
\
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2 2 2 / 2 
s i f j P(S, i, f,j) (U (f) — U (s,i, f)))=
222 
s i f (? y (s, i, f, j) (U (f) — U (s, i, f))). (15)
A questo punto, è interessante notare che la calibrazio­
ne di un modello, basata sul principio di massima verosimi­
glianza, in generale si riduce al problema della risoluzione 
di tante equazioni quante sono le incognite. Con ciò sembre­
rebbe potersi affermare che la calibrazione di un modello ur 
bano può essere effettuata solo se si dispone di tanti indi­
catori statistici quanti sono i parametri da determinare (Bat 
ty, Mackie, 1972).
5.3. La soluzione delle equazioni di massima verosimiglianza
Quanto finora esposto ha riguardato il problema (cfr.:
5.1.) della definizione di un indicatore statistico della bon 
tà dell'aderenza del modello alla realtà in esame.
Si affronta ora il problema della scelta di un metodo ef 
ficiente per la ricerca dei valori ottimali dei parametri, 
ossia il problema della soluzione delle equazioni (14) (15).
Esistono numerosi approcci numerici per risolvere le e —  
quazioni, intrinsecamente non lineari, quali la (14) e la
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(15)(*). Uno dei metodi più utilizzati e, relativamente, più 
efficienti è quello di Newton-Raphson. Questo metodo è sta­
to utilizzato per risolvere le equazioni (14) e (15), anche 
se, per le peculiarità dell'equazione (15), si è reso neces­
sario integrare il metodo suddetto con una procedura iterati 
va (cfr.: 5.4).
Si illustra brevemente il metodo di Newton-Raphson adot­
tato nel caso del presente modello.
Le equazioni (14) e (15) possono essere riscritte come 
segue :
min F, (TETA, CSI) = min |,J (J p (s, i, f, j) ^(Cn TROB (f, v))T (v, i, j)) -
(16)
“ U J V <s, f, j) J (Cn TROB (f, v))T (v, i. j))|
min F3 (TETA, CSI) = m i n | ( f p (s,i, f, j) ( U (f) — U (s,i, f)))—
- sff ( f y (s, i, f, j) (U (f) -  U (s, i, f)))| ( 17 >
Il metodo di Newton-Raphson richiede dei valori iniziali dei 
parametrix, eX2. I valori ottimali dei parametri sono calcolati co
(*) Ad esempio, Batty (1976) distingue tra "metodi numerici" (quali, ad e 
sempio, quelli basati su procedure iterative o sul metodo di Newton- 
Raphson) e "procedure di ricerca", che trattano essenzialmente proble 
mi di ottimizzazione non vincolata (quali, generalmente, sono i prò—  
blemi di calibrazione). In particolare, dette procedure di ricerca de 
terminano una direzione di ricerca lungo la quale si presume esista 
l'ottimo della funzione obiettivo, attraverso la valutazione della fun 
zione stessa (procedure dì ricerca diretta) (Box, Davis, Swann, 1969), 
od attraverso la valutazione delle sue derivate (procedure di ricer­
ca a gradiente) (Wilson ed altri, 1981).
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me segue:
TETA = X" + £ i (18)
CSI = \ n2 + (19)
ove x" e a" sono i valori dei parametri all'iterazione n.mae 
El e e2 rappresentano le differenze tra i valori ottimali dei
parametri ed i valori approssimati.
Per trovare e, e É2 è possibile sviluppare in sene le 
funzioni (16) e (17) intorno ai valori xj e X$ , usando la 
formula di Taylor.
Se i termini e, ed e2 sono sufficientemente piccoli(co­
me devono essere per buone approssimazioni di X" e X£ ) , allo 
ra è possibile approssimare i valori delle funzioni (16) e 
( 1 7) troncandole ai termini del primo ordine.
Sviluppando e troncando le ( 16) e (17) intorno a X, e X2 , 
si ottengono due equazioni lineari in due incognite, che pos 
sono essere risolte con metodi di soluzione standard.
In notazione matriciale, le equazioni, così ottenute, posso 
no essere riscritte come segue:
F, ( A" , XQ ) « ■ ì i »1  » “2 ■ (20)
f 2 ( X " , X" )
3 F, (X" , \ n2 ) a f , ( x " , x2 )
d X" a x^
à F2 ( X" , X2 ) a f 2 ( x £ , x£ )
d X1} a x^
e2
ovvero
— F = A e,
( 21 )
1 '
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ove, nel caso presente, F e e sono dei vettori colonna 1x2, 
e è una matrice 2x2.
Una soluzione della (21) è data da:
e = - A’1 F (22)
I nuovi valori dei parametri sono, quindi, calcolati nel mo
do seguente:
+ <23>
\n + 1 = A" ♦ e2 (24)
2 2
I valori dei parametri,così ottenuti, sono quindi utilizzati 
per calcolare i nuovi valori degli e nella (21) e le equa­
zioni (21) - (24) sono reiterate fino a raggiungere un dato 
limite di convergenza.
5.4. Ulteriori aspetti della procedura di calibrazione uti­
lizzata
Come visto in 5.3. il metodo di Newton-Raphson consente 
di risolvere le equazioni di massima verosimiglianza (14) e 
(15), la cui struttura piò essere sinteticamente espressa co
me segue:
)
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(25)
(26)
ove
C (TETA, CSI) = Cobs 
AU (TETA, CSI) = AUobs,
C(TETA, CSI) funzione calcolata del costo medio di spostamen 
to [corrispondente alla parte sinistra dell'e­
quazione (14)]
costo medio di trasporto osservato [corrispon­
dente alla parte destra dell'equazione (14)]
MJ(TETA,CSI) funzione calcolata del differenziale medio dell' 
utilità [ corrispondente alla parte sinistra del 
l'equazione (15)]
differenziale medio dell'utilità osservato [cor 
rispondente alla parte destra dell’equazione 
(13.)]
In realtà, nel presente modello, AU°ks dipende a sua voi. 
ta da TETA, tramite l'accessibilità (cfr.: 5.1.)# L'accessibi 
lità è definita come segue:
AT ( i, f ) = (A (i,f) -
r r
A ( i, f)) / (max A ( i, f ) — min A  ( i, f
f M
)), (27)
ove
AT(i,f) matrice normalizzata delle accessibilità 
A(i,f) matrice delle accessibilità data da
A  (i, f) = f a  (f,j) * y TROB (v, f) * EXP (-T E T A  * T (v, i, j))y ( 2 8 )
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in cui Q (f,j), TROB(v,f>, TETA e T (v,i,j) hanno il 
significato precedentemente definito (cfr.: 5.1.).
E' quindi necessario definire un valore iniziale di TETA, che 
consenta di calcolare un iU , ottenuto il quale è poi pos 
sibile applicare il metodo di Newton-Raphson.
Lo schema della procedura complessiva è illustrato in fig. 3.
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START
STOP
Fig. 3 - Schema della procedura iterativa utilizzata per la 
calibrazione di TETA e CSI.
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6. Fasi della calibrazione
Prima di procedere all'applicazione della procedura di 
calibrazione descritta in 5.4., si è ritenuto opportuno ef—  
fettuare alcuni esperimenti iniziali, per particolari condi­
zioni dei parametri del modello, al fine di verificare la con 
gruenza logico-formale del modello complessivo (*). Detti e- 
sperimenti sono stati effettuati, date le seguenti condizio­
ni dei parametri:
a. tassi di variazione delle attività nulli e parametri TETA 
e CSI ininfluenti. Per questa condizione dei parametri, si 
è verificato che, in regime statico, il modello riproduce 
indefinitamente lo stato iniziale del sistema (cioè lo 
stato del sistema al 1971);
b. tassi di variazione delle attività attivati e parametri TE 
TA e CSI ininfluenti. Per questa condizione dei parametri, 
si è testata, inoltre, la congruenza logico-funzionale del 
le interrelazioni tra i diversi sottomodelli, e si è proce 
duto alla determinazione di alcuni output del modello non 
spazialmente disaggregati (cfr.: Bertuglia, Gallino, Gual­
co, Occelli, Rabino, Salomone, Tadei, 1982).
(*) Per la descrizione del software del modello complessivo e, in parti­
colare, della sua struttura per l'esecuzione dei detti esperimenti _i 
niziali, cfr.: Bertuglia, Gallino, Occelli, Ratino, Salomone, Tadei
(1981) e Bertuglia, Gallino, Gualco, Occelli, Rabino, Salomone, Tadei
(1982) .
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7• Alcuni risultati di un'analisi di sensitività, prelimina 
re alla calibrazione ~
Quanto esposto in questo punto illustra i risultati di 
alcuni esperimenti di simulazione, effettuati sia per deter­
minare delle buone approssimazioni dei valori iniziali dei pa 
rametri TETA e CSI (cfr.: 5.3.) sia, soprattutto, per testare 
la sensitività del modello al variare di detti parametri.
Si è ritenuto, infatti, che data l'elevata dimensione del. 
le variabili del modello, un'analisi di sensitività del model 
lo complessivo, rispetto a TETA e CSI, costituisse un'opera­
zione fondamentale per approfondire la conoscenza delle ca—  
ratteristiche strutturali del presente modello e fosse,quindi, 
prioritaria alla sua stessa calibrazione.
Negli esperimenti di simulazione effettuati per condurre 
detta analisi di sensitività, sono state considerate diverse 
combinazioni di valori dei parametri TETA e CSI,fra le quali 
le più significative sono riportate in fig. 4.
Si è quindi costruito un indicatore complessivo, D, del­
la somma dei quadrati degli scarti fra i valori di DPOTO 
(s, i, f, j) , calcolati ed osservati, rispettivamente CAL (s, i, f, j) 
e OB (s, i, f, j).
Detto indicatore ha la forma seguente:
D =  ( 2 2 2 2  (CAL (s, i, f, j) -  OB (s, i, f, j))2 / N) '  (29)
S i Tj
ove N è il prodotto delle dimensioni di s, i, f,j, ossia
6x99x8x99 (cfr.: 3.).
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Si riportano alle figg. 5 
ciascuna delle iterazioni del 
dei valori dei parametri TETA
e 6 i valori di D calcolati in 
modello, per le combinazioni 
e CSI riportate in fig. 4.
Figura 4 - Valori più significativi dei parametri TETAe CSI consi 
derati nell'analisi di sensitività.
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Si può osservare che, per le combinazioni dei valori di 
TETA e CSI riportate in fig. 5a, il valore dello scarto D di 
minuisce, seppure assai lentamente, all'aumentare del valore 
di TETA . In particolare, per le suddette combinazioni dei va 
lori dei parametri, il valore minimo di D si ottiene per TETA 
= 0.040 e CSI =1.00.
Figura 5 - Valori di D per le seguenti combinazioni di TETA e CSI
Figura 5a - TETAda 0.020 a 0.040 con passo 0.005 
CSI da 0.00 a 1.00 con passo 0.25
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Per le combinazioni dei valori di TETAe CSI riportate 
in fig. 5b, si rileva una diminuzione del valore dello scar­
to D, rispetto ai valori ottenuti per le combinazioni dei va 
lori di TETA e CSI riportate in fig. 5a, il quale, tutta­
via, rimane complessivamente stabile per i diversi valori di 
TETAconsiderati. In particolare, per queste combinazioni dei 
valori dei parametri, il valore minimo di D si ottiene per 
TETA= 0.129 e CSI = 1 ,00.
Figura 5 - Valori di D per le seguenti combinazioni di TETA e CSI
Figura 5b - TETAda 0.126 a 0.135 con passo 0.003 
CSI da 0.00 a 1.00 con passo Q25
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Infine, per le combinazioni dei valori di TETA e CSI ripor 
tate in fig. 6, si può osservare una ulteriore diminuzione - 
seppure assai contenuta - del valore dello scarto D . Ciò si 
verifica, in particolare, per TETA = 0.129 e CSI = 5.00.
Figura 6 - Valori di D per le seguenti combinazioni di TETAe CSI 
TETA = 0;129
CSI da 2.50 a 6.00 con passo 0.50
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Complessivamente, dall'analisi suddetta, si trae che il mo 
dello complessivo risulta assai poco sensibile alla variazio
ne dei parametri TETA e CSI . Ciò è dovuto, come detto, non 
solo alle elevate dimensioni delle variabili del modello, 
ma, probabilmente, anche alla struttura del modello stesso, 
che presenta (soprattutto per il sottomodello di localizza­
zione residenziale RESFI ) notevoli gradi di libertà.
Ne consegue che, parallelamente all'applicazione della 
procedura di calibrazione di cui si è detto in 5.3., e neces 
sario approfondire, in particolare:
a. l'analisi della struttura e del comportamento dei diffe­
renziali fra le utilità attese e le utilità potenziali
(cfr. : 5.2);
b. e, conseguentemente, il ruolo del parametro CSI al variare 
dei suddetti differenziali.
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8. Alcune considerazioni sulla presente sperimentazione: ca 
ratteristlche e potenzialità del modello
8 .1 . Introduzione
E' ancora prematuro formulare delle considerazioni con 
elusive sulla presente sperimentazione modellistica; tutta 
via, appare opportuno avanzare alcune considerazioni che già 
consentono di delineare alcuni primi elementi di valutazione.
Esistono due punti di vista fondamentali - seppure in­
terconnessi -, a partire dai quali valutare la presente spe­
rimentazione. Essi concernono:
a. l'aspetto "tecnico-operativo", legato alla capacità del 
modello di rispondere agli obiettivi che ne hanno motiva­
to la costruzione (rispondenza ed efficacia del modello, 
in quanto modello di simulazione di politiche urbane; po­
tenzialità e costo dello strumento modellistico);
b. l'aspetto "teorico -metodologico",legato alla struttura 
intrinseca del modello stesso (capacità del modello di de 
scrivere la realtà in esame).
Per quanto riguarda il primo aspetto, quello tecnico-ope 
rativo, non è possibile in questa sede (essendo 1 applicazio 
ne del modello tuttora in corso), andare oltre a quanto già 
esposto in 7..
Per quanto riguarda il secondo aspetto, quello teorico-
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metodologico, è invece possibile avanzare alcune considera­
zioni sui limiti e sulle potenzialità di sviluppo del model­
lo in oggetto, alla luce anche dei recenti sviluppi nel cam­
po della dinamica dei sistemi.
A questo scopo, rispettivamente in 8.2. ed in 8.3., si prò 
cederà a:
a. richiamare le caratteristiche del presente modello, evi —  
denziandone i limiti e le potenzialità attuali;
b. sulla base di quanto sub a., avanzare alcune ipotesi sul­
le potenzialità di sviluppo, in termini dinamici, del mo­
dello stesso.
8.2. Caratteristiche strutturali del modello: limiti e poten 
zialità
Come è noto (Bertuglia, Occelli, Rabino, Tadei, 1980), 
il presente modello è caratterizzato dall'essere:
a. un modello a larga scala, spazialmente disaggregato, icui 
fondamenti teorici sono: per gli aspetti socio-economici, 
lo schema causale di Lowry (Lowry, 1964); per gli aspetti 
spaziali, l'approccio di interazione spaziale (massimizza 
zione dell'entropia) (Wilson, 1970);
b. un modello di simulazione - quasi dinamico -, i cui aspet 
ti formali si rifanno alla formalizzazione matematica for
J /
f
v \ \  \  \
.
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resteriana (Forrester, 1969).
Vediamo ora, in modo sintetico, quali sono i principali 
limiti e potenzialità associati alle caratteristiche suddet­
te .
In quanto modello a larga scala, spazialmente disaggrega 
to, esso permette di descrivere l'evoluzione socio-economica 
e le interazioni spaziali di un sistema urbano, ad un livel­
lo di articolazione spaziale relativamente elevato. Il model 
lo consente, quindi, di determinare gli effetti dello svilup 
po (e contenimento) delle diverse attività (e della loro di­
stribuzione) , sulle altre attività (e sulla loro distribuzio 
ne) e di evidenziare così il ruolo dello spazio (ed anche le 
sue inerzie) nella determinazione degli effetti suddetti.
Ciò costituisce, dal punto di vista teorico, un'indubbia po­
tenzialità del modello, per quanto questa vada scontata, dal 
punto di vista operativo, dell'onere necessario per la predi, 
sposizione delle informazioni e per la messa a punto e gestio 
ne dello strumento modellistico (un bilancio conclusivo di 
questo aspetto richiede, naturalmente, che si concluda la spe 
rimentazìone).
In quanto modello di simulazione, esso consente di simu 
lare il comportamento del sistema urbano in oggetto attraver 
so l'applicazione ripetuta delle sue equazioni. Pur essendo, 
dal punto di vista strettamente matematico, una procedura per 
derivare il comportamento di un sistema non modellizzabile 
con un approccio analitico diretto, la simulazione rappresen
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ta una caratteristica essenziale del presente modello. Infat 
ti, l'introduzione della dimensione temporale - elemento ba si 
lare della procedura di simulazione - consente di riconosce­
re le relazioni dì feed-back tra i diversi sottosistemi (cfr.: 
fig. 1) e di introdurre la modellizzazione dei fenomeni di 
"ritardo" (per quanto questi fenomeni siano solo implicita 
mente trattati nel presente modello, cfr.: sottomodelli di u 
so del suolo).
Pur con le potenzialità offerte dalla simulazione, il mo 
dello è, tuttavia, solo parzialmente dinamico. Di fatto, la 
struttura stessa del modello non consente un'analisi esplici­
ta del comportamento del sistema nel tempo, ma rimane ancora 
ta ad un approccio di statica comparata.
Quanto ora detto, se costituisce uno dei maggiori limiti 
del presente modello, allo stesso tempo indica una delle di­
rezioni da seguire per il suo sviluppo.
8.3. Potenzialità di sviluppo del modello
Esiste tutt'oggi- nel campo della ricerca urbana e regio 
naie (e, in particolare, nella geografia) - un interesse ere 
scente verso un approccio dinamico all'analisi dei sistemi 
soc io—economiei e spaziali, motivato dall esigenza, non solo, 
di approfondire la conoscenza del comportamento nel tempo di
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detti sistemi, ma anche di individuarne le caratteristiche 
strutturali emergenti (*).
In termini generali, le caratteristiche essenziali di det 
to approccio possono essere riassunte come segue:
a. lo studio del comportamento del sistema (nel tempo), ossia 
l'analisi del modo in cui avvengono i cambiamenti di con­
figurazioni del sistema;
b. e, in particolare, lo studio della stabilità (struttura­
le) del sistema, ossia l'analisi degli effetti sulle solu 
zioni di equilibrio (stazionario) del sistema, prodotti dal_ 
la variazione dei suoi parametri (**).
Quanto appena accennato spiega 1'importanza,per il pre 
sente modello, di un suo completo sviluppo in termini dinami 
ci. Si noti peraltro, che, già in un precedente lavoro 
(Bertuglia, Occelli, Rabino, Tadei, 1980), era stata introdot 
ta un'analisi dinamica di una versione semplificata del sot­
tomodello di localizzazione residenziale. In questa sede, si 
vuole fare un passo avanti nella detta direzione; indicando u 
no dei possibili sviluppi del modello complessivo.
(*) Per una discussione generale di questi temi, cfr., per esempio:
Beaumont (1982), Carlstein, Parkes , Thrift (1978), Martin, Thrift, 
Bennett( 1978) .
(**) Per esempio, cfr.: Puu (1979), Wilson (1981).
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La struttura generale delle equazioni fondamentali dei 
sottomodelli (escluso il sottomodello di localizzazione re 
sidenziale) ha la forma seguente:
—  [ Y t+h ( r , j ) - Y M r , j )  ] = A th Y ( r, j) ( 3 0 )
h
ove
h indica il passo di integrazione
r indica l'articolazione in settori, r=1,..„, n
j indica l'articolazione zonale, j=1,....,m
Y t + h ( r, j ) è il livello della variabile Y ( r, j) al tempo t + h
Y  * ( r, j ) è il livello della variabile Y ( r, j ) al tempo t
Ath Y ( r, j ) è la variazione del livello della variabile Y ( r, j) 
nell'intervallo di tempo t, t + h, definita come
A th Y  (r,j) = ( ?  Y  (r,j) ) • a (r) • b (r) — Y (r,j) • d (r) + V (r,j) (31)
ove
a (r) è una misura del tasso di crescita della variabile
Y (r,j)
b (j) è una misura dell'attrazione zonale per la variabile
Y (r, j)
d (r) è una misura del tasso di diminuzione della variabi­
le Y (r,j)
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V (r, j) è una misura della variazione esogena della variabi­
le Y (r, j).
E' possibile esprimere dinamicamente il modello alle dif^  
ferenze definito dalla (30) e dalla (31), come di seguito e- 
sposto.
In primo luogo, si noti che l'indice (articolazione in 
settori) può essere omesso, poiché la distribuzione zonale 
delle Y (r,j) è indipendente da detta articolazione in settori.
Si assuma che a, d, V, siano dei parametri costanti aventi 
significato precedentemente introdotto. La (31) può essere e— 
spressa come:
Y, -  (ab, - d )  Y, + ab, Y 2 + ...........  + a b , Y m + V, Vr, j = 1, m
Y 2 = ab2 Y,  + (ab2 -  d) Y2+ ...........  + ab2 Y m + V 2 ( 3 2 )
= abm Yj ♦  abm Y 2 ♦ ..............  + (abm -  a) Y m + vm .
In termini equivalenti le (3 2) assumono la forma:
'1 — —|
7T I Q k n  .... Y , v ,
y 2 k21 k “  dk 22 .... y 2 V 2
_ +
Y m l km 2 .... kmm -  d Y  m
V m
_ ^  “ —  —
ove
J i =  ab
Vi (34)
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Le (3 3) costituiscono un sistema di equazioni differen­
ziali simultanee di tipo lineare che può essere risolto con 
relativa semplicità. Le (33) esprimono sostanzialmente che 
lo sviluppo zonale di un settore è funzione della differenza 
tra il suo tassodi crescità zonale ed il suo tasso di diminu 
zione, nonché del suo tasso di crescita in tutte le altre zo 
ne più una certa costante.
Il passo successivo nello sviluppo delle (33) è quello di 
introdurvi, esplicitamente, le relazioni di feed-back (non­
ché le interrelazioni con le altre variabili del modello). 
Ciò significa, per esempio, riconoscere,in primo luogo, che 
b ( j )  (fattore di attrazione zonale) non è un parametro co —  
stante - come di fatto e nel presente modello per 1'interval 
lo di integrazione t, t + h -,bensì è una funzione di altre va­
riabili. Ad esempio:
b (j) = f (S (j), TETA, T ( i,j, v), Y (j) ) (35)
ove, S(j) è una misura delle disponibilità di suolo nella zo­
na j , e TETA, T ( i, j, v ) e Y (j ) hanno il significato precedente- 
mente introdotto.
Quanto sopra detto comporta, naturalmente, una diversa 
formulazione nel discreto e nel continuo - delle equazioni 
del modello (che risulteranno caratterizzate da non lineari­
tà), con riferimento alla quale un metodo risolutivo potrebbe 
essere quello dì Runge - Rutta (cfr.: Braun, 1978).
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Una direzione da seguire, che potrebbe fornire elementi 
fondamentali per lo sviluppo del presente modello, è indub­
biamente quella indicata da Wilson (Wilson, 1981) con la for 
mulazione delle "equazioni logistiche della crescita di spe­
cie interagenti".
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