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In highly proﬁcient, early bilinguals, behavioural studies of the cost of switching language or task suggest
qualitative differences between language control and domain-general cognitive control. By contrast, sev-
eral neuroimaging studies have shown an overlap of the brain areas involved in language control and
domain-general cognitive control. The current study measured both behavioural responses and event-
related potentials (ERPs) from bilinguals who performed picture naming in single- or mixed-language
contexts, as well as an alphanumeric categorisation task in single- or mixed-task context. Analysis of
switch costs during the mixed-context conditions showed qualitative differences between language con-
trol and domain-general cognitive control. A 2  2 ANOVA of the ERPs, with domain (linguistic, alphanu-
meric) and context (single, mixed) as within-participant factors, revealed a signiﬁcant interaction, which
also suggests a partly independent language-control mechanism. Source estimations revealed the neural
basis of this mechanism to be in bilateral frontal–temporal areas.
1. Introduction
Bilingual and multilingual speakers have the remarkable ability
to speak in a single language, or to quickly and accurately change
between languages in a bi- or multilingual context (Grosjean,
1998). The nature of the cognitive processes underlying this bilin-
gual language control is still a matter of debate. Although there is
general agreement that bilingual language control involves do-
main-general cognitive control, two important questions remain:
Is bilingual language control completely mediated by the do-
main-general cognitive-control system, or does an independent
language-speciﬁc cognitive control mechanism exist? If so, what
is its neural substrate? The aim of the current study was to address
these questions by combining behavioural and neuroimaging
approaches.
The behavioural paradigm employed was picture-naming in a
mixed-language context. Bilingual participants named pictures in
either their ﬁrst (L1) or second language (L2), depending on a
visual cue, and responses to trials were divided into two groups.
Trials in which the naming was performed in a different language
to the preceding trial are referred to as ‘‘switch’’ trials. In contrast,
‘‘repeat’’ trials, are those where the language is the same as for the
preceding trial. Reaction times have been shown to be slower for
switch than for repeat trials, and this is known as a ‘‘switch cost’’.
In late ‘‘unbalanced’’ bilinguals, who are more highly proﬁcient in
L1 than L2, there is an asymmetric switch cost, that is, a greater
switch cost for L1 (the ‘‘easier’’ language) than for L2 (e.g. Meuter
& Allport, 1999). Models of bilingual language control posit that
this asymmetric switch cost is due to the difference in difﬁculty be-
tween the two languages (see Section 4). Importantly, an asym-
metric switch cost can also be seen in switching between two
tasks of differing difﬁculty, where there is a greater switch cost
for the easier task. This qualitative similarity in switch costs sup-
ports the hypothesis that language control, in late bilinguals, is
mediated by the same mechanism that mediates domain-general
cognitive control (including task-switching). At ﬁrst glance, it ap-
pears that this hypothesis is also supported by data from bilinguals
who acquired both L1 and L2 from an early age and are highly pro-
ﬁcient in both. These early, high-proﬁcient, balanced bilinguals
show a symmetric switching cost; that is, the switch cost is the
same for L1 and L2, which are both equally ‘‘easy’’. However, when
switching between L1 and a much weaker L3, these same early
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bilinguals also show a symmetric switch cost. Recently, Calabria,
Hernández, Branzi, and Costa (2012) recruited a group of early,
high-proﬁcient bilinguals to perform not only picture naming in
a mixed-language condition, but also task-selection in a mixed-
task condition (card sorting by either colour or shape). Although
switch costs were symmetric in all the mixed-language conditions
(L1–L2 or L1–L3), they were asymmetric in the mixed-task condi-
tion. Costa and colleagues (2004) and Calabria et al., (2012), pro-
pose that these studies provide evidence for a language control
mechanism in highly-proﬁcient, early bilinguals that is at least
partly independent from the domain-general cognitive control sys-
tem. As in the study of Calabria et al. (2012), participants in the
current study performed both picture naming in a mixed-language
context, and task selection in a mixed-task context (alphanumeric
categorisation in L1). Unlike Calabria et al. (2012), the participants
of the current study were more heterogeneous in terms of age of
acquisition of L2, language proﬁciency and languages spoken in or-
der to examine whether the behavioural evidence for a partly-
independent language control mechanism can also be found in a
different population of bilinguals.
The neural basis of the hypothesised partly-independent, lan-
guage-speciﬁc control mechanism remains unclear. For this reason,
the current study measured the electrical brain activity (electroen-
cephalography, EEG) of the bilingual participants. Non-invasive
neuroimaging techniques such as functional magnetic neuroimag-
ing (fMRI) and EEG have greatly contributed to our understanding
of the neural basis of language control in bilinguals (e.g., Abutalebi,
Della Rosa, Tettamanti, Green, & Cappa, 2011; Abutalebi et al., 2008;
Jackson, Swainson, Mullin, Cunnington, & Jackson, 2001; Jackson,
Swainson, Mullin, Cunnington, & Jackson, 2004; Khateb et al.,
2007; Price, Green, & Von Sutdnitz, 1999; for review, see Abutalebi
& Green, 2008; Luk, Green, Abutalebi, & Grady, 2011). Most of these
studies have compared the brain responses of bilinguals performing
identical or very similar tasks (e.g. picture naming) in a mixed-lan-
guage context and in a single-language (monolingual) context, and
brain activity has been shown to be higher for the mixed-language
context in a cortical–subcortical network of brain regions that is
bilateral, but predominantly left-lateralized, and includes inferior
and middle frontal gyrus, precentral gyrus, supplementary motor
area (SMA), caudate, anterior cingulate cortex (ACC), and supramar-
ginal gyrus (SMG). It has been proposed that this predominantly
frontal cortical–subcortical network plays a crucial role in bilingual
language control (Abutalebi & Green, 2008; Luk et al., 2011), and
further support of this hypothesis has come from studies of bilin-
gual aphasia (e.g., Aglioti & Fabbro, 1993; Abutalebi, Della Rosa,
Tettamanti, Green, & Cappa, 2009; Abutalebi, Miozzo, & Cappa,
2000; Kho et al., 2007), intracranial stimulation (e.g., Moritz-Gasser
& Duffau, 2009), and transcranial magnetic stimulation studies (for
review, see Hervais-Adelman, Moser-Mercer, & Golestani, 2011).
However, it is known that most of the areas in this cortical–subcor-
tical network are also involved in task switching (e.g. Dove,
Pollmann, Schubert, Wiggins, & von Cramon, 2000; Kimberg, Aguir-
re, & D’Esposito, 2000) and in general executive control (for review,
see Ye & Zhou, 2009). To explore the overlap between bilingual
control and domain-general cognitive control, some studies have
measured brain activity not only during linguistic conditions
(single- and mixed-language contexts), but also during task selec-
tion conditions: that is, the same participants also perform either
a single task (single-task context), or select one of two tasks
depending on a cue (mixed-task context; Abutalebi et al., 2008;
Abutalebi et al., 2011b; Khateb et al., 2007). An important limitation
of the EEG study of Khateb et al. (2007) and the fMRI study of
Abutalebi et al. (2008) is that the mixed-task condition was linguis-
tically complex; participants had to name a picture or generate a
verb related to the picture (both in L1). Therefore these tasks were
closely related to the mixed-language condition (picture naming in
L1 or L2). In order to examine the extent of overlap between bilin-
gual language control and domain-general cognitive control mech-
anisms, it is important to measure brain responses related to
bilingual language control as well as those related to domain-gen-
eral cognitive control using a different, non-linguistic domain. Re-
cently, such a study was performed by Abutalebi et al.’s (2011).
Event-related fMRI data was collected while bilingual participants
performed not only picture naming in a mixed-language context,
but also a ﬂanker task, where trials were neutral, congruent or
incongruent to asses conﬂict monitoring. Consistent with previous
research, it was found that both language control and domain-
general cognitive control (conﬂict monitoring) engaged the dorsal
ACC (see also Section 4). In contrast to Abutalebi et al.’s (2011)
study, the current study also included a single-language context.
This allows inclusion of brain activity related to both ‘‘sustained’’
and ‘‘transient’’ language control during the single- and mixed-
language contexts, respectively (Christoffels, Firk, & Schiller,
2007; Wang, Kuhl, Chen, & Dong, 2009).
In the current study, the EEG data were subjected to a two-
by-two repeated-measures analysis of variance (ANOVA) using
the within-participant factors of domain (linguistic, alphanumeric)
and context (single, mixed). The result of the interaction between
these two factors is crucial for our examination of the overlap be-
tween language and domain-general control mechanisms. On the
one hand, the presence of a signiﬁcant interaction would strongly
suggest a difference between the brain activity associated with
language selection and that of general task selection, and we can
perform source reconstruction to estimate the brain regions
responsible for the interaction. This may suggest that language
control relies on the same brain areas as domain-general cognitive
control, but with different levels of activity; or it may provide evi-
dence for language control modules outside of this domain-general
network. On the other hand, the absence of any signiﬁcant interac-
tion would suggest that, with the current paradigm, the same brain
regions are involved in both language selection and general task
selection, to the same extent.
2. Methods
2.1. Participants
The presented data are from 26 female bilingual students (mean
age = 22.8 years, age range 19–29 years) at the School of Transla-
tion and Interpretation (ETI) of the University of Geneva. In order
to maximise differences in second language (L2) proﬁciency (see
below), 12 participants were recruited from the ﬁrst year of the
ETI undergraduate program (‘‘Bachelor’’), and 14 were recruited
from the ﬁrst year of the ETI postgraduate program (‘‘Master’’).
As expected, the post-graduate students were on average 4.0 years
older, [independent t-test, t(24) = 5.19, p < 0.001]. A variety of ﬁrst
and second languages (L1–L2 pairs) were included in the current
study: French–English (9 participants), French–German (7), Ger-
man–English (5), and German–French (5). According to the Edin-
burgh Inventory (Oldﬁeld, 1971), all 26 participants were
strongly right-handed (laterality quotient, LQ > 57). Although data
were collected from 36 bilingual students, the data of four partic-
ipants had to be excluded due to excessive artefacts in the EEG data
(more than about 1/3 of trials included peristimulus eye blinks). A
further six participants were excluded because they differed from
the majority of the group in two features which are thought to
be important in language processing: gender (1 male), and handed-
ness (2 ambidextrous and 3 strongly left-handed). All participants
had normal or corrected-to-normal vision, and none presented a
history of psychiatric or neurological disease. Written informed
consent was obtained from all participants, but in order not to bias

ht
tp
://
do
c.
re
ro
.c
h
responses, participants were not made aware of the purposes of
the study. The experimental procedures were in accordance with
the Code of Ethics of the World Medical Association (Declaration
of Helsinki) and were approved by the Ethics Committee of the
University of Geneva Medical School.
2.2. Assessment of language proﬁciency and exposure
The mean age of acquisition of L2 was from 11.3 ± 0.5 years.
Unfortunately, due to schedule conﬂicts, not all participants were
able to take part in all tests of language proﬁciency and exposure.
23 participants were able to take part in the formal L2 proﬁciency
assessment, during which they were presented a passage of about
1000 words in their L1. The task was to summarise the entire text
into L2, as well as to translate a portion (about 200 words) into
L2. The answers of each participant were scored by two indepen-
dent language experts, and the ﬁnal proﬁciency score was themean
of the experts’ scores. 25 participants were able to perform an unti-
med picture naming task in L2, based on a set of 40 images from a
standard naming test (DO-80;Metz-Lutz et al., 1991). In order to as-
sess the amount of exposure to languages, 22 participants also com-
pleted a questionnaire (Wartenburger et al., 2003), with sections on
media (TV and radio), family, friends, girlfriends/boyfriends, uni-
versity (classmates and teaching), reading (newspapers and books)
and recreational activities (hobbies, sports, music).
2.3. Stimuli and experimental procedure
Visual stimuli were presented on a screen, which was divided
into two halves by a horizontal line (Fig. 1). There were four exper-
imental conditions.
Alphanumeric tasks: In the ﬁrst condition, referred to as ‘‘alpha-
numeric single’’ (ANSin) the visual stimulus was a letter–digit pair
such as ‘‘9A’’ and the participant had to perform a ‘‘single’’ task,
that is, state whether the letter was a vowel or a consonant. The
letter–digit pairs comprised of one digit between 2 and 9 (inclu-
sive), and either a vowel (A, E, I, U) or a consonant (B, G, M, R).
The within-pair orders (e.g. ‘‘4B’’ or ‘‘B4’’) were counterbalanced.
For each participant, the letter–digit pair was always presented
in the same half of the screen, that is, either above or below the
horizontal line, throughout the entire ﬁrst condition (ANSin), and
this position was counterbalanced across participants. In the sec-
ond condition, referred to as ‘‘alphanumeric mixed’’ (ANMix), the
visual stimuli were also of letter–digit pairs, but this time there
were two possible tasks. The letter–digit pair could appear in
either part of the screen, and when the letter–digit pair was in
the same half of the screen as for the ANSin condition, the task
was the same as in the ANSin condition; that is, to categorise the
letter as vowel or consonant. In contrast, when the stimulus ap-
peared in the opposite half of the screen, the task was to categorise
the digit as either odd or even. These alphanumeric tasks and spa-
tial cueing are an adaptation of Rogers and Monsell’s (1995)
paradigm.
Linguistic tasks: The same spatial cue was used in the third and
fourth conditions, where instead of letter–number pairs, the stim-
uli were line drawings of objects from the compiled database of
Alario and Ferrand (1999). In the third condition, referred to as ‘‘lin-
guistic single’’ (LiSin), the objects were always presented in the
same half of the screen and participants had to name the objects
in their ﬁrst language (L1). Finally, in the fourth condition, referred
to as ‘‘linguistic mixed’’ (LiMix), the participants had to name the
object in either their ﬁrst (L1) or second language (L2) depending
on which half of the screen it appeared in. For this condition, par-
ticular attention was paid to avoid images eliciting cognate names,
for example, ‘‘Apfel’’ and ‘‘apple’’ in German and English.
48 different letter–digit pair conditions were generated for the
ANSin condition. A further 96 pairs were generated for the ANMix
condition. In the same way, the LiSin and LiMix conditions com-
prised 48 and 96 different line drawings, respectively. Each let-
ter–digit pair or line-drawing was only presented once to each
participant. Trials were blocked into runs of 48 trials (approxi-
mately 4 min duration), with 1 min break between runs. Within
each run, the experimental condition (ANSin, ANMix, LiSin or Li-
Mix) was kept constant, and the order of trials was randomized.
The conditions were presented in the following order: ANSin (1
run), followed by ANMix (2 runs), LiSin (1 run), and ﬁnally, LiMix
(2 runs). This order was chosen to prevent the participants from
being in ‘‘bilingual’’ mode (Grosjean 1998; Grosjean 2001) during
the ﬁrst three conditions which were performed only in L1. Note
that the single and mixed conditions comprised one and two runs,
respectively. This was done in order to present an equal number
(48) of letter (alphanumeric) or L1 (linguistic) trials in the single
and mixed conditions.
To start each trial, a central ﬁxation cross was presented for
500 ms. Next, the visual stimulus was presented for 300 ms imme-
diately followed by a blank screen. The duration of the blank screen
was variable (randomly chosen from 2350, 2750, 3150 or 3950 ms)
resulting in a mean trial duration of 3950 ms. Participants were
asked to make all responses as fast and as accurately as possible.
Stimulus delivery was with E-Prime (Psychology Software Tools,
Sharpsburg, PA). The visual stimuli and horizontal line were pre-
sented in black on a white background (refresh rate 70 Hz)
130 cm away from the participants at a visual angle of 2–3. Verbal
responses were recorded using a digital minidisc recorder.
Fig. 1. Examples of stimuli used in the four experimental conditions: (A) Alphanumeric single (ANSin), (B) alphanumeric mixed (ANMix), (C) linguistic single (LiSin), and (D)
linguistic mixed (LiMix). See Section 2.3 for details.
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2.4. EEG recording and data analysis
The EEG was continuously recorded with a sampling rate of
500 Hz (with online lowpass ﬁltering at 200 Hz) from 204 elec-
trodes (256-channel system from Electrical Geodesic, Inc., Oregan,
USA). The ground and reference electrodes were placed at the inion
and vertex (‘‘Cz’’), respectively.
Preprocessing of raw datawas performed using the EEGLAB tool-
box (Delorme & Makeig, 2004), which runs under Matlab, and Car-
tool (Brunet, Murray, & Michel, 2011). The data were (1) bandpass
ﬁltered between 0.1 and 30 Hz using a 48-dB per octave, zero-
phase ﬁlter (8th-order Butterworth ﬁlter applied in both forward
and reverse time order), (2) bandstop ﬁltered (45–55 Hz) to remove
electrical line noise, (3) divided into stimulus-locked epochs cover-
ing the period from 100 ms to 500 ms relative to stimulus onset
and (4) baseline-corrected for the entire period. In themixed condi-
tions, only the letter (vowel-consonant task in ANMix) and ﬁrst lan-
guage (L1 in LiMix) stimuli were considered. This was done because
thesewere present in both the single andmixed conditions, thereby
permitting a comparison across contexts (e.g., see Khateb et al.,
2007). Only epochs associated with correct behavioural responses
were entered for further analysis. Epochs with amplitude changes
exceeding 100 lV in any electrodewere rejected. The average num-
ber of epochs accepted for the four conditions was 43.1%, 44.9%,
43.1%, and 42.2% for ANSin (alphanumeric single), ANMix (alphanu-
meric mixed), LiSin (linguistic single) and LiMix (linguistic mixed),
respectively. For each recording block, artefact electrodes, when
present (on average fewer than 0.7 electrodes per participant), were
interpolated using a 3D-spline algorithm. For further processing,
ERPs were interpolated onto a 128-electrode montage.
Each time-point of the resulting ERPs was subject to a 2  2 re-
peated-measures ANOVA, with domain (alphanumeric, linguistic)
and context (single, mixed) as within-participant factors. This
was performed on each of the 128 electrodes.
2.5. Source estimation
The sources in the brain were estimated using a distributed lin-
ear inverse solution and the local autoregressive average (LAURA)
regularization approach (Grave de Peralta, Gonzalez Andino, & Go-
mez Gonzalez, 2004; Grave de Peralta, Gonzalez Andino, Lantz, Mi-
chel, & Landis, 2001). This approach takes into account the
biophysical behaviour of electric ﬁelds; that is, activity at one point
depends on the activity at neighbouring points according to elec-
tromagnetic laws. The solution space comprised 3005 nodes dis-
tributed throughout the grey matter of the average brain of the
Montreal Neurological Institute (MNI; courtesy of Grave de Peralta
Menendez and Gonzalez Andino, University Hospital of Geneva,
Geneva, Switzerland). As with the ERP data, the source-estimate
data was subject to a time-wise 2  2 ANOVA with the same with-
in-participant factors (domain and context), and similarly, this was
performed for each node (‘‘solution point’’).
Visual inspection of the results of the node-wise ANOVA re-
vealed time-periods during which there were signiﬁcant main ef-
fects or interactions (see Figs. 4 and 5). To show which solution
points were responsible for the results (interaction or main effect),
separate ANOVAs were performed for the average activity over
these periods of interest, and the relevant results (p < 0.001) dis-
played on axial MRI slices of the MNI brain.
3. Results
3.1. Proﬁciency test and language exposure
Scores in the formal L2 proﬁciency test were positively corre-
lated with accuracy in the untimed picture naming test in L2
(r = 0.44, p = 0.036) as well as with age of participant (r = 0.71,
p < 0.001). L2 proﬁciency was not signiﬁcantly correlated with
age of acquisition of L2 (r = 0.12, p = 0.587). The responses to the
language exposure questionnaire indicated that the participants
were exposed for 4.2 ± 0.8 h/day more to L1 than to L2 (paired t-
test: t(21) = 5.00, p < 0.001).
3.2. Behavioural results: analysis of switch costs
In the ANMix condition the mean reaction times were
1023 ± 30, 1177 ± 38, 1027 ± 39, 1093 ± 31 ms for number-repeat,
number-switch, letter-repeat, and letter-switch trials, respectively
(Table 1, Fig. 2C). A repeated measures ANOVA with the factors of
task (letter or number categorisation) and switch status (repeat,
switch) resulted in signiﬁcant main effects of task
[F(1,25) = 23.05, p < 0.001], switch status [F(1,25) = 43.30,
p < 0.001], and a signiﬁcant interaction [F(1,25) = 5.10, p = 0.033].
Planned comparisons conﬁrmed that the switch cost (difference
in reaction times between switch and repeat trials) was greater
for the number than for the letter task (paired t-test: t(25) = 2.26,
p = 0.033). In the LiMix condition, mean reaction times were
1006 ± 26, 1042 ± 29, 1300 ± 51, and 1288 ± 42 ms for L1-repeat,
L1-switch, L2-repeat, and L2-switch respectively (Table 1,
Fig. 2D). A repeated measures ANOVA with the factors of language
(L1, L2) and switch status showed a signiﬁcant main effect of lan-
guage [F(1,25) = 63.19, p < 0.001]. There was no signiﬁcant main ef-
fect of switch status [F(1,25) = 0.30, p = 0.590], and no signiﬁcant
interaction [F(1,25) = 1.48, p = 0.236]. This shows that the switch
cost was non-signiﬁcant and was about the same for both L1 and
L2, which was conﬁrmed by planned comparisons (paired t-test:
t(25) = 1.21, p = 0.236) .
Calabria et al. (2012) found that the direction of switch cost
asymmetry varied as a function of experimental block for a
mixed-language, but not a mixed-task condition. To examine
whether this was also the case in the current study, two separate
ANOVAs were performed on the reaction-times with the within-
participant factors of task (letter or number) for ANMix or language
(L1 or L2) for LiMix, switch status, and block (ﬁrst or second). For
the ANMix condition, there was no signiﬁcant effect of block
[F(1,25) = 0.815, p = 0.375]. Although there was a trend towards a
signiﬁcant interaction between block and switch status
[F(1,25) = 3.43, p = 0.076], there were no signiﬁcant interactions
involving the factor of block [block  task: F(1,25) = 0.08,
p = 0.781; three-way: F(1,25) = 0.21, p = 0.886]. As expected, there
were signiﬁcant main effects of switch status [F(1,25) = 43.30,
p < 0.001] and task [F(1,25) = 23.046, p < 0.001], and a signiﬁcant
switch status  task interaction [F(1,25) = 5.096, p = 0.033]. Simi-
larly, for the linguistic conditions, there was no signiﬁcant effect
of block [F(1,25) = 1.67, p = 0.208]. Again, there was a trend to-
wards a signiﬁcant block ⁄ switch-status interaction
[F(1,25) = 3.269, p = 0.083] and no signiﬁcant interactions involv-
ing the block factor [block  language interaction: F(1,25) = 0.43,
p = 0.520; three-way: F(1,25) = 0.033, p = 0.857]. As expected, there
was a signiﬁcant main effect of language [F(1,25) = 63.194,
Table 1
Reaction times (in ms, ±standard error of the mean) in the mixed-context conditions,
as a function of domain, task/language and switch status. Switch cost is the difference
in reaction time between repeat and switch trials. ANMix: alphanumeric mixed,
LiMix: alphanumeric mixed.
Domain Task/language Repeat Switch Switch cost
ANMix Letter 1027 ± 39 1093 ± 31 66 ± 28
Number 1023 ± 30 1177 ± 38 154 ± 23
LiMix L1 1006 ± 26 1042 ± 29 35 ± 14
L2 1300 ± 51 1288 ± 42 12 ± 38
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p < 0.001], but no signiﬁcant main effect of switch status
[F(1,25) = 0.30, p = 0.590], and no signiﬁcant interaction between
language and switch status [F(1,25) = 1.48, p = 0.236]. As Calabria
et al. (2012), we also performed correlation analyses on the switch
costs (see also Section 4). There was no signiﬁcant correlation be-
tween the alphanumeric (collapsed across task) and the linguistic
(collapsed across language) switch costs (r = 0.173, p = 0.399).
There was also no signiﬁcant correlation between the switch costs
for the two ‘‘easier’’ conditions (letter in ANMix and L1 in LiMix:
r = 0.063, p = 0.760), nor for the two ‘‘more difﬁcult’’ conditions
(number in ANMix and L2 in LiMix: r = -0.085, p = 0.679).
3.3. Behavioural results: analysis of single and mixed contexts
Mean accuracy was 99.5 ± 0.2, 98.3 ± 0.5, 97.0 ± 0.5, 96.2 ± 0.7
for the alphanumeric-single (ANSin), alphanumeric-mixed (AN-
Mix), linguistic-single (LiSin) and linguistic-mixed (LiMix) condi-
tions, respectively (Table 2, Fig. 2A). The reader should note that
in this subsection (Section 3.3), the accuracy and reaction time
data reported for the mixed conditions refer to only the task/lan-
guage included in the ERP analyses; that is only the letter or L1 task
in ANMix and LiMix conditions, respectively (see Section 2.4).
Accuracy was higher in the alphanumeric conditions than in the
linguistic conditions. Accuracy was also higher in the single than
the mixed conditions. This was conﬁrmed by a repeated-measures
ANOVA of accuracy, with domain (alphanumeric, linguistic) and
context (single, mixed) as within-participant factors, which re-
vealed signiﬁcant main effects of domain [F(1,25) = 16.70,
p < 0.001] and context [F(1,25) = 8.37, p = 0.008], but no signiﬁcant
interaction [F(1,25) = 0.18, p = 0.680].
Mean reaction times were 763.3 ± 20, 1103.2 ± 38; 909.1 ± 24,
and 1015.6 ± 25 for the ANSin, ANMix, LiSin and LiMix conditions,
respectively (Table 2, Fig. 2B). Participants took longer to respond
during the mixed conditions, than during the single conditions,
and this effect was more pronounced for the alphanumeric than
for the linguistic conditions. These observations were conﬁrmed
by a repeated-measures ANOVA of reaction time, with the with-
in-participant factors of domain and context, which revealed a sig-
niﬁcant main effect of context [F(1,26) = 174.73, p < 0.001], as well
as interaction [F(1,25) = 63.96, p < 0.001]. There was no signiﬁcant
main effect of domain [F(1,25) = 1.00, p = 0.326]. The difference in
reaction times between the single and mixed contexts is referred
to as a ‘‘mixing’’ cost (see e.g. Christoffels et al., 2007). The mixing
cost is related to, but not equivalent to the ‘‘switch cost’’. The mean
reaction time in the mixed-context condition (letter or L1 only) is
based on both repeat and switch trials. However, reaction times are
greater for the repeat trials in the mixed context than for the sin-
gle-context condition: 263 (paired t-test: t(25) = 7.09, p < 0.001)
and 97 ms (t(25) = 3.28, p = 0.003) for letter and L1 trials, respec-
tively. This is likely due to the difference between transient and
sustained cognitive control (for language, see Christoffels et al.,
2007; Wang et al., 2009).
3.4. ERP waveform analysis: interaction of domain and context
All four conditions resulted in evoked potential waveforms that
are typical for visually presented material, as shown by two exem-
plar electrodes in Fig. 3A–C. An ANOVA of the ERP data (see Sec-
tion 2.4) with domain (alphanumeric, linguistic) and context
(single, mixed) as within-participant factors revealed a statistically
signiﬁcant interaction (p < 0.05, >20 ms) in both early and late
peristimulus time periods (Fig. 3D). The reader is reminded that
the ERP waveforms and the pattern of electrode-wise ANOVA re-
sults are reference dependent. One of these signiﬁcant time-peri-
ods (approximately 200–250 ms post-stimulus) involved most of
the scalp and also coincided with a signiﬁcant interaction obtained
in the source estimation analysis (Fig. 4, see below), which is refer-
ence independent. Scalp maps over this time period (Fig. 3E and F)
revealed contours which would also suggest an interaction be-
tween domain and context. The scalp maps showed bilateral tem-
poral negativities in the linguistic mixed condition, which were not
present in any of the other conditions, and an occipital positivity in
the linguistic conditions, but not in the alphanumeric conditions.
The other periods of a signiﬁcant interaction were very early (be-
fore 100 ms) and later (300–400 ms), and both involved the right
and posterior scalp quadrants.
3.5. Source estimation: interaction of domain and context
LAURA distributed source estimations were ﬁrst performed over
the entire epoch. As with the ERP waveform analysis, a 2  2 time-
wise ANOVA with factors of domain and context was performed for
each solution point (Figs. 4A and 5C and D). Importantly, this also
revealed a time-period (around 200–225 ms post-stimulus onset)
during which there was a signiﬁcant interaction (p > 0.001,
>20 ms). The interaction was due to modulation of activity (see
Section 2.5) in bilateral frontal cortices (inferior, medial, middle,
and superior frontal gyri), anterior cingulate, superior temporal
cortex and caudate body (Fig. 4A, lower panel). The signiﬁcant
solution points formed two large contiguous clusters (one in each
hemisphere) with peaks of signiﬁcance in left anterior cingulate
and right middle frontal gyrus. Post-hoc tests revealed that, within
both clusters, this interaction was due to increased source activity
Table 2
Mean accuracy (%) and reaction time (RT, in ms), along with the standard error of the
mean, as a function of domain and context. Data are only shown for letter and L1
stimuli (see text).
Domain Single-context (Sin) Mixed-context (Mix)
% RT (ms) % RT (ms)
Alphanumeric (AN) 99.5 ± 0.2 763 ± 20 98.3 ± 0.5 1103 ± 38
Linguistic (Li) 97.0 ± 0.5 909 ± 24 96.2 ± 0.7 1015 ± 25
Fig. 2. Behavioural data. Accuracy (A) and reaction time (RT; panel B) are shown for
all four conditions (see text and Fig. 1 for details). Reaction times are also shown as
a function of trial type in the mixed context conditions (Switch Cost; panels C, D).
Trial types were either repeat (Re) or switch (Sw). The tasks were letter (Le) or
number (Nu) in the alphanumeric condition (AN; panel C), and naming in L1 or L2 in
the linguistic conditions (Li; panel D).
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in the linguistic mixed condition as compared to the other condi-
tions (Fig. 4B and C).
3.6. Main effects of domain and context
The ERP and source-estimate ANOVAs revealed signiﬁcant main
effects of domain and context (Fig. 5). The electrode-wise main
effects were more extensive than the interaction, and for clarity, a
more conservative signiﬁcance threshold was used (p < 0.01,
20 ms). The signiﬁcance threshold for the source-estimate
(p < 0.001, >20 ms) was the same as for the interaction. Themain ef-
fect of domain begins to be signiﬁcant very early, even pre-stimulus.
This very early period (about10 to 150 ms)was due tomodulation
of activity in bilateral frontal temporal areas (lower panel of Fig. 5C).
Although these bilateral fronto-temporal areas overlappedwith the
areas found for the interaction (Fig. 4A), they were more extensive,
in particular more inferiorly along the temporal cortices. The main
effect of context had an early and a late signiﬁcant time periods.
The early period (about 80–180 ms) was due to activity in bilateral
frontal–temporal areas (lower panel of Fig. 5D), which were even
more extensive than for the main effect of domain and the interac-
tion, and included the precentral gyrus. The late period (about 200–
400 ms) was due not only to activity in frontal–temporal areas, but
also inferior parietal and occipital regions.
4. Discussion
The current study combined behavioural and electrical neuro-
imaging (ERPs) to investigate whether, in bilinguals, language
control is completely subsidiary to, or partly independent of do-
main-general cognitive control. On the one hand, both switch-cost
analysis of the behavioural data, and a signiﬁcant interaction in the
ANOVA of the ERP data, suggested that the mechanism for
bilingual language control is at least partly independent of
Fig. 3. Grand-average event-related potentials (ERPs: A and C), interaction in
electrode-wise ANOVA (D), and grand-average scalp distribution maps (E–H). ERPs
at the electrodes Fz (A), and Pz (C) (see B for location) are shown for all four
conditions (see legend in C). D: Coloured regions indicate a signiﬁcant (p < 0.05,
>20 ms) interaction between domain and context, as a function of electrode and
time. For clarity the 128 electrodes have been organised into four groups: anterior
(‘‘Ant.’’), Left, Right, and posterior (‘‘Post.’’), as approximately shown by the
quadrants in B. Black vertical dotted lines show the stimulus onset, and red dotted
lines show the time-period (around 200–250 ms post-stimulus) used for the scalp
distribution maps of each condition (D–H). ANSin: alphanumeric single; ANMix:
alphanumeric mixed, LiSin: linguistic single; LiMix: linguistic mixed.
Fig. 4. Interaction between domain and selection in source-estimate ANOVA. (A) In
the upper panel, coloured regions indicate a signiﬁcant (p < 0.001, >20 ms)
interaction as a function of solution point and time. The solution points responsible
for this interaction over the time window indicated by red dotted vertical lines (see
Section 2.5) are shown on axial MRI slices. For these solution points, the average-
activity over the time-window in the left (B) and right (C) hemisphere is shown for
all four conditions (labelled as in Fig. 3). Stars mark signiﬁcant differences (paired t-
tests, with Bonferroni correction). p < 0.05; p < 0.01, p < 0.001.
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domain-general cognitive control. On the other hand, source esti-
mation revealed that the neuro-anatomical basis of this mecha-
nism is in brain-regions that have previously been associated
with both language control and domain-general cognitive control.
Analysis of the behavioural data during the mixed-context con-
ditions showed that although switch costs were asymmetric in the
alphanumeric mixed (ANMix) condition, there were negligible and
symmetric in the linguistic condition. This result is consistent with
Calabria et al. (2012) who found asymmetric and symmetric switch
costs in non-linguistic mixed-task and mixed-language conditions,
respectively (see Section 1). Some researchers have attributed
switch costs to an inhibition mechanism (Green, 1998; Meuter &
Allport, 1999; see however Costa & Santesteban, 2004; Costa,
Santesteban, & Ivanova, 2006; Verhoef, Roelofs, & Chwilla, 2009):
that is, inhibition is used to suppress the non-target language dur-
ing a trial. This would lead to a cost of switching target language as
inhibition has to be overcome. If there is a difference in proﬁciency
between the two languages, the switch cost should be asymmetric
becausemore inhibitionwould be required to suppress the stronger
language not in use. However, as discussed in Section 1, symmetric
switch costs have been found between L1 and a much weaker L3 in
early, high-proﬁcient, balanced bilinguals (Calabria et al., 2012;
Costa & Santesteban, 2004; Costa et al., 2006), as well as in unbal-
anced bilinguals who have daily practice of often switching lan-
guages (Christoffels et al., 2007). These previous data suggest that
in bilinguals exposed to daily switching, the mechanisms of bilin-
gual language control may be at least partly independent of do-
main-general cognitive control. In support of this, in both the
current and Calabria et al.’s (2012) study, there were no signiﬁcant
correlations of switch costs between linguistic and non-linguistic
domains. In the current study, the participants spoke at least two
of French, German and English. They were recruited in Geneva, a
francophone city which has a signiﬁcant international anglophone
population and is located in the predominantly germanophone na-
tion-state of Switzerland. Therefore, it is highly likely that even the
lower proﬁciency students in this study had a great deal of expo-
sure to language mixing situations in their daily life and this is sup-
ported by the ﬁnding that the mean difference between in daily
exposure time between L1 and L2 was only about 4 h. These data
further highlight the importance of considering the ecological con-
text of bilingualism (Green, 2011).
Analysis of the behavioural data for both single- and mixed-
context conditions (letter or L1 only) showed that performance
was near ceiling (mean accuracy greater than 96%) in all four con-
ditions (ANSin, ANMix, LiSin, and LiMix), and that there was no
interaction between domain and context in the ANOVA of the accu-
racy measures. This suggests that there was little difference in task
difﬁculty across condition. However, there was a statistically sig-
niﬁcant interaction in the ANOVA of reaction times. This was due
to a greater mixing cost in the alphanumeric conditions than in
the linguistic conditions, and would thus imply that, if any, the
alphanumeric mixed condition was the ‘‘most difﬁcult’’. Therefore,
if the signiﬁcant interaction found in the ERP analysis (see below)
were merely due to task difﬁculty, the alphanumeric mixed condi-
tion would be expected to drive the interaction.
The ANOVA of the ERP waveforms revealed a statistically signif-
icant interaction between domain and context. This result strongly
suggests that language selection and task selection do not rely on
the same pattern of brain activity. The ﬁnding that the earliest sig-
niﬁcant interaction is very early (<100 ms) is consistent with fact
that the four experimental conditions were presented in separate
blocks. This was necessary in order to prevent the participants from
being in ‘‘bilingual’’ mode during the monolingual tasks (Grosjean
1998; Grosjean 2001). However, this means that it is possible that
there were differences in brain activity before stimulus presenta-
tion, as have been found in many other ERP studies employing
blocked designs (for review, see Michel, Koenig, & Brandeis,
2009). There was a period of signiﬁcant interaction at around
200–250 ms post stimulus that involved most of the scalp, and also
overlapped with the only signiﬁcant period in the source-estimate
ANOVA. This period is thought to correspondwith the lemma selec-
tion period during picture naming (Levelt, Praamstra, Meyer,
Helenius, & Salmelin, 1998), which would be expected to be a lan-
guage-speciﬁc process. This and later time periods of signiﬁcant
interaction appear to overlap with the N2 component which has
been found in previous studies of language control (e.g., Christoffels
et al., 2007; Jackson et al., 2001). The N2 is a negative shift over
fronto-central sites that has been related to response inhibition
(e.g., Jodo & Kayama, 1992; Thorpe, Fize, & Marlot, 1996) and con-
ﬂict monitoring (e.g., Donkers & Van Boxtel, 2004; Nieuwenhuis,
Yeung, Van den Wildenberg, & Ridderinkhof, 2003). Of note, there
was no signiﬁcant interaction in the last portion of our analysis
epoch (400–500 ms). This would suggest that even though the
behavioural reaction time data showed a signiﬁcant interaction,
reaction time differences are unlikely to explain the interaction in
the ERP data. Before comparing the waveform data with previous
research, it is important to remember that the waveforms, and thus
statistical analyses, are reference-dependent and that studies may
differ in the reference used. Furthermore, differences in experimen-
tal paradigm as well as analysis techniques make it difﬁcult to di-
rectly compare the current results with previous ﬁndings. For
example, Khateb et al. (2007) compared the brain responses to pic-
ture naming in L1 in two different contexts: a mixed-language con-
text (as in the current study) and a mixed-task context (noun or
verb generation). In contrast to the current study, the cue for lan-
guage or task was presented before the picture, and not simulta-
neously. Since stimulus-cue interval has been shown to inﬂuence
Fig. 5. Main effects of domain (A and C) and context (B and D) are shown for the
ERP (A and B) and the source-estimate ANOVAs (C and D upper panels). Coloured
regions indicate statistically signiﬁcant (p < 0.01/p < 0.001 for ERP/source estimate,
>20 ms) points as a function of time. The lower panels of C and D show the solution
points responsible for the main effect (see Section 2.5) over the indicated time
window (red dotted vertical lines) displayed on axial MRI slices.
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the dynamics of the brain responses to a language control task (e.g.,
Verhoef et al., 2009), one may expect diverging ﬁndings between
the two studies. However, Khateb et al. (2007) found a signiﬁcant
difference between 220 and 300 ms post-cue, which overlaps with
the important signiﬁcant period in the current study. Christoffels
et al. (2007) also recorded ERPs during picture naming in single-
language and mixed-language conditions. They found that a part
of the N2 component (275–375 ms) was sensitive to language con-
text. However their analysis of waveform data was based on two
predetermined time-windows, and thus earlier effects could not
be ruled out.
The ERP waveform data alone are not sufﬁcient to examine the
underlying neural generators of the interaction. At one extreme,
the interaction in scalp ERP data could be due to anatomically dis-
tinct neural networks for language control, and for domain-general
cognitive control (task selection). At the other extreme, domain-
general cognitive control and language control could rely on
anatomically identical networks. If the level of activity within this
network is modulated as a function of factors such as cognitive do-
main (or task difﬁculty), the current experiment would also result
in a signiﬁcant interaction at the scalp. In order to investigate
which of these two options best explained the data, we also per-
formed an ANOVA on the source estimate. This revealed a single
period of signiﬁcant interaction (about 200–225 ms), which over-
lapped with the ERP waveform interaction, and was due to activity
in bilateral, cortical–subcortical, fronto-temporal brain regions.
These regions, which were predominantly frontal, included inferior
and middle frontal gyrus, caudate, anterior cingulate cortex (ACC),
and superior temporal gyri. These regions have previously been
implicated in language control in neuroimaging studies, and have
also been shown to be involved in general cognitive control (see
Section 1). This would strongly suggest that the interaction was
primarily due to modulation of activity within anatomically over-
lapping brain regions responsible for language control and
domain-general cognitive control. Most of these previous neuroim-
aging studies (e.g., Khateb et al., 2007; for review see Luk et al.,
2011) compared brain activity during a linguistic task performed
in mixed- and single-language contexts. Since both conditions in-
volved the same or similar task (such as picture naming), such a
design would not allow direct comparison across cognitive control
in different domains. In contrast, the current study employed a
2  2 factorial analysis to include very different, ‘‘non-linguistic’’
tasks. If there were large brain regions specialised for language
control, and not involved in domain-general cognitive control
(e.g., task selection), then the design of the current study would
be optimal to reveal such regions in the interaction. The current re-
sults lend further support to the hypothesis that language selection
primarily relies on a network that is within the general cognitive
control network. In further support of this, behavioural studies
have shown effects of multilingualism on cognitive ﬂexibility and
control (for review, see Diamond, 2010). Our ﬁndings are also
consistent with the recent study by Abutalebi et al. (2011) (see
Section 1), who found that in bilinguals, language control and
domain-general cognitive control (conﬂict monitoring) engaged
dorsal ACC. That study also included monolingual controls (who
had to generate a noun or verb to the same pictures in the
mixed-language context), and structural neuroimaging. They
showed that bilinguals outperformed monolinguals during the
non-linguistic, conﬂict monitoring task, while showing less ACC
activity. Importantly, they showed that for bilinguals, measures
of both behavioural and brain-activity in the ACC were positively
correlated with local grey matter volume. The authors suggested
that long-term practice of two languages could exert a strong inﬂu-
ence on neocortical development.
The ﬁnding that the interaction was due to bilateral fronto-tem-
poral activity is consistent with previous studies which have
shown involvement of right-hemisphere regions in language con-
trol (for review, see Luk et al., 2011). The peak of the interaction
within the left hemisphere was in the ACC. As discussed above,
the ACC has been proposed as a crucial node for language control
on the basis of clinical and neuroimaging evidence (for review,
see Abutalebi & Green, 2008). The peak of the interaction within
the right hemisphere was in the right middle frontal gyrus, which
has also previously been implicated in language control (Hernan-
dez, Dapretto, Mazziotta, & Bookheimer, 2001). Post-hoc test
showed that in both the left- and right-hemisphere clusters, the
interaction was due to signiﬁcantly greater activity during the lin-
guistic mixed condition, compared with the other three conditions.
It seems unlikely that this was simply due to the linguistic mixed
condition being the ‘‘most difﬁcult’’, as this was not supported by
analysis of the behavioural data.
Analysis of the ERP waveforms and source estimates also re-
sulted in signiﬁcant main effects of domain and selection, although
these were not of primary interest in the current study. The main
effect of domain can be attributed to the fact that the linguistic
and alphanumeric conditions differed in stimuli and in task. This
has been found previously (for review, see Michel et al., 2009)
and will not further be discussed here. The main effect of context
showed an early (around 100 ms; predominantly frontal–tempo-
ral) and a late (200–400 ms; frontal–temporal and some parietal
and occipital regions) effect. Some of these effects of context may
be due to differences in potential eye movement preparation be-
tween the single (stimulus always above or below the horizontal
meridian) and mixed conditions (stimulus could be above or be-
low). Interestingly, many previous studies have also implicated
some parts of the parietal lobe (e.g., supramarginal gyrus) in lan-
guage control. In the current study, parietal regions showed a main
effect of context, but not an interaction, which would imply that
they were equally involved in both task and language selection.
Taken together, the switch-cost differences in the behavioural
data, and the interaction in the ERP waveform data, strongly sug-
gest that there is a difference in processing mechanism between
language control and domain-general cognitive control. This would
mean that an important component of language control is at least,
partly independent of domain-general cognitive control. Source
estimate analysis revealed that the neuro-anatomical basis for this
partly-independent language mechanism is located in brain re-
gions previously associated with domain-general cognitive control.
The results suggest that in bilinguals confronted with switching on
a daily basis, the mechanism of neural processing underlying lan-
guage control differs from domain-general cognitive control, yet
the neuro-anatomical basis of cognitive control in these two do-
mains remains the same.
Future studies may further explore whether the current results
are related to the plasticity of cognitive control mechanisms, on dif-
ferent time-scales. On a short time-scale, the current study was not
able to replicate the ﬁnding of Calabria et al. (2012) that the direc-
tion of switch cost asymmetry changed across experimental blocks
for the mixed-language, but not the mixed-task condition. On a
longer time-scale, participants in the current study had several
years of daily practice in mixed-language conditions, but not of
alphanumeric tasks. What pattern of behavioural and neuroimag-
ing results would be obtained if participants were exposed to the
non-linguistic mixed-task context on a daily basis for a prolonged
period? The fMRI study of Abutalebi et al. (2011) suggests that
long-term bilingualism leads to changes in structure and function
of the ACC. In contrast to the current study, their results suggest
that these changes are relevant for cognitive control of non-linguis-
tic tasks. However, it is difﬁcult to directly compare the two studies
due to differences in the behavioural paradigms and neuroimaging
approach. It would be important to perform the current study in an
fMRI setting, which offers superior spatial resolution.
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