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Effective Spectral Unmixing via Robust
Representation and Learning-based Sparsity
Feiyun Zhu, Ying Wang, Bin Fan, Gaofeng Meng and Chunhong Pan
Abstract—Hyperspectral unmixing (HU) plays a fundamental
role in a wide range of hyperspectral applications. It is still
challenging due to the common presence of outlier channels and
the large solution space. To address the above two issues, we
propose a novel model by emphasizing both robust representation
and learning-based sparsity. Specifically, we apply the `2,1-norm
to measure the representation error, preventing outlier channels
from dominating our objective. As a result, the side effects
of outlier channels are largely relieved. Besides, we observe
that the mixed level of each pixel varies over image grids.
Based on this observation, we exploit a learning-based sparsity
method to simultaneously learn the HU results and a sparse
guidance map. Via this guidance map, the sparsity constraint
in the `p (0 < p ≤ 1)-norm is adaptively imposed according to
the mixed level of each pixel. Compared with state-of-the-art
methods, our model is better suited to the real situation, thus
expected to achieve better HU results. The resulted objective is
highly non-convex and non-smooth, and so it is hard to optimize.
As a profound theoretical contribution, we propose an efficient
algorithm to solve it. Meanwhile, the convergence proof and the
computational complexity analysis are systematically provided.
Extensive evaluations verify that our method is highly promising
for the HU task—it achieves very accurate guidance maps and
much better HU results compared with state-of-the-art methods.
Index Terms—Robust Representation and Learning-based
Sparsity (RRLbS), Sparse guided Map, Mixed Pixel, Hyperspec-
tral Unmixing (HU), Hyperspectral Visualization.
I. INTRODUCTION
HYPERSPECTRAL unmixing (HU) is one of the mostfoundation steps for various applications, such as sub-
pixel mapping [1], high-resolution hyperspectral imaging [2],
hyperspectral enhancement [3], hyperspectral compression and
reconstruction [4], hyperspectral visualization and understand-
ing [5, 6], detection and identification substances in the
scene [3, 7] etc. The goal of HU is to break down each
pixel spectrum into a set of “pure” spectra (called endmembers
such as the spectra of water, grass, tree etc.), weighted by the
corresponding proportions, called abundances. Formally, HU
methods take in a hyperspectral image with L channels and N
pixels [8], and assume that each pixel x ∈ RL+ is a composite
of K endmembers {mk}Kk=1 ∈ RL+. Specifically, the linear
combinatorial model is the most popular one
x =
K∑
k=1
mkak, s.t. ak ≥ 0 and
K∑
k=1
ak = 1, (1)
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Figure 1. As the mixed level of each pixel varies over image grids, the sparse
constraint should be individually imposed according to the mixed level of each
pixel, rather than roughly imposed at the same strength for all the pixels. (a)
hyperspectral image of two substances: soil and tree. (b) abundance map. (c)
is the guided map exhibiting the individually mixed level of each pixel—the
darker indicates the more mixed. (best viewed in color)
where ak is the composite abundance of the kth endmember.
In the unsupervised setting, both endmembers {mk}Kk=1 and
abundances {ak}Kk=1 are unknown. Such case makes the
objective function non-convex and the solution space very
large [6, 9]. Therefore, reasonable prior knowledge is required
to restrict the solution space, and moreover to bias the solution
toward good stationary points.
To reduce the solution space, various constraints are im-
posed upon the abundance [7, 9–12] as well as upon the
endmember [13, 14]. Although, these methods work to some
extent, they are far from the optimal for the following two
reasons. First, the side effects of badly degraded channels are
generally ignored in state-of-the-art methods. Many degraded
channels deviate significantly from the majority of hyper-
spectral channels. The objective of state-of-the-art methods is
easily dominated by the outlier channel, leading to poor un-
mixing performances. Second, almost all existing constraints
are roughly imposed at the same strength for all the factors.
Such implementation does not meet the practical situation;
an example is illustrated in Fig. 1, where the mixed level of
each pixel varies over image grids. Therefore, it is more rea-
sonable to impose an individual strength of sparse constraints
according to the mixed level of each pixel, rather than roughly
impose the same strength of sparse constraints for all the pixel.
Please refer to the footnote1 for the detailed explanation of the
relationship between mixing pixel and sparsity.
Indeed, there is one method [6] imposing the adpatively
sparse constraint for each pixel. However, [6] proposed a
heuristic method to learn the guided map which is ineffec-
tive and inaccurate for the vast smooth areas in the image.
1Note that the mixed level of a pixel xn is negatively correlated with the
sparse level of the corresponding abundance an. If pixel xn is very “pure”,
the abundance an will be highly sparse and vice versa. For example in Fig. 1,
the abundances are [0.5, 0.5] and [0, 9, 0.1] respectively for pixel yi and yj .
Then yi is more mixed and less sparser than yj .
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Accordingly, the sparse constraint is inaccurate. It is expected
that the more accurate constraints would bias the solution to
the more satisfactory local minima.
To alleviate the above issues, we propose a novel method,
named effective spectral unmixing via robust representation
and learning-based sparsity (RRLbS) for the HU task. Specif-
ically, the `2,1-norm is employed to measure the representation
loss, preventing large errors from dominating our objective. In
this way, the robustness against outlier channels is greatly en-
hanced. Besides, a learning-based sparsity method is exploited
to individually impose the sparsity constraint according to the
mixed level of each pixel. The main contributions of this work
are summarized as follows.
• It is the side influences of badly degraded channels that
are generally ignored in the state-of-the-art methods. To
the best of our knowledge, this is the first attempt in the
HU field to propose the `2,1-norm based robust model to
relieve the side effects of outlier channels.
• Besides, we propose a novel learning-based sparsity
method to simultaneously learn the HU results and a
guided map. The method to esimate the guided map
is novel and effective. Through this guided map, the
mixed level of every pixel is described and respected by
imposing an adaptive sparsity constraint according to the
mixed level of each pixel. Such implementation helps to
achieve highly promising HU results and guided maps.
• We propose an efficient algorithm to solve the joint
`2,1-norm and `p-norm based objective, which is highly
non-convex, non-smooth and challenging to solve. Both
theoretical and empirical analyses are conducted to ver-
ify its convergence property. Besides, the computational
complexity analysis is systematically analyzed as well.
The rest of this paper is organized as below: in Section II,
the related HU work is systematically reviewed. Section III
presents the new model (RRLbS) and its physical motivations.
The algorithm as well its theoretical convergence proof and
computational complexity analysis are given in Section IV.
Then, extensive evaluations are provided in Section V. Finally,
the conclusion of this work is drawn in Section VI.
II. PREVIOUS WORK
The existing HU methods are typically categorized into
three types: supervised methods [3, 4], weakly supervised
methods [15, 16] and unsupervised methods [7, 10, 14, 17–
19] (Here the defintions of supervised, weakly supervised
are very different from the definition in machine learning
[20–28]. Please refer to the following paragraphs for their
new definitions). For the supervised methods, the endmembers
are given in advance; only the abundances need to estimate.
Although in this way, the HU problem is greatly simplified,
it is usually inconvenient or intractable to obtain feasible
endmembers in the supervised setting, thus, hampering the
acquisition of good estimations.
Accordingly, the weakly supervised methods [15, 16] are a
type of popular methods. A large library of substance spectra
have been collected by a field spectrometer beforehand. Then,
the HU task becomes the problem of finding the optimal subset
of spectra in the library that can best represent all pixels in
the scene [15]. Unfortunately, the library is far from optimal
for the fact that the spectra in it are not standardly unified.
First, for different hyperspectral sensors, the spectral shape
of the same substance are greatly inconsistent. Second, for
various hyperspectral images, the length of pixel spectra is
largely different as well—for example some images have 115
channels, while another has 224 channels and some even have
480 spectral channes. Their electromagnetic spectra ranges are
also very different. Finally, the recording conditions are highly
different as well—some hyperspectral images are captured far
from the outer space, while some hyperspectral images are
obtained from the airplane or ground. Due to the atmospheric
effects etc., the different recording condition would lead to
different spectral appearances. In short, the weakness of the
library brings side effects on this kind of methods.
More commonly, the endmembers are selected from the
image itself to ensure the spectral consistency [3] and the
unsupervised HU methods are preferred. The unsupervised
HU methods could be generally categorized into two types:
geometric methods [29–34] and statistical ones [6, 19, 35–39].
The geometric methods usually exploit the simplex to model
the distribution of spectral pixels. Perhaps, N-FINDR [40]
and Vertex Component Analysis (VCA) [30] are the most
typical geometric methods. For N-FINDR, the endmembers
are extracted by inflating a simplex inside the hyperspectral
pixel distribution and treating the vertices of a simplex with
the largest volume as endmembers [40]. VCA [30] projects all
pixels onto a direction orthogonal to the simplex spanned by
the chosen endmembers; the new endmember is identified as
the extreme of the projection. Although these methods are
simple and fast, they suffer from the requirement of pure
pixels, which is usually unreliable in practice [7, 10, 41].
Accordingly, many statistical methods have been proposed
for or applied to the HU problem, among which the Non-
negative Matrix Factorization (NMF) [42] and its extensions
are the most popular. The goal of NMF is to find two
nonnegative matrices to approximate the original matrix with
their product [12]. There are two valuable reasons to apply
the nonnegative constraint on both factor matrices. First, both
endmembers and abundances should be nonnegative. Such
case means that the NMF model is physically suited to the
HU task. Second, the nonnegative constraint only allows for
additive combinations, not subtractions, yielding a parts-based
representation [12]. This parts-based property enables factor
results more intuitive and interpretable, as existing studies on
psychological and physiological field have shown human brain
also works in the parts-based manner [43, 44].
Although NMF is well adapted to applications of face
analysis [45, 46] and documents clustering [47, 48], the
objective function is non-convex, naturally resulting in a large
solution space [49]. Many extensions have been proposed
by employing all kinds of priors to restrict the solution
space. For the HU task, the priors are imposed either upon
abundances [7, 9, 11] or upon endmembers [13, 14]. For
example, the Local Neighborhood Weights regularized NMF
method [11] (W-NMF) assumes that the hyperspectral pixels
are distributed on a manifold structure and exploits appropriate
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weights in the local neighborhood to enhance the spectral and
spatial information [50]. This information could be eventually
transferred to the abundance space via the Laplace graph
constraint. Actually, this constraint has a smooth impact. It
will weaken the parts-based property of NMF.
Inspired by MVC-NMF [13], Wan et al. [14] proposed the
EDC-NMF method. The basic assumption is originated from
two perspectives. First, due to the high spectral resolution
of hyperspectral sensors, the endmember signal should be
smooth itself. Besides, the endmember signals should possess
distinct shapes so that we can separate out different materials
[3]. However, in their algorithm, they take a derivative along
the endmember vector, introducing negative values to the
updating rule. To make up this drawback, the elements in
the endmember matrix are required to project to a given
nonnegative value after each iteration. Consequently, the regu-
larization parameters could not be chosen freely, which limits
the efficacy of this method.
The sparsity-based methods are the most successful methods
for the HU task. They assume that in hyperspectral images
most pixels are mixed by a subset of endmembers, rather
than all endmembers, thus employing various kinds of sparse
constraints on abundances. Specifically, the `1/2-NMF [7] is
a state of the art sparsity regularized NMF method that is
derived from Hoyer’s lasso regularized NMF [51]. The lasso
constraint [52, 53] could not enforce further sparse when the
full additivity constraint is used, limiting the effectiveness of
this method [7]. Thus, Qian et al. exploits the `p (p = 1/2)-
norm to regularize the abundances as it has been proved by
Fan et al. [54] that the `p (p = 1/2) constraint could obtain
sparser solutions than the `1-norm does.
Although the related methods work to some extent, they
are far from the optima. Thus, we propose a new method
by emphasizing both robust representation and learning-based
sparsity. Through the former, the side effects of outlier chan-
nels are greatly relieved. While via the latter, it is more likely
to bias the HU solution to some suited stationary points in the
large solution space.
III. RRLBS: ROBUST REPRESENTATION AND
LEARNING-BASED SPARSITY
In this section, we propose a novel model by emphasizing
both robust representation and learning-based sparsity. To
relieve the side influences of badly degraded channels, the `2,1-
norm, rather than `2-norm, is employed to measure the repre-
sentation loss, preventing too large errors from dominating our
objective. Then, a learning-based sparsity method is proposed
to update a guidance map, by which the sparse constraint could
be individually imposed according to the mixed level of each
pixel. Such implementation is more reasonable, thus expected
to get better HU results.
Notation. In this paper, we use boldface uppercase letters
to denote matrices and boldface lowercase letters to represent
vectors. Given a matrix X , {Xln} ∈ RL×N , we denote the
lth row and nth column as xl ∈ R1×N and xn ∈ RL respec-
tively. Xln is the (l, n)-th entry in the matrix. A nonnegative
−1 1
1
Penalty
`0.5
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`2
Figure 2. `p (0.5 ≤ p ≤ 1)-norm versus `2-norm in shape. Compared with
the `2-norm, `1 is more capable of preventing large errors from dominating
the objective energy. Compared with the `1 sparse constraint, `p (0.5 ≤p<1)
tends to find a sparser solution [7, 54, 57].
matrix is denoted as X ≥ 0 or X ∈ RL×N+ . The `2,1-norm of
matrices is defined as ‖X‖2,1=
∑L
l
(∑N
n X
2
ln
)1/2
.
Problem formalization. In the HU problem, we are often
given a hyperspectral image of N pixels and L channels, which
is denoted by a nonnegative matrix X , [x1,x2, · · · ,xN ] ∈
RL×N+ . From the linear mixture perspective, the goal of HU
is to find two nonnegative matrices to well approximate X
with their product. Formally, the discrepancy between X and
its representation X˜ is modeled as
min
M,A
loss
{
X, X˜
}
, s.t. X˜ = MA,M ≥ 0,A ≥ 0, (2)
where M , [m1, · · · ,mK ] ∈ RL×K+ is the endmem-
ber matrix including K spectral bases, K  min {L,N};
A , [a1, · · · ,aN ] ∈ RK×N+ is the corresponding abundance
matrix—the nth (∀n=1, · · · , N) column vector an contains
all K abundances at pixel xn; loss {·, ·} is a loss function
measuring the difference between two terms. When setting
loss {·, ·} as the Euclidean loss, the objective (2) becomes the
standard NMF problem [6, 42, 49], which is commonly used in
a great number of state of the art HU methods [6, 7, 9, 10, 13,
14]. However, the Euclidean loss is prone to outliers [55, 56].
Accordingly, our initial goal is to propose a robust HU model.
A. Robust Representation in the `2,1-norm
Existing HU methods generally use the Euclidean loss to
measure the representation error, that is
min
M,A
N∑
l=1
∥∥xl −mlA∥∥2
2
, s.t. M ≥ 0,A ≥ 0, (3)
where xl is the lth channel (i.e. row vector) in X; ml is the lth
channel in M. Similar to the existing least square minimization
based models in machine learning and statistics [58, 59], (3)
is sensitive to the presence of outlier channels [56, 60, 61].
However, from the perspective of remote sensing, hyperspec-
tral images are very likely to contain outlier channels. This
is owing to the following two reasons. First, due to the
high spectral resolution of hyperspectral sensors, it receives
very litter energy from a narrow wavelength range when
producing each hyperspectral channel. In this way, the imaging
information is highly easy to be overwhelmed by various kinds
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of noises. Second, the bad imaging conditions are responsible
for the degraded channels as well—when imaging from the
outer space or airplanes, due to the water vapor and the
atmospheric effects etc., the hyperspectral channels are easy to
be blank or badly noised. Specifically, many noised channels
deviate significantly from the majority of the hyperspectral
channels. They are actually outlier channels.
To identify the outlier channels and to relieve the side effects
they cause, a robust loss in the `2,1-norm is proposed
min
M,A
L∑
l=1
∥∥xl −mlA∥∥
2
, s.t. M ≥ 0,A ≥ 0. (4)
Considering all the row vectors together, the objective (4)
becomes the concise matrix format:
min
M,A
‖X−MA‖2,1 , s.t. M ≥ 0,A ≥ 0, (5)
In our new model, the `2,1-norm is applied to the representa-
tion loss—the `1-norm is imposed among channels and the `2-
norm is used for pixels. As the `1-loss is capable of preventing
large representation errors to dominate the objective, as shown
in Fig. 2. The side effects of outlier channels are greatly
reduced and the robustness of the HU task is enhanced.
B. Learning-based Sparsity Constraint via the Guidance Map
State-of-the-art methods generally impose an identical
strength of sparsity constraints for all the pixels, e.g.,
J (A) =
N∑
n=1
hn ‖an‖1 , J (A) =
N∑
n=1
hn ‖an‖1/21/2 ,
where {hn = 1}Nn=1 is the guided value for both `1-NMF [51]
and `1/2-NMF [7]. However, the mixed level of each pixel
varies over image grids, as shown in Fig. 1. It is more rea-
sonable to impose an individual sparsity constraint according
the mixed level of each pixel. To this end, we propose an
iterative method to learn a guidance map h ∈ RN+ , by which
the sparsity constraint in the `p (0.5 ≤ p ≤ 1)2-norm will be
individually applied as
J (A) =
N∑
n=1
‖an‖1−hn1−hn =
N∑
n=1
K∑
k=1
|Akn|1−Hkn , (6)
where ‖a‖pp =
∑K
k |ak|p, hn is the nth entry in the guided
map h, reflecting the mixed level of the nth pixel; Hkn is
the (k, n)-th element in the matrix H = 1KhT ; 1K is the
column vector of all ones with length K. For each pixel xn,
the choice of p is solely dependent upon the corresponding
guidance value hn, performing a nonlinearly weighting role
for the sparsity constraint upon an. Specifically, as the sparsity
of `p solution increases as p decreases [7, 54, 57], a smaller
2Fan et al. has shown that the sparsity of `p (0.5 ≤ p ≤ 1) solu-
tion increases as p decreases, whereas the sparsity of the solution of
`p (0 < p ≤ 0.5) shows little change with respect to p [7, 54]. Thus, to
ensure the sensitivity of the individually sparsity constraint, it is sufficient
to use the `p (0.5≤p≤1)-norm in our model.
1−hn (∀n = 1, 2, · · · , N) will impose a stronger sparse con-
straint on an. In this way, the sparse constraint is individually
imposed for each pixel. The matrix format of (6) is
J (A) = ∥∥A1−H∥∥
1
, (7)
where A1−H =
[
(Akn)
1−Hkn
]
∈ RK×N+ is an element-wise
exponential operation.
The remaining problem is how to learn the optimal guidance
map h∗ ∈ RN+ . In [6], there is one heuristic method to learn
the guided map, which is effective in the transitional areas.
However, it is ineffective in the vast smooth areas in the image
due to the heuristic mechanism. An inaccurate guided map
would lead to an unsuitable sparse constraint. In this paper,
we find that h∗ is crucially dependent upon the mixed level of
each pixel, i.e., the sparse level of the optimal abundance A∗.
In other words, if pixel xn is highly mixed (i.e. the abundance
a∗n is weakly sparse), hn will be small; once xn is highly
“pure” (i.e. a∗n is largely sparse), hn will be large. However,
the mixed level of each pixel is unavailable due to the unknown
of the optimal abundance.
To achieve a good guidance map, here we will propose a
two-step strategy. First, a heuristic strategy is used to get an
initial guess. Then a learning-based updating rule is exploited
to generate a sequence of improved estimates until they reach a
stable solution. We observe that pixels in the transition area or
image edges are very likely be highly mixed [6]. Accordingly,
we propose a heuristic strategy to get an initial guidance map:
hi =
∑
j∈Ni
sij , ∀i ∈ {1, 2, · · ·N} , (8)
where Ni is the neighborhood of xi that includes four neigh-
bors; sij is a similarities measured as
sij = exp
(
−‖xj − xi‖
2
2
σ
)
,
σ ∈ [0.005, 0.08] is an easily tuned parameter. In this way,
the pixels in the transition area are treated as mixed pixels.
However, there is one vital problem with (8)—this heuristic
strategy could only tackle with pixels in the sudden change
area. For the vast smooth areas, the mixed information is
intractable to achieve. Thus, other strategies are required.
Perhaps, the most direct clue to obtain the guided maps is
the intrinsical correlation with the optimal abundance A∗, that
is h∗n = S (a
∗
n) ,∀n ∈ {1, 2, · · · , N}, where
S :
 ⋃
K≥1
RK+
 −→ R+
is a sparsity measure that maps real vectors to a nonnegative
value [62]. Although the optimal abundance A∗ is unavailable,
the updated abundance A(t) is available after the tth iteration.
If A(t) → A∗ over iteration steps, we could always generate a
sequence of improved estimates towards the optimal guidance
map, that is h(t) → h∗, by using the dependence of h(t)n =
S
(
a
(t)
n
)
,h(t) =
{
h
(t)
n
}N
n=1
. In turn, the learnt h(t) helps
to impose an improved individual sparsity constraint for each
F. Y. ZHU et al.: SPECTRAL UNMIXING VIA RRLBS 5
pixel, eventually leading to a more reliable unmixing result.
This iterative process is supposed to generate a sequence of
ever improved estimates until convergences.
Specifically, due to the good property [62], we use the Gini
index to measure the sparse level of each abundance vector.
Given a vector a with its elements sorted as a(1) ≤ a(2) ≤
· · · ≤ a(K), the Gini index is defined as
S (a) = 1− 2
K∑
k=1
a(k)
‖a‖1
(
K − k + 12
K
)
. (9)
In this way, large elements have a smaller weight than the
small elements in the sparse measure, avoiding the situation
where smaller elements have negligible (or no) effect on the
measure of sparsity [62].
C. Robust HU Model via Joint `2,1-norm and `p-norm
Considering the robust representation loss (5) and the pixel-
level sparsity constraint (7) together, the overall HU objective
(RRLbS) is given by
min
M≥0,A≥0
O = 1
2
‖X−MA‖2,1 + λ
∥∥A1−H∥∥
1
, (10)
where λ is a nonnegative balancing parameter. Due to the non-
convex and non-smooth property of (10), the above objective
is very challenging to solve. The efficient solver as well as
its convergent proofs and computational complexity analyses
will be systematically provided in the next section.
IV. AN EFFICIENT ALGORITHM FOR RRLBS
Since (10) is highly non-convex and non-smooth in M
and A, the final objective (10) is challenging to solve. As
a profound theoretical contribution, we propose an efficient
iterative algorithm to solve the joint `2,1-norm and `p-norm
based model. We first introduce how to efficiently solve (10)
and then give a systematic analysis to the proposed solver,
including its convergence and computation complexity.
A. Updating Rules for RRLbS
To ensure the Lipschitz condition [6, 63] of the learning-
based sparsity constraint, we reformulate our model as
min
M≥0,A≥0
O = 1
2
‖X−MA‖2,1 + λ
∥∥∥(A+ ξ)1−H∥∥∥
1
, (11)
where ξ is a small positive value adding to every entry in A.
As a result, Akn+ξ>0 (∀k, n) guarantees the Lipschitz con-
dition of the learning-based sparsity constraint. It is obvious
that (11) is reduced to (10) when ξ → 0.
Then, the Lagrangian multiplier is used to deal with the
nonnegative constraint on M and A, resulting in the following
objective
min
M,A
L =1
2
‖X−MA‖2,1 + λ
∥∥∥(A+ ξ)1−H∥∥∥
1
(12)
+ Tr (ΛMᵀ) + Tr
(
ΓAT
)
,
where Λ ∈ RL×K+ and Γ ∈ RK×N+ are the Lagrangian
multipliers of the inequality constraints M ≥ 0 and A ≥ 0
respectively. There are two variable matrices in (12). Thus, an
alternate algorithm is proposed. Specifically, the solution with
respect to {M,A} is given in the following theorem.
Theorem 1. An updated point {M,A} could be achieved via
the updating rules as
Mlk ←Mlk
(
UXAT
)
lk
(UMAAT )lk
(13)
Akn ← Akn
(
MTUX
)
kn(
MTUMA+ λ (1−H) ◦ (A+ ξ)−H
)
kn
, (14)
where U ∈ RL×L+ is a positive-definite and diagonal matrix
with the lth diagonal entry3 as Ull = 12
∥∥(MA−X)l∥∥−1
2
; ◦ is
the Hadamard product between matrices; A−H =
[
A−Hknkn
]
is an element-wise exponential operation.
Proof: According to the constrained optimization, a sta-
tionary point of (12) could be achieved by differentiating
(12), setting the partial derivatives to zero and considering the
Karush-Kuhn-Tucker (KKT) optimality conditions [64, 65].
This amounts to a two-step strategy. First, setting the partial
derivatives to zero, we have
∇ML =U (MA−X)AT + Λ = 0 (15)
∇AL =MᵀU (MA−X) + Γ+
λ (1−H) ◦ (A+ ξ)−H = 0. (16)
Then, considering the KKT conditions ΛlkMlk = 0 and
ΓknAkn = 0, we have the equalities as(
UMAAT −UXAT )
lk
Mlk = 0(
MTU (MA−X) + λ (1−H) ◦ (A+ ξ)−H
)
kn
Akn = 0.
Solving the above equations, we get the final updating rules
Mlk ←Mlk
(
UXAT
)
lk
(UMAAT )lk
Akn ← Akn
(
MTUX
)
kn(
MTUMA+ λ (1−H) ◦ (A+ ξ)−H
)
kn
.
In this manner, we give the solver for the objective (11).
As mentioned before, the most direct clue to estimate the
guidance map h is the crucial dependence upon abundances.
Once getting the stable abundance A, h could be efficiently
solved via the Gini index (9) as
H = 1Kh
T ,h = S (A) . (17)
Note that, to satisfy the `p sparse constraint in (6), every value
in the guidance map needs to be scaled into the range of
[0, 0.5], that is
hn ← hn −min (h)
2 [max (h)−min (h)] , ∀n ∈ {1, 2, · · · , N} .
The solver for the RRLbS model (10) is given in Algorithm 1.
3To avoid singular failures, if (MA−X)l=0, we obtain Ull by Ull=
1
2
√∥∥(MA−X)l∥∥2
2
+ , where  is typically set 10−8.
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Algorithm 1 for RRLbS (10)
Input: hyperspectral image X; the number of endmembers K;
parameter λ; the initial guidance map h(0).
1: initialize the factor matrices M and A.
2: calculate H = 1K
(
h(0)
)ᵀ ∈ RK×N .
3: repeat
4: repeat
5: update A via the updating rule (14).
6: update M via the updating rule (13).
7: until stable
8: update H via the updating rule (17).
9: until convergence
Output M and A as the final unmixing result.
B. Convergence Analysis
To ensure the reliability of (13) and (14), we would like to
analyze their convergence property.
Lemma 2. The updating rules (13) and (14) are equivalent
to the following updating rules
M̂lk ← M̂lk
(
X̂AT
)
lk(
M̂AAT
)
lk
(18)
Akn ← Akn
(
M̂T X̂
)
kn(
M̂TM̂A+ λ (1−H) ◦ (A+ ξ)−H
)
kn
, (19)
where M̂ = U
1
2M, X̂ = U
1
2X. This means that the objective
(10) could be equivalently solved by (18) and (19).
Proof: Considering M̂ = U
1
2M, X̂ = U
1
2X and that U
is a positive-definite and diagonal matrix, the updating rules
(18) and (19) become
U
1
2
llMlk ← U
1
2
llMlk
(
U
1
2XAT
)
lk(
U
1
2MAAT
)
lk
(20)
Akn ← Akn
(
MTUY
)
kn(
MTUMA+ λ (1−H) ◦ (A+ ξ)−H
)
kn
.
(21)
Since
(
U
1
2Y
)
lk
= U
1
2
ll Ylk,∀Y ∈ RL×K , we have the
following derivations(
U
1
2XAT
)
lk(
U
1
2MAAT
)
lk
=
U
1
2
ll
(
U
1
2XAT
)
lk
U
1
2
ll
(
U
1
2MAAT
)
lk
=
(
UXAT
)
lk
(UMAAT )lk
.
(22)
Substituting (22) into (20), we have
Mlk ←Mlk
(
UXAT
)
lk
(UMAAT )lk
. (23)
Since the updating rules (23), (21) are exact the same as the
updating rules (13), (14), we have proved Lemma 2.
Theorem 3. The objective (10) is non-increasing by using the
updating rules (13) and (14).
Proof: Based on the partial derivatives (15), (16), it is
obvious that the updating rules (13), (14) compute the optimal
solution of the following problem,
min
M≥0,A≥0
1
2
Tr
{
(X−MA)T U (X−MA)
}
+ λ
∥∥∥(A+ ξ)1−H∥∥∥
1
(24)
which is equivalent to the objective as:
min
M̂≥0,A≥0
1
2
∥∥∥X̂− M̂A∥∥∥2
F
+ λ
∥∥∥(A+ ξ)1−H∥∥∥
1
, (25)
where M̂ = U
1
2M, X̂ = U
1
2X. It has been proved in [6]
that (25) is non-increasing under the updating rules (18), (19).
Because (24) is the same problem as (25), and the updating
rules (13), (14) are equivalent to (18), (19), as analyzed in
Lemma 2, we infer that the objective (24) is non-increasing
under the updating rules (13), (14) as well. For each iteration,
we denote the updated {M,A} as {M¯, A¯}. Thus, we have
the following inequalities
1
2
Tr
{
E¯TUE¯
}
+ λ
∥∥∥(A¯+ ξ)1−H∥∥∥
1
≤1
2
Tr
{
ETUE
}
+ λ
∥∥∥(A+ ξ)1−H∥∥∥
1
,
where E¯ = X− M¯A¯ and E = X−MA. This amounts to
L∑
l=1
∥∥e¯l∥∥2
2
2 ‖el‖2
+ λ
∥∥∥(A¯+ ξ)1−H∥∥∥
1
≤
L∑
l=1
∥∥el∥∥2
2
2 ‖el‖2
+ λ
∥∥∥(A+ ξ)1−H∥∥∥
1
. (26)
Given the function f (x) = x− x
2
2α
(∀α ∈ R+), f (x) ≤ f (α)
holds for any x ∈ R [56, 58]. Thus we have
L∑
l=1
∥∥e¯l∥∥
2
−
L∑
l=1
∥∥e¯l∥∥2
2
2 ‖el‖2
≤
L∑
l=1
∥∥el∥∥
2
−
L∑
l=1
∥∥el∥∥2
2
2 ‖el‖2
. (27)
Combining the inequalities of (26) and(27) together, we have
the inequality as∑
l
∥∥e¯l∥∥
2
+ λ
∥∥∥(A¯+ ξ)1−H∥∥∥
1
≤
∑
l
∥∥el∥∥
2
+ λ
∥∥∥(A+ ξ)1−H∥∥∥
1
,
which is equivalent to the inequality
1
2
∥∥X− M¯A¯∥∥
2,1
+ λ
∥∥∥(A¯+ ξ)1−H∥∥∥
1
≤1
2
‖X−MA‖2,1 + λ
∥∥∥(A+ ξ)1−H∥∥∥
1
.
In this way, we have proven Theorem 3.
Apart from the theoretical proof above, the empirical con-
vergent study for Algorithm 1 is summarized in Section V-G.
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Table I
COMPUTATIONAL OPERATION COUNTS FOR NMF AND RRLBS AT EACH ITERATION.
Methods Arithmetic Operations in float-point format at each iteration OverallAddition Multiplication Division Exponent
NMF 2LNK − 2K (N + L) 2LNK +K (L+N) K (L+N) – O (KLN)
+2K2 (L+N)− 2K2 +2K2 (L+N)
RRLbS 3KLN −K (L+N) 3KLN + L (3K +N) K (L+N) KN + L O (KLN)
+2K2 (L+N)− 2K2 +K2 (2L+ 3N)
Table II
PARAMETERS USED IN COMPUTATIONAL COMPLEXITY ANALYSIS.
Parameters Description
K number of endmembers
L number of channels
N number of pixels in hyperspectral image
t number of iteration steps
C. Computational Complexity Analysis
Theoretically, the computational complexity is important
for algorithms. In this section, we analyze the additional
computational cost of our method compared with the standard
NMF. To give a precise comparison, the arithmetic operations
of addition, multiplication, division and exponent, are counted
for each iteration.
Based on the updating rules (13) and (14), it is easy to
summarize the counts of operations in Tabel I, where the
notations are listed in Table II. For RRLbS, it is important to
note that U is a positive-defined diagonal matrix. This property
facilitates the savage of computational costs. For example, it
only costs L exponent operations to compute the exponent of
U∈RL×L+ , that is Uα={Uαll }Ll=1 ,∀α∈R. While for a normal
matrix V ∈ RL×L+ of the same size, it costs O
(
L3
)
to get the
inverse matrix Vα (α=−1), which could also be treated as an
exponent operation. The cost of matrix multiplication UM is
greatly saved as well; it costs LK multiplication for our case.
While for a normal V ∈ RL×L+ , it takes L2K multiplication
and L2K − LK addition to get VM.
Apart from the updating costs, RRLbS costs O (4LN) to get
the initial guidance map and O (NK +NK logK) to get an
updated one. If the updating process stops after t steps and the
learning-based guidance map updates after each q (typically
10) iterations, the total cost of RRLbS is
O
(
tKLN + 4LN +
t
q
(NK +NK logK)
)
.
While the total cost of NMF is O (tKLN). Generally N 
max {L,K} , the computational complexities of RRLbS and
NMF are of the same magnitude.
V. EVALUATION
In this section, extensive experiments are conducted to
evaluate the effectiveness of our method in the HU task.
A. Datasets
Three real hyperspectral datasets are used in the experi-
ments. Their information is listed below. The ground truths
are obtained by the method introduced in [18, 19, 66, 67].
(a) Urban (b) Jasper Ridge (c) Cuprite
Figure 3. Three benchmark hyperspectral images, that is Urban, Jasper Ridge
and Cuprite, used in the experiments.
Urban is one of the most widely used datasets for the HU
studying [7, 9, 10]. There are 307× 307 pixels. Each pixel is
recorded at 210 channels ranging from 400nm to 2500nm.
Due to the dense water vapor and the atmospheric effects etc.,
the channels of 1–4, 76, 87, 101–111, 136–153 and 198–210
are either blank or badly noised, which, however, are kept
for the unmixing of the hyperspectral image. There are four
endmembers in this image: “#1 Asphalt”, “#2 Grass”, “#3
Tree” and “#4 Roof” as shown in Fig. 3a.
Jasper Ridge, as shown in Fig. 3b, is a popular dataset used
in [61, 68–76]. It consists of 512 × 614 pixels; each pixel is
recorded at 224 channels ranging from 380nm to 2500nm,
resulting in a very high spectral resolution as 9.46nm. Since
this image is highly complex, we consider a sub-image of
100×100 pixels. This sub-image starts from the (105, 269)-th
pixel. Due to dense water vapor and atmospheric effects etc.,
the channels 1–3, 108–112, 154–166 and 220–224 are blank
or badly noised, which, however, are kept for the unmixing
process. There are four endmembers, that is “#1 Tree”, “#2
Soil”, “#3 Water” and “#4 Road” respectively.
Cuprite (cf. Fig. 3c) is the most benchmark hyperspectral
image for the HU research [6, 7, 9, 14, 30, 41, 77–82]. It
is captured by the AVIRIS sensor that covers a Cuprite area
in Las Vegas, NV, U.S. There are 224 spectral bands that
range the spectra from 370nm to 2, 480nm. The bands 1–2,
104–113, 148–167 and 221–224 are noisy bands or water
absorption bands, which are kept for the unmixing process.
In this paper, a subimage of 250×190 pixels is considered,
which is widely used in the state-of-the-art HU papers [6, 7,
30, 41]. The researchers have different opinions on the number
of endmembers. In [30], there are 14 endmembers; while there
are 10 endmembers in [7]; then Dr. Lu hold that there are 12
endmembers in the Cuprite. In this paper, we agree with Dr.
Lu’s setting. Please refer to [67] for the illustration of the
12 endmembers. Due to the different setting of endmembers,
the results of the state-of-the-art methods are different in the
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Figure 4. The average performances (i.e. SAD and RMSE) of six methods on (a) Urban (b) Jasper Ridge and (c) Cuprite. Compared with the state-of-the-art
method, our method achieves highly promising HU results.
papers [7, 9, 14, 30, 41].
B. Compared Algorithms and Parameter Settings
To verify the superior performance, the proposed method is
compared with six state-of-the-art methods. The details of all
these methods (including our method) are listed as follows:
1) Our method: Effective Spectral Unmixing via Robust
Representation and Learning-based Sparsity (RRLbS) is
a new method proposed in this paper.
2) Vertex Component Analysis [30] (VCA) is the bench-
mark geometric method. The code is available on the
webpage http://www.lx.it.pt/bioucas/code.htm.
3) `1/2 sparsity-constrained NMF [7] (`1/2-NMF) is a state-
of-the-art method that could get sparser results than `1-
NMF. Since the code is unavailable, we implement it.
4) Local Neighborhood Weights regularized NMF [11] (W-
NMF) is a manifold graph based NMF method. It inte-
grates the spectral information and spatial information
when constructing the weighted graph. Since this work
is an extension of G-NMF [12], we implement the code
by referring to the code on http://www.cad.zju.edu.cn/
home/dengcai/Data/GNMF.html.
5) Endmember Dissimilarity Constrained NMF [14] (EDC-
NMF) urges the endmember to be smooth itself and
different from each other. We implement the code since
the orginal code is not available on the web
6) Graph-regularized `1/2-NMF [41] (GL-NMF) is a new
method proposed in 2013. It considers both the sparse
characteristic and the intrinsic manifold structure in hy-
perspectral images. We implement the code by ourself.
7) Data-guided sparsity constrainted NMF [6] (DgS-NMF)
is a state-of-the-art method published in 2014. The main
idea is to apply the adaptively sparse constraints, which
are according to the mixed level of each pixel.
There is no parameter in VCA. For the other six methods,
there is one main parameter. To find a good parameter setting,
typical procedures consist of two phases: a bracketing phase
that finds an interval [λmin, λmax] containing acceptable pa-
rameters, and a selection phase that zooms in to locate the
optimal parameter.
C. Evaluation Metrics for Quantitative Performances
We use two benchmark metrics to measure the quantitative
HU results, i.e. (a) Spectral Angle Distance (SAD) [9, 30]
and (b) Root Mean Square Error (RMSE) [7, 9, 83]. Both
metrics assess the estimated errors. Thus, the smaller SAD
and RMSE correspond to the better results. Specifically, SAD
evaluates the estimated endmember, and RMSE assesses the
estimated abundance map. They are defined as
SAD (mk, m̂k) = arccos
(
mTk m̂k
‖mk‖ · ‖m̂k‖
)
(28)
and
RMSE
(
ak, âk
)
=
(
1
N
‖ak − âk‖22
)1/2
(29)
∀k = {1, · · · ,K}, where m̂k is the kth estimated endmember,
âk is the kth estimated abundance map (i.e. the kth row vector
in Â),
{
mk,a
k
}
are the corresponding ground truth; N is the
number of pixels in image.
D. Quantitative Performance Comparisons
To verify the performance of our method, we conduct the
experiments on three benchmark datasets, i.e., Urban, Jasper
Ridge and Cuprite, as shown in Fig. 3. Each experiment is
repeated eight times to ensure a reliable comparison.
The quantitative results are summarized in Tables III, IV, V
and plotted in Fig. 4. Specifically, Table III summarizes the
unmixing results on Urban, where the top sub-table illustrates
SADs and the bottom sub-table shows RMSEs. In each sub-
table, each row shows the results of one endmembers, i.e. “#1
Tree”, “#2 Soil”, “#3 Water” and “#4 Road” respectively; the
last row shows the average results over the four endmembers.
As Table III shows, our method generally achieves the best
results. This case is better illustrated in Fig. 4a, where the
average results are illustrated. As we shall see, RRLbS per-
forms the best—compared with the second best results, our
method reduces 55.27% for SAD and 54.68% for RMSE.
Such extraordinary improvements rely on two reasons. First,
due to the atmospheric effects, there are 48 channels either
blank or badly noised. Accordingly, our method is robust
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Table III
UNMIXING PERFORMANCES OF SEVEN STATE-OF-THE-ART METHODS ON URBAN. THE RED VALUE IS THE BEST, AND THE BLUE VALUE IS THE 2ND BEST.
End- Spectral Angle Distance SAD
(×10−2)
members VCA `1/2-NMF EDC-NMF W-NMF GL-NMF DgS-NMF RRLbS
#1 Asphalt 12.22±3.63 24.92±0.31 17.39±0.41 16.10±0.47 24.16±0.71 29.58±0.83 17.35±0.18
#2 Grass 42.09±6.93 29.26±0.11 43.48±0.06 43.67±0.07 30.45±0.08 32.64±0.10 8.01±0.07
#3 Tree 12.58±1.04 7.45±0.06 9.78±0.11 11.94±0.23 9.77±0.53 6.94±0.04 3.74±0.06
#4 Roof 43.81±17.65 16.19±0.23 50.45±0.22 50.49±0.28 12.71±0.20 29.56±0.61 5.38±0.06
Avg. 27.68 19.46 30.28 30.55 19.27 24.68 8.62
Root Mean Square Error RMSE
(×10−2)
#1 Asphalt 32.60±1.93 29.76± 0.12 24.12±0.12 23.84±0.12 29.19±0.17 30.18±0.12 10.34±0.05
#2 Grass 39.78±3.39 42.12±0.05 34.78±0.07 34.34±0.07 41.58±0.07 41.73±0.10 18.23±0.09
#3 Tree 33.05±5.09 40.73±0.03 38.82±0.01 38.63±0.02 40.27±0.02 40.72±0.05 13.90±0.10
#4 Roof 33.01±5.61 25.86±0.39 21.36±0.15 21.63±0.17 24.69±0.59 21.07±0.30 11.20±0.10
Avg. 34.61 34.62 29.77 29.61 33.93 33.42 13.42
Table IV
UNMIXING PERFORMANCES OF SEVEN METHODS ON JASPER RIDGE. THE RED VALUE IS THE BEST, AND THE BLUE VALUE IS THE 2ND BEST.
End- Spectral Angle Distance SAD
(×10−2)
members VCA `1/2-NMF EDC-NMF W-NMF GL-NMF DgS-NMF RRLbS
#1 Tree 24.71±5.83 11.66±0.14 18.21±0.06 18.71±0.09 9.71±0.32 9.76±0.08 8.71±0.13
#2 Soil 24.72±0.33 18.22±0.35 21.83± 0.44 22.12±0.42 10.23±0.09 12.34±0.08 9.79±0.14
#3 Water 23.68±14.66 3.58±1.02 8.51±0.53 9.99±0.44 20.27±0.63 6.25±0.27 5.37±0.38
#4 Road 52.26±6.93 21.12±0.11 23.44±0.22 23.66±0.29 16.80±0.29 15.98±0.22 18.13±0.17
Avg. 31.34 13.64 18.00 18.62 14.25 11.09 10.50
Root Mean Square Error RMSE
(×10−2)
#1 Tree 29.05±5.90 8.23±0.28 13.32±0.13 13.73±0.07 6.57±0.15 7.76±0.23 7.04±0.36
#2 Soil 28.26±9.27 6.49±0.02 9.39±0.08 10.22±0.06 6.12±0.03 6.47±0.03 5.66±0.04
#3 Water 25.37±7.85 22.88±0.28 21.32±0.23 20.89±0.28 17.73±0.61 15.73±0.31 13.53±0.32
#4 Road 24.12±16.81 22.52±0.47 20.54±0.34 19.82±0.44 15.94±0.65 14.06±0.36 10.98±0.33
Avg. 26.70 15.03 16.14 16.16 11.59 11.00 9.30
Table V
UNMIXING PERFORMANCE OF SIX STATE-OF-THE-ART METHODS ON CUPRITE. THE RED VALUE IS THE BEST, AND THE BLUE VALUE IS THE 2ND BEST.
Endmembers Spectral Angle Distance (SAD)
`1/2-NMF EDC-NMF W-NMF GL-NMF DgS-NMF RRLbS
#1 Alunite 0.3378±0.2846 0.3274±0.0085 1.3462±0.0162 0.3176±0.0362 0.3000±0.0876 0.3120±0.0450
#2 Andradite 1.3552±0.0355 1.5106±0.1238 1.3972±0.0474 0.8033±0.0305 0.8797±0.0516 1.4097±0.0413
#3 Buddingtonite 1.3189±0.0350 1.3566±0.0617 1.4359±0.0394 1.3863±0.0970 1.3497±0.0635 1.2886±0.0741
#4 Dumortierite 0.6131±0.1236 0.6813±0.4101 1.1769±0.0759 1.0918±0.3249 0.4060±0.1326 0.3342±0.0851
#5 Kaolinite1 0.4148±0.3163 0.3300±0.3841 1.3173±0.3309 0.7197±0.3104 1.2451±0.4480 0.4651±0.4010
#6 Kaolinite2 0.3216±0.1869 0.4076±0.3442 0.3097±0.0567 0.3631±0.4211 0.3206±0.0081 0.2861±0.3214
#7 Muscovite 1.4228±0.0226 1.3684±0.0328 1.4419±0.0263 1.4412±0.0214 1.4152±0.1141 1.0391±0.0665
#8 Montmorillonite 1.1161±0.4560 1.1617±0.3705 0.3336±0.4429 1.4234±0.3953 1.1804±0.4017 0.3479±0.4526
#9 Nontronite 0.2892±0.0044 0.3103±0.0312 0.3024±0.0136 0.2896±0.0100 0.3030±0.0123 0.2825±0.0182
#10 Pyrope 1.2089±0.3985 1.3712±0.1130 0.9347±0.3493 0.3543±0.3791 0.5711±0.0643 1.2644±0.3729
#11 Sphene 0.3998±0.4201 1.1496±0.3551 0.4702±0.2028 0.3805±0.1989 0.3614±0.1437 0.8332±0.3182
#12 Chalcedony 1.4315±0.1222 0.4117±0.0607 0.3105±0.0389 1.4540±0.5391 1.4538±0.4531 1.4468±0.4611
Avg. 0.8525 0.8655 0.8980 0.8354 0.8155 0.7758
to these side channels and relieves their bad effects on the
unmixing process. Besides, with the help of the guidance map,
RRLbS exploits an individually sparse constraint according to
the mixed level of each pixel, which is better suited to the real
situation. Both reasons help to achieve a better performance.
In Table IV, there are two sub-tables illustrating SADs and
RMSEs of seven state-of-the-art methods on the Jasper Ridge
hyperspectral image. In the sub-table, each row shows the
results of one endmembers, that is “#1 Tree”, “#2 Soil”, “#3
Water” and “#4 Road” respectively. The last row shows the
average results. Specifically, the values in the red ink are the
best, while the blue ones are the second best. As Table IV
shows, our method generally achieves the best results, and in
a few cases it achieves comparable results with the best results
of other methods. Such case is better illustrated in Fig. 4b. As
we shall see, RRLbS is the best method that reduces 5.32%
for SAD and 15.45% for RMSE according to the second best
results. However, compared with the results on Urban, the
improvement of our method is not so huge. This is since Jasper
Ridge is not so badly noised as Urban. The improvement
mainly relies on the individually sparse constraint in RRLbS.
Table V summaries the HU performances of six methods
on the Cuprite hyperspectral image. In this table, the rows
display the results of 12 endmembers, as shown in Table V. In
general, the sparsity constrained methods, such as `1/2-NMF,
GL-NMF and DgS-NMF, obtain better results than the other
methods. This is since sparsity constraints tends to achieve
expressive endmembers [45]. Such property is more reliable
for the HU task. In Fig. 4c, the average performances of SAD
are exhibited. As we shall see, our method obtains superior
10 ###
255,0,0 #1 Asphalt
0,255,0 #2 Grass
0,0,255 #3 Tree
0,0,0 #4 Roof
W-NMF DgS-NMF Ground Truth
(a) Urban. The 1st row shows the abundance map in pseudo color; the 2nd row shows the estimated error.
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Figure 5. Abundance maps of five methods on (a) Urban and (b) Jasper Ridge. In each sub-figure, the top row shows abundance maps in pseudo color; the
bottom row shows the estimated error of each method, i.e. e = {en}Nn=1, where en = ‖an − ân‖. From the 1st to the 5th column, each column illustrates
the results of one method. The last column shows the ground truths. (Best viewed in color)
performances—compared with the second best results, RRLbS
reduces 4.87% for SAD. Cuprite is the most challeging real
hyperspectral images. Such improvement is considerable.
E. Visual Performance Comparisons
To give a visible comparison, the abundance map of seven
methods as well as their estimated errors are compared in
Fig. 5. To begin, we give the definition of abundance maps
in pseudo by taking Fig. 5a as an example. There are four
main color inks in the top row of Fig. 5a. Via these colors, we
could display the abundances Akn associated with pixel xn
by plotting the corresponding pixel using the proportions of
red, blue, green and black inks given by Akn for k=1, 2, 3, 4,
respectively. So, for instance, a pixel for which A2n = 1 will
be colored blue, whereas one for which A2n=A1n=0.5 will
be colored with equal proportions of red and blue inks and
so will appear purple. In the bottom row of Fig. 5a, the error
map e = {en}Nn=1 ∈ R+ is displayed. At the nth pixel, the
error value in e is obtained by computing the `2-norm of the
corresponding error vector, that is en = ‖an − ân‖2.
The visualized abundances on the Urban hyperspectral im-
age are illustrated in Fig. 5a, consisting of two rows and eight
columns of sub-images. The top row shows the abundance
map in pseudo, and the bottom rows shows the corresponding
error maps. From the 1st to the 7th columns, each column
shows the result sub-image of one method. The last column
shows the ground truth. As we shall see, our method achieves
extraordinarily results. It gets the most similar abundance
maps compared with the ground truth; our error map is the
smallest. For the other methods, they achieve abundance maps
that have more errors, which are clearly demonstrated in the
corresponding error map. As mentioned before, it is the serious
noise in Urban makes other results bad. While for our method,
the robust objective could greatly relieve the side effects of
outlier channels. Thus, the performance is largely enhanced.
The abundance maps of seven state-of-the-art methods on
the Jasper Ridge image are displayed in Figs. 5b. Compared
with Fig. 5a, most methods achieve acceptable results. This
is due to the less noise in the Jasper Ridge image. Specif-
ically, our method achieves much better results than the
other methods—our abundance map is highly similar with the
ground truth; the corresponding error map is very small. Such
results verify that the individually sparse constraint is very
reliable, and that RRLbS is well suited to the HU task.
F. Comparision of Guidance Maps: Quantitative & Visual
As a significant characteristic, RRLbS learns the guided map
to model the individually mixed level of each pixel. Based
on the learnt guided map, we impose the individually sparse
constraint according to the mixed level of each pixel. These
two phases help each other to achieve better and better results.
The unmixing results have already been compared. In this
section, the learnt guided maps are systematically compared.
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Figure 6. Convergence curves of RRLbS on (a) Urban and (b) Jasper Ridge.
The results of the guided maps are illustrated in Figs. 7a
and 7b, where the former summarizes the quantitative results
and the latter shows the visual comparisons. There are three
kinds of guided maps in Fig. 7: 1) “Constant map” means
the identical guided map used by the traditional methods,
like, `1-NMF and `1/2-NMF [6]; 2) “DgS-NMF” denotes the
guided learnt by the heuristic strategy in [6]; 3) “RRLbS”
represents the learning-based guided map obtained by our
RRLbS. As shown in Fig. 7, “RRLbS” is extraordinarily
better than the other two methods. In terms of quantitative
comparisons (cf. Fig. 7a), the estimated error of “RRLbS” is
half of the second best one in average. When checking the
visual comparison in Figs. 7b, our method achieves the most
similar appearance compared with the ground truth. Obviously,
there is no meaning for the “Constant map”. For the “DgS-
NMF”, it achieves acceptable results in the transitional areas
in the scene. However, it is intractable to guess the mixed
information for the vast smooth areas. As a huge improvement,
the “RRLbS” gets satisfactory mixed information in all kinds
of areas. In short, the comparisons above verify that RRLbS is
able to learn satisfactory guidance maps which can effectively
indicate the mixed level of pixels.
G. Convergence Study
It has been theoretically proven that the objective (10) is
able to converge to a local minimum by using the updating
rules (13) and (14). To verify this conclusion, we conduct
experiments to show the empirical convergence property of
RRLbS. The convergent curves are illustrated in Fig. 6,
including two sub-figures, each of which shows the results on
one dataset. In each sub-figure, the X-axis shows the number
of iteration t, and the Y-axis illustrates the objective energy
defined in (10). As we shall see, the objective energy decreases
monotonously over the iteration steps until convergence.
VI. CONCLUSIONS
In this paper, we propose a novel robust representation and
learning-based sparsity (RRLbS) based method for the HU
task. The `2,1-norm is exploited to measure the representa-
tion loss, enhancing the robustness against outlier channels.
Then, through the learning-based sparsity method, the sparse
constraint is adaptively applied according to the mixed level
of each pixel. Such case not only agrees with the practical
situation but also leads the endmember toward some spectra
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(a) Quantitative results of the three guided maps on Urban and Jasper Ridge.
Constant map DgS-NMF RRLbS Ground Truth
(b) Visual results of the three guided maps on Urban and Jasper Ridge.
Figure 7. Illustrations of three guided maps on the two datasets: (a)
quantitative results, (b) visual results. Specifically, “Constant map” means
the identical guided map used in the traditional methods, e.g., `1-NMF and
`1/2-NMF; “DgS-NMF” denotes the guided map obtained by the heuristic
strategy in [6]; “RRLbS” represents the learning-based guided map achieved
by the proposed method. (a) shows the SAD and RMSE error of those three
methods compared with the ground truths. In (b), there are two rows and four
columns of sub-images. Each row shows the results on one dataset, i.e. Urban
and Jasper Ridge respectively. From the 1st to the 3rd column, each column
illustrates the results of one method. The last column shows the ground truths.
resembling the highly sparse regularized pixel. Extensive ex-
periments on three benchmark datasets verify the advantages
of RRLbS: 1) in terms of both quantitative and visual per-
formances, RRLbS achieves extraordinarily better results than
all the compared methods; 2) the estimated guidance map is
highly promising as well, providing a more accurate sparse
constraint at the pixel level. Moreover, both theoretic proof
and empirical results verify the convergence of our method.
APPENDIX
In this appendix, we will provide a `2,p-norm based robust
model to deal with the badly degraded channel. Specifically in
Section III-C, we have proposed the `2,1-norm based measure
for the representation error, leading to the following objective
min
M≥0,A≥0
O = 1
2
‖X−MA‖2,1 + λ
∥∥A1−H∥∥
1
. (30)
However, there are theoretical and empirical evidences to
demonstrate the fact that compared with `2 or `1 norms,
the p` (0 < p < 1)-norm is more able to prevent outliers
from dominating the objective, enhancing the robustness [84].
Therefore, we provide another new model by using the
`2,p (0 < p < 1)-norm to measure the representation loss
min
M≥0,A≥0
O = 1
2
‖X−MA‖2,p + λ
∥∥A1−H∥∥
1
, (31)
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where ‖X−MA‖2,p=
∑L
l
(∑N
n (X−MA)2ln
)p/2
. In this
case, we could control the robustness level of our model
(31) by setting the value of p—a smaller p leads to a strong
robustness under the same λ setting.
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