ABSTRACT. Mass appraisal, or the automatic valuation of a large number of real estate assets, has attracted the attention of many researchers, who have mainly approached this issue employing traditional econometric models such as Ordinary Least Squares (OLS). However, this method does not consider the hierarchical structure of the data and therefore assumes the unrealistic hypothesis of the independence of the individuals in the sample. This paper proposes the use of the Hierarchical Linear Model (HLM) to overcome this limitation. The HLM also gives valuable information on the percentage of the variance error caused by each level in the hierarchical model. In this study HLM was applied to a large dataset of 2,149 apartments, which included 17 variables belonging to two hierarchical levels: apartment and neighbourhood. The model obtained high goodness of fit and all the estimated variances of the parameters in HLM were lower than those calculated by OLS. It can be concluded as well that no further neighbourhood variables need be added to the model to improve the goodness of fit, since almost all the residual variance can be attributed to the first hierarchical level of the model, the apartment level.
INTRODUCTION
The real estate market plays an important role in the economy, influencing aspects such as public policies, taxation, financial system stability, employment, household spending, etc., as the recent economic crisis has clearly revealed. For this reason, it is not surprising that this market has been carefully studied from different perspectives, especially in recent time, focusing on topics like price formation (Aznar et al., 2010) , investment decisions (Cervelló et al. 2011) , taxation (Raslanas et al. 2010) or life quality (Štreimikienė 2014) , just to mention some examples. Another important and recurrent research topic is residential real estate mass appraisal.
Mass appraisal is the systematic appraisal of groups of properties as of a given date using standardized procedures and statistical testing (Gloudemans 1999) . In the case of residential real estate valuations, there are different public and private organizations that benefit from mass appraisal for different ends, e.g. local governments employ such valuations to calculate certain taxes, banks use it to value real estate assets offered as mortgage collateral, investment funds to estimate the price of real estate portfolios, and valuation companies use it to monitor the valuations calculated by their staff, etc.
The usefulness of mass appraisal has triggered the proposal and application of different methodologies, which can be classified into two groups: one based on an econometric approach and another based on the artificial intelligence approach. The former includes regression models and their multiple variants. The second group is well represented in the literature and includes approaches like decision trees (Fan et al. 2006) , rough set theory (D'Amato 2007), artificial neural networks (Tay and Ho 1991; García et al. 2008; Selim 2009 ), support vector machines (Kontrimas and Verikas 2011) and random forest (Antipov and Pokryshevskaya 2012) .
It is common that real estate appraisers incorporate in their valuation activity methodologies that have already been tested in other fields and are frequently used for other purposes. So, for example, habitual and well-established methodologies like DEA (Titko et al. 2014) , AHP (Ecer 2014) or econometric models (Mihi-Ramirez et al. 2013; Rudzkis and Valkaviciene 2014) have been introduced into the appraisers' practice as well (D'Amato 2010; Aznar et al. 2011; Narula et al. 2012; Cervelló et al. 2013) .
In this paper we propose to apply an econometric model, the hierarchical linear model (hereafter HLM) to mass valuation. HLM are also known as multilevel models, mixed models, random effect models or variance components models. This method has already been used in other fields but, to the authors' knowledge, has so far not been applied to mass valuation. Hierarchical linear models have been successfully used since the 80s in the fields of education (Aitkin et al. 1981; Raudenbush and Bryck 1986; Singh 2014) , public policy (Duncan et al. 1993; Tso and Guan 2014) , criminology (Gelman 2007; Fagan et al. 2015) , and politics (Wang et al. 2015) . This method overcomes some limitations of the traditional regression models, which are based on the hypothesis that the individuals in the sample are independent, however this assumption is not always correct. HLM also provides valuable information on the percentage of the variance error caused by each level in the hierarchical model. In this paper, the variables are grouped into two hierarchical levels (those which describe the apartment and those which describe the neighbourhood) in order to determine which group of variables best explains price variability.
Another important contribution of the present research is the use of a large database with a great number of observations and explanatory variables, which makes the results obtained more robust than those of previous studies in which the database was more limited in terms of observations and explanatory variables.
The remainder of the paper is structured as follows. The next section presents a brief review of the literature on the use of econometric models for mass appraisal of residential real estate. Section 3 introduces the proposed method, i.e. the Hierarchical Linear Model. Section 4 describes the database employed to estimate the econometric models. Section 5 presents the application of HLM to the mass valuation of apartments in the city of Alicante, Spain, and Section 6 contains our conclusions.
THE USE OF ECONOMETRIC MODELS FOR MASS APPRAISAL OF RESIDENTIAL REAL ESTATE
Econometric models, or more specifically, hedonic regression models, have been extensively applied in the literature and are widely used by both academics and practitioners in residential real estate mass appraisal. A large number of academic studies have employed regression models for real estate valuation from the decade of the 80s to the present. These studies apply different econometric models with different complexity levels, like the traditional hedonic regression models (Palmquist 1984; Isakson 2001; Downes and Zabel 2002) , ridge regression (Ferreira and Sirmans 1988) or quantile regression (Farmer and Lipscomb 2010; Narula et al. 2012) , just to mention some examples.
Hedonic price models are employed to assess the factors that affect house prices, including the characteristics of both the house and its neighbourhood. However, in the traditional model these factors are regarded as independent and are not interrelated in the analysis, which means that the influence of the house characteristics on the price is considered to be constant, regardless of its location. This assumption cannot correctly reflect the real situation, as the characteristics of a neighbourhood are not independent of those of the house and the two may interfere with each other. According to Basu and Thibodeau (1998) , when spatial autocorrelation exists in the error term in a hedonic price equation, the assessment results of the parameters may be subject to error. Incorrect coefficients may also be caused by the explanatory variables in the model, leading to wrong conclusions. This is because the traditional regression models do not consider the multilevel or hierarchical structure that generates house prices. Houses are located within neighbourhoods and neighbourhoods within cities, so this hierarchy must be employed to reflect the spatial heterogeneity of house prices. Brown and Uyar (2004) consider that HLM can be applied to overcome these problems and correctly assess the implicit price of a house with non-constant variance and spatial heterogeneity. In other words, HLM can be used to separate the variation in housing prices into a portion that depends on house-specific characteristics and another portion that depends on neighbourhood-specific characteristics. These authors also note that although GIS data can be used for neighbourhood effects and spatial correlation, it will not identify the impact of individual neighbourhood characteristics on the price of a house.
Although the application of the HLM is promising, its use in real estate valuation has been limited. Lee (2009) explored the influence of satisfaction with public facilities on housing prices; Giuliano et al. (2010) analyzed the relationship between accessibility and residential land value. In a pioneer study by Brown et al. (2004) a HLM approach was introduced to assess the effects of house and neighbourhood characteristics on housing prices, but only the area was used to describe the dwellings. As far as we know, HLM has not yet been employed on mass appraisal, which is characterized by the intensive use of standardized procedures on a large database, including a high number of observations and explanatory variables of the price
METHODOLOGY
Our analysis applies HLM, as the database is hierarchically structured with apartments (Level 1 units) clustered within postal codes (Level 2 units).
Postal codes are used as a proxy for the different neighbourhoods in a city. HLM models are statistically more efficient than analyses that only consider the apartment level, those that only consider the postal code level, or those that use both with data panel techniques. As mentioned above, considering the clustered nature of the database allows unbiased effects and robust standard errors to be estimated and correct significance tests to be produced. HLM also allows for the inclusion of both variables at apartment level (e.g. number of rooms) and postal code level (e.g. commercial characteristics of the neighbourhood).
HLM was fitted to the data using the lme4 package in R statistical software (R Core Team, 2014) . Different models were fitted for different levels for explanatory variables. The output of these analyses has two parts: fixed effects for each explanatory variable that are interpreted in the ordinary multiple regression sense (the average effect of the explanatory variable on the response variable); and random effects that describe the unexplained variability in the response variable. There are two random parameters, one for the Level 1 (apartment) variation and one for the Level 2 (postal code) variation. This comparison makes it possible to estimate the percentage of variation attributable to Level 2 (variance partition coefficient).
The statistical significance of any of the estimated parameters is tested by comparing the goodness of fit of two alternative models and testing whether the improvement in fit is statistically significant.
MODEL FORMULATION
The literature on residential real estate valuations has considered a variety of alternative models in which the set of explanatory variables depends partially on the information available: size of the apartment, number and type of rooms, year of construction, characteristics of the block and the floor on which the apartment is located, among others. The most frequently used dependent variables are apartment price and price per square meter. Given the hierarchical nature of the data in which apartments are nested within geographical areas (postal codes), fixed effects are also included to capture between-postal code differences in price levels.
Thus, we can write the general model to be estimated as,
where !" represents the price for apartment in postal code , !"# represents the explanatory variable, and is the vector of geographical fixed effects. The parameters to be estimated are ! and ! , and !" is the error term.
Model [1] can be estimated by ordinary least squares (OLS), assuming that the apartments under study are independent. More specifically, OLS assumes that the residuals !" are uncorrelated, ( ) = ! . However, in grouped data the group effect must be considered, which means that the independence assumption will not hold. One effect of ignoring clustering is that the standard errors of the OLS parameters will be incorrectly estimated and no inference can be properly applied.
HLM can estimate the correct standard errors and analyse the nature of between-group variability and the effect of a grouping-level characteristic on an individual outcome, identify outlying groups and estimate group effects simultaneously with the effects of group-level explanatory variables.
MULTILEVEL MODEL FORMULATION
In the simplest HLM formulation we consider the onelevel random-intercept model [2],
where ! is the group random effect (group-level residual) for group j. Thus, the overall conditioned mean is ! + ! !"# ! , but the conditioned mean for the group j is ! + ! !"# ! + ! , so that ! can be understood as the difference of group j's mean and the overall mean.
The basic assumptions on the group-level residuals are that they are independent and normally distributed with zero mean, ~(0, ! ! ); the individual-level residuals verify the same assumptions ~(0, ! ! ); and group-level residuals are uncorrelated with individual-level residuals, thus total variance for individual ij is ! ! + ! ! . The proportion of total variance explained by differences between groups is called the variance partition coefficient
DATABASE
Together with the application of HLM to mass valuation, the other novel feature of the present study is the large database employed, which consists of information on 2,149 apartments in the city of Alicante, Spain. 17 variables were collected for each apartment: 6 describe its characteristics, 7 describe the building in which it is sited and 4 describe the neighbourhood. This large database contrasts with those used in most of the studies in this field, regardless of the valuation method applied, e.g. Brown et al. (2004) considered data for 725 dwellings and only one explanatory variable; d'Amato (2007) worked with 390 observations; García et al. (2008) used 591 sample cases; in Kontrimas et al. (2011) the sample size was 100; and Narula et al. (2012) considered 54 observations.
In the present study each apartment is described by the following variables:
A. Apartment characteristics a.1. Price: apartment price in euros a.2. Area: total area of the apartment in square meters a.3. Terrace: binary variable indicating whether or not the apartment has a terrace a.4. Floor: floor on which the apartment is located a.5. Bedrooms: number of bedrooms a.6. Bathrooms: number of bathrooms B. Block characteristics, which include both quantitative and qualitative variables b.1. Number of apart.: number of apartments in the block b.2. Lifts: binary variable indicating whether or not the block has a lift b.3. Number of floors: number of floors in the block b.4. Age of block: age of the block in years b.5. Location: indicates the position of the block as a qualitative variable in four levels. "Very good" means that the building is near the sea front or an important facility. "Good" is assigned when it is in a boulevard or large square. "Fair" is for an average street or thoroughfare and "Bad" means it is in a narrow street or poor neighbourhood. b.6. Quality: describes the quality of the block construction as a qualitative variable. Two levels are considered: "High" and "Medium". b.7. Community spaces: this qualitative variable indicates the existence of community spaces. Buildings are clustered into two groups: "None" (no community spaces) or "With community spaces". C. Neighbourhood characteristics, which only include qualitative variables: c.1. Commerce: commercial activity. Can be described as "Bad", "Fair", "Good" or "Very good". c.2. Neighbourhood: general perception of the neighbourhood. Can be "Very bad", "Bad", "Fair", "Good" or "Very good". c.3. Income: perception of the neighbourhood residents' income group classified into "High", "Medium-High", "Medium", "Medium-Low" and "Low". c.4. Density: density of the neighbourhood population levels is "High" and "Medium".
All these variables are grouped into the two hierarchical levels defined in our HLM model. Apartment characteristics and block characteristics are assigned to Level 1 (apartment/block level), whereas neighbourhood characteristics are assigned to Level 2 (postal code/neighbourhood level).
We recoded any variable that had either almost empty levels or too many levels, to reduce its number of levels and thus significantly reduce the number of parameters to be estimated in OLS and HLM. There are no missing values in the database because real estate appraisers need all this information to assess the property.
Descriptive statistics for both quantitative and qualitative variables are given in Tables 1-3. The representative apartment (single-family residential property) has 100 square meters, no terrace, 3 bedrooms, 2 bathrooms and is worth €165,000 (median value).
Price is extremely skewed to the right, as shown by the difference between the average and the median jointly with the coefficient of variation (0.77). We partially solve this problem considering the log of price. Following most previous studies, we also considered the log transformation for several variables: Area, Floor, Bedrooms, Bathrooms, and Number of apartments.
The typical block has 15 apartments, a lift, 6 floors, is 25 years old, has no community spaces, construction quality is "Medium" and its location is defined as "Fair" (Table 2) .
Most apartments are in a "Good" neighbourhood, with "Medium" income, "Good" commercial services and "High" density ( Table 3) .
The lowest level of the qualitative variables that describe the neighbourhood was chosen as the reference level in the analysis. For example, the reference level for the commercial services in the regressions is Fair/Bad to simplify the interpretation of the coefficient signs in the regression models.
The hierarchical analysis is applied on two levels; the first examines the influence of building characteristics (apartment and block) on price, while the second level measures the influence of the neighbourhood. In order to undertake this two-levelanalysis, information must be available in the database about the apartments' postal code, as in our case, which can thus be used as a proxy for the neighbourhood.
Our initial hypothesis is that there is greater homogeneity among apartments belonging to the same postal code and greater heterogeneity among apartments in different postal codes. Figure 1 shows a map of the city of Alicante and the distribution of its 16 postal codes. The location of the postal codes provides information on the city's urban development. Postal codes 03000 to 03004 are in Alicante's historic city center, front onto the sea and are very attractive from the tourist and commercial point of view. They have good facilities and services, are well connected, and many of the city's best-known buildings are located there.
In the 20th century Alicante experienced significant demographic growth which triggered a major geographical expansion and the city has continued growing as a consequence of the real estate bubble at the beginning of the 21st century. As a result of these expansion periods, new neighbourhoods with different characteristics have been created over the years and Alicante has become an important tourist resort. In this context, special attention must be given to postal code 03016, which fronts onto the sea, as the demand from tourists in this area may influence the behaviour of real estate prices.
Postal code 03005 contains the largest number of apartments in our sample (249 apartments or 11.5% of the sample) and 0314 has the smallest (61 apartments, 2.8% of the sample).
EMPIRICAL ANALYSIS
This section discusses the results obtained from applying HLM and compares the results with those from OLS.
Our analysis considers four model specifications (Table 4) . Models 1 to 3 are fitted only by HLM. Model 4a is fitted by HLM and Model 4b is fitted by the OLS approach for purposes of comparison. All HLM models are estimated with random intercept. The OLS model includes fixed effects for each postal code.
The specification of Model 1 only includes the intercept, with no explanatory variables for price. This is the base model and will be used to calculate the pseudo-R 2 (Snijders and Bosker 1999; Giuliano et al. 2010) . Model 2 includes the apartment characteristics as explanatory variables and Model 3 incorporates block characteristics. Both versions of Model 4 use all apartment, block and neighbourhood variables.
The comparison of the four HLM models is done by determining the significant variables and whether there are changes regarding the magnitude of the coefficients. Pseudo-R 2 is also compared, as is the reduction in total variance explained by inter-group differences, or the so called variance partition coefficient.
For Model 4, HLM and OLS are compared using the estimated fixed effects and their standard error, as well as the criteria commonly employed to measure goodness of fit: mean absolute percentage error (MAPE), mean absolute error (MAE), and root of the mean square error (RMSE).
The results given in Table 4 show that all apartment variables are highly significant, regardless of the regression model estimated. As pointed out in Tanaka et al. (1982) , the fact that the bedroom coefficient is negative is due to the strong correlation between this variable and Area. In the case of fixed floor space, the larger the number of rooms, the lower the price, since smaller rooms reduce prices.
When considering block variables (Model 3), some variables included in Model 2 drastically reduce their coefficient in absolute terms, especially the Floor coefficient, which goes from 0.083 to 0.046. The Bedrooms coefficient drops from -1.559 to -0.697 and the Bathrooms coefficient is reduced from 0.312 to 0.079.
Most of the variables that describe block characteristics show highly significant results, in both in Models 3 and 4, with both HLM and OLS: Number of apartments, Age of block, Lift, Quality and "Very Good" for Location. The remaining Location options and Community spaces are not significant.
The coefficient signs are as expected. In this case, the coefficients of the variables Number of apartments and Age of block have a negative sign, showing that the more the apartments in a building and the older the block, the lower the price and that both "High" quality and "Very good" location blocks are worth higher prices. When the variables describing the neighbourhood are included in Model 4, the coefficient of "Very Good" for Location is reduced, since some neighbourhood characteristics are related to block features.
Model 4 includes Level 2 variables. Here again, those characteristics that are significant when applying HLM are also significant with OLS. The significant neighbourhood variables at a significance level of 5% or lower are: "Very Good" for Commercial Services, and "Low", "High" and "Medium-High" for Income. The remainder of the neighbourhood variables is not significant.
As for the magnitude of the coefficients, no important differences are observed other than those already mentioned. The positive or negative sign is identical for all models. It is worth mentioning that the variance of the coefficients is always smaller in HLM than in OLS. However, the observations are not independent, so that OLS estimations are inefficient and lead to higher variances than those in HLM.
The different models we developed make it possible to analyse the evolution of total variance and the variance partition coefficient. In this way we can calculate the percentage of the total variance explained by differences in neighbourhoods/postal codes (grouplevel) and by differences at the apartment/block level (individual-level). This analysis is not possible when OLS is employed, as in this case only the variance of the individual-level residuals can be calculated. Table 4 also shows variance components: neighbourhood variance, which is the group-level variance generated by differences between neighbourhoods not captured in the model; and residual variance, which is the individual-level variance generated by differences between the apartments that are also not captured in the model. In Model 2 the neighbourhood effect is not captured, as this model only includes apartment variables, so that neighbourhood variance is responsible for as much as 49.1% of the total variance.
When block characteristics are included in Model 3, the neighbourhood variance drops by 20% with respect to Model 2 (from 0.068 to 0.054). The reduction observed in the residual variance is larger, 32%, from 0.071 to 0.048. The reason for this is that Model 3 includes more important variables at the individual level, so that although total variance is reduced, the percentage of this variance at group level increases to 53.2%.
When neighbourhood descriptive variables are introduced in Model 4a, the total variance experiences a drastic reduction, from 0.102 in Model 3 to just 0.042 in Model 4a. This reduction is larger than the one obtained with block variables, since in that case total variance shifted from 0.139 in Model 2 to 0.102 in Model 3. Since both Models 2 and 3 only cover individual-level variables, it seems reasonable that introducing variables at a new level has a big impact on the accuracy of the model. Looking closer at the variance components, we notice that neighbourhood variance is reduced by 94% (from 0.054 in Model 3 to just 0.003 in Model 4). This change is not surprising; when neighbourhood descriptive variables are introduced, the differences in apartment prices are explained by location, as the neighbourhood effect is captured by the model and so is the neighbourhood variance.
In light of these results, we can conclude that Model 4a is very accurate. We obtain a pseudo-R 2 of 0.867, a very satisfactory level if we compare it with that obtained in previous valuation studies (Fan et al. 2006; Selim 2009) . No further neighbourhood related variables need be added to improve the valuation model because the improvement range is very low. Instead, efforts should be made to improve the description of the apartments and blocks.
When comparing HLM Model 4a and OLS Model 4b, we can see that they have similar residual variance and pseudo-R 2 and R 2 are very close, although pseudo-R 2 is slightly better. This does not mean that the OLS model is as good as the HLM model. As Giuliano et al. (2010) pointed out, traditional OLS assumes that all observations are independent. In a real estate appraisal context OLS will yield biased and inefficient results, as it cannot take into account within-group correlations or interactions between residence and neighbourhood attributes and cannot distinguish between group effects and individual effects. The hierarchical structure of the HLM model can solve these problems. In fact, all estimated variances of the parameters in HLM are lower than those in OLS. Furthermore, HLM makes it possible to quantify the proportion of total variance that is explained by different levels. Figure 2 shows neighbourhood effects, with 95% confidence intervals, for each of the four HLM models and it can be seen there are as many effects as postal codes. These effects represent postal code deviations from the average of overall log-price estimations, which will depend on the model applied. Therefore, a postal code whose confidence interval does not include zero is said to differ significantly from the overall logprice average at the 5% level. The postal codes on the right-hand side are those whose average estimated price is higher than the overall average and those whose average estimated price is below the overall average are on the left. For example, in Model 2 (topright panel in Figure 2 ), the average of the log-prices of the apartments in postal code 03001 are 0.45 higher than the overall estimated log-prices, i.e. 45% higher than the overall price predicted by Model 2. Meanwhile, apartments in postal code 03014 have an average estimated price 51% lower than the overall price predicted by Model 2. Finally, the average estimated price of the apartments in postal code 03007 does not differ from the overall price.
It can be observed that, as Model 1 only consists of the intercept, the deviations from the overall average are very high. An apartment in postal code 03011 or 03014 has a mean estimated price 50% or less than the mean global price of an apartment of the same characteristics. At the other end, an apartment in postal codes 03001 or 03003 has a mean estimated price more than 50% higher than the global mean of an apartment of the same characteristics. When apartment descriptive variables are introduced in Model 2, deviations from the mean price are reduced to a large extent, but deviations continue to be prominent. Apartments that have a mean price substantially lower than the global mean price due to their location are still those in postal codes 03011 and 03014. On average, one of these apartments has a mean estimated price more than 40% lower than the mean global price of an apartment of the same characteristics. Apartments in the city centre (postal codes 03001 to 03004) are 20-45% more expensive than similar apartments in other neighbourhoods of Alicante. Apartments in sea-front postal code 03016 show a similar behaviour. These results do not change when block descriptive variables are introduced in Model 3. In this Model, the special behaviour of apartments in postal codes 03001 to 03004 becomes even more apparent.
Nevertheless, when neighbourhood related variables are included in Model 4a, the abovementioned discrepancies almost disappear. In fact, in Model 4 an apartment in postal code 03002 has a mean estimated price only 12% higher than the mean apartment in Alicante with similar characteristics. The mean estimated price of the apartments in postal code 03014 is 13% lower. This means that when information on the neighborhood characteristics is included in the model, the postal code effect loses its relevance. However, the remaining postal code effect is still showing that there is a big difference between neighborhoods, which can generate price differences of up to 25% between the apartments in postal codes 03002 and 03014. For the apartments in postal codes 03005, 03007, 03008, 03011, 03012, 03013 and 03015 all relevant information at the neighborhood level is included in the model, as their prices do not differ significantly from the overall estimated prices.
CONCLUSIONS
In this study, the hierarchical linear model (HLM) was applied to residential real estate mass appraisal. While multilevel models have already been used in many fields like education, sociology or politics, to the best of our knowledge this is the first time that this method has been applied to mass appraisal.
Compared to the traditional hedonic regression models, HLM explicitly considers that the price of the apartments in the same neighborhood is not independent, as it will be influenced by the characteristics of the neighborhood. In a real estate appraisal context, OLS will yield biased and inefficient results, as it cannot take into account within-group correlations or interactions between residence and neighborhood attributes.
Moreover, HLM gives valuable information on the percentage of the variance error caused by each level in the hierarchical model. In the present research, explicative variables were gathered into two groups or levels in order to determine which one best explains price variability: the first group included variables that describe the apartment and the block and the second included variables that describe the neighborhood.
The estimation of the model was made using a large database with information on 2,149 apartments in the city of Alicante, Spain, including 10 quantitative and 7 qualitative variables.
The results show a satisfactory goodness of fit with a pseudo R 2 of 0.867 for HLM, with all estimated variances of the parameters in HLM being lower than those in OLS.
HLM also identified some possible improvements regarding the information collected by the appraisers, as we detected that for 14 of the 16 neighborhoods the residual variance is concentrated at the apartment level, not at the neighborhood level. This means that, in order to enhance the goodness of fit of the model, it would not be efficient to collect more information on the neighborhood, but the effort should concentrate on the information describing the apartments.
