An innovative implementation of attitude estimation in 3 degrees of freedom (3-DOF) combining the TRIAD algorithm [1] and a time-varying nonlinear complementary filter (TVCF) is derived. This work is inspired by the good performance of the TVCF in 1-DOF [2] developed for applications limited to small mobile platforms with low computational power. To demonstrate robust 3-DOF estimation, information from vector and rate-gyroscope measurements are fused. Simulation and experimental results demonstrate comparable performance to the extended Kalman filter (EKF) and improved performance over alternative methods such as sole gyroscope rate-integration and the TRIAD algorithm without the TVCF as a pre-filter.
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INTRODUCTION
Orientation estimation in three degrees of freedom is useful and necessary for a broad area of applications. Examples include satellites, mobile robots, phones and motion tracking for video games, film industry and sports. Many sensors have been studied for this purpose; for example, inertial measurement units (IMUs), indoor/outdoor GPS, star cameras, vision, ultrasonic senors and range finders [3] [4] [5] [6] . For terrestrial applications, IMUs, while still computationally limited are attractive since they are becoming faster, more compact and affordable. For space/satellite applications, a star camera is convenient since unbiased vector measurements can be acquired from the surrounding stars.
The results of other researchers that have studied 3-DOF orientation estimation [4, 7] are promising, but can be improved in some form. Nonlinear forms of the Kalman filter have also been studied for attitude estimation [8] , but the heavy computational complexity can make them less attractive in applications where only small scale processors are available.
By combining two computationally efficient schemes, the TRIAD algorithm and the time-varying complementary filter (TVCF), we present an algorithm that shows comparable performance to the EKF with less computional burden. It aims to be implementable on a small portable platform with low computational power in Fig.6(a) . This application can benefit from complementary filtering because rate and angle sensors (gyroscope versus accelerometer and magnetometer) possess benefits and drawbacks in different frequency regimes [9] [10] [11] . The TVCF, which uses a fuzzy logic scheme to adjust trust to different sensors, has already been found to be useful for 1-DOF attitude estimation due to its low computational requirement and the ability to discern stationary and motion states [2] . This paper generalizes the previous work to 3-DOF attitude estimation. We will also show that when the angle measurements are from a star camera, the complementary filtering method with a tuned fixed cutoff frequency also shows comparable performance to the EKF. The experimental results are made possible by the Quanser 3-DOF gyroscope in Fig.6(b) , to provide true attitude verification and sensor calibration through high resolution encoders.
This paper is organized as follows: first, two attitude parameterizations, the TRIAD algorithm and the gyroscope measurement model will be briefly reviewed. Second, an innovative nonlinear complementary filter structure will be presented along with the fuzzy logic based cutoff frequency scheduling and the performance analysis. Then the simulation and experimental results will be discussed demonstrating the benefit of the proposed method compared to others. Finally, conclusions will be drawn.
ATTITUDE PARAMETERIZATIONS
Rotation matrices, quaternions, and Euler angles are among the many extensively used mathematical tools developed to parameterize attitude. Since each method has distinct advantages over others under specific schemes, the choice of attitude parameterization is diverse and dependent on application.
To eliminate Euler angle singularities and the double cover addition issues with quaternions, we choose the rotation matrix for our computation. The rotation matrix, A ∈ SO(3) (special orthogonal group) is subject to a unity determinant constraint, det A = 1, because it is a non-minimal non-singular attitude representation. It is usually used as a map from the reference frame F r to the body frame F b . For example, if b is a vector expressed in F b and r is the same vector expressed in F r , then
The rotation matrix kinematic equation can be derived as, where the cross product matrix of the angular velocity, ω ω ω = [ω 1 , ω 2 , ω 3 ] T , of F b with respect to F r , is given by
Our proposed algorithm outputs a rotation matrix, representing the current orientation with respect to a predefined reference frame. Other parameterizations can be easily converted from this if necessary.
For performance validation and data communication between the IMU and an external computer, we use the quaternion, because it requires the least number of variables in non-singular parameterizations. It is defined by both the Euler axis e and the rotation angle θ ,
THE TRIAD ALGORITHM: ATTITUDE DETERMINATION FROM VECTOR MEASUREMENTS
The full attitude of a rigid body can be constructed from the knowledge of at least two vector measurements with respect to a body frame F b and a reference frame F r . Many attitude determination algorithms have been well studied [1, 12] , but a popular one is the TRIAD algorithm due to its simplicity. This algorithm provides a deterministic, non-optimal solution for the attitude parameterized by a rotation matrix. We denote the vector measured in F b as b i and the one measured in F r as r i . A rotation relating those vectors may not exist in general due to sensor noises.
The TRIAD algorithm constructs triads W = {w 1 , w 2 , w 3 } and V = {v 1 , v 2 , v 3 } from the vector measurements ({b 1 , b 2 } and {r 1 , r 2 }), as shown in Fig. 1 . Then the rotation matrix A, which is considered to be the attitude estimate, can be represented by the two triads as,
and is guaranteed to exist [1] . To construct the triad V from measurements {r 1 , r 2 }, first set v 1 equal to r 1 , then calculate v 2 from the normalized cross product of v 1 and r 2 and finally calculate v 3 from the cross product of v 1 and v 2 . The triad W can be constructed similarly from measurements {b 1 , b 2 }.
Presently we are interested in two applications, (a) when the two vector measurements are the normalized gravitational vector and the normalized magnetic flux, and (b) when they are from a star camera.
We assume that the environmental magnetic field does not change its intensity and direction significantly, so that it is reliable to use magnetic flux as a vector measurement. Also we assume large magnetic distortion is not present for long time durations.
Vector measurements from the accelerometer and the magnetometer, in contrast to a star camera in the attitude estimation in space mission, are sometimes problematic because they also measure motion accelerations and magnetic distortions that inhibit the performance of the sole TRIAD algorithm. Another inertia sensor, the rate-integrating gyroscope, can provide additional information to enhance accuracy of the attitude estimation.
GYROSCOPE MEASUREMENT MODEL
A gyroscope is a commonly used sensor that measures the angular rate. Its measurement model is mathematically expressed as,
where ω ω ω true and β β β denote the true angular rate and the bias drift, η η η v and η η η u are two independent zero-mean Gaussian white-noise processes with covariances σ 2 v I 3×3 and σ 2 u I 3×3 . Those random processes are usually referred to as the angle-random walk (ARW) and the rate-random walk (RRW) respectively. It is readily seen that the attitude estimate from direct integration of the measured angular rate using the rotation matrix kinematic equation in Eqn. (2) is inaccurate, especially in applications where long duration of operation is required. The inaccuracy is due to the accumulations of both ARW and RRW. However, those noises when appearing in the attitude estimate are identified to have low-frequency content.
Other sources of noises can be temperature variation, scale factor identification, sensor misalignment etc. The latter two can be accounted for by proper calibration and use of the sensor. we assume the temperature variation is not significant so its effect is negligible.
Therefore, we are motivated to develop a nonlinear complementary filter with a time-varying cutoff frequency, presented in the next section, to (a) attenuate the high-frequency noise in the vector measurements, (b) attenuate the low-frequency bias in the rate measurement, and (c) identify motion accelerations and distortions in the environmental magnetic field.
TIME-VARYING COMPLEMENTARY FILTERING
Since rate and angle sensors possess noises in different frequency regimes, the complementary filtering method can be utilized to produce a more accurate attitude estimation.
Filter structure
In a first order complementary filter, we extract the useful low frequency information from the vector measurement by passing it through a low pass filter and the useful high frequency information from the rate measurements by passing it through a high pass filter ( Fig. 2(a) ) where both filters have the same cutoff frequency, ω c . On Earth, the vector measurements b 1 and b 2 in F b could be taken by the on-board accelerometer and magnetometer respectively; in space they could be two vector measurements from a star camera.
In actuality, the components of the rate signal,ḃ g are passed through a slightly modified high-pass filter (lower channel of Fig. 2(a) ) that incorporates an integrator,
It is desirable to directly use the measurements from a gyroscope, ω ω ω, as the rate signal, however the nonlinearity in the attitude kinematics requires further treatment. We denote b g1 and b g2 as two vector measurements estimated by integrating angular velocity. The rate of change of these two vector measurements can be estimated by the gyroscope measurement using the rota- tion matrix kinematic relationship,
Note that the r i 's are constant vectors in the reference frame andb i 's are the best estimates of the vectors from the TVCF. A discrete-time complementary filter is obtained by applying the bilinear transformation.
The block diagram of the entire 3-DOF estimation scheme is shown in Fig. 2(b) , which can be summarized as follows: the initial measurements of the earth gravitational vector r 1 and the magnetic flux r 2 are recorded during the setup initialization. Namely, the initial attitude is chosen to be the reference frame. Also, the IMU is assumed to be initialized properly so that no bias is present initially. At time step k, the best estimate of attitude is available, or equivalently thê b i (k)'s are available. The vectors b 1 (k + 1), b 2 (k + 1), and ω ω ω(k + 1) are measured by the accelerometer and magnetometer or star camera, and gyroscope respectively. Their derivativeṡ b g1 (k + 1) andḃ g2 (k + 1) are calculated from Eqn. (8) . Two parallel time-varying complementary filters then fuse the sensor measurements to obtain the best estimates of the normalized vector measurements,
where ∆t denotes the sampling period. Withb 1 (k +1) andb 2 (k + 1) obtained from the TVCF, the attitude estimate at time step k + 1, parameterized by the rotation matrix A, is then calculated by the TRIAD algorithm.
Fuzzy Logic Based Time-Varying Cutoff Frequency Scheduling
When using an accelerometer and a magnetometer, we can take advantage of their physical properties to adapt the cutoff frequencies between a low and high value based on a fuzzy logic approach proposed by Chang-Siu et al [2] . In 1-DOF pitch angle estimation, the magnetometer is not required; for the accelerometer, a fuzzy logic scheme is used to discern the stationary state. In 3-DOF the magnetometer provides true heading information, but the scheme will need to account for disturbances in the magnetic field. The output of the fuzzy logic variable µ, which is valued in the range of [0, 1], signifies how the cutoff frequency shifts between ω high and ω low as,
Note that if µ = 1 then ω c = ω high , which indicates when the accelerometer or magnetometer signal is trusted more than the gyroscope. Conversely, if µ = 0 and ω c = ω low , the gyroscope is trusted more. The cutoff frequency decreases when the magnitude of the accelerometer or magnetometer signals deviate from their initial value (indicating rotational or translational acceleration, and magnetic disturbances), and increases when these signals are close to their initial values. The extension from 1-DOF to 3-DOF is simple; just one additional TVCF filter needs to be added in parallel. Therefore, two independent fuzzy logic variables, µ i , i = 1, 2, need to be computed. The details of calculating µ 1 of the accelerometer channel are the same as the 1-DOF case in [2] . 
As detailed in [2] , f i is a smooth saturation function shown in Fig. 3 that converts physical units to logical units bounded by [0, 1] and distinguishes between high and low based on parameters dependent on the stationary signals.
Performance analysis
The high-frequency noises, present in the accelerometer and magnetometer measurements, are attenuated by the low-pass filters in the algorithm. Consequently, less oscillatory behavior is observed in the attitude estimation.
For the bias present in the gyroscope measurement, we will analytically show that it does not cause the accumulation of error in this estimation scheme unlike the pure rate-integration. However, the filtered vector measurement does maintain small steady-state error. To simplify the analysis, we suppose that the body stays steady. Hence, any signals measured by the gyroscope are just bias β β β . We also neglect high-frequency noise in the accelerometer and magnetometer in this analysis. Eqn. (9) becomes
whereb ss is the steady-state estimate from the TVCF. Note that the output from the TVCF does not necessarily have unity norm because of discretization and noises in the accelerometer and magnetometer. However, α ≈ 1 if fast sampling rate is assumed and noises are neglected. Thusb ss has a closed-form solution,
The term in the parenthesis is invertible because its determinant is always greater than or equal to 1. If ω c is chosen to be much greater than β β β component-wise, the matrix inverse will be close to the identity. Hence the bias in the gyroscope measurement results in only a small steady-state error in the TVCF estimate. Furthermore, there exists a tradeoff in selecting high or low cut-off frequency. In order to attenuate the high-frequency noise using the low-pass filter, ω c should be chosen significantly lower than noise frequencies. However, it should be noted that the proposed filter during motion or magnetic disturbances is limited by the quality of the gyroscope.
Comparison with the EKF
Since the above filters only require simple algebraic manipulations, the proposed algorithm does not demand much computational power; the required computations can be handled by low power processors. This is a major reason why the proposed estimation scheme should be found attractive compared with some known optimal Kalman filter formulations when the implementation is on mobile platforms with low computational power. For example, several high-dimensional matrix operations (addition, multiplication and inversion) need to be performed in the multiplicative quaternion EKF. In practice, it takes an 8MHz Arduino Pro Mini processor on average 9 milliseconds to perform either a 6 × 6 matrix inversion or a multiplication of two 6 × 6 matrices. Since the EKF requires more than four operations, it cannot be processed within an acceptable sampling rate (i.e. 25Hz in our case). In terms of filter performances, for terrestrial applications the proposed algorithm significantly simplifies the design of the fuzzy logic law that is used to shift trustworthiness between available sensors, and thus make it possible to easily identify distortions in vector measurements. Although theoretically the EKF perfectly captures the stochastic properties of the system and should produce more accurate estimation, it is extremely difficult in practice to develop some equivalent time-varying noise covariance scheduling in order to account for distortions measured in inertial vector sensors.
RESULTS

Simulation results: 3-DOF spacecraft attitude estimation simulation
Via a simulated space mission, the proposed combination of the complementary filter and the TRIAD algorithm are shown to estimate attitude equally well compared with the multiplicative quaternion EKF formulation [13] . The gyroscope model remains the same but the vector measurements b 1 and b 2 are assumed from a star camera that do not possess nonzero bias but only zero-mean Gaussian noises. Hence, a properly tuned fixed cutoff frequency is used in the complementary filter approach. A random true attitude profile is used. Based on the literature [13] , the other parameters are set to be: the sampling rate f = 100Hz, the gyro noise parameters σ u = 0.003rad 1/2 /s, σ v = 0.003(rad/s) 1/2 , the star camera measurement noise covariance R = 0.03I 6×6 , and the initial state error covariance P 0 = 0.001I 6×6 . No initial quaternion and bias estimate errors are present. To evaluate performance, the error Euler angles, {φ , θ , ψ} are computed by the following equation when they are small,
From Fig. 4 , it can be seen that the errors from the two methods are quite similar.
The total error angle, regardless of rotation axis, can be calculated from the fourth component of Eqn. (4) as, Figure 5 shows the comparison of the mean error and standard deviation from the four different methods. Compared with the sole TRIAD and rate integration methods, the proposed algorithm and the EKF significantly improve the accuracy of the estimation. The proposed algorithm retains good performance while being less demanding in terms of computations.
Experimental results
The performance of the proposed TVCF+TRIAD in 3-DOF attitude estimation is evaluated via experiments. Figure 6(a) shows the 9-DOF IMU developed in the Mechanical System Control Laboratory at UC Berkeley. It has an Arduino Pro Mini microprocessor and a Sparkfun 9-DOF sensor stick (ADXL345 accelerometer, HMC5843 magnetometer, ITG-3200 gyroscope) onboard. The sampling frequency is set to 25Hz. The clock rate of the processor is only 8MHz, but is capable of handling all the required computations including three estimation algorithms in real time. This shows the computational friendliness of the proposed TVCF algorithm. The three estimation schemes are (i) TVCF+TRIAD, (ii) angular rate integration and (iii) pure TRIAD. In the performance validations shown below, when different cutoff frequencies are compared, the data are collected in real time but the attitude estimates are calculated offline. THE QUANSER 3-DOF GYROSCOPE (SIZE: 0.7m × 0.5m × 0.5m).
9-DOF Sensor Stick
BOTH FIGURES ARE NOT THE SAME SCALE. Effect of the low-pass filter. The low-pass filter attenuates the high-frequency noise in the accelerometer and the magnetometer. Figure 7 shows the comparison of the attitude estimates when the IMU is kept steady. The error angles are computed from the quaternions estimated by the two methods using Eqn. (14). The oscillatory behavior is significantly attenuated when the cutoff frequency decreases from infinity (i.e. CF is not utilized) to 0.3 rad/s, which shows the benefit of choosing a small cutoff frequency. Due to the unity magnitude constraint of the quaternion parameterization, noisy measurement signals result in large mean errors. The mean error is thus effectively reduced by the proposed algorithm.
Effect of the high-pass filter. Direct rate integration of the gyroscope measurements is not desirable for applications re- quiring long period of operation because nonzero bias and noises keep accumulating during the integration. The high-pass filter prevents the accumulation of errors in the gyroscope measurements. The information from angle sensors are utilized to correct the estimate errors. Figure 8 shows that the attitude estimate from the rate integration method drifts away, while the CF+TRIAD estimate maintains a bounded error when the IMU is kept steady for a long period of time. This shows the benefit of choosing large cutoff frequencies. Note that the average bias in this particular test is calculated to be 8.3 × 10 −4 rad/s hence the β /ω c ratio is of the order -4 when ω c is selected to be 3rad/s. The result confirms our analysis in Eqn. (12) . Selection of the cutoff frequencies. An admissible cutoff frequency range can then be designed. The lower and upper limits of the range are suggested by the test results shown in Fig. 7 and Fig. 8 respectively. Namely, the design of the lower value depends on the desired noise attenuation and the upper value depends on the tolerable drift due to the existence of bias. A more rigorous way of choosing cutoff frequency is discussed in [2] where rms estimation errors are experimentally obtained over a grid of cutoff frequencies.
Effect of the fuzzy logic. Without the TVCF as a prefilter, the motion acceleration and the magnetic distortion cause the pure TRIAD method to predict incorrect attitude, which is problematic. Figure 9 shows that when the IMU undergoes yaxis translational motion, the TVCF correctly identifies the motion acceleration and thus predicts much smaller attitude change compared with the estimate from the sole TRIAD. The lower plot shows the time-varying scheduling of the cutoff frequency in the accelerometer channel. The gyroscope is more trustworthy when the translational motion is detected. Similar behaviors are observed in the presence of temporary magnetic disturbances.
3-DOF attitude estimation experiment. The IMU undergoes a random rotational motion and is attached to the Quanser 3-DOF gyroscope shown in Fig. 6(b) , which is equipped with the 5000 lines/rev quadrature optical encoder on each gimbal. The encoder readings can be converted to the quaternion parameterization, providing a true attitude reference for comparison. Magnetic shielding is applied to motors on the testbed to minimize the change of magnetic field due to gimbal movements. However, the magnetic distortion is still large enough to cause problems if the TVCF is not applied. All attitude estimates from the IMU are processed in real time and the quaternions are transmitted to the computer. Figure 10 (a) compares the first three components of the quaternions from the encoders, the TVCF+TRIAD algorithm, the rate integration method and the sole TRIAD method. The upper and lower limits of the cutoff frequency are 5rad/s and 0.1rad/s. It can be easily observed that (i) in the q 1 plot, the rate integration drifts in 2 minutes of operation, (ii) in the time intervals where the fuzzy logic shifts the cutoff frequency to its lower limit in the magnetometer channel, the TRIAD method gives inaccurate estimates due to the change of magnetic field (at around 103s and 107s). The estimate from the proposed algorithm gives the most accurate attitude estimates among the three methods. Figure 11 shows the mean errors calculated from Eqn. (14) and the standard deviation corresponding to the same experiment, where improvements using the proposed algorithm can be concluded. It should also be noted that the effectiveness of the proposed algorithm is underestimated in this experiment because larger errors from the sole TRIAD and the rate integration method will be obtained if the motion accelera- tions get larger (the centripetal accelerations in this experiment are small due to the small radius of curvature) and if long-term operation is performed, as already demonstrated in Fig. 8 and 9 .
CONCLUSION
In this paper, a computationally efficient and tractable method for estimating orientation in 3-DOF is presented. This method can be implemented on many mobile applications and has been shown to be well suited for small, low-cost platforms. The proposed algorithm shows comparable performance to the extended Kalman filter in the simulated space missions and im- proved performance over alternative methods, such as the rate integration and the TRIAD without TVCF as a prefilter, in inertial measurement applications on Earth. It is capable of not only attenuating noises in different frequency ranges, but also detecting motion acceleration and change of magnetic field, when used in 3-DOF IMUs.
