In this paper, we propose a matrix-variate generalization of the Gauss hypergeometric distribution and study several of its properties. We also derive probability density functions of the product of two independent random matrices when one of them is Gauss hypergeometric. These densities are expressed in terms of Appell's first hypergeometric function F 1 and Humbert's confluent hypergeometric function Φ 1 of matrix arguments.
Introduction
The random variable X is said to have a Gauss hypergeometric (GH) distribution with parameters α, β, γ and ξ (where α > 0, β > 0, −∞ < γ < ∞ and ξ > −1), denoted by X ∼ GH(α, β, γ, ξ), if its probability density function (p.d.f.) is given by GH(x; α, β, γ, ξ) = C(α, β, γ, ξ) x α−1 (1 − x) β−1
(1 + ξx) γ , where 0 < x < 1, C(α, β, γ, ξ) = [B(α, β) 2 F 1 (γ, α; α + β; −ξ)] −1 , B(α, β) = Γ(α)Γ(β) Γ(α + β) , and 2 F 1 is the Gauss hypergeometric function (Luke [14] ). This distribution was suggested by Armero and Bayarri [2] in connection with the prior distribution of the parameter ρ that represents the traffic intensity in an M/M/1 queueing system (here 0 < ρ < 1). When either γ or ξ is equal to zero, the Gauss hypergeometric density reduces to a beta type 1 density (Johnson et al. [12] ). Further, if γ = α + β and ξ = 1, the Gauss hypergeometric distribution simplifies to a beta type 3 distribution (Cardeño et al. [3] ). If γ = α + β and ξ = −(1 − λ), the Gauss hypergeometric distribution becomes a threeparameter beta type 1 distribution (Libby and Novic [13] , Nadarajah [15] , and Nagar and Rada-Mora [17] ).
In this paper, we define a matrix-variate generalization of the Gauss hypergeometric distribution and study its properties and relationship with other matrixvariate distributions.
In Section 2 we give some preliminary results on matrix algebra, integration, zonal and invariant polynomials and special functions of matrix argument. Section 3 gives the definition of the matrix-variate Gauss hypergeometric distribution. In Section 4 we study certain properties such as moments, moment generating functions, marginal and conditional distributions. Finally, in Section 5, we derive distributions of certain random quadratic forms involving the matrix-variate Gauss hypergeometric distribution.
Some well-known results and definitions
We begin with a brief review of some definitions and notation. We adhere to standard notation. Let A = (a i j ) be a symmetric m × m matrix. Then A T denotes the transpose of A and tr(A) and det(A) its trace and determinant; we write etr(A) = exp(tr(A)). The norm of A, written A , is the maximum of the absolute values of the eigenvalues of A. Next, A > 0 means that A is symmetric positive definite and 
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where a i and b j are arbitrary complex numbers when i = 1, . . . , p and j = 1, . . . , q, X is an m × m complex symmetric matrix, C κ (X) is the zonal polynomial of the m × m complex symmetric matrix X corresponding to the ordered partition κ = (k 1 , . . . , k m ), with k 1 ≥ · · · ≥ k m ≥ 0 and k 1 + · · · + k m = k, and κ k denotes summation over all such partitions κ. The generalized hypergeometric coefficient (a) κ used above is defined by
where (a) 0 = 1 and (a) r = a(a + 1) · · · (a + r − 1) for r = 1, 2, . . . . Conditions for convergence of the series in (2.1) are available in the literature (see, for instance, Constantine [5] , James [11] ). From (2.1) it follows that
2)
The restriction X < 1 is needed to ensure convergence of 1 F 0 (a; X) and 2 F 1 (a; X). The integral representations of the confluent hypergeometric function 1 F 1 and the Gauss hypergeometric function 2 F 1 are given by
where Re(a) > (m − 1)/2 and Re(c − a) > (m − 1)/2. For properties and further results on these functions the reader is referred to Herz [10] , Constantine [5] , James [11] , and Gupta and Nagar [8] .
From the above it is easy to see that
The generalized hypergeometric function with m × m complex symmetric matrices X and Y is defined by
It is clear from the above definition that the order of X and Y is unimportant, that is,
Also, if one of the argument matrices is the identity this function reduces to the oneargument function. Further, the two-matrix argument function p F (m) q can be obtained from the one-matrix function p F q by averaging over the orthogonal group O(m) using a result given in James [11, Equation (23) q in the integrand in series involving zonal polynomials and integrating term by term using Constantine [5, equation (22) ].
Davis [6, 7] introduced a class of polynomials C , where H ∈ O(m). For properties and applications of invariant polynomials we refer to Davis [6, 7] , Chikuse [4] and Nagar and Gupta [16] . Let κ, λ, φ and ρ be ordered partitions of the nonnegative integers k, , f = k + and r [5] Matrix-variate Gauss hypergeometric distribution 339 respectively into not more than m parts. Then
where φ ∈ κ · λ signifies that the irreducible representation of Gl(m, R) indexed by 2φ occurs in the decomposition of the Kronecker product 2κ ⊗ 2λ of the irreducible representations indexed by 2κ and 2λ. Further, provided that Re(α) > (m − 1)/2 and Re(β) > (m − 1)/2,
and the above expression reduces to
Appell's first hypergeometric function F 1 and Humbert's confluent hypergeometric function Φ 1 of m × m symmetric matrices Z 1 and Z 2 are defined by Saxena et al. [18] and Gupta and Nagar [9] :
and
respectively, where Re(a) > (m − 1)/2 and Re(c − a) > (m − 1)/2. Note that if b 1 = 0, then F 1 and Φ 1 reduce to 2 F 1 and 1 F 1 respectively. The series expansions for F 1 and Φ 1 are where Z 1 < 1, Z 2 < 1, and 
.
The density function
First we define the matrix-variate Gauss hypergeometric distribution.
D 3.1. An m × m random symmetric positive definite matrix X is said to have a matrix-variate Gauss hypergeometric distribution with parameters (α, β, γ, Ξ),
The normalizing constant in (3.1) is given by
where 2 F 1 is the Gauss hypergeometric function of matrix argument. Note that the Gauss hypergeometric function in (3.2) can be expanded in series form using (2.2) if Ξ < 1. However, if Ξ > I m , then (I m + Ξ) −1 Ξ < 1 and we use (2.3) to rewrite 2 F 1 (α, γ; α + β; −Ξ) in terms of another Gauss hypergeometric function with argument (I m + Ξ) −1 Ξ. When either γ or Ξ is equal to zero, the matrix-variate Gauss hypergeometric density reduces to a matrix-variate beta type 1 density given by
where 0 < X < I m . Further, for γ = α + β and Ξ = I m , the matrix-variate Gauss hypergeometric distribution simplifies to a matrix-variate beta type 3 distribution given by the density
where 0 < X < I m , α > (m − 1)/2 and β > (m − 1)/2. The matrix-variate beta type 1 and beta type 3 distributions have been extensively studied (see, for example, Gupta and Nagar [8, 9] ). For γ = α + β and Ξ = −(I m − Λ), where Λ > 0, the matrix-variate Gauss hypergeometric distribution becomes a generalized matrix-variate beta type 1 distribution defined by the density
When m = 1, the matrix-variate Gauss hypergeometric distribution reduces to a univariate Gauss hypergeometric distribution.
The cumulative distribution function of X is obtained as
where the last line has been obtained by substituting W = Ω −1/2 XΩ −1/2 with the Jacobian J(X → W) = det(Ω) (m+1)/2 . Now, applying (2.10), we get
The moment generating function M X (Z) of X is derived as
where Z is the m × m matrix ((1 + δ i j )z i j /2). Now, using the integral representation (2.11),
Properties
In this section we study some properties of Gauss hypergeometric distributed random matrices.
T 4.2. Suppose that X ∼ GH m (α, β, γ, Ξ) and let A be an m × m constant nonsingular matrix. Then the density of Y = AXA T is given by
P. In the p.d.f. (3.1) of X, by making the transformation Y = AXA T with the Jacobian J(X → Y) = det(A) −(m+1) , the density of Y is obtained.
We will write Y ∼ GH m (α, β, γ, Ξ, A). In the next theorem, it is shown that the matrix-variate Gauss hypergeometric distribution is orthogonally invariant. The relationship between matrix-variate beta type 1, matrix-variate type 2 and matrix-variate Gauss hypergeometric distributions is now analyzed. First, we give the definition of the matrix-variate beta type 2 distribution. D 4.4. An m × m random symmetric positive definite matrix V is said to have a matrix-variate beta type 2 distribution with parameters (α, β), denoted by
where V > 0, α > (m − 1)/2, β > (m − 1)/2, and B m (α, β) is the multivariate beta function.
The density (4.1) can be obtained from (3.3) by transforming
. Then the density of Y, for 0 < Y < I m , is given by
. Now making these substitutions in the density of X, the result follows. 
. Now, making these substitutions in the density of X, the result follows. C 4.11. Suppose that X ∼ GH m (α, β, α + β, Ξ). Then
C 4.12. Suppose that X ∼ GH m (α, β, γ, I m ). Then
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Let V ∼ B2(m, a, b) and V =
, where V 11 is a q × q matrix and V 22 is an (m − q) × (m − q) matrix, and let
It is well known that V 11·2 and V 22 are distributed independently (Gupta and Nagar [8] ), and that V 11·2 ∼ B2(q, a − (m − q)/2, b) and
That is,
Thus, we have the following result.
Next, we derive the joint density of X 11 and X 22·1 for X ∼ GH m (α, β, γ, I m ).
T 4.14. Suppose that X =
, where X 11 is a q × q matrix, and define
, then the joint density of X 11 and X 22·1 is given by
P. From the partition of X, Substituting (4.3), (4.4) and (4.5) in the density of X and making the transformation
and integrating Y, we get the joint density of X 11 and X 22·1 as
where when m − q ≤ q,
and when m − q > q,
We evaluate g(A, B) when m − q ≤ q given in (4.7). Since g(A, B) = g(A, H T BH), when H ∈ O(q), integrating H in g(A, H T BH) using (2.5),
where the last two lines have been obtained by using Lemma 2.1 and (2.6). Substituting g(A, B) in (4.6), we get the joint density of X 11 and X 22·1 as When q < m − q, using (4.8) and following similar steps, we get
and the joint density of X 11 and X 22·1 is given by
Now, by noting that
By substituting γ = 0 in the above theorem, it is easy to see that if X ∼ B1(m, α, β), then X 11 ∼ B1(q, α, β) and X 22·1 ∼ B1(m − q, α − q/2, β); moreover, X 11 and X 22·1 are independent. Further, substituting γ = α + β in the joint density of X 11 and X 22·1 and integrating X 11 using
as in Theorem 4.13. Substituting m = 2 and q = 1 in (4.2), the joint density of X 11 ≡ x 11 and X 22·1 ≡ x 22·1 simplifies to where 0 < x 11 < 1 and 0 < x 22·1 < 1. Further, integrating (4.9) with respect to x 11 and x 22·1 and simplifying the resulting expression, we get
Using (2.3), the above identity can also be written as 2 F 1 β, γ; α + β;
which for γ = α + β gives an interesting summation formula,
The distribution of (AX −1 A T ) −1 , where A is a q × m constant matrix of rank q (where q ≤ m), is now derived. 
P. Write A = M(I q , 0)G, where M is a nonsingular q × q matrix and G is an orthogonal m × m matrix. Now,
Y 11 is a q × q matrix and
11·2 . From Theorem 4.13,
and from Theorem 4.2,
in the above density, we get the desired result.
In the above corollary, the distribution of a T a(a T X −1 a) −1 does not depend on a. Thus, if y is a random vector in R m , independent of X, and P(y 0) = 1, then it follows that y T y(
where Re(r) > −α + (m − 1)/2 and Re(s) > −β + (m − 1)/2.
P. From the density of X,
where Re(r) > −α + (m − 1)/2 and Re(s) > −β + (m − 1)/2. Simplifying this last expression using (3.2), we get the desired result.
From the density of X,
at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788712000353 For Ξ < 1, writing det(I m + ΞX) −γ in series involving zonal polynomials,
where
Finally, integrating the above expression using (2.9) and substituting it in (4.10),
and following similar steps, we deduce that
Finally, integrating the above expression using (2.8) and substituting it in (4.11),
Quadratic forms
In this section we obtain distributional results for the product of two independent random matrices involving the Gauss hypergeometric distribution.
2 is given by
where 0 < Z < I m and
P. Using the independence, the joint p.d.f. of X 1 and X 2 is given by
and X 2 = X 2 with the Jacobian J(X 1 , X 2 → Z, X 2 ) = det(X 2 ) −(m+1)/2 , we obtain the joint p.d.f. of Z and X 2 :
where 0 < Z < X 2 < I m . To find the marginal density of Z, we integrate (5.1) with respect to X 2 to get
Finally, noting that
and applying (2.10), we obtain the desired result.
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2 , for 0 < Z < I m , is given by
Next, we give the density of Z = X 1/2
2 , where X 1 ∼ GH m (α 1 , β 1 , γ 1 , Ξ 1 ) and X 2 ∼ B3(m, α 2 , β 2 ). We represent this density in terms of Appell's first hypergeometric function F 1 of three m × m symmetric matrix arguments, which is defined by
where 0 < Z < I m and K 1 is defined in Theorem 5.1.
where 0 < X i < I m when i = 1, 2.
and X 2 = X 2 , with Jacobian J(X 1 , X 2 → Z, X 2 ) = det(X 2 ) −(m+1)/2 , we obtain the joint p.d.f. of Z and X 2 as
where 0 < Z < X 2 < I m . To find the marginal p.d.f. of Z, we integrate (5.4) with respect to X 2 to get
where we have used the substitution
and applying (5.3), we obtain the desired result.
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