Consumer perceptions are important components of brand equity and therefore marketing strategy. Segmenting these perceptions into attributes such as eco-friendliness, nutrition, and luxury enable a fine-grained understanding of the brand's strengths and weakness. Traditional approaches towards monitoring such perceptions (e.g., surveys) are costly and time-consuming, and their results may quickly become outdated.
Introduction
Understanding how consumers perceive brands is fundamental to much of marketing strategy. A central analytical tool used to do so is perceptual mapping, which organizes brands according to how consumers rate them with respect to attributes such as eco-friendliness or luxury (Green et al. 1989 , Shocker and Srinivasan 1979 , Steenkamp et al. 1994 . Consumer ratings are typically collected through surveys or other elicitation means (Aaker 1996 , Hauser and Koppelman 1979 , Lehmann et al. 2008 , Steenkamp and Van Trijp 1997  however, these data are costly and time-consuming to collect and may quickly become outdated. The recent proliferation of social media use by both marketers and consumers offers a promising data source to understand consumer perceptions; yet the noise, volume, and ambiguity of such data pose substantial challenges to algorithmic solutions. In this paper, we introduce and validate a fully-automated and highly generalizable method for estimating brand perceptions along a perceptual attribute 1 of choice from publicly available secondary social media data, specifically Twitter. To the best of our knowledge, there are no extant data mining approaches developed for this task.
At a high level, our algorithm takes as input a brand name and a query specifying the attribute of interest (e.g., "eco-friendliness"). It then returns a real value indicating the strength of association between the brand and the attribute. The main source of evidence used by our approach is the similarity between a brand's Twitter account and a set of exemplar accounts representing a perceptual attribute -e.g., the similarity between Smart
Automobile's account and those of the EPA and GreenPeace may signal its perceived eco-friendliness. The method we develop is innovative in several ways. First, while most extant methods analyze user-generated text, we instead rely only on the structure of the brand's social network, which offers advantages in simplicity and scale. Second, we focus our analysis on the platform Twitter, which has received limited attention in the marketing literature, but offers advantages in data relevance and accessibility. Third, we introduce a fully-automated and highly generalizable process that requires only a keyword as input to generate near real-time estimates of brand ratings for an attribute mapping to that keyword. By leveraging the crowd-organization of social media, we circumvent the often extensive manual tuning and customization requirements of extant data mining approaches, thus providing a versatile and scalable method that can be applied to a range of marketing inquiries.
To validate the effectiveness of the method, we use it to estimate perceptual ratings along three example attributes (eco-friendliness, luxury, and nutrition) for over two hundred brands across four sectors 2 (Apparel, Cars, Food & Beverage, and Personal Care), and collect directly elicited survey ratings for the same set of brands and attributes. We find 3 an average correlation over all sector-attribute combinations of 0.72, indicating that this fully-automated approach provides a reliable signal of current brand perceptions. This correlation meets or exceeds standards set in prior literature for related (though distinct) tasks, despite the manual customization required to implement these extant methods.
Our core contribution, then, is a new methodological tool to quantify consumer perceptions of brands with respect to a specified attribute. Our approach is a real-time, low-cost alternative to extant methods that firms and researchers can use for a number of common marketing tasks, such as generating perceptual maps, monitoring market structures, and informing research models (Green 1975 , Green et al. 1989 , Hauser and Simmie 1981 , Schmalensee and Thisse 1988 . In addition to the algorithm itself, our scientific contribution consists of a multi-faceted empirical validation against primary survey data, including
an exploration of how a number of algorithmic variants affect accuracy.
In the next section, we discuss relevant work from the marketing literature, and describe how our contributions add to this work. In §3, we discuss the theoretical foundations motivating the approach, and in §4 we describe the methodology in detail. We describe our validation methodology in §5 and the main results in §6. §7 provides a series of sensitivity analyses. Finally in §8, we summarize the implications of this work, note its limitations, and provide recommendations for future research.
Background and Related Work 2.1. Brand Attribute Ratings
Marketing managers have long relied on estimates of consumer perceptions of brands along attributes of interest to inform marketing strategy (John et al. 2006 , Lancaster 1971 , Lehmann et al. 2008 . Perhaps most notably, such estimates are used as the primary input for generating perceptual maps, which have been used by managers since at least the 1970s to understand the relative positioning of competitive brands Koppelman 1979, Johnson and Hudson 1996) , and are widely considered a foundational analytical tool in marketing research (Green et al. 1989 , Shocker and Srinivasan 1979 , Steenkamp et al. 1994 . Developing improvements to perceptual mapping techniques consistently remains a priority for marketing researchers (Bijmolt and van de Velden 2012 , Day et al. 1979 , Dillon et al. 1985 , Kaul and Rao 1995 .
Researchers have proposed both compositional and decompositional techniques for eliciting brand ratings from consumers. Both require recruitment and interaction with a large and diverse set of participants; in the former, users are asked to directly rate brands on a numeric scale according to their strength in a given attribute, while in the latter, users are asked to perform sorting tasks on brands, from which attribute ratings are inferred (Huber and Holbrook 1979) . Some research suggests that compositional methods (i.e., rating brands via surveys) can provide greater validity (Bottomley et al. 2000, Hauser and Koppelman 1979) , and these are widely used in marketing practice (Steenkamp et al. 1994 ).
Yet, compared to the wealth of research focused on the advancement of techniques for making inferences from such brand attribute ratings, surprisingly little research has focused on advancing methods for obtaining the ratings themselves (Steenkamp and Van Trijp 1997) . At the same time, many researchers have called out substantial limitations resulting from the requirement of collecting primary data to inform these analyses, including difficulty and expense in recruiting sufficient participants, and in maintaining participants attention and cooperation during tasks (Day 1975 , McDaniel et al. 1985 , Steenkamp and Van Trijp 1997 . Ultimately, current methods of eliciting attribute ratings from consumers require substantial "trade-offs between completeness, cost, and feasibility" (Aaker 1996) .
It is these difficulties that motivate the research goal of this paper-to develop a flexible and automated means of estimating brand attribute ratings from publicly available secondary social media data. In the following sections, we describe extant data mining approaches that have emerged in recent years in the marketing literature, discuss obstacles to applying them to the current research goal, and motivate the new approaches we introduce.
Text Mining
Text analysis of user-generated content (UGC) is a frequently used approach in the marketing literature for mining consumer perceptions from social media data (Fader and Winer 2012) . One technique receiving notable attention is associative analysis. Here, researchers have employed clustering and semantic network techniques on UGC to discover how product features or brands are perceptually clustered by consumers (e.g., Archak et al. 2011 , Lee and Bradlow 2011 , Netzer et al. 2012 ). This approach is not suitable for our research goal, however, as we seek to estimate the strength of perceived brand ratings along predetermined attributes of interest.
Another popular technique is sentiment analysis-quantifying the overall positive and negative sentiments expressed online about a brand (e.g., Sonnier et al. 2011, Tirunillai Culotta Ludwig et al. 2013) . The amount of manual input needed to tune these analyses is often substantial, and the accuracy and generalizability of the models across platforms and contexts is debated. For example, Das and Chen (2007) compared five sentiment classification algorithms and reported accuracy rates ranging from 25-40% (up to 67% when ambiguous messages are pre-filtered) for out-of-sample validation.
Unlike classifying sentiment, which is inherently context-neutral, classifying attributerelevance through text requires that users author content about the brand that is relevant to the attribute of interest. This substantially limits (and likely biases) the data available, and potentially excludes many brand-attribute combinations from effective analysis.
Furthermore, the problem of how to classify UGC by relevance to a perceptual attribute remains. The most common approach in the literature to automated text classification by topic involves matching the text against a pre-defined keyword list (Tang and Guo 2013) . There are many limitations of such approaches. First, relevant keyword lists require substantial time and effort to curate for each topic. Second, they are static and may not adequately reflect the often rapidly evolving linguistic idiosyncrasies of "netspeak" inherent to many social media sites (Crystal 2001) . Third, the accuracy of such models is limited and variable. The Linguistic Inquiry and Word Count (LIWC) is perhaps the most popular tool used in social science for keyword-based topic classification, containing keyword lists for almost forty topics. However, external validation tests are only reported for about a third of its categories, and where they are reported, the correlation coefficients between the tool's output and human judges' ratings range from .07 (sadness) to .87 (family) with the average of .45 (Pennebaker et al. 2007 ).
Thus, given the limitations of using UGC to infer brand attribute perceptions, we choose to explore an alternate source of information-the social connections of a brand's supporters. Using social structures offers distinct advantages over content analysis for inferring user perceptions, as we outline below.
Social Network Mining
When inferring consumer perceptions from UGC, one is limited, by definition, to only incorporating information provided by active, content-producing consumers. However, research has shown that fewer than 50% of Twitter users actively post content (Toubia and Stephen 2013) , and the vast majority of posts come from a small minority of elite users (Wu et al. 2011 ). Yet, the silent majority can have a substantial impact on brand image through their 6
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"mere virtual presence" (Naylor et al. 2012) in the brand's network, as the composition of a brand's online follower base has been shown to both reflect and influence brand image (Kuksov et al. 2013) . Thus, by looking to the social structure of a brand's follower base rather than the text of UGC, we can capture potentially useful information from every single fan, regardless of whether they create or consume content. This is particularly useful for estimating perceptual attributes that consumers may be less likely to directly mention in brand conversations than core product features. Although some marketing researchers have begun to use online social network data for such purposes as predicting consumer behavior (Goel and Goldstein 2013) and understanding information diffusion (Goel et al. 2012 ), we believe we are the first to use a brand's social connections as a measure of brand perceptions.
Twitter
Although analyses of Twitter data are relatively rare in the marketing literature (with notable exceptions including Toubia and Stephen (2013) and Stephen et al. (2010) ), we find that Twitter is an ideal platform for our analysis for four reasons. First, it is popular.
Approximately 20% of U.S. adults were active on Twitter in 2014, and that percentage is growing steadily (Duggan et al. 2015) . As of mid-2013, 77% of Fortune 500 companies maintained active Twitter accounts, compared to 70% that had Facebook pages (Barnes et al. 2013) . Second, it is relevant. Twitter is used extensively for brand image and personality development, as frequent and conversation-like messages can be delivered at low cost to a large brand community (Etter and Plotkowiak 2011 , Kim and Ko 2012 , Kwon and Sung 2011 . Accounts can be maintained at the firm level or the brand level, allowing communities to develop at scale appropriate to a firms' brand strategy-an important distinction when studying brand image perceptions, as brands can be dominated to varying degrees by their parent corporate brands (Berens et al. 2005) . Third, its social connections are public. Except for a small minority of protected accounts-estimated at 8% (Cha et al. 2010 )-followers of Twitter accounts are publicly visible and can be programmatically accessed through Twitter's API. This strengthens the relationship between social network and brand image, as the social signal of "who follows a brand" can be a strong component of brand image (Naylor et al. 2012) , and also allows social network information to be easily extracted by marketers interested in implementing the method for novel research.
Finally, it is organized. Because Twitter accounts are commonly organized by users into 
Theoretical Foundations
Our proposed approach is motivated by a wide-range of research in the social and computational sciences suggesting that proximity in a social network can be indicative of similarity.
A wealth of research shows a tendency for people to express affinity towards those whom they perceive to be similar (Lydon et al. 1988 , Morry 2007 , Naylor et al. 2012 ). This property of value homophily has been observed widely in sociology, social network analysis, and computational science (McPherson et al. 2001) . When a user follows an organization or brand on Twitter, it provides explicit evidence of a user's voluntary public association with that entity. This is generally interpreted as an expression of affinity (Naylor et al. 2012 , Kuksov et al. 2013 , and survey research (conducted on the related social networking platform, Facebook) supports that the primary reason users connect to a brand is that they like its products, and that most fans are customers (see Pereira et al. 2014) . While this is not always the case (e.g., an environmentally-conscious user might deliberately choose to follow a brand because it is environmentally unfriendly to track its claims), we expect this behavior is likely too uncommon to affect overall trends.
Thus, through the lens of value homophily, we expect that the followers of Twitter accounts that are widely acknowledged as exemplifying a particular attribute (e.g., Kuksov et al. 2013 , Naylor et al. 2012 . Taking these principles together, we attempt to infer the perceived strength of a brand for a given attribute based on the extent to which its follower set overlaps with that of a large set of accounts that exemplify the attribute.
We note that on the surface this is a simple approach, as motivations for following brands and exemplar accounts can be varied and complex-many factors are likely at play, beyond shared value for a perceptual attribute. However, the strength of our approach is its use of "big data"; by examining millions of social links we are able to overcome the noise introduced by infrequent spurious follower connections. Thus, by aggregating over many links, we hypothesize that we can generate meaningful estimates of brand perceptions at a scale and frequency not possible using extant means. In the next section, we explain the implementation of the proposed method in detail.
Social Network Mining Methodology
Given a brand (e.g., Smart Automobile) and a perceptual attribute (e.g., eco-friendliness), our goal is to develop an automated method to assign a score to the brand, where a high score indicates a strong perceived relationship between the brand and the attribute.
Our proposed approach is based on the notion of an attribute exemplar. An exemplar is an individual or organization that is known to be strongly affiliated with an attribute.
For example, the Environmental Protection Agency and the Sierra Club may be said to exemplify the eco-friendliness attribute. As identifying appropriate exemplars may not always be practical a priori, our approach allows users to instead specify the attribute using a search query (e.g., "environment" for eco-friendliness). Exemplars are then found based on this keyword, as described below in §4.1. To assign a score to a brand, our method first identifies Twitter accounts for the brand and a set of attribute exemplars. It next collects social network information for each account; specifically, it collects the followers of the brand and the followers of each exemplar.
Finally, a node affinity score is computed between the brand's account and the exemplar accounts, using standard graph-theoretic measures from the social network analysis literature. We denote this final affinity score the Social Perception Score (SPS). Our central hypothesis is that the higher a brand's SPS is for a perceptual attribute, the more strongly consumers associate the brand with that attribute.
In its most generic form, our approach requires two inputs from the user: (1) the Twitter handle for a brand of interest, 4 (2) a search query representing a perceptual attribute.
With these, relevant Twitter data are collected and analyzed to produce the SPS. Figure 1 depicts an overview of our approach. We enumerate the four steps below:
1. Input
• B: the Twitter handle for a brand (e.g., @SmartCarUSA)
• Q: a search query representing a perception attribute (e.g., "environment")
Collect Exemplars
• Use Q to retrieve from Twitter a list of exemplar accounts E = {E 1 . . . E k } that reflect the specified perception attribute, e.g., {@epa, @greenpeace, @sierraclub}.
Collect Followers
• Collect F B , the set of Twitter accounts that follow brand B.
• Collect F E = {F E 1 . . . F E k }, the Twitter accounts that follow each exemplar in E.
Compute Follower Similarity
• Compute the similarity between brand followers F B and exemplar followers F E .
• Return the resulting Social Perception Score, SP S(B, E).
In the following subsections, we expand on these steps in more detail.
Selecting Exemplar Twitter Accounts
The foundation of our approach requires a set of Twitter accounts that exemplify the attribute to be rated. In some use cases, this may be manually provided. For example, the attribute of eco-friendliness may reasonably be exemplified by selecting the Twitter accounts of known environmental non-profits. There are at least three reasons we may want to automate this step: (1) for some attributes, it may be difficult to identify exemplar accounts; (2) automation allows us to scale the approach to produce social perception scores for many attributes; (3) less well-known accounts may often be more valuable in computing SPS (as results in §7 suggest).
Our approach requires as input a query term or phrase representing the attribute. For example, in our validation below, we use the term "environment" as a search term representing the eco-friendliness attribute. With this term, our program automatically queries
Twitter to identify accounts representative of the query. To do so, we rely on Twitter Lists.
A Twitter List is a manually-curated collection of Twitter accounts. Any user can create their own List or subscribe to others' Lists. Thus, Lists are used to follow the posts of a related set users. Lists can be understood as a crowd-sourced method to categorize accounts, i.e, a "folksonomy" (Peters 2009 ).
5
We use Twitter Lists to programmatically collect exemplar accounts for each attribute as follows: Given a query reflecting an attribute (e.g., "environment"), we submit the query to Twitter's search engine, which returns Lists as well as tweets. We iterate through the first 50 List result and retain accounts which appear on at least two different Lists (to 11 reduce the number of false matches). The resulting accounts become exemplars for the subsequent stage of analysis.
Computing follower similarity
For each brand account B and exemplar account E i , we use the Twitter API to programmatically download the list of users that follow each account. The final step, then, is to compute a score indicating the similarity between the followers of a brand and the followers of an exemplar set. Viewed abstractly, the graph-theoretic problem is to determine the similarity between two nodes based on their neighboring nodes. This problem is central to a number of social network analysis problems, including community detection, link prediction, and recommendation engines (Pan et al. 2010 , Grabowicz et al. 2012 ).
Based on this literature, we select a common and empirically successful similarity function, the Jaccard index. The Jaccard index defines the similarity of two sets as the cardinality of their intersection divided by the cardinality of their union. For two sets X and Y , the value is:
letting F B be the set of followers of brand B, and F E i be the followers of an exemplar account E i ∈ E, we compute the Jaccard index J(F B , F E i ). In addition to its wide use in link prediction and community detection (Pan et al. 2010 , Grabowicz et al. 2012 , this metric has the additional advantages of being scalable and transparent. Further, Jaccard scores are normalized appropriately so that we can compare brands with different numbers of followers.
Once we have computed J(F B , F E i ) for each exemplar E i ∈ E, we next must determine how to combine the Jaccard values for each exemplar of an attribute. While simply taking the average score seems natural, we introduce a modification to encode our intuition that being similar to niche exemplars is more important than being similar to popular exemplars. For example, one exemplar account for eco-friendliness is @DarrenGoode, an environmental reporter for the website Politico. This account has under 8K followers. Contrast this with another exemplar, @AlGore, which has nearly 3M followers. A user who follows both @DarrenGoode and brand B provides a stronger source of evidence of the environmental affinity of B than a user who follows both @AlGore and brand B.
A simple way to incorporate this intuition is to weight each exemplar inversely proportional to its number of followers. This is analogous to the "inverse document frequency" 12 Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) adjustment used in information retrieval to encourage documents containing rare query terms to be ranked higher than documents containing common query terms (Manning et al. 2008) . The resulting social perception score for a brand B and exemplar set E then becomes the weighted average:
As compared to survey results, we observed that SPS tends to have more positive skew and greater coefficient of variation (the ratio of standard deviation to mean). To mitigate this, our final score takes the square root of the quantity computed in Equation 1 above.
While we have motivated this final SPS computation based on the literature and our intuition, there are a number of different choices one could make that would result in a somewhat different function (e.g., choice in similarity metric, averaging, and square root transformation). In §7.4, we empirically compare our proposed measure with a number of competing alternatives to investigate how robust the results are to these choices.
Validation Methodology
The next step in our process is to validate the extent to which the SPS values match actual perceptions. To do this, we compare SPS values with directly elicited survey ratings for each brand and attribute in our test set, as described below.
Attributes and Exemplars
To test the generalizability of our approach across different perceptual attributes, we considered three attributes: eco-friendliness, luxury, and nutrition.
Using the Twitter List search methodology described above, we used the queries "environment," "luxury," and "nutrition" to collect exemplars for each of the three perceptual attributes. For each of the exemplar accounts, we collect the IDs of up to 50,000 of their Twitter followers. In total we have 74 eco-friendly exemplars (2.0M followers, 1.0M unique), 110 luxury exemplars (4.4M followers, 2.3M unique), and 405 nutrition exemplars (4.7M followers, 2.7M unique). Figure 2 shows the distribution of the number of followers for these accounts. Figure 2 : Distributions over the number of followers collected for exemplars of each attribute. We limit our analysis to at most 50,000 followers per account.
Brand Selection
To test the generalizability of our approach across brands, we desire a wide range of brands from a variety of sectors. To collect brands, we used the website GoodGuide.com, which maintains a large selection of brands categorized by sector. We first downloaded all brands listed under the four largest sectors: Car, Apparel, Food & Beverage, Personal Care. Because Personal Care contained many brands primarily known for products in different sectors, we eliminated Personal Care brands that were not primarily known for hair or skin care products. Next, we used a semi-automated script to match brand names with their corresponding Twitter accounts-this process is described in Appendix A. We manually validated all matches, then discarded any brands for which we could not find an active, English-language account (where active is defined as having at least 1,000 followers and 100 tweets). If a brand had accounts for multiple locations including the U.S., the U.S. version was used. Next, we eliminated sub-brands that matched only to their parent brand's Twitter account. Finally, if more than 70 brands remained in a sector, we randomly selected 70 to keep for our analysis. These eliminations resulted in a test set of 239 brands. Table 1 lists the number of brands per sector, the perceptual attributes the sector was tested for 6 , and examples of brands included.
We used Twitter's API to collect up to 500,000 followers for each brand in our test set. In total, we collect Twitter user IDs for 30.6M brand followers (14.6M of which are unique). Figure 3 shows the distribution of follower counts for the brands. Num. Followers Brand Followers Figure 3 : Distribution over the number of followers collected for the 239 brands in our test set. We limit our analysis to at most 500,000 followers per account.
Survey Design
Given our list of 239 brands and three attributes, we next directly elicited survey ratings to determine how strongly consumers associate each brand with each attribute. We administered the surveys through Amazon Mechanical Turk (AMT), which has been shown to be a reliable source for social science data collection (e.g., see Buhrmester et al. 2011) . Brands were grouped into sets by sector and attribute, and five hundred AMT participants were recruited to rate each set. Participants were required to be located in the United States and to have a successful track record on AMT (they must have completed at least one hundred prior assignments with an acceptance rate of at least ninety-five percent). Participants were asked to rate each brand in the set on a scale of one to five according to how much they believed the brand aligned with the perceptual attribute at hand, and were provided a separate column to select if they did not recognize a brand. Each participant rated between 39 and 70 brands, all within the same sector and for the same attribute. Brand order was randomized for each participant. After rating all the brands in the set, participants were asked to indicate categories for their age, gender, education, and household income. We note that we did not ask participants whether they followed brands on Twitter; we expect that the percentage of positive responses for any given brand in this context would be too small for meaningful analysis. However, we encourage future researchers to explore more direct connections between survey respondents and Twitter activity.
Numerous attention filters were included to ensure valid responses 7 , and the responses of any participants who did not pass these checks were discarded. On average, 340 participants per set passed the attention filters (68%).
Brand recognition rates varied from 100% for brands such as BMW, Honda, and Pepsi to less than 10% for brands such as Rodial, Elemis, and Bumble Bar, with an overall average recognition rate of 75%. As some of the brands in the list were somewhat obscure, and we wanted to ensure that ratings were generated by a large sample of users, we further filtered out brands that were not recognized by at least two hundred participants. The final brand counts are included in Table 2 .
Finally, we computed the average rating for each brand for each perceptual attribute. 
Validation Results
To evaluate the overall accuracy of SPS, we look at each sector-attribute combination individually and compute the Pearson correlation coefficient between the average survey ratings and the SPS estimates for each brand. Table 2 lists these results.
Across all sectors and attributes, the average correlation coefficient between SPS and the survey averages is 0.72, with the strongest correlation for the eco-friendliness of personal care brands (0.82), and the weakest for the eco-friendliness and luxury of apparel brands (0.62). We find these consistently high correlations to be encouraging for the use of this automated methodology in marketing practice. As automated attribute-specific brand perception estimation is a novel contribution to the marketing literature, there is not a clear external benchmark to directly compare our performance against. For an indirect comparison, we look to Netzer et al. (2012) , who recently presented a methodology for a related goal of estimating car brand co-association sets (i.e., car brands that consumers cluster together in purchase consideration sets) using text analysis of online user forum (slightly higher than our 0.72). However, we note that the comparison is indirect-their goal was different than ours (brand co-associations vs. perceptual attribute ratings).
To verify that the correlations obtained are indicative of attribute-specific perceptual information captured by SPS, we performed three ancillary tests. First, to explore the possibility that the results might be due to a halo effect around brand popularity-i.e., that popular brands are perceived as stronger in all attributes-we computed the Pearson correlation between a brand's number of Twitter followers (as a measure of popularity) and its average survey rating for each attribute. We found a reassuringly small correlation coefficient of 0.107 (p = 0.06), indicating that attribute ratings are not reflections of popularity. Second, to explore whether SPS might be capturing a more general dimension
of brand perceptions, we tested whether the SPS estimates for one attribute substantially predicted the survey ratings for a different attribute. For each sector in which multiple attributes were rated, we computed the Pearson correlations between each cross-attribute Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!) combination of survey and SPS scores (e.g., luxury survey ratings and eco-friendly SPS estimates). The average correlation coefficient for such pairs was 0.059, indicating that the SPS estimates provide information specific to the designated attribute. Finally, to explore whether the results were being driven primarily by demographic differences (e.g., if SPS might be reflecting that eco-friendly exemplars and eco-friendly brands both appeal to younger users, independent from environmental values), we ran a series of regression analyses, including age, gender, and income profiles for a subset of brands for which we could obtain this information. We found that for each attribute, the coefficient for SPS as a predictor of average survey scores is positive and highly significant while controlling for demographics. Details of this analysis are provided in Appendix B.
To explore our results in more detail, Figure and Burt's Bees and Aveda (Personal Care). To investigate the possibility that these highly rated brands are driving the observed correlations, we also compute the Spearman rank coefficient, which is less sensitive to outliers. The average Spearman coefficient across all attribute-sector pairs is 0.64, indicating that a strong relationship still remains. We note, however, that these brands are not "outliers" in the sense of poor quality data; rather, these reflect the fact that only a small number of brands have cultivated a very strong perception of eco-friendliness. Considering this fact, and that the magnitude of such perceptual differences-not just the rankings-are important for informing marketing strategy, we continue our analysis using Pearson correlation.
Finally, we look in more detail at the scatter plots to better understand when the method aligns with survey results and when it does not. Figure 6 shows a close-up of the plots for car brands for attributes eco-friendliness and luxury. From these figures, we can identify some brands for which the SPS values need improvement. For example, in the bottom plot of Figure 6 , it appears that Lamborghini has a lower SPS value than we might expect, given that it is well-known for its luxury sports cars and is highly rated by survey respondents. Examining the Twitter presence of Lamborghini, we observe that many of the communications involve pictures and discussions of auto shows, which focus on cutting-edge technology, rather than cars that one would actually purchase today. Thus, we conjecture that the followers of Lamborghini may comprise more sports car technology enthusiasts, rather than people interested in purchasing a Lamborghini. This is a potential limitation of the simplicity of the approach -if people follow one brand for systematically different reasons than they follow other brands, it may make it difficult to compare SPS values. While this appears to occur rarely in our data, we encourage future work in this area to identify and adjust for such instances. Overall, our validation results suggest that the automated method we propose can deliver a viable and industry-acceptable signal of attribute-specific brand perceptions, providing marketing managers interested in monitoring specific attributes of brand image with a fast, flexible, and low-cost alternative to survey administration.
Robustness Checks
In this section, we perform additional analyses to understand how the different factors that makeup SPS affect results. We consider several aspects of the exemplar set (including quantity, quality, and number of followers), as well as variants of the SPS function (using different similarity metrics, averaging, and transformations), and report how these aspects affect the quality of the resulting estimates of brand image perception.
Sensitivity to number of exemplars
In the first analysis, we consider how the quantity of exemplars influences accuracy. One would expect that more exemplars provide a more representative set of accounts, making SPS less sensitive to poorly-chosen exemplars. To investigate this, we select random subsets of exemplars to consider when computing SPS values, then compare how the resulting Figure 7a , we plot the correlation averaged over all sector-attribute combinations as the percentage of exemplars used increases, averaged over four trials. That is, to generate the first value, we select a random 10% of exemplars for each attribute when computing SPS values; standard errors are computed from these four trials.
We can make several observations from this figure. First, as expected, the quality of the SPS values tends to increase as the number of exemplars used increases. However, the quality appears to plateau around 70%, suggesting that at a certain point additional exemplars become redundant. Second, the standard error decreases as the number of exemplars increases, which is expected given the greater sample size. Finally, and perhaps more interestingly, we observe that correlation can be very high using only 10% of the exemplars.
Of course, there is large variance, which indicates that which 10% we choose matters. We consider this further in the next section.
Sensitivity to choice of exemplars
In this section we examine more closely how SPS quality varies by choice of exemplars.
First, we consider how quality varies by the number of followers an exemplar has. Recall that our proposed SPS score computes the weighted average over exemplar similarity, where the weight is the inverse of the number of accounts that follow the exemplar. Our intuition was that following "niche" exemplars was a stronger indicator than following more popular exemplars. To investigate this intuition, we consider filtering exemplars by their number of followers. Specifically, we partition exemplars into bins of sizes {0-10k, 10k-25k, 25k-40k, 40k-50k}, based on the number of followers. For each attribute, we sample five exemplars from each bin and then compute the SPS values for each relevant sector and the correlation with the survey values. 8 We repeat this four times and report the average correlation per bin, again averaged over each sector-attribute pair. Figure 7b plots these averages with standard error bars.
The overall correlations are lower because we select only five exemplars per bin (consistent with the conclusions of Figure 7a ). In addition, exemplars with the most followers (>40k) tend to be the least useful for estimating perception. This relationship appears to be non-linear, with the 10k-25k bin resulting in the highest correlation. We speculate that there is a"sweet spot" in which an exemplar has enough followers to calculate reliable statistics, but not too many as to dilute the cohesion of its followers. Thus, these "niche" exemplars do indeed appear to be instrumental to quality SPS values.
Figure 7 also provides guidance on some of the practical considerations made in §4. Due to Twitter rate limits 9 , we restricted exemplars to those appearing in the first 50 results of the Twitter List search; furthermore, we limited our collection to at most 50k followers per exemplar. The plateauing correlation in Figure 7a suggests that collecting additional exemplars will have limited value. Furthermore, Figure 7b suggests that very popular exemplars are the least valuable, so collecting more than 50k followers per exemplar is unlikely to improve accuracy. Thus, while we originally chose these cutoffs for convenience, these results suggest that more data are not likely to significantly increase the quality of our estimates.
Next, to better understand the variation of SPS quality by exemplar, we consider the correlations obtained using each exemplar in isolation. For example, we consider the correlation between eco-friendliness surveys and the SPS values generated using only a single do with global warming and energy (Beth Parke is also an environmental journalists).
Similarly, for luxury, the top exemplars for Apparel typically pertain to fashion (CFDA is a fashion trade association, Franca Sozzani is the editor of the fashion magazine Vogue); the top exemplars for Cars focus more on high-end technology products. These findings suggest that practitioners may be able to apply domain knowledge to refine the exemplar query to tailor it to a sector of interest. Although our presented approach used only one keyword per attribute, combinations of terms such as "environment, conservation" or "environment, clean energy" could be input to generate for more specific and sector-relevant exemplar lists. Domain experts interested in such customization could refine their queries through manual examination of returned exemplars, and/or by validating results against a smaller set of brands for which perceptual ratings may already be known.
Finally, we revisit the relationship between the number of followers an exemplar has and the quality of the resulting SPS values. Figure 9 again considers the survey correlation for each exemplar in isolation, but here we group exemplars by the number of followers (in bins of size 10K). For example, the first boxplot in Figure 9 shows the distribution over correlations obtained by considering individual eco-friendly exemplars with between 0 and 10K followers. These plots suggest a difference between luxury and the other two attributes. While eco-friendliness and nutrition display a mild negative correlation between the number of exemplars and survey correlation, luxury displays a mild positive correlation.
Thus, popular exemplars appear to serve as high quality exemplars for the luxury attribute, but less popular exemplars appear to be beneficial for eco-friendliness and nutrition.
Manual versus automatic exemplar selection
We also compare our automatic exemplar selection algorithm against a manually collected set. In cases where it is practical to manually identify such a set, we expect that the resulting exemplars may serve as better representations of an attribute than exemplars collected automatically.
For eco-friendliness, a natural starting point is to identify non-profit organizations that support environmental causes. To obtain a list of environmental nonprofits, we use the CharityNavigator 10 API to collect the names of all national and international nonprofits assigned to the Environmental Protection and Conservation sector. We then manually Average 0.78 Table 3 : Pearson correlation coefficients (r) for SPS and survey scores using as exemplars the list of environmental non-profits from CharityNavigator.com. N is the number of brands remaining in the set after unfamiliar brands were filtered out.
identify the Twitter accounts for each, where possible, resulting in a total of 79 exemplars (comparable to the 73 accounts identified using the automated method). We compute SPS scores as before using the followers of these exemplars. Table 3 shows the correlations with survey results for the eco-friendliness attribute.
We can see that hand-selecting exemplars can result in more accurate SPS values. Compared with the results using auto-generated exemplars in Table 2 , the CharityNavigator exemplars result in an average correlation that is .05 higher (.73 versus .78), averaged across the four sectors for the eco-friendliness attribute. These results should give the practitioner some guidance in balancing the cost-benefit tradeoff of computing such estimates.
If it is not too burdensome to identify a large sample of exemplars, then this may improve the accuracy of the perception estimates; however, if it is difficult to identify exemplars, the automated approach produces competitive results.
Sensitivity to similarity metric
In §4.2 we proposed an SPS value that used Jaccard similarity, averaging over exemplars weighted by the number of followers. In this section, we revisit some of these algorithmic choices to determine how they affect survey correlation.
We consider two alternative similarity metrics commonly used in social network analysis:
• Cosine similarity (cosine): If we consider each list of followers as a binary vector, then the cosine similarity between a brand's followers F B and and an exemplar's Article submitted to Marketing Science; manuscript no. (Please, provide the manuscript number!)
followers F E i is the cosine of the angle between the two vectors, which can be written as:
This metric is often use as a measure of similarity in information retrieval and clustering problems (Manning et al. 2008 ).
• Conditional probability (cnd-prob): Another intuitive measure is the empirical conditional probability 11 that the follower of a brand B also follows exemplar E i :
We can see that these two alternative metrics differ from Jaccard only in the denominator.
(Recall that the denominator for Jaccard is |F B ∪F E i |.) Thus, these different normalizations will affect the interplay between the number of followers of each exemplar and the number of followers of a brand.
In addition, we compare both weighted average (as proposed in §4.2) with a simple average of exemplar similarities. Finally, we also consider variants that optionally transform SPS values with square root versus without. Table 4 displays survey correlations for the twelve systems resulting from all combinations of similarity metric, averaging strategy, and transformation. Averaged across all attribute-sector pairs, the correlations range from .63-.72, with our proposed system (jaccard/wt-avg/sqrt) tied for the highest with the another configuration (cosine/wtavg/sqrt). In aggregate, the survey correlations appear robust to these algorithmic decisions, suggesting that the value of this approach is not limited to one particular implementation.
Examining individual columns reveals some qualitative differences between attributes and sectors. For example, while cnd-prob is competitive with the other metrics for ecofriendliness and nutrition, it performs substantially worse for luxury. We suspect this is due to the fact that, by only normalizing by the number of followers of a brand, cnd-prob imposes too large of a penalty on popular brands. That is, cnd-prob is biased to give lower scores for popular brands. Indeed, upon further analysis, we find a mild negative correlation between the number of followers of a brand and its survey rating for eco-friendliness and nutrition; however, for luxury, there is a mild positive correlation.
This may also explain the difference between the top two configurations, (jaccard/wtavg/sqrt) and (cosine/wt-avg/sqrt). While the average correlation is the same, we can see that jaccard outperforms cosine for eco-friendliness and nutrition attributes, while cosine outperforms jaccard for luxury. The denominator for jaccard is linear in the number of followers of a brand, while for cosine it is sublinear (square root). Thus, brands with more followers are penalized less by cosine than jaccard, partly explaining these differences.
In summary, these robustness checks suggest that our main conclusions hold across a wide range of similarity functions, as well as across a number of alternative methods of collecting attribute exemplars.
Discussion
In this paper, we investigated a novel approach to estimating attribute-specific brand perceptions from social media to provide a low-cost, real-time alternative to traditional elicitation methods. We validated our estimates against survey data for three attributes and over two hundred brands. With an average correlation coefficient of .72, the results indicate that the method provides a reliable means for automatically estimating attributespecific brand ratings. These results appear robust to a number of alternative choices of exemplar selection and affinity metric.
In addition to being, to the best of our knowledge, the first data mining attempt in the literature that addresses this important goal, the approach is innovative in several ways. First, we use social connections to infer brand image. While most extant data mining methods developed for other brand perception goals focus on analyzing the text of user-generated content about the brand, we instead consider an alternate source of information-the social connections of a brand's supporters. Prior research has shown that a brand's image is deeply connected to its social media network, and by analyzing these network connections, we can exploit the social network positions of millions of consumers, the majority of whom do not actively author content, to inform brand image insights. This allows insights to be gained for topics that consumers do not write about concurrently with brand mentions, reduces bias in the data, and allows for more efficient analysis.
Second, we focus our analysis on the social media platform Twitter. Though few studies in the marketing literature have focused on Twitter, the platform is highly used by marketers for brand image marketing, and thus is well-suited for mining consumer perceptions.
Additionally, the open API maintained by Twitter ensures that the data required by this method can be easily accessed by researchers and practitioners desiring to implement it.
Third, we provide a fully automated and highly generalizable method. Extant data mining approaches in the marketing literature require context-specific manual tuning and/or data-annotating to implement, which can be as or more costly and time consuming as the manual direct-elicitation methods they aim to replace. By leveraging the user-generated account organization of Twitter, the method we present can automatically identify exemplar accounts for an attribute of interest to researchers based on a single keyword input.
This automation allows researchers and practitioners to generate estimates for a range of "major analytical tool in marketing research" (Steenkamp et al. 1994) , and, by reducing the need to directly elicit perceptions from consumers, the proposed method can enable richer and more varied market studies that incorporate data from a much larger set of users, and can be continuously kept up to date to monitor evolving perceptions. Marketing researchers can also use the method to easily extract perception data to be used to inform more substantiative marketing research analyses and models (for example, to study how brand perceptions change in response to marketing initiatives).
We also speculate that the approach can be adopted to other common marketing tasks beyond those explored here. For example, instead of computing brand-exemplar affinities, one could compute brand-brand affinities using the same data. Clustering the resulting weighted graph may be used to generate competitive market structures and brand associative networks (Henderson et al. 1998 , Netzer et al. 2012 , Urban et al. 1984 . Similarly, clustering consumers instead of brands may aid in marketing segmentation and personalization.
We note several limitations with this work. First, as presented, it is inherently limited to analyzing brands that maintain a Twitter presence. While we have found this to be the majority of brands, there are undoubtedly some that cannot be analyzed this way. We note that the general approach of using a brand's social connections to infer brand perceptions is versatile across platforms and social connection types. Though we use Twitter "follow" relationships, Facebook "fan" relationships could also be used to the extent that they can be publicly mined. Extending further conceptually, networks based on authorship of product reviews on Amazon or Yelp could be used; product-level perceptual attribute ratings could potentially be inferred through the degree to which a product's reviewers also review products that are known exemplars of those attributes. Analyzing comment authorship on blog or news platforms could be used in a similar manner. We encourage future researchers to pursue these directions and hope that the general method we introduce provides a foundation for enabling richer consumer insights across many domains.
Another limitation is that attributes may vary in the reliability of the estimates they provide via this method. Indeed, some may not be amenable to the automated version of the method at all, if an appropriate keyword cannot be identified or if the "Lists" returned for the keyword are not of high quality. We found the automated method to work well for the three attributes tested, and also discuss how an exemplar set can be constructed manually to increase accuracy, noting that the manual curation of a list of accounts is likely to be substantially less work compared to the manual curation tasks typically required in data mining applications. We encourage future research to explore methodological advances that can further increase generalizability.
Finally, while the simplicity of our approach has benefits in terms of transparency and implementability by practitioners, we encourage future researchers to develop this work further and investigate more nuanced approaches. For example, second degree connections can be explored, or the social network analyses can be supplemented with text analyses to improve accuracy and versatility, and to gain deeper theoretical understanding into the nature of consumer-brand social network relationships. Additionally, given our analysis on the varying quality of exemplars, future work may consider hybrid approaches that use a small amount of survey data to guide selection or weighting of exemplars.
Overall, it is our hope that the methods introduced in this paper provide a useful tool for marketing researchers and practitioners interested in automatically monitoring brand image perceptions, and also provide a foundation for future research advances in understanding the nature of brand-follow relationships, exploiting social media structure to more fully automate data mining algorithms, and using social network data to gain insights about consumers and brands.
under fifty, and earn more than $50,000 a year, though popularity among other groups, such at those aged 65+, is steadily increasing (Duggan et al. 2015) . Beyond its general popularity, Twitter is an ideal platform for our goal of developing a methodology for mining brand image perceptions as, among social media platforms, it is used heavily for brand marketing; its follow connections are publicly accessible; and accounts are userorganized through the Lists features into topic-relevant sets. While many brand managers might consider monitoring the perceptions of Twitter brand communities (many of which have millions of members) to be a worthwhile goal in itself, a natural question that arises is whether brand perceptions estimated in this way can generalize beyond Twitter users. We investigate this here.
We first note that the current "gold standard" for measuring brand perceptions is asking consumers through surveys, and this, itself, is subject to selection bias, as only the opinions of individuals who agree to complete the survey can be counted. We also note that the "general" population to generalize to is somewhat ill-defined-we are not interested in customers only, per se, but the aggregate perceptions of the greater community for which customers might be drawn. With these limitations in mind, we explore the extent to which bias in our presented methodology might be cause for concern.
Our first step is in validating the Twitter-based perception estimates with surveys administered to a different population-specifically, participants recruited through Amazon Mechanical Turk (AMT). AMT has been shown to be a reliable source for collecting social science research data, comparable to traditional laboratory methods (e.g., see Buhrmester et al. (2011) , Mason and Suri (2012) , Sprouse (2011) ). As shown in our results section, we find encouragingly high correlations between the Twitter-based SPS and average AMT ratings.
Although AMT is generally considered a reliable source for social science data, we asked our survey participants to identify categories for their gender, age, education, and household income so that we could examine demographic bias in our sample. Figure 10 shows the distributions of the survey respondents along these variables.
The gender distribution of the survey sample is fairly balanced (with slightly more males) and the median income category is $30,000-$59,999, which maps to the U.S. median income of $51,915 12 . Similar to the Twitter population, the sample is notably young (with large representation in the 25-34 range, and few seniors) and educated (more than half have a college degree).
We next investigate whether differences in such demographic categories affect the measure of interest-i.e., ratings of brand perceptual attributes. To explore this, we computed the mean rating of each brand (for each perceptual attribute) by each demographic category, and examine the correlations between the average ratings of the different demographic groups (e.g., we computed the correlation coefficient between the average luxury rating for each brand by participants aged 18-24, with the average luxury ratings by participants aged 65+, and so on). The Pearson correlation matrices showings the coefficients for all ninety-six pairs (32 demographic category pairs times 3 attributes) are provided in Table 5 . We computed the correlations between ratings by different demographic categories rather than constructing a regression problem to identify main effects of demographic categories on rating level because we are interested in detecting major shifts in the relative ratings of different brands within the set, rather than linear shifts in baseline rating levels. We find strong correlations across all demographic categories, with an average r = 0.91, and p < .0001 in every case. For 90% of the demographic category pairs, r > 0.8. The smallest correlations are for the Eco-Friendliness attribute between Age = 65+ and the other Age categories, with a still strong but lower r = 0.65 -0.73. We note that this category has a particularly small sample size, which may be affecting these results.
This analysis provides evidence that attribute-specific brand perceptions are similar across standard marketing demographic categories. Thus, we conclude that moderate demographic bias in our proposed methodology is unlikely to notably bias perception estimates, though we encourage further investigation for those particularly interested in the perceptions of the senior community. We also note that there may be other (non-demographic) sources of bias in our sample; both Twitter users and AMT workers may, for example, spend more time online than the average U.S. consumer. We suspect that any such biases are no stronger than the biases inherent to any survey used for marketing research, but we encourage future researchers to explore this further. Table 5 : Pearson correlation matrices (compressed for readability) for the mean brand ratings by attribute per demographic category.
