Abstract. We consider a discrete time-and-space route-optimization problem, across a finite time horizon, in which multiple searchers seek to detect one or more probabilistically moving targets. The paper formulates a novel convex mixed-integer nonlinear program for this problem that generalizes earlier models to situations with multiple targets, searcher deconfliction, and target-and location-dependent search effectiveness. We present two solution approaches, one based on the cutting-plane method and the other on linearization.
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1 Introduction
We consider a discrete-time route-optimization problem, denoted SP, in which multiple, fully cooperating searchers and one or more probabilistically moving targets operate in an environment consisting of a finite set of cells. In the case of a single target, the searchers seek to minimize the probability of not detecting the target across a time horizon. In the presence of multiple targets, the searchers adopt a worst-case approach and aim to minimize the probability of not detecting the target with the largest nondetection probability. The searchers are subject to constraints on route continuity, may require some travel time to move from one cell to another, and may need to maintain a minimum distance between each other to avoid interference. The searchers are imperfect and may not detect a target present in a cell subject to search. However, we ignore the possibility of false positive reports of targets.
SP arises broadly in military, rescue, law enforcement, and border patrol operations. In military operations, the searchers may be manned or unmanned aircraft looking for suspected individuals or downed pilots in an area of interest. Park rangers may search for lost hikers.
In a damaged or burning building, fire fighters and ground robots may search for trapped individuals. Law enforcement officers may act as searchers when looking for criminals. Near national borders, the searchers are border patrols seeking illegal immigrants. The searchers may also be Coast Guard cutters and helicopters scanning the ocean for ship wrecks and smugglers. We adopt the traditional terminology (see, e.g., [33, 31] ) and refer to the objects being looked for as "targets," even though the searchers may not wish those objects any harm. Often in these applications, the targets are unaware of the searchers' routes or are unable to take advantage of such information. Hence, it is realistic to assume that the targets move between cells according to some known probability distribution that is independent of the searchers' routes; see Section 2 for details. This assumption is also found in, e.g., [29, 9, 33, 17] and we adopt it throughout this paper. The possibility of a target intelligently adapting to the searchers' routes is beyond the scope of the paper.
The situations described above may involve just a few searchers. However, with the technological improvement of autonomous systems and sensors, planners now frequently need to optimally route many searchers. (We refer to [25] for an overview of recent advances in the area of autonomous aerial systems and [20] for an introduction to the U.S. Department of Defense's effort to utilize a large number of autonomous systems for reconnaissance, information gathering, and search and rescue operations.) Effective manual planning for a few human-controlled searchers is difficulty (see for example p.7-7 in [33] ) and, of course, even more difficult for a large number of autonomous systems. In fact, [20] , p. 164, states that "Many recognize the potential of robotics/unmanned systems in military opera-
tions; yet few understand how to employ them effectively. Computer generated modeling and simulation tools are extremely valuable in an attempt to generate both operational concepts for tactics, techniques and procedures (TTP) as well as technical requirements to enable those procedures."
Solutions of SP recommend effective routes for the searchers that help planners to better utilize their assets, provide input to control units of autonomous systems, and possibly save lives, for example, in search and rescue operations. The U.S Coast Guard's tactical decision aid CASP and the U.S. Navy's NODESTAR both utilize solutions of special instances of SP obtained by heuristics (see Chapter 7 in [33] ).
Previous studies have focused on single-searcher and single-target instances of SP; see [26] for a comprehensive review of papers up to 1991; [17, 28] , and references therein, cover more recent work. The most efficient exact algorithms for such instances of SP appear to be specialized branch-and-bound algorithms. These algorithms obtain bounds by replacing, in effect, the probability of detection with the expected number of detections [7, 32, 17, 28] .
In principle, such specialized branch-and-bound algorithms are also applicable to instances of SP with multiple searchers [7, 27] . However, when applied to realistically sized instances with more than two searchers, they tend to require excess computer memory and prohibitive solution times [27] . This has motivated the development of heuristics for SP, and related problems, such as local search and genetic algorithms [7] as well as the crossentropy method [27] . Other heuristic algorithms rely on approximations of probabilities by expectations [7] , myopic optimization with a receding-horizon [7, 12, 35, 23] , sequential optimization of each searcher [29, 35, 13] , and decentralized optimization by each searcher [3, 36, 35] . Of these studies, only [36, 35] deal with multiple targets, and then, only in the context of heuristics. Hence, there is a need to model multi-searcher instances of SP and to provide exact algorithms for their solution.
This paper formulates a novel convex mixed-integer nonlinear program (MINLP) for SP. The program generalizes the formulation in [29] to multiple targets. It also appears to be the first to prevent interference between searchers (i.e., to "deconflict" searchers) in this context and to account for the fact that a searcher's effectiveness may depend on the target, the time of search, and the searcher's previous location. The latter generalization provides an important practical advantage as it reduces the need for fine time discretizations when modeling real-world search missions.
We present two solution approaches to MINLP resulting in the first practical, exact algorithms for SP with multiple searchers. One approach based on the cutting-plane method (see, e.g., [15, 8, 34] ), leads to fast solutions for many realistically sized problem instances for which existing branch-and-bound algorithms fail. For difficult instances of SP, we improve solution times further with a specialized cut. The other approach is based on novel, equivalent linearizations of MINLP available in important special cases. Optimal solutions of the linearizations are often easily obtained by standard mixed-integer linear programming solvers leading to further reduction in solution times by one to two orders of magnitude.
Poor scalability of algorithms as the number of searchers grows is of major concern when solving SP and related problems and has led to the development of heuristic algorithms (see, e.g., [35, 13, 27] ). The cutting-plane approach scales well as the solution times tend to remain constant as the number of searchers grows. We therefore overcome, in part, the difficulty of solving problem instances with many searchers.
The remainder of the paper is outlined as follows. The next section defines SP precisely.
Section 3 derives mathematical programming formulations of SP and its linearizations. In Section 4, we present algorithms and numerical results, with particular focus on an important special case involving a single target.
Problem Statement

Searchers, Targets, and their Environment
We let the area of interest (AOI) be discretized into a finite set of cells C = {1, . . . , C}, and let the time horizon be discretized into a finite set of time periods T 0 = {0} ∪ T , where
Search for targets takes place during time periods t ∈ T , with t = 0 representing the time period prior to start of the search. There are K independent targets present in the AOI with each target k ∈ K = {1, 2, ..., K} occupying one cell in each time period. The quantity ω k,t ∈ C denotes the (random) cell that target k occupies during time
. . , ω k,T ) denotes a possible path for target k, and q k (ω k ) denotes the given probability that target k takes that path. The set Ω k denotes the collection of all possible paths for target k with positive probability q k (ω k ). In practice, the data Ω k and q k (ω k ) are generated using Monte Carlo sampling from (complex) target motion models (as in U.S. Coast Guard's decision aid CASP) or defined implicitly by Markov transition matrices (as in the case of U.S. Navy's decision aid NODESTAR); see Chapter 7 in [33] . This paper considers both ways of specifying target movement and refers to the former way as a conditional target model and to the latter way as a Markovian target model. In Sections 3 and 4, we see that it is not necessary to explicitly enumerate all possible target paths in the case of a Markovian target model.
It is trivial to extend the current framework to situations with targets that may not be present in the AOI and targets that enter and leave the AOI during the time horizon.
However, we do not examine that situation further.
There are L classes of searchers, with each class l ∈ L = {1, 2, ..., L} containing J l identical searchers. During each time period t ∈ T 0 , each searcher occupies a cell or is in transit between cells. When occupying a cell c, a searcher of class l may select to move to any cell "adjacent" to c as defined by the forward star Searchers may interfere with each other and could be required to maintain a minimum internal distance. We let n c be the maximum number of searchers allowed to occupy cell c during any one time period t ∈ T . Moreover, for each possible move between to cells for a searcher, we define a corresponding set of incompatible moves between cells that would cause interference if carried out by another searcher. Specifically, if a searcher of class l moves from cell c to cell c starting in time period t, then the set D(l, c, c , t) gives all quadruples of searcher classes, cell pairs, and time periods that are incompatible with that searcher's move. We refer to these restrictions as deconfliction constraints.
We let X l,c,c ,t denote the number of searchers of class l that occupy cell c in time period t ∈ T 0 and that move to cell c next, and let X denote the vector with components X l,c,c ,t , l ∈ L, c, c ∈ C, and t ∈ T 0 . We refer to X as a search plan.
Sensor Model
We assume that each searcher is equipped with one imperfect sensor. Each time period t ∈ T in which a searcher occupies a cell, the searcher's sensor takes one "look" in the cell for each target. When a searcher is in transit between cells, the sensor is inactive. The probability that one look for a target in a cell detects the target, given that the target currently occupies the cell, may depend on the searcher class (is it a high-or low-quality searcher?), the target's characteristic (is it shiny or camouflaged?), the cell (is it forested or open?) and time of day (is it bright mid-day or dark midnight?). Specifically, if target k and a searcher of class l occupy cell c in time period t and c is the searcher's previous cell, then the probability that the searcher's look during time period t detects the target is g l,c ,c,t,k ∈ (0, 1). We refer to this probability as the glimpse-detection probability.
We note that the glimpse-detection probability depends on the searcher's previous location. This dependence may arise if adjusting search pattern and/or altitude, refocusing a sensor, and becoming familiar with a new cell have a significant detrimental effect on the searcher's capability to detect a target. In addition, this dependance allows us to account indirectly for small transit times (much less than the length of a time period) between cells by reducing the glimpse-detection probability from its nominal value if the searcher just moved into a cell. For example, suppose that the real-world travel time from cell c to c is one minute. To model this situation (approximately), we would normally require a time period of (approximately) one-minute duration. However, this may result in a large number of time periods and long computing times. Alternatively, we can define a longer time period, say 10 minutes, and let the glimpse-detection probability in cell c be somewhat reduced if a searcher's previous cell were c as compared to if it were c. This will reflect the fact that a searcher coming from cell c has only nine minutes to search c compared to 10 minutes if the searcher had already been present in c. Hence, we avoid adopting a fine time discretization with resulting high computational cost.
We assume that all the searchers' looks are independent. Hence, given search plan X, the probability that no searcher detects target k in cell c in time period t, given that target k occupies cell c at that time, equals
= exp
where for all l ∈ L, c ∈ C, c ∈ R l (c), t ∈ T , and k ∈ K,
is the detection rate. While the glimpse-detection probability may be difficult to estimate directly without extensive field testing, the detection rate can often be related to a searcher's speed and sensor range, the size of the cell, and the length of the time period; for example see p. 2-1 in [33] .
SP seeks to minimize, by choice of a search plan X, the probability of not detecting the target with the largest nondetection probability during the time horizon. The choice of search plan is subject to the route constraints induced by the forward and reverse stars 
Models of Search Problem
In this section, we formulate SP, in complete generality, as a convex MINLP. Since the model is nonlinear, we anticipate relatively long solution times for standard MINLP solvers (e.g., Bonmin [6] , DICOPT [11] ). Hence, a main focus of this paper is to develop solution approaches that utilize structure present in important classes of problem instances. Consequently, we go on to construct two linear models for classes of problem instances involving homogenous searchers and a single target.
This section first states the nonlinear model of SP and second deals with the linearizations for special classes. The section ends with a discussion of linearization of the full nonlinear model.
Nonlinear Model of SP
We state SP as a convex MINLP, generalizing the formulation in [29] to account for multiple targets and deconfliction constraints as well as glimpse-detection probabilities that may depend on the target, the time of search, and a searcher's previous location. The resulting program takes the following form.
Model SPX: 
l∈L c ∈R l (c)
The decision variable Y c,t,k could be eliminated by substitution using (8) , but is included for notational simplicity. We obtain the nondetection probability for target k in (4) from (2) by application of the total probability theorem and the fact that detection in cell c in time SPX is applicable for both conditional and Markovian target models.
Constraints (6) and (7) ensure route continuity and define initial conditions for the searchers, respectively. Deconfliction constraints (9) and (10) limit the number of searchers that can occupy cell c to at most n c in any time period t ∈ T and exclude moves in conflict with each other, respectively. We observe that SPX prescribes the "best" search plan prior to detection of the first target. It is beyond the scope of the paper to plan for events after the first detection. We discuss the solution of SPX in Sections 3.3 and 4.3, but first deal with important special cases.
Linearizations of SPX for Homogeneous Searchers and Single Target
We now consider special classes of instances of SPX involving homogeneous searchers and a single target, which allow us to construct two equivalent linear models. For simplicity we also exclude deconfliction constraints. We discuss the merits of extending these linearizations to the general SPX in Section 3.3. Specifically, SPX with one searcher class (i.e., L = 1), one target (i.e., K = 1), a constant detection rate over all cells and time periods, and no deconfliction constraints takes the following form. In this case, we drop the subscripts k and l.
Model SP1: Functions f (Z) nondetection probability of target
The 
Sets and Parameters
As in SP1.
Decision Variables
As in SP1. U ω auxiliary variable representing nondetection probability given target path ω.
SP1-L is a mixed-integer linear program. Constraints (21) ensure that the optimal solution results in a value of U ω that is exactly the conditional nondetection probability
given that the target follows path ω. The other constraints are identical to those in SP1.
The number of constraints and variables in SP1-L grows linearly in the number of possible target paths and, hence, the formulation becomes difficult to solve for large number of such paths. This motivates a second linearization of SP1.
The second linearization of SP1, denoted SP1-LM, assumes a Markovian target model where the target at time t ∈ T moves according to a transition probability matrix Γ t with elements γ c,c ,t , c, c ∈ C. Specifically, γ c,c ,t is the probability that a target occupying cell c in time period t occupies cell c in time period t + 1. As we see below, it is not necessary to enumerate all possible target paths in the case of a Markovian target model.
We derive SP1-LM from SP1 by introducing an "information state" P c,t which equals the probability that the target occupies cell c in time period t and that the target has not been detected prior to t. Given this information state and a search plan with j searchers occupying cell c in time period t, the probability of detection in cell c in time period t and no prior detection, is simply
where α c,t is the detection rate of each searcher in cell c in time period t.
Suppose that a search plan is described by the binary variables V c,t,j , which is 1 if j searchers occupy cell c in time period t and is 0 otherwise. Then, the probability of detection over the full time horizon becomes
The information state P c,t depends on the search plan as follows. Clearly, P c,1 = p c , the probability that the target occupies cell c initially. Moreover, it follows from the definition of P c,t and the assumption of a Markovian target model that for all c ∈ C and t = 1, 2, ..., T − 1. While the expressions (23) and (24) are nonlinear, they can be linearized as shown in the following formulation.
Model SP1-LM:
number of searchers in a cell (j ∈ J = {1, . . . , J}).
Sets
As in SP1. number of searchers that occupy cell c in time period t and that move to cell c next.
(15), (16)
The objective function (25) in SP1-LM gives the probability of nondetection; its correctness follows from (23) . However, since (23) is nonlinear, we linearize it using the auxiliary variable Q c,t,j , which equals P c,t (1−e −jα c,t ) if V c,t,j = 1 and equals 0 otherwise. This linearization is accomplished using constraints (26) and (27) . This is a "big-M" type of formulation (see, for example, [22] , pp. 642-643) where, in theory, any constant at least as large as P c,t
would suffice in front of (1 − e −jα c,t ) in (26) . Recall that P c,t is the probability that the target occupies cell c in time period t and target not detected prior to t. Moreover, recall that q c,t is the probability that the target occupies cell c in time period t. Hence, q c,t ≥ P c,t for all c, t. Consequently, we set the "big-M" in (26) to q c,t . We also use q c,t to bound the range of
The evolution of the information state is also nonlinear; see (24) . In SP1-LM, we linearize that expression by means of the auxiliary variable W c,t and constraints (28) In view of the above discussion, we see that linearizations of SPX tend to be of reasonable size and practical value when all detection rates α l,c ,c,t,k can be expressed as small integer multiples of α. For example, this is the case when all detection rates equals 1 · α for some α > 0 as in SP1. In the next section, we focus on SP1-L and SP1-LM for this important class of instances, but also consider the solution of the full SPX by means of a cutting-plane algorithm.
Algorithms and Numerical Results
This section discusses the solution of SPX, with particular focus on SP1 as linearizations appear especially attractive in that case. In addition to linearizations, we also consider the cutting-plane method (see, e.g., [15, 8, 34] ) as applied to SPX and SP1, and present a specialized, strengthened cutting plane for SP1. First, we consider SP1 in the case of a conditional target model with a moderate number of possible target paths. In practice, this situation occurs when the paths are generated by Monte Carlo sampling from a (complex) motion model. The U.S. Coast Guard's decision aid CASP generates target paths in this manner. Second, we examine SP1 in the case of a Markovian target model. The Markovian assumption is adopted in practice, for example by the U.S. Navy's decision aid NODESTAR, as well as in the literature [32, 17] . We refer to Chapter 7 in [33] for further details about target motion models. Third, we solve SPX using a cutting-plane algorithm for the case with a Markovian target model. The algorithm is also applicable in the case of a conditional target model, but we do not examine that situation in detail.
Solution of SP1 and SP1-L for a Conditional Target Model
This section develops a specialized cutting plane for SP1 and compares the performance of the resulting cutting-plane algorithms with those corresponding to the solution of SP1 and SP1-L by standard solvers.
The standard cutting-plane algorithm for convex (mixed-integer) programs sequentially builds and minimizes successively better piecewise-linear approximations of a convex function; see, e.g., [15, 8, 34] and the recent review [2] . For completeness and ease of reference, we next state our implementation of the standard cutting-plane algorithm. Below, we need the partial derivatives
Algorithm 1 (Obtains near-optimal solutions of SP1)
Data. Relative optimality tolerances δ, δ i ≥ 0, i = 0, 1, 2, ....
Step 0. Set the lower bound, ξ, on the optimal value of SP1 to 0; set the upper bound, ξ, on the optimal value of SP1 to 1; and set i = 1 and Z 1 = 0.
Step
Step 2. If ξ − ξ ≤ δξ, then stop.
Step 3. Solve
(15) − (19) to near optimality. That is, determine a lower bound ξ i+1 and a feasible solution
Step 5 
Theorem 1 For any CT -dimensional nonnegative integer vectors Z andẐ,
as Algorithm 2.
We have also examined the used of submodular cuts ( [19] , p. 710), but find them weak.
Indeed, they lead to a cutting-plane algorithm that is 10 to 100 times slower than Algorithm with default options.
We find that solution times of Algorithms 1-3 are reduced significantly when we only require a near-optimal solution of P i rather than an optimal solution. Hence, we normally is achieved or a user-defined maximum time is consumed. At that point, Algorithm 3 starts solving P i . We use 10 minutes as the maximum time, which works well in our tests.
We compare Algorithms 1-3 to the mixed-integer nonlinear programming solvers Bonmin [6] and DICOPT [11] as implemented in GAMS. DICOPT is essentially identical to Algorithm 1 with δ i = 0 for all i and an initial solution of the continuous relaxation of SP1. DICOPT uses CPLEX 11.2 to solve mixed-integer linear programs and MINOS 5.51 [18] for nonlinear programs. We use default options in DICOPT with exception of "stop 1," "maxcycles 1e4,"
and "epsmip 1e-5," which prevent premature termination.
Bonmin is implemented with open-source solvers Ipopt and Cbc for nonlinear programs
and mixed-integer linear programs, respectively, see [5] . We allow multiple solve attempts for Ipopt (option "num retry unsolved random point" is set to 100), but otherwise use default options for Bonmin. We examine all available algorithms in Bonmin: BB, OA, QG, Hyb, and ECP. Option BB is a branch-and-bound algorithm based on continuous relaxation of the MINLP. Hence, at each node in the branch-and-bound tree a nonlinear program is solved.
(This approach was examined in [9] in the case of a single searcher.) Option OA and Ecp are essentially identical to DICOPT when applied to SP1, but with other solvers for nonlinear programs and mixed-integer linear programs. Option QG is an implementation of the branchand-cut algorithm in [21] . Option Hyb combines QG and OA. DICOPT, Algorithm 1, and Bonmin, with OA, QG, Hyb, and ECP, use a tangent cut of the form (42), while Algorithm 2 uses the secant cut (44). The excessive memory requirement of specialized branch-andbound algorithms using bounds based on expected number of detections [7, 27] prohibits their testing on problem instance of interest in this paper [27] .
The calculation times reported below are the CPU times required by the solvers ("re- We test algorithms and models on problem instances that are essentially multi-searcher generalizations of those used in [17, 28] . Specifically, we consider a square AOI with C = 25, 49, 81, 121, 169, or 225 cells. Cells are numbered from left to right and from top to bottom.
Hence, cell 1 is in the upper-left corner and cell C is in the lower-right corner of the AOI.
After each time period, a searcher remains in its current cell or moves to a cell directly above, We define the relative optimality gap to be (ξ − ξ)/ξ for Algorithms 1-3 and comparable expressions for the other algorithms. Table 1 shows such gaps after 900 seconds of calculation time for instances of SP1 and SP1-L as described above with J = 3, C = 81, and a varying number of time periods. The time in seconds to reach optimality is reported in brackets when zero gap is achieved within 900 seconds. When an algorithm fails to return a feasible solution or a nonzero lower bound, we label it "failed."
Bonmin with option BB fails in all tests because no feasible solution is found; see Column 3 of The solution of SP1-L by CPLEX is by far the most efficient approach; see Column 8 of Table 2 reports relative optimality gaps for the same cases as in Table 1 We examine further the effect of large instances of SP1-L in Table 3. That table reports relative optimality gaps as the number of possible target paths |Ω| grows. We see again that Table 5 : Relative optimality gap for problem instances as in Table 4 , but with time horizon 15.
the solution of SP1-L by CPLEX is clearly the fastest approach as long as the number of possible target paths is moderate. In the instances examined, 16000 target paths define the break point. We also observe that Algorithm 2 significantly outperforms DICOPT unless the number of possible target paths is large. In such cases, the overhead associated with our implementation of Algorithm 2 becomes substantial. For |Ω| = 32000, DICOPT manages to carry out 87 major iterations in 900 seconds and reaches an optimality gap of 0.0269, while Algorithm 2 completes only 10 iterations but still reaches a gap of 0.0402. This indicates again the strength of the secant cut used in Algorithm 2 as compared to the tangent cut used in DICOPT. Table 4 displays the optimality gaps for the same problem instances and parameters as in Table 1 , but for a varying number of cells. We again use |Ω| = 1000 possible target paths.
Interestingly, problem instances with more cells are easier to solve than those with fewer cells. This effect results from the fact that a large number of cells makes the search more difficult as each possible target path is searched only a relatively small number of times.
Hence, the nondetection probability tends to be large and the corresponding cuts (42) and (44) have relatively large negative coefficients. This implies strong cuts in DICOPT and Algorithms 1-3, as well as relatively few active constraints in (21) . This effect was also eluded to in [9] for the case of a single searcher. As a result, problem instances with 225 cells solve in just few seconds for short and moderate time horizons. Table 4 shows that CPLEX is less influenced by the effect than the algorithms based on cutting planes. Moreover, in cases with weak cuts (see the smaller problem instances in Table 4 ) solving the continuous relaxation of P i , as done in Algorithm 3, appears beneficial. Table 5 show similar results to those of Table 4 , but with a longer time horizon. Table 6 : Relative optimality gap for different algorithms after 900 seconds of calculation time on SP1 or SP1-L with varying number of searchers, 81 cells, and time horizon 10. The time in seconds to reach optimality is reported in brackets when zero gap is achieved within 900 seconds.
We next examine the effect of increasing number of searchers. Tables 6 and 7 Tables 6 and 7 and the fact that there are fast specialized branch-andbound algorithms available for single searcher problems (see [28] ), we conclude that problem Table 7 : Relative optimality gap as in Table 6 but with time horizon 15. When an algorithm fails to return a feasible solution or a nonzero lower bound, we label it "failed."
instances with 2-5 searchers tend to be the most difficult to solve.
While solving SP1-L using CPLEX may be the preferred solution approach in most problem instances above, the approach fails in cases with a large number of possible target paths (see Table 3 ). Hence, we next consider the situation with an extremely large number of possible target paths, but add the assumption of a Markovian target model.
Solution of SP1 and SP1-LM for a Markovian Target Model
This section empirically compares the efficiency of solving SP1 for a Markovian target model by means of Algorithm 2, with that of solving the equivalent linearized model SP1-LM by means of CPLEX. We have examined several cutting-plane algorithms for solving SP1, but here only report the results of Algorithm 2, as they are typically the best. We note, however, that the optimality gaps obtained by Algorithm 2 are typically half of those of Algorithm 1 in the case of few searchers. Hence, the secant cut (44) remains superior to the tangent cut (42).
A good cutting-plane algorithm requires efficient means for evaluating f (Z), ∇f (Z), as well as the finite difference in (44) even for large |Ω|. Since the expressions (13) and (40) use all possible target paths ω ∈ Ω, they are not useful in practice when |Ω| is large. Brown [4] introduces alternative, but equivalent expressions for f (Z) and ∇f (Z) that utilize the fact that the target movement follows a Markovian target model. We repeat those expressions here with a slight generalization to the case of a time-dependent Markov transition matrix and argue how they lead to a simple expression for the finite differences used in (44).
Given a search plan Z, let r c,t (Z) be the probability that the target occupies cell c in time period t and that it is not detected in time periods 1, 2, ..., t − 1, and let s c,t (Z) denote the probability that the target is not detected in time periods t + 1, t + 2, ..., T
given that it occupies cell c in time period t. Let r t (Z) = [r 1,t (Z), r 2,t (Z), . . . , r C,t (Z)], and
. We define r c,1 (Z) = p c and s c,T (Z) = 1 for any cell c ∈ C. Thus, r t (Z) and s t (Z) may be calculated recursively by
and
where Γ t denotes the transpose matrix of Γ t . In this notation, for any t ∈ T , we find that
and components of ∇f (Z) are
The calculation of finite differences f (Z + ∆ c,t ) − f (Z) follows similarly:
Thus, f (Z), its gradient, and finite difference can be evaluated with moderate computational effort. We utilize (47) and (49) in Algorithm 2 in the following computational tests on the same problems instances as in Section 4.1 and with the same computational environment.
However, we now consider all possible target paths induced by the Markov chain defined in Section 4.1.
We solve SP1-LM using CPLEX, with default options except for branching direction (up first, i.e., brdir 1) and the use of disjunctive cuts (disjcuts 3), which was found to generally perform slightly better then the default options. Columns 2 and 3 of Table 8 show relative optimality gaps for CPLEX and Algorithm 2 after 900 seconds on problem instances with three searchers. CPLEX performs significantly better when T ≤ 10. For larger T , the big-M formulation of SP1-LM leads to weak relaxations and long run times. Columns 4
and 5 of Table 8 : Relative optimality gap for different algorithms after 900 seconds of calculation time on SP1 or SP1-LM with three and 15 searchers, 81 cells, and a varying time horizon T . The time in seconds to reach optimality is reported in brackets when zero gap is achieved within 900 seconds. When an algorithm fails to return a feasible solution or a nonzero lower bound, we label it "failed."
The effect of number of searchers, J, is further examined in Table 9 . As when |Ω| is moderate (see Tables 6 and 7) , Algorithm 2 tends to obtain near-optimal solutions faster as J grows. In contrast, SP1-LM becomes increasingly harder to solve as J increases and the resulting model becomes larger. Hence, the two approaches are complimentary: four searchers represents a "cross-over point" above which Algorithm 2 has a clear advantage and below which the solution of SP1-LM prevails. Table 10 : Relative optimality gap for different algorithms after 900 seconds of calculation time on SP1 or SP1-LM with three searchers, varying cells, and time horizon 10. The time in seconds to reach optimality is reported in brackets when zero gap is achieved within 900 seconds. When an algorithm fails to return a feasible solution or a nonzero lower bound, we label it "failed."
Solution of SPX
We now return to the general SPX with inhomogeneous searchers, deconfliction constraints, and multiple targets. As discussed in Section 3.3, it is straightforward to construct linear models of SPX. However, such models tend to be extremely large and we therefore focus on a cutting-plane algorithm. We let "Algorithm 4" denote the extension of Algorithm 1 to SPX. Algorithm 4 is essentially identical to Algorithm 1, except that the following problem is solved during the i-th iteration instead of P i : 
(6) − (12).
Moreover, since each target in SPX moves independently, f k (Y k ) and ∇f k (Y k ) are computable by extensions of (47) and (48). We also extended Algorithm 2 to SPX using an approach similar to the one described in Section 3. Table 11 : Scenarios defining problem instances of SPX. Columns marked with c = c (c = c ) give glimpse-detection probability for a searcher that occupy (not occupy) the current cell previously. An asterisk indicates a column with glimpse-detection probability for difficult-to-search cells; see Figure 1 .
We consider three scenarios with variable glimpse-detection probability and number of searchers as summarized in Table 11 . In scenario 1, two searchers of class 1 occupy cell 1 in time period 0 and one searcher of class 2 initially occupies cell 81. The glimpse-detection probability of a searcher of the first class is 0.50 if the searcher occupied the current cell in the last time period (c = c ), but the searcher's detection rate is reduced with a factor 0.5 if the searcher just moved into the cell (c = c ). In view of (3), this implies a glimpse-detection probability of 0.29; see Table 11 . This reduction accounts for the effect, which we have observed in field experiments with actual UAVs [16, 24] , that a searcher often wastes some search time transiting from one cell to another even if the cells are adjacent. Using the model flexibility of SPX, we incorporate this effect without resorting to a fine time discretization.
When a searcher occupies one of the cells marked with an asterisk in Figure 1 , all detection rates are reduced by a factor of 0.5. These cells represent areas with poor search conditions and consequently low detection rates. This results in a glimpse-detection probability of 0.29 when c = c and 0.16 when c = c . For the class-2 searcher, the detection rate is reduced with a factor of 0.5 compared to class 1 in all situations, with resulting glimpse-detection rates given in Table 11 .
Scenario 2 is identical to scenario 1 except it has four class-1 searchers and two class-2 searchers. Scenario 3 is identical to scenario 1 except that there are 20 class-1 searchers and 10 class-2 searchers, and the detection rate is reduced with a factor of 0.1 in all situations.
The last row of Table 11 gives the resulting glimpse-detection probabilities. We note that the collective search effort (i.e., total detection rate) of the searchers in scenario 3 is therefore identical to that of those in scenario 1. Scenario 3, however, allows more flexibility as the search effort can be spread more widely.
We consider both the situation with and without deconfliction constraints (9) and (10).
In these scenarios, deconfliction amounts to ensuring that at most one searcher occupies a cell each time period and that a searcher is not allowed to move from a cell c to an adjacent cell c ∈ F 1 (c) when another searcher makes the opposite move from c to c. We assume that transit to a distance cell (i.e., a cell c ∈ F 2 l (c)) takes place by flying at high altitude, while search is carried out at low altitude. In SPX, we incorporate these constraints by setting Table 12 shows lower and upper bounds on the optimal value of SPX as well as the corresponding relative optimality gaps after 15 and 60 minutes of calculation time of Algorithm 4 for these scenarios with T = 8, 10, and 12. Columns 4 and 5 present the results Table 12 : Lower and upper bounds on the optimal value of SPX as well as relative optimality gaps after 15 and 60 minutes of calculation times of Algorithm 4 for scenarios 1-3 with and without deconfliction constraints. The time in seconds to reach optimality is reported in brackets when zero gap is achieved within 60 minutes. for the case with no deconfliction constraints, while columns 6 and 7 include deconfliction constraints. As in the case of Algorithms 1-3, Algorithm 4 solves problem instances with more searchers (as in scenario 3) quicker than those with fewer searchers (as in scenario 1).
We also find longer time horizons to be more difficult, again primarily due to the weaker cuts in the case of smaller nondetection probabilities.
Deconfliction constraints restrict SPX and result in an increase in the optimal value.
In scenarios 1 and 2, the change is small due to the relatively low number of searchers.
Deconfliction constraints increase the optimal value with about 0.05 in scenario 3 where 30 searchers are present. Hence, deconfliction constraints effectively force the searchers to give up 0.05 in probability of detection. We observe that multiple searchers focus on a relatively small number of cells with high probability of containing targets. This tendency is also present in earlier time periods. In fact, the ten searchers initially occupying the bottom-right corner of the AOI (see Figure   1 ) ignore cells near their initial location, make a long-distance move to the nearest target (cell 66), and, due to their high speed, arrive there for search in time period 3. Seven of the ten searchers remain in cell 66 for the remaining time periods to avoid the lower detection rate associated with moving to another cell. Three searchers fan out to adjacent cells, but noticeably avoid the difficult-to-search cells marked with asterisks in Figure 2 . The 20 searchers starting in the upper-left corner (see Figure 1 ) spread more widely, even tackle difficult-to-search cells, but remain somewhat clustered. Figure 3 shows the optimal location of searchers in time period 8 as in Figure 2 , but in the case with deconfliction constraints. Now, each cell allows at most one searcher and the searchers are forced to spread out. As seen from row 10 in Table 12 , spreading the effort is less effective and the optimal value increases from 0.8370 to 0.8875. Table 13 : Upper bounds (UB) on the optimal value of SPX as well as relative optimality gaps after 60 minutes of calculation times of Algorithm 4 for scenario 3 with varying T , and with and without deconfliction constraints. Table 13 further examines the upper bounds (UB) on the optimal value of SPX and corresponding relative optimality gaps in scenario 3 as T increases. As in Table 12 , we find a worsening in solution quality after 60 minutes of calculation time as T increases. However, the increase is moderate and essentially insignificant for the case with deconfliction constraints.
We are able to obtain near-optimal solutions even for long time horizons. Interestingly, deconfliction constraints reduce optimality gaps in these instances even though they increase the model size.
Conclusions
This paper has presented models and algorithms for a discrete-time route-optimization problem, denoted SP, where multiple searchers and one or more probabilistically moving targets operate on a finite set of cells. We have formulated a novel convex mixed-integer nonlinear program (MINLP) for SP that considers searcher deconfliction, time of search, and targetand location-dependent search effectiveness. MINLP allows modeling of real-world situations not previously considered including those with many searchers.
We propose two solution approaches for the MINLP that result in the first practical, exact algorithms for SP. One approach is based on the cutting-plane method and leads to near-optimal solutions with 5% relative optimality gap in less than 15 minutes of calculation horizon of 38 periods, we obtain a 3% near-optimal solution in 30 minutes. Hence, we overcome, in part, the difficulty of solving problem instances with many searchers.
Problem instances remain challenging when they have two or more classes of searchers, each with only a few searchers, and when long time horizons lead to low nondetection probabilities. A heuristic allocation of searchers to nonoverlapping subareas may be a practical approach in the first situation and a rolling-time horizon and/or fix-and-relax optimization may heuristically address the second situation. However, fast solution of these classes of instances of SP remains a goal for future research.
