For a local Hamiltonian H = ∑ i c i A i , with A i s being local operators, it is known that H could be encoded in a single (non-degenerate) eigenstate |ψ in certain cases. One case is that the system satisfies the Eigenstate Thermalization Hypothesis (ETH), where the local reduced density matrix asymptotically become equal to the thermal reduced density matrix [PRX 8, 021026 (2018)]. In this case, one can reproduce H (i.e. c i s) from local measurement results ψ|A i |ψ = a i . Another case is that the two-point correlation functions ψ|A i A j |ψ are known, one can reproduce H without satisfying ETH (arXiv: 1712.01850); however, in practice nonlocal correlation functions ψ|A i A j |ψ are not easy to obtain. In this work, we develop a method to determine H (i.e., c i s) with local measurement results a i = ψ|A i |ψ and without the ETH assumption, by reformulating the task as an unconstrained optimization problem of certain target function of c i s, with only polynomial number of parameters in terms of system size when A i s are local operators. Our method applies in general cases for the known form of A i s, and is tested numerically for both randomly generated A i s and also the case when A i s are local operators. Our result shed light on the fundamental question of how a single eigenstate can encode the full system Hamiltonian, indicating a somewhat surprising answer that only local measurements are enough without additional assumptions, for generic cases.
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I. INTRODUCTION
For a local Hamiltonian H = ∑ i c i A i with A i being some local operators, it is known that a single (nondegenerate) eigenstate |ψ can encode the full Hamiltonian H in certain cases, given the average value of |ψ on each A i , i.e. a i = ψ|A i |ψ , with some additional assumptions. A simple case would be that |ψ is the (unique) ground state of H. In this case, |ψ can be represented in the thermal form as
for sufficiently large β. That is, H can be directly related to |ψ , and hence can be determined by the measurement results of a i , with algorithms developed for practical cases [1, 2].
Since A i s are local operators, in this case, one only needs to deal with a polynomial number of parameters in terms of system size. Notice that the problem of finding H (or |ψ ) is also closely related to the problem of determining quantum states from local measurements [3] [4] [5] [6] [7] [8] [9] [10] [11] . It also has a natural connection to the study of quantum marginal problem [12] [13] [14] [15] , and its bosonic/fermionic version that are called the Nrepresentability problem [12, [16] [17] [18] [19] [20] [21] [22] .
For general eigenstate wavefunction |ψ , which could be either ground state or excited state, one interesting situation is that whether the system satisfies the eigenstate thermalization hypothesis (ETH) [23] [24] [25] [26] [27] . The ETH states that the reduced density matrix of a subsystem corresponding to a pure, finite energy density eigenstate asymptotically becomes equal to the thermal reduced density matrix, as long as the subsystem size is much less than the total system size [28] .
In other words, Eq. (1.1) holds for some eigenstate |ψ of the system. In this case, one can use a similar algorithm to find H from a i s, as in the case of ground states.
Another situation previously discussed is that if the two-point correlation functions ψ|A i A j |ψ are known, one can reproduce H without satisfying ETH [29, 30] . This is due to the fact that if |ψ is a non-degenerate eigenstate of H with eigenvalue λ, then it is the unique ground state of the Hamiltonian (H − λI) 2 , where I is the identity operator. So once the two-point correlation functions are known, one can again use a similar algorithm to find H from the correlation functions, for the case of ground states. However, in practice the nonlocal correlation functions ψ|A i A j |ψ are not easy to obtain.
In this work, we address the question of whether additional information is needed besides a i s to determine the system Hamiltonian H. Surprisingly, we show that only the knowledge of a i s suffices to determine H. We arXiv:1903.06569v1 [quant-ph] 15 Mar 2019 also start from the fact a non-degenerate eigenstate |ψ of H is in fact the unique ground state of another Hamil-tonianH 2 with eigenvalue zero, whereH = ∑ i c i (A i − a i I). We then show that it is then enough to reconstruct H using only the information of a i s.
Notice that since |ψ is the unique ground state of ã H 2 , one can represent |ψ in terms of c i based on its thermal form
for sufficiently large β. This reformulate the task of finding the Hamiltonian H (i.e. to find c = (c 1 , c 2 , . . .)) as an unconstrained optimization problem of the target function
The minimum value of f ( c) is obtained by the c corresponding toH 2 with |ψ as the unique ground state. Our method applies in the general case whenever A i s are known, to find c i s by only knowing a i s. For this unconstrained optimization problem of f ( c), the function form of f ( c) is rather complicated. Consequently, the second order derivative information of f ( c) is hard to obtain. Therefore, instead of using Newton method, we apply quasi-Newton methods and use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm to update the approximation of Hessian matrix [31] [32] [33] [34] . We apply the algorithm to calculate both the case of randomly generated A i s and the case with A i s being local operators, returning good fidelity in terms of almost perfectly reproducing c i s. In the case when A i s are local operators, our method can find c i s from only local measurement results, hence shed light on the correlation structures of eigenstates of local Hamiltonians.
II. OPTIMIZATION METHOD FOR HAMILTONIAN RECONSTRUCTION
We start to discuss our method in a general situation, where the Hamiltonian H can be expressed in terms of a set of known Hermitian operators (A 1 , A 2 , . . . , A m ):
For an eigenstate |ψ of H with unknown eigenvalue λ, which satisfies H|ψ = λ|ψ , we can denote the measurement results as a i = ψ|A i |ψ . With only knowing the measurement results a i s, our goal is to find the coefficients c to determine H.
We observe that, even if |ψ is not the ground state of H, it can be the ground state of another HamiltonianH 2 withH given bỹ
Then the density matrix of |ψ (which is in fact of rank 1) can be written in the form of a thermal state:
for sufficiently large β, satisfying
With these conditions in mind, we are ready to reformulate our task as an optimization problem with the Eq. (1.3).
For the convenience of numerical implementation, we letH β = βH, then the thermal state ρ( c) becomes
Consequently, the objective function Eq. (1.3) can be rewritten as an equivalent form
We aim to solve f ( c) = 0 by minimizing f ( c). In practice, we end our iterations when f ( c) is smaller than a fixed small value . The corresponding optimization result denotes as c opt . As we reformed the objective function by usingH β , the result c opt achieves in our optimization frame is actually β · c. Theoretically, β could turn to infinity. However, numerically, when our algorithm achieved high fidelity the outcome β in our algorithm is still an adequate large constant. More detailed discussion can be seen in Appendix A.
Since all the constraints are written in Eq. (2.6), minimizing f ( c) is an unconstrained minimization problem. There are plenty of standard algorithms. In our setting, computing the second-order derivative information of f ( c) is quite complicated and expensive. Therefore, instead of using Newton method which requires the Hessian matrix of the second derivatives of the objective function, we choose the quasi-Newton method with BFGS-formula to approximate the Hessians [31] [32] [33] [34] . The MATLAB function FMINUNC is capable of realizing this algorithm starting from an initial random guess of c i s. The optimization algorithm used by function FMINUNC is quasi-Newton. When the quasi-Newton algorithm fails (converges into a local minimum), we try a different set of random initial value c i s and optimize again until we obtain a well enough solution. The diagram which illustrates our approach is shown in FIG. 1 .
Diagram of our approach. We start with the operators A i s and their expectation value a i s on ψ, guess c i , and use FMINUNC to minimize f ( c) (Eg. (2.6)). If the final result f ( c) is smaller than , we find the solution. Otherwise, we repeat the process with another random guess c i .
In the next two sections, we report the results of our approach, applying to the case of A i s being generic random Hermitian operators, as well as the case of A i s being local operators.
III. RESULTS WITH GENERAL OPERATORS
To test our approach, we need a measure to characterize the distance between the Hamiltonian H al obtained from our approach and the true Hamiltonian of the system H rd . We use the following definition of fidelity [35] because Notice if |ψ is an eigenstate of H, it is also an eigenstate of bH with b ∈ R. Our definition (eq. (3.1)) gives the same result when c i s are multiplied by any same constant. We start by applying our approach to three generic operators A 1 , A 2 , and A 3 . First, we randomly generate three Hermitian operator A i s and fix them. Then, we generate c i s randomly for different cases. After that, we have the Hamiltonian
After diagonalizing H, we choose one eigenvector |ψ and calculate a i = ψ|A i |ψ .
The system is consisted of n qubits and the dimension of H and corresponding A i s are d = 2 n . We tested the cases for n = 3, 4, 5 and 6. For each n, we generated 200 datasets for testing. Each dataset is a set {c i , A i , |ψ |i = 1, 2, 3}, in which, c i ∈ (0, 1) for i = 1, 2 and 3, and A i s are randomly generated Hermitian matrices of dimension d 1 . With these datasets, H rd = ∑ i c i A i is obtained. Diagonalizing H rd , and randomly choosing one eigenvector, we obtain |ψ . Apply the algorithm to all the datasets, The results are obtained and shown in FIG. 2. From FIG. 2, we can see that our approach works excellent. The final fidelities are all larger than 0.998 for all the cases tested and are very close to 1 for most situations. We observe that the fidelities will slightly decrease with the growing number of qubits; however, even the lowest fidelity is larger than 0.998. Therefore, for general operators, our approach works. Since the eigenvector |ψ are randomly chosen, we observe no dependence on whether the ground state or which one of the excited states are chosen. 
IV. RESULTS WITH LOCAL OPERATORS
In this section, we report our results on the systems with a 2-local interaction structure. We tested two different structures, shown in FIG. 3(a) and FIG. 3(d) . Each circle represents a qubit on a lattice and each line represents an existing interaction between the two qubits.
We first try the fully-connected 4-qubit case shown in FIG. 3(a) . The Hamiltonian can be written as
where c ij is a parameter and A ij is the 2-local interaction between the two i-th and j-th qubit. One eigenstate out of 16 is randomly chosen as the state |ψ . We randomly generated 1200 such Hamiltonians and applied our algorithm to them. Next, we try the 7-qubit chain model shown in FIG. 3(d) . Similarly, we can write the Hamiltonian as
2)
and similarly c ii+1 s and A ii+1 s are the parameters and 2-local interaction. We randomly generated 40 such Hamiltonians and applied our algorithm to them. The results of local Hamiltonians are shown in FIG. 3  From FIG. 3 , it can be seen that the approach also works excellently for the increased number of local in-teraction terms A i s and qubits. A larger number of local Hamiltonians brings more difficulties to the approach and slightly decreased the fidelity. However, all the fidelities are still larger than 0.99, which means our approach is still efficient. The histogram of the fidelities shows that for most data points, the fidelities are very close to 1. However, there still exist some outliers. Some structures may hide behind these outliers which may bring more physics to us, and should be studied further.
Since for ground states, there already exist efficient algorithms, we examined the dependence of the results of the algorithm and which eigenstates is chosen for 4qubit Hamiltonians, which is shown in FIG. 4 . Fourqubit system has 16 eigenstates. Each time, one eigenstate is chosen from one of these states. From FIG. 4 , we can see that there is no much difference for the fidelities with different eigenstates.
V. DISCUSSION
In this work, we discuss the problem of reconstructing system Hamiltonian H = ∑ i c i A i using only measurement data a i = ψ|A i |ψ of some eigenstate |ψ of H, by reformulating the task as an unconstrained optimization problem of some target function of c i s. We numerically tested our method for both randomly generated A i s and also the case that A i s are local operators. In both cases, we obtain good fidelity of the reconstructed H. Our results indicate that somewhat sur- prisingly, only local measurements on one eigenstate are enough to determine the system Hamiltonian, without additional assumptions, for generic cases.
Our discussion also raises many new questions. For instance, a straightforward one is whether other methods can be used for the reconstruction problem, and their efficiency and stability compared to the method we have used in this work. One may also wonder how the information of "being an eigenstate" helps to determine a quantum state locally, which is generically only the case for the ground state, and how this information could be related to helping with quantum state tomography in a more general setting.
Appendix A: The value of β
It is easy to observe thatH 2 andH 2 β have the same eigenstates structure. The constant β only contribute a constant fact to the magnitude of eigenvalues, i.e. the eigenenergies of the given system. Theoretically, a thermal state tends to the ground state of the given Hamiltonian if and only if the temperature is zero (or, for a numerical algorithm, close to zero), which means β = 1 kT goes to infinite. Numerically, the β only needs to be a sufficient large positive number.
Let us denote the i-th eigenvalue ofH 2 β as E i and the energy gaps as ∆ i = E i+1 − E i . From the definition ofH 2 β , the ground energy E g = E 1 is always 0. From our experience, during the optimization process, the eigenenergies, as well as the energy gaps of the Hamiltonian, gets larger. From FIG. 5(a) , we can see the energy gaps grow as the optimization goes. The corresponding β is a finite sufficient large number.
One the other hand, we can also examine the probability of the ground state ofH 2 β as the iteration goes. This probability can be expressed as
Since the ground state ofH 2 β always have zero energy, the probability is
The change of the probability P(E = E g ) with iterations is shown in FIG. 5(b) , from which we can see finally, the probability goes to 1, which means the thermal state form is (almost) ground state when β is a relative large positive constant. 
