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IS-Related Operational Risk: An Exploratory Analysis
James Goldstein












Past research concerning information systems (IS) risk has mainly focused on development risk. However, the impact of any 
risk event that occurs once the system is operational can be far more extensive.  Such events are due to what has been termed 
operational risk.  Our research is concerned with operational risk that involves an IS – or IS-related operational risk – which 
has received little attention in the academic literature.  Specifically, we seek to offer a comprehensive exploratory analysis of 
IS-related operational risk based on a database documenting hundreds of actual IS-related operational risk events. Our 
findings could help managers and researchers to achieve a better understanding of the risk exposure associated with 
operational ISs in their current business environment and with new information technology (IT) investments under 
consideration.  This research could also assist organizations in achieving a higher level of strategic and economic alignment, 
through the use of a systematic IS risk management approach.
Keywords 
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INTRODUCTION AND LITERATURE REVIEW
Stories abound concerning organizations that have lost millions of dollars in information system (IS) implementations gone 
wrong, but ISs that have successfully made it past the implementation phase can have catastrophic effects on the organization 
as well.  The impact of risk events that occur during system development are generally limited to increased project costs or 
the loss of invested resources. By contrast, the impact of risk events that occur once the system is operational can be far more 
extensive, because operational ISs are increasingly embedded in the business process environment that they support. Recent 
IS-related failures demonstrate the far-reaching impacts that operational risk events can have on organizations:
• In June 2007, United Airlines suffered a shutdown of a mission-critical system that lasted for two hours. As a 
result, the company was forced to cancel more than twenty flights and ground over 250 more.  An industry 
consultant estimated the overall loss to be in excess of $10 million.
• In 2005, over 40 million credit card accounts at MasterCard International were compromised due to a 
computer security breach.
• During much of 2006, a trader at Paris-based bank Société Générale had been exploiting weaknesses in the IT 
systems in order to establish fake trading positions that would go unnoticed from supervisors. Poor IT security 
has been partially blamed for the $7.2 billion loss.
There has been much interest in operational risk in recent years mainly due to new regulatory standards and catastrophic 
events, such as the September 11th terrorist attacks. The Basel Committee on Banking Supervision (BCBS), which establishes 
standards that set risk-based capital requirements for financial institutions, defines operational risk as “the risk of loss 
resulting from inadequate or failed internal processes, people and systems or from external events” (BCBS, 2001). The 
ramifications of inadequate or failed ISs to business processes with which they are integrated have been recognized by 
regulatory agencies and practitioner-based frameworks. A good example is the Control Objectives for Information and 
related Technology (COBIT) framework developed by the IT Governance Institute (ITGI, 2007a), which believes that the 
BCBS definition of operational risk should be considered in light of IT management (ITGI, 2007b).
It is easy to build on the BCBS definition and define IS-related operational risk as any operational risk that involves an 
information system, but it is important to clearly position IS-related operational risk in relation to operational risk and IS risk 
in general. IS-related operational risk includes any form of operational risk arising directly due to an IS failure (e.g., software 
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bugs, hardware malfunction) or indirectly from a failure in the work supported by an IS within a business process. 
Importantly, in including failures in the work supported by an IS we are implicitly targeting failures due to flawed systems
and IS-enabled process designs lacking proper controls (e.g., intentional or unintentional user data entry errors, security 
bridges) as well as failures due to poor system implementation and ongoing management procedures (e.g., inadequate data 
refresh cycles, backup procedures, user training). What makes such risks IS-related is the fact that they can be controlled, at 
least to some degree, by adequately designing and implementing an IS and its work environment. As to IS risk in general, IS-
related operational risk includes any form of IS risk that arises only once an IS becomes operational, as opposed to during IS 
development and implementation. For practical IS management purposes, however, our discussion thus far clearly suggests 
that operational IS risks may be of great relevance even during IS development and implementation. 
Despite growing interest in operational risk, Hinz (2005) observed that “research on identifying and mitigating the 
operational risk associated with IT is still quite immature in theory and in practice, leaving managers without sound decision 
support.” Indeed, based on their extensive survey of the literature on IS risk and risk management, Alter and Sherer (2004) 
note that the majority of studies focused on risks in the context of developing and implementing new ISs as opposed to 
systems in operation. Even the relatively limited research relevant to IS-related operational risk has focused mainly on 
computer crime involving “the use of computerized systems to perform illegal acts” (Alter, 2002) and on IS security threats
presented as IS vulnerabilities that could result in undesirable consequences (Im and Baskerville, 2005; Neumann, 1995). 
Within this research stream we were able to identify five key works that developed IS threat taxonomies which include other 
types of IS-related operational risk (Alter, 2002; Baskerville, 1996; Im and Baskerville, 2005; Loch et al., 1992; Whitman, 
2004). Unfortunately, these taxonomies are limited in their ability to provide much insight into IS-related operational risk 
events experienced by organizations.  Two were survey-based (Loch et al., 1992; Whitman, 2004) rather than based on actual 
events, and one was not tested at all (Alter, 2002).  Additionally, even though they accounted for non-computer crime events, 
those taxonomies that were tested still had a sparse representation of such events. 
This ongoing research seeks to offer an exploratory analysis of IS-related operational risk based on a close examination of 
hundreds of actual IS-related operational risk events (ISOREs) documented in a commercially available database. Our 
research has two main objectives. The first is to develop a better understanding of the types of ISOREs experienced by 
organizations. This includes identification of the types of ISs and IS-enabled processes that give rise to these events, 
examination of the magnitudes of associated losses, and investigation of the varying impacts of these events over time and 
across countries. A more fundamental objective that follows is the identification and formulation of testable research 
hypotheses concerning ISOREs.
Our findings could help managers and researchers to achieve a better understanding of the risk exposure associated with 
operational ISs in their current business environment and with new IT investments under consideration. In addition, our 
research could assist organizations in achieving a higher level of strategic and economic alignment, through the use of a 
systematic IS risk management approach.
RESEARCH APPROACH & METHODOLOGY
Data
The primary goal of our research is to conduct an exploratory analysis of the IS-related events collected in the Algo FIRST 
database, which is maintained by Algorithmics Inc., a member of the Fitch Group. This commercial database documents 
thousands of operational risk events that have been reported in public sources such as reports and press releases from 
regulatory agencies (e.g., SEC filings) and the media (e.g., Wall Street Journal) from 1920 to the present day. We recognize 
that the FIRST database may be biased toward larger loss events of the kinds that make their way into public sources, 
especially since many of the events have occurred in the financial services sector. We are hence sensitive to this limitation 
and its effect on the generalizability of our research findings. Nevertheless, the kinds of events in the database are likely to be 
of prime management concern since they could cause the greatest damage to an organization. More importantly, since no 
study to date has examined actual IS-related operational risk events, research based on the FIRST database can still offer 
useful and novel insights as well as foundations for follow-up research on IS-related operational risk.
The FIRST database contains for each event a narrative description, along with more structured information consisting of
over 20 specific attributes of the event (e.g., firm at which the event occurred, geographical region, loss amount, and date of 
occurrence). An important attribute classifies events by event trigger, or what Algorithmics defines as “the primary cause of 
an event,” of which there are five categories: (1) people, (2) relationship, (3) process, (4) technology, and (5) external. 
We searched the FIRST database to identify the ISOREs most relevant to our study. We applied several filters to the data. 
First, all events classified within the event trigger “technology” were selected. Additionally, as an ISORE may not 
necessarily be classified within the “technology” event trigger, the database was searched for key words within the detailed 
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event description narrative For example, an employee input error may be classified in the “people” event trigger, but would 
still be an ISORE that could have been prevented by building appropriate controls into the IS. Therefore, the key words we
used to search for ISOREs outside the “technology” category include “computer”, “electronic”, and “information systems”.
Overall, we identified 777 events for review against our definition of IS-related operational risk. Finally, events reported in 
2007 were removed from this sample because data in 2007 may be under-populated due to the extended duration of many 
events: it could take time for all relevant information about an operational risk event to be discovered. Our final sample 
consists of 416 events that occurred globally up until the end of 2006.
ISORE Classification
We classified the 416 identified ISOREs based on the taxonomy of risk categories defined in Table 1. Most of these risk 
categories come from the “system threats” taxonomy proposed by Alter (2002).  Beyond his categories, we found it necessary 
to use two additional categories provided in the FIRST database: “New Technology Failure” and “Systems Integration 
(Merger Related)”. These two categories were deemed to provide necessary distinction for the relevant events, and did not 
map to any categories identified in the literature. Lastly, an “Unspecified System Failure” category was created for those 
events where it was not apparent whether the failure took place due to hardware or software issues. In most cases, the 
database categories very closely matched those proposed by Alter.  However, the narratives for all events were carefully 
reviewed to ensure conformance with category definitions.
Table 1. ISORE Categories
PRELIMINARY DATA ANALYSIS AND DISCUSSION
Number of ISOREs over Time























Figure 1. Number of ISOREs by Year
The number of events reached an all-time high in 2006, the last year included in our analysis. The data shows a steady 
upward trend in the number of events with a sharp increase in the trend around the mid 1990s. Moreover, the data does not 
indicate that the trend is associated with any subset of the types of ISOREs in Table 1 or any specific subset of countries.
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While the growth pattern we observed is interesting in itself, it is important to understand what could be the causes 
underlying this pattern and whether the effect of those causes is likely to persist over time. Could it be that the growth in the
number of ISOREs is simply a function of the increased presence of IT within organizations? Or, is it due to business cycles? 
Or perhaps due to shifts in the global IT environment, such as the Internet and the influx of new technologies and 
applications that it brought about? We are in the process of examining, formalizing and testing these and other plausible 
explanations for the observed pattern. For example, we are looking to determine whether the number of ISOREs normalized
by the level of IT investment over time exhibits the same growth pattern. Another example is to determine whether the 
dramatic increase before 2000, and the subsequent downturn, can be explained by the dot com investment bubble. These are 
some directions that we are exploring in line with our objective to identify hypotheses concerning ISOREs that are testable 
and potentially insightful.
Prevalence and Severity of ISORE Types
Table 2 details the categorization of the 416 ISOREs. Some interesting observations emerge from this preliminary analysis of 
the data. First, although they have received less attention in the literature than computer crime events, more non-computer 
crime events were present in our sample. The second observation deals with the nature of loss impact. The FIRST Database 
distinguishes between direct losses, being “the financial repercussions of an event”, and indirect losses, being “non-financial 
impacts, such as reputational damage, loss of market access or ratings downgrades” (Algorithmics, 2006). Only 25% of the 
ISOREs had a direct loss impact. Those same ISOREs also made up the great majority of the events with a stated loss amount 
in the database. This is not surprising considering that indirect losses can be more challenging to quantify. This observation 
suggests additional research questions, such as: (1) Why do certain ISORE types (e.g., New Technology Failure) more often 
result in indirect losses than others (e.g., Hardware Malfunctions)? and (2) What types of systems (e.g., customer-facing vs. 
backoffice-support) are more likely to be associated with ISORE types that more often result in indirect losses? The answers 
to such questions could have important implications on whether and how organizations should consider certain ISOREs and 
for the way they can be managed from the moment a new system is proposed and its associated IT investments are being 
evaluated.
A third observation concerning ISOREs from Table 2 is that the 65 non-computer crime events with stated loss amounts 
resulted in a much higher overall average loss than the 43 computer crime events: $53.2M versus $16.2M, respectively. In 
fact, although Theft ISOREs were the highest occurring event type, they had a much lower average loss than the second most 
occurring event type, Software Bugs. This revealing figure emphasizes the importance of differentiating between events of 
low/high frequency and events of low/high severity and could have implications on the way organizations allocate resources 
for lowering risk due to low-impact events such as security threats and high-impact events such as software bugs.
Table 2. Sample Descriptive Statistics of ISORE Data (1970-2006)
ISOREs by Geographical Region
Some interesting patterns also begin to appear when ISOREs are examined across the three geographical regions with the 
greatest number of events: North America, Europe, and Asia (contain over 90% of all events). Theft, Software Bugs, and 
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Sabotage & Vandalism are the top three most frequently documented ISORE types in each geographical area. Yet, there are 
some striking differences among these regions.  For example:
 Of the three regions, North America has the greatest number of events but the lowest overall average loss 
amount, while Asia has the least number of events but the highest overall average loss amount 
 Theft and Sabotage & Vandalism events appear to result in much higher losses on average in Asia.
 The average loss for Operator Error events is significantly higher in Asia, and those occurring in Europe are
almost ten times higher than those in North America.
These findings clearly indicate that there are differences both in the prevalence of ISOREs and their loss severity across 
geographical regions. Here, too, there are numerous plausible root cause explanations that we are looking to examine and 
formalize as testable hypotheses. A good example is the potential link between the level of regulation in a particular region 
and the characteristics of ISOREs that organizations experience in that region.
Table 3. Number of ISOREs and their Severity (in USD) by top three Geographical Regions
CONCLUSION
Past IS research has paid little attention to operational risk and its relation to IS development, implementation and 
management. Yet, because ISs are often tightly embedded within organizational business processes, the failure of operational 
ISs could also result in significant losses. Increasing dependence of the corporate and financial sectors on IT in recent 
decades increases their exposure to this type of IS risk. This research uses a database of publicly reported events to analyze 
the types of IS-related operational risk events (ISOREs) that occur within organizations.  The goal of this ongoing research is 
to identify and formulate testable research hypotheses concerning these events, with the hope that it will provide managers a 
better understanding of IS-related operational risk both in their existing business environment and in potential IT 
investments.
We believe that the rich level of detail within the FIRST database will greatly assist us in reaching this goal.  For example, 
the events included in the database can provide insight into important issues such as the behavior of computer crime incidents 
versus non-computer crime events over time.  This type of observation would allow management to better assess the level of 
resources to be spent on both types of exposure.  From preliminary analysis of the database, the information it contains could 
also shed light on the types of ISOREs experienced by particular business units within organizations.  Additionally, the 
database classifies the impact of events within a different direct loss and indirect loss categories, and also attempts to identify 
factors which affect an event’s likelihood to occur or its level of severity.  Analyzing such information, as well as other 
database attributes, will contribute greatly to what we currently understand about this little-explored dimension of IS risk.
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