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Abstract
When designing a rocket engine, both the propulsion system and propellant choice(s) are
an important deciding factor. Desired rocket engine behavior, specific impulse, and levels of thrust
are all different between the various propulsion systems. A bi-propellant cryogenic liquid 5lbf,
500lbf, and 2000lbf rocket engine was designed and manufactured by UTEP. The 5lbf rocket
engine is a Reaction Control Engine and the 500lbf and 2000lbf rocket engine is a throttleable
Main Engine. To provide a reliable and safe data acquisition and control system for this
experiment, a Real-Time control platform was needed. A compact DAQ system was purchased
and configured to gather all of the data and a compact RIO system was purchased and programmed
to provide autonomous, Real-Time control of the system.
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Chapter 1: Introduction
1.1

Propellant Background
Much of space propulsion is handled using either earth storable or liquid hydrogen

propellants. There has been an interest in using Methane as a propellant but nothing has been
seriously developed thus far. Early rocket propulsion used liquid oxygen and kerosene or alcohol.
The difficulty of using liquid oxygen caused the U.S. Airforce to develop storable propellants.
Nitric acid was used as an oxidizer but was soon replaced by Nitric Tetroxide (NTO) because of
how corrosive nitric acid was. Either Hydrazine, Dimethylhydrazine, or a combination of the two,
were used as the fuel. 1
Propellants like NTO & Hydrazine are called hypergolic. When these propellants are
introduced into the same environment, they ignite and combust. No voltage excitation is required
when using these propellants. Liquid Cryogenic propellants, on the other hand, must be properly
mixed and atomized before a sparker or torch igniter can ignite this mixture.
1.2

Reaction Control System Background
Reaction Control Engines (RCE) are mounted at different locations on a space vehicle to

form a Reaction Control System (RCS). These systems are responsible for attitude control, docking
maneuvers, midflight realignment, stabilization after stage separation, and rendezvous
maneuvers.2 Figure 1.1 below shows the RCS of the NASA Orion space vehicle. 3
RCEs are different than most other space engines. They have thrust levels that range from
1-1000 lbf but 1-100 lbf engines are commonly selected. As a general rule, RCEs are usually used
in opposing pairs to produces pure couples about an axis. These engines are typically setup in
clusters so that all of the wiring and plumbing can be simplified. 2

1

(Brown 1996)
(Huzel and Huang 1992)
3 (Gati 2016)
2

1

Figure 1.1: A labeled figure of the NASA Orion capsule.
There are several options when selecting a propellant system for an RCE. Each system has
its set of design challenges and levels of performance. There are cold gas jets, mono-prop engines,
and chemical combustion engines.4 Cold gas jets consist of a cold gas tank closed off by a valve.
When the valve is opened, the pressure difference between the pressurized gas and the ambient
pressure of the system produces a thrust as the gas leaves the nozzle. These engines have low thrust
and specific impulse ranges. These engines usually have a specific impulse of 50-120s.4 The
advantage of these engines is that they are very simple in their design and manufacturing. These
engines are typically used on small satellites. An example of a cold gas engine layout can be seen
in Figure 1.2 below.

4

(Sutton and Biblarz 2001)

2

Figure 1.2: A schematic of a cold gas rocket thruster
When better performance and higher levels of thrust are required, a heated gas thruster can
be used instead. These thrusters can be thermally or chemically heated to provide a higher gas exit
velocity at the nozzle. One category of these thrusters is called mono-prop engines. These engines
use a catalyst bed to chemically heat up the gas and provide thrust out of the nozzle. These engines
have a specific impulse of 105-250s.4 An example of this system can be seen in Figure 1.3 below.

Figure 1.3: A schematic of a mono-prop rocket engine
When this level of performance is still insufficient, a chemical bi-prop rocket engine can
be used instead. This propellant system uses two propellants instead of one. One propellant is an
oxidizer and the other is a fuel. These can either be pressure fed or pump fed systems. The tradeoff
3

is the added complexity of having two propellant tanks instead of one and designing atomizing
injectors and mixing chambers to properly ignite these propellants. This propellant system gives
both higher thrust and performance at the cost of being more complex. The average specific
impulse for these engines is around 220-325s4 depending on what propellant combination is used.
An example of this propellant system can be seen below in Figure 1.4
A table can be found below that shows the different performance and options for the
engines discussed above. Table 1.1 lists the specific impulse, impulse range, and capabilities of
cold gas, mono-prop, and bi-prop engines.

Figure 1.4: A schematic of a bi-prop rocket engine
Table 1.1: A table showing the capabilities of different propulsion systems 1
Requirement

Cold Gas

Monopropellant

Bipropellant

Specific Impulse s

<150

230

310

Impulse Range

<2500

<45,000

>45,000

N-s (lb-s)

(<500)

(<10,000)

(>10,000)

Restart

Yes

Yes

Yes

Pulsing

Yes

Yes

No

Shutdown

Yes

Yes

Yes

4

RCEs must use storable liquid propellants, have a high repeatability in pulsing operations,
long life in space, and/or long-term storage with loaded propellants. As mentioned prior, this is
one of the main issues with a cryogenic RCE. Storing these propellants in the long term requires a
cooling method to combat all of the boiloff that occurs with long term cryogenic storage. Another
issue is having repeatable pulse firing with a cryogenic system. As can be seen in Table 1.1, biprop liquid cryogenic rocket engines are not typically used in RCE pulse firings. The propellant
quality is a huge contributor to the propellent mass flow rate and thus the engine thrust. If the
quality of the propellant were to drop so much as to make the liquid propellant a cold gas
propellant, the density of the fluid would drop substantially. Liquid injectors are designed to
atomize a liquid. If a cold gas were to go through this injector orifice, the cold gas would choke
and the performance will not be at the designed level. This can lead to issues of a Reaction Control
System not adequately providing the stability and support it was designed to provide. Another
challenge is to properly design the injection and mixing method. If these propellants are not
properly atomized and mixed, combustion will not occur. And even if combustion does occur,
combustion instabilities in the flame may be present causing damage to the vehicle and/or
inconsistent thrust profiles.
A high accuracy method of performing velocity corrections or angular maneuvers during
flight is to operate the RCS in a pulse firing mode. The engines are fired consistently for a short
period of time, around ~.020s followed by a 0.020s-0.100s delay, to establish control over how
much the vehicle moves. The navigation computer calculates the maneuver and the control system
calculates the number of pulses to perform the maneuver. In this way, using pulse firing allows
this system a good deal of accuracy in performing these maneuvers. 4
1.3

Data Acquisition Background
A lot of early rocket propulsion testing has been done without heavy use of computational

tools. It took some time before computational and simulation tools were to be trusted over manual
calculation through the use of theory and slide rules. Over time, more research began to use
5

computers for simulation and computation. These systems were given inputs and correct outputs
were then expected to be produced. The increased reliance in computers improves empirical results
and testing at the cost of a loss of understanding in how physical phenomena occur. 5
Even rocket propulsion testing at NASA is still antiquated in some areas. A lot of
experimental control systems were designed with analog interfaces and have not been changed
because they don’t want to fix what is not broken. Figure 1.5 below shows the control room of a
NASA lab. A lot of the system is still physical analog controls and the computer is running the
1995 version of Windows and LabVIEW. The system has not been upgraded because the system
is still functional in its current state and changing something might cause delays.

Figure 1.5: A photograph of a NASA MSFC LabVIEW Control Room

5

(Hannigan, et al. 2005)

6

The same can be said for university labs. Either a lack of funding, lack of time, and/or a
lack of knowledge has led to many systems using mechanical or analog devices and controls. Not
only are these practices antiquated but they also leave a lot of human error in the system. New
technology can add powerful and robust control and computational systems into experimental
setups. Real time control, filtering, and calculations can all be possible if these systems are
upgraded. Many measured results are raw values that need further conditioning/scaling and
computation before they become meaningful values. An example of this is mass flow rate using a
venturi flow meter. If only the pressure difference and temperature are being recorded, the mass
flow rate is still unknown at the time of the experiment and can only be observed during the post
processing stage. This can be undesirable for the simple reason that an experiment can give bad
data that is not immediately noticeable. Not only does this cost time, but it can also cost money.
Each time a test is ran, supplies are usually used up, thus a bad data set can be costly.
Even when a university has the equipment and funding to purchase new computational
control tools and software, a lack of knowledge in how to use these tools can cause bad habits and
unsafe experiments to be created. Right now, a lot of mechanical engineering education is centered
only on simulation and theory. There is very little in the way of teaching computer science topics
needed to fully understand how these systems are supposed to operate. This can lead to
experiments losing control and causing injury and/or damaging the sample(s).
This thesis will detail proper LabVIEW control in chapters 5 & 7. These chapters will go
over proper LabVIEW control system, good practices in data acquisition, and the implementation
of Real-Time control systems as seen in industry.

7

1.4

Thesis Overview
The two main purposes of this thesis are to document the ongoing research and current testing

of a LOX/LCH4 Reaction Control Engine (RCE) and to document the control system for the hot fire
testing of the Chrome engine. Chapter 2 will go over the background behind the pencil thruster and
where it came from. Chapter 3 will go over the current design of the RCE being tested. Chapter 4 will
go over the Chrome engine and the torch igniter. Chapter 5 will go over proper LabVIEW design of
an experimental control system. Chapter 6 will go over the future cold flow and hot fire testing for the
RCE. Chapter 7 will go over Real-Time control system in LabVIEW. Chapter 8 will go over the Fabens
LabVIEW control system for the Chrome and Pencil Thruster engines. And finally, Chapter 9 will go
over the future test matrices for the RCE, discuss the Chrome engine hot fire details, and go over some
general conclusions.

8

Chapter 2: Pencil Thruster History
The LOX/LCH4 vertical test bed that NASA has developed is known as Morpheus; the
vehicle can be seen below in Figure 2.1. This vehicle was designed to use a methane propulsion
system for both the main engines and the reaction control system. 6

Figure 2.1: Photograph of NASA’s project Morpheus test flight 36
This vehicle demonstrates the main objective of the Janus and Daedalus vehicles, to have
only one propellant combination. Typically, RCS Engines use more reliable propellants such as
earth storable propellants over cryogenic propellants. Cryogenic propellants have a reputation for
being difficult to work with and hard to maintain in a stable fluid quality. There is also the fear
that a cryogenic Reaction Control System will be prone to misfires and can cause a mission failure.
Because of this, hypergolic Reaction Control Systems have been a staple for many years. NASA

6

(Morehead n.d.)

9

has been endeavoring to improve the long-term storage of cryogenic propellants for use in Martian
and deep space exploration missions. 7
In 2005 & 2006, Aerojet ran a series of tests on a LOX/ethanol RCE with LOX/LCH4 as
the propellants. The main objectives of this series of testing were to demonstrate the reliability of
a LOX/LCH4 RCE, obtain fuel film cooling rates required for safe operation, and to demonstrate
the performance of the converted RCE. The reaction control system, main engine, and torch igniter
were all tested with LOX/LCH4. Figure 2.2 below shows a hot fire test of this RCE. 8

Figure 2.2: A picture of the Aerojet LOX/Ethanol RCE using LOX/LCH4 as its propellants8
Four tests were conducted for chamber pressures of 169-183 psia and a mixture ratio of
2.63-2.82. The total duration of the tests was 346s. Each series of tests were conducted on a
different chamber in a slightly modified design of the RCE shown in Figure 2.2 above. A different
7
8

(Hastings, et al. 2001)
(Neill, et al. 2009)

10

chamber was fired six times and had similar results as the previous series of testing. The total fire
length was 346s. The third and final ablative chamber had a total of ten tests at a duration of 291s.
This series of testing was observing the qualitative char distance of each chamber after firing. 8
The next series of testing was focused on the thermal properties of the engine. Thirty-two
thermocouples were welded to a Columbium chamber in four axial rows. Eleven 30s steady state
tests were conducted to observe the thermal profile of the engine during steady state operation.
The chamber pressure for these tests ranged from 149-191 psia and a Mixture ratio of 1.63-2.89.
The results of these tests can be seen on a normalized plot in Figure 2.3 below.8

Figure 2.3: A plot of an Aerojet RCE hot fire test showing max chamber temperature8
The next series of testing involved using a Columbium chamber with chamber pressures
of 134-191 psia and mixture ratios of 1.52-2.82. Eight long duration tests were conducted. Two
ablative silica chambers were used at mixture ratios of 2.58-2.86, with stochiometric being at 4.
11

The chamber pressures were varied from 170 to 225 psia. These tests were conducted with a 3:1
conical nozzle with a 15° half angle. Five long duration tests were also conducted using a silica
phenolic chamber with an area ratio of 1:1. These tests had mixture ratios between 2.52 and 3.00
and chamber pressures of 169 to 226 psia. The closer to stochiometric a flame burns, the higher
the core temperature of the flame is. In a rocket engine, most of the heat is at the throat of the
engine. The testing data showed the mixing efficiency to be 97% and the vaporization efficiency
to be nearly 100%. These two performance parameters describe how well these engines performed
during testing. Aerojet concluded that methane is a reasonable fuel film coolant, provides high
performance without sacrificing stability, and has reliable ignition for both pulsed RCE and main
engines.8
Johnson Space Center took the Aerojet RCE and simplified the design for ease of
manufacturing and integration into vehicle systems. This new more compact thruster substantially
reduced the mass and part count. The RCE was constructed out of Haynes 230. This new thruster
was called the Pencil Thruster and was developed and tested for use in the Morpheus vehicle. The
Aerojet thruster can be seen below in Figure 2.4. The modified NASA pencil thruster can be seen
below in Figure 2.5.

Figure 2.4: An Aerojet LOX/ethanol RCE that was converted into a LOX/CH4 RCE9

9

(Hulbert, et al. n.d.)
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Figure 2.5: The NASA Pencil Thruster redesign of the Aerojet LOX/CH4 RCE9
NASA’s Johnson Space Flight Center gave cSETR the prototype Pencil Thruster and asked
that the performance and reliability be improved. Several iterations of the engine have been
developed and tested at UTEP laboratories over the years. Previous designs improved the
reliability of the engine but were not able to meet the thrust requirement. This current design seeks
to improve the performance of the engine as well. Figure 2.6 below shows the mission definition
for the RCE design completed by Aaron Johnson & Raul Ponce in 2016. The current design is the
same except for having the manifolds directly welded onto tubing and fittings; the only reason the
RCE needed to be manufactured again is because it was irreparably damaged during testing in
2016.

13

Figure 2.6: A diagram showing the mission definition for the RCE given by JSC & cSETR

14

Chapter 3: RCE Design
3.1

Pencil Thruster
The reaction control engines were designed to be used in both a sub orbital vehicle and a

lander. The test engine was manufactured using the sea level nozzle because it will not be tested
in vacuum. The design parameters of the manufactured engine can be seen in Table 3.1 below. The
difference between the Daedalus and Janus reaction control engines will be the performance and
nozzle expansion given one is at vacuum and the other is not. All of the other engine design
parameters will remain the same between the two engines.

Table 3.1: A table showing all of the design requirements for the RCE

15

3.2

Completed RCE Design
The design and manufacturing of the LOX/LCH4 RCE that will be tested was documented

in a thesis by Aaron Johnson in 2016. 10 Figure 3.1 below shows three cross sections and an
isometric view of the assembled engine. The top left cross section shows the like-like impinging
doublet injector for the LOX inlet. The top right cross section shows the transverse shear injector
for the LCH4 inlet. The bottom left is a cross section for the entire engine. This cross section shows
jackets pointed towards the nozzle. These jackets channel LCH4 from the Fuel Film Cooling (FFC)
inlet. FFC works by taking some of the fuel used for combustion to help cool the chamber walls.
This lowers the overall specific impulse of the engine but allow longer operation times before
melting occurs. The important engine dimensions are listed in table 3.2 below.

Figure 3.1: Section Views of the LOX/LCH4 Injector Designs for the RCE

10

(Johnson 2016)

16

Table 3.2: This table shows Dimensions for the RCE
Overall Length

3.46”

Chamber Length

1.7”

Chamber Diameter

0.62”

Throat Diameter

0.11”

Exit Diameter

0.16”

LOX Injector Diameter

0.018”

LCH4 Injector Diameter

0.016”

Expansion Ratio

2.15

Contraction Ratio

8

Figure 3.2: A cross section of the RCE showing injector locations and the spark electrode
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3.3

Ignition Method
The RCE requires an electric spark to ignite its propellants. An easily repeatable ignition

source was required to ensure the reliability of the RCE. A sparker, similar to one used in an
everyday automobile, was made to fit into the RCE. A tungsten electrode was machine and electron
beam welded with copper. This modification can be seen below in Figure 3.3. Figure 3.4 shows
how the RCE ignition coil has been setup in past testing. The modified spark plug was attached to
the LS2 coil with a spark plug boot. The coil has a connector interface that connects it to power
and the coil trigger. Figure 3.5 shows a standard electrical hookup of an automotive ignition coil.
The coil power connection needs a 12 VDC voltage. The coil trigger is tied to a switch relay that
connects to a 5V 100 Hz signal. In the past a square wave generator has been used to create this
signal. Now, a NI Analog Output module is used to produce a square wave at a given frequency.
This coil trigger is responsible for causing the spark in the engine. As seen in Figure 3.2, the
electrode has a small gap with the chamber wall. Each time the coil trigger is activated, a spark
goes across the gap. This spark can go from 42-45kv depending on how much current is available.
An automotive spark plug usually draws around 50A of current from a car battery and 12V of
voltage.

Figure 3.3: A diagram of the modified automotive spark plug into an RCE ignition electrode 10
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Figure 3.4: A Schematic of the RCE Sparker used for ignition

Figure 3.5: An electrical schematic of an automotive ignition coil
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Chapter 4: Chrome Design
4.1

Chrome Engine
The Chrome is a 500lbf throttleable bi-propellant rocket engine that uses liquid cryogenic

fuel and oxidizers. Much like the RCE, the Chrome requires proper injector atomization to
properly ignite its propellants. Because of the bigger size, however, this engine cannot be ignited
with a sparker. The chrome uses a torch igniter to ignite its propellants.
4.2

Torch Igniter Design
Figure 4.1 below shows the completed design for the Chrome engine’s torch igniter. The

torch igniter uses a shear coaxial swirl injector to atomize and mix LCH4/LOX to produce a flame
hot enough to ignite the Chrome engine.

Figure 4.1: Torch Igniter Cross Section (left) and Iso (right)
The ignition method is similar to that of the RCE but on a smaller scale. A small 12kV
hobby sparker was used to ignite the torch igniter. The sparker draws in about 8.5V and 230mA
of power to produce the 12kV spark. Figure 4.2 below shows the sparker and the transformer kit
for the sparker. This is hooked up much in the same way the automotive spark plug was. The same
coil trigger signal can be used but at a higher frequency. This sparker’s coil trigger operates off of
a 125Hz 5V square wave.
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Figure 4.2: Sparker and transformer used in the torch igniter
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Chapter 5: LabVIEW Virtual Instrument Design
LabVIEW11 is a graphical programming platform that allows its users to write code logic
for the purposes of acquiring and saving data. The user has the freedom to make something that
can apply to their task. Given the freedom of LabVIEW, there are many methods for accomplishing
the same goal. National Instruments has published several white papers on proper Virtual
Instrument design and often employs the use of several template structures. Amongst these
structures, one of the most robust VI structures is called a queued message handler. This structure
explicitly lays out the code logic so that it is executed in a sequence that is controlled via the
graphical user interface.
5.1

Queued Message Handler
The Queued Message Handler is a modified version of a producer consumer looped logic.

The basic idea is that one while loop is issuing commands to one or more consumer loops. The
advantage of this layout is establishing a state machine within the LabVIEW VI. Recall that a state
machine is a set of sequential logic paths to perform one or several tasks. Given enough thought
and consideration, this set of logic can become autonomous in its operation and reduce the human
error element in a control system. The producer/consumer loop logic, shown in Figure 5.1 below,
can be equated to a logic flowchart that has a decision diamond ask if the user has interacted with
the GUI. This manner of controlling the LabVIEW VI creates a deterministic system. A
deterministic system is a system in which given a set of inputs, the outputs will be predictable and
repeatable. This type of system is invaluable to ensuring that a test performs in the same way each
time. An unpredictable control system is never a good thing.

11

(National Instruments)
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Figure 5.1: A Flowchart of Producer/Consumer Loop Logic
The flow chart logic has been converted into LabVIEW programming in Figure 5.2 The
instructions for the state machine are given through the use of a data queue. The data queue makes
a list of instructions that must be executed in a certain order. When the Virtual Instrument begins
running, the code can only initialize and nothing else can happen until the event structure in the
top while loop detects a user event. Once a user event is detected, the piece of instruction is stored
inside the data queue and is dequeued by the consumer loop(s). The producer loop issues
commands to all of the consumer loops simultaneously and all of the while loops run in parallel.
By running all of the while loops in parallel, the true power of LabVIEW can be utilized. Data
acquisition, data logging, and experiment control can all be synchronized together and respond in
a timely manner. Another advantage is the option to employ redline logic procedures directly in
the state machine logic. LabVIEW can constantly monitor if an emergency condition or trigger is
present in the system and can respond quickly and independently; this autonomy is very important.
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Figure 5.2: A screenshot of a Producer/Consumer Loop Example
5.2

Data Acquisition
Most data acquired in engineering labs come in the form of analog and digital voltages.

These raw voltages are processed by signal conditioners or logic into scientific units of measure.
These signals are converted into a digital signal to communicate the data directly with a computer
system. Analog voltages must go through what is known as an Analog to Digital Converter (ADC)
and is usually then put through a MUX. This allows multiple analog signals to be bundled into one
digital signal and unpackaged on the software side in LabVIEW. Most digital data are either in the
form of a Boolean TRUE or FALSE state or as a square wave frequency. Each type of data is
acquired by a certain piece of Data Acquisition hardware that is able to take these voltage signals
and communicate them with a computer.
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Figure 5.3: A screenshot of the LabVIEW DAQ Assistant
On the software side, LabVIEW must establish communication protocols with these DAQ
Devices. There are two methods of establishing these protocols: DAQ Assistant and DAQmx.
DAQ Assistant is an express VI written by National Instruments to simplify LabVIEW
programming needed to communicate with DAQ devices. This method sacrifices freedom and
customization for being less difficult to work with. This method is recommended if the experiment
is only communicating with a few instruments. An example of the DAQ Assistant wizard for
analog voltages can be seen in Figure 5.3.
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Figure 5.4: A screenshot of a DAQmx Example
Once the control and data system become more intricate, this method becomes too slow
and intrusive to reliably use. DAQmx refers to the LabVIEW toolbox that allows the user to setup
and define the communication protocols in a more controlled manner. An example of how DAQmx
blocks can perform the same task as the DAQ Assistant is shown in Figure 5.4. The basic design
paradigm needed is to: create a task, create a virtual channel that references the physical DAQ
device, establish a timing method that specifies how many samples to generate or how fast to
generate the samples, start the task, read/write to the DAQ device, and close and clear the task.
This method is able to employ what are known as property and invoke nodes as well as manage
error handling. Error handling is an important debugging tool that can help with troubleshooting.
Each appended error output can be routed into an indicator that tells the user if an error occurs and
what is causing the error. There are also many different optional DAQmx blocks that can define
different aspects of the signal such as instrument scaling, PID control, filters, etc.
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5.3

Data Logging
The entire reason an experiment is designed and carried out is to generate and record data.

Data logging is one of the more challenging pieces of logic to create in LabVIEW. Much like
acquiring data, logging data can be done through the use of express VIs or File I/O blocks.

Figure 5.5: A screenshot of the Write to Measurement File Express VI
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The Write to Measurement File express VI can be seen in Figure 5.5. This express VI can
directly input signals from either the DAQ Assistant express VI or from the DAQmx logic blocks.
The VI gives the user the option to specify the file path to save the data, whether to append the
data or not, the file format, the delimiter, and the timestamp options. When picking which file
format to use, the amount of data must be taken into account. The file format with the biggest file
size will be the XLXS option. The next smallest file format is the LabVIEW Measurement File
(LVM). The LVM file type is used best when the amount of data is small and data reduction is
being done in MATLAB. The most efficient file format is the Technical Data Management
Streaming (TDMS) format. This option saves the signals as binary data and can compress large
amounts of data into small file sizes. The downside to the TDMS file format is the limited number
of post processing applications that accept it. Both NI DIAdem and Excel can read this file format.
TDMS not only records the signals efficiently, but can also record the channel names, channel
units, time stamp information, and several other optional pieces of data that can be configured
using the File I/O logic blocks. Using the File I/O logic blocks is similar to DAQmx programming
in that you open a file reference, save the data, and close the file reference. Many applications can
use the Write to Measurement file VI to simplify the amount of LabVIEW programming required
to define the data logging logic.
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Chapter 6: RCE Water & Hot Fire Testing
The RCE redesign was sent out to Stark LLC where they manufactured it and machined
the holes. The engine was then sent back for verification of engineering tolerancing. After the
tolerancing was verified the engine was sent back for welding. This chapter will go over the water
and hot fire testing the engine will undergo once Stark LLC ships the engine back to UTEP.
6.1

RCE Water Test
The purpose of the water test is to characterize the RCE injector orifices. The Cd of the

injector orifices can be assumed to be 0.65, the theoretical Cd of a sharp-edged orifice. 12 However,
an empirical investigation can more closely approach the actual Cd of the injector orifices. Figure
6.1 below shows the Piping and Instrumentation Diagram for the water test.

Figure 6.1: A P&ID of the RCE Cold Flow test

12

(Cengal and Cimbala 2010)
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The P&ID depicted on the previous page illustrates the basic layout for the water cold flow
test. A Gaseous Nitrogen K-Bottle will pressurize the water tank; the pressure can be controlled
through the use of the K-Bottle regulator. The turbine flow meters have bypasses to ensure that
accidental overspinning of the bearings does not occur. When water is pressurized in the line, there
is a possibility that the water contains air pockets that can damage these flowmeters. The paths
that lead to the turbine flowmeters are closed off so that all the air pockets in the system can be
taken out. The RCE will be attached to a catch container so that all of the water can be collected
for later disposal. The data collected in this test consists of static pressure, volumetric flowrate,
engine valve positions, and temperature. The instrumentation and DAQ Hardware for this test can
be seen in Table 6.1 below.

Table 6.1: A table of Cold Flow Test Instrumentation and DAQ Hardware

Cold Flow Test Instrumentation and DAQ Hardware
Device

Manufacturer

Purpose

Sampling Rate

PX309-200G5V

Omega

Measures Static Pressure

1000 Hz

E-Type TC

Omega

Measures Temperature

1 Hz

CLFD6AN-C-M01

Badgermeter

USB-6003

NI

USB-TC01

NI

Reads TC Signals

N/A

NI-9361

NI

Reads Frequency

N/A

Measures Volumetric
Flowrate
Reads Analog Signals &
Outputs Digital Voltage
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N/A

N/A

The water cold flow test to characterize the RCE injectors is controlled with a LabVIEW
VI that is modeled after a state machine. State machines in LabVIEW allow the user to have
explicit control over the behavior and execution of an experiment and can react to emergencies
and user instruction during an emergency. The user interface for the water cold flow test can be
seen in Figure 6.2. The VI was designed to accommodate instrumentation changes as needed
through the use of a Settings dialog box. When the user runs the VI they can modify the settings
before they start the VI and the instrumentation and logging logic begins.

Figure 6.2: A screenshot of the RCE Water Cold Flow GUI
The VI was designed to optimize user interaction and feedback. While running the test the
user can see the real time instrumentation readings on the P&ID and chose to either manually or
automatically control the Solenoid Operated Valves. The automatic sequence is read from a text
file, named Firing Sequence.txt. An example of how to format this text file is shown in Figure 6.3.
The time column and title row are only for reference and are not part of the VI logic. The VI only
imports the Boolean state of the valve and issues these commands to a Digital Output Virtual
Channel. These Digital Outputs control a power relay that is connected to the SOV power input.
In this manner, LabVIEW can control the SOV power relay using the firing sequence timing.
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Figure 6.3: A screenshot of the water Test Firing Sequence Example
6.2

Future RCE Hot Fire Test
The previous iterations of the RCE were tested in the E-105 lab located at UTEP. These

labs were required to test at pressures below 200 psia. Testing at such low pressures limited the
scope of potential rocket propulsion development. The development of the Technology Research
and Innovation Acceleration Park in Fabens, TX gives cSETR more freedom in rocket propulsion
research. The facility has already been prepared to begin testing the main engine of the Daedalus,
the Chrome, starting in May 2018. An adapter for the RCE can be designed and manufactured to
allow interface with the Chrome testing feedline. Given this, the RCS Hot Fire testing will use the
same LabVIEW control system the Chrome is using. The design and development of this system
will be discussed in further detail in chapter 8.
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Chapter 7: Real Time LabVIEW Control
Up to this point, the LabVIEW control system has been housed on the host computer
directly. The advantage of doing so allows the user to easily configure and reprogram the control
system. The downside is the control system response time is limited to the response time of the
computer and data acquisition system. Rocket propulsion testing for the main engine requires far
more safety and failsafe practices than previously established at UTEP. This facilitated a need for
a real time control platform.
7.1

Field Programmable Gate Array Chip
Field Programmable Gate Array chips are pieces of hardware that are able to be

reprogrammed multiple times. This allows the user to rewire the physical connections on the chip.
The user can essentially turn gate array logic into a physical computer chip. Doing this vastly
improves response time and can even allow this Real Time Controller autonomous operation over
control and/or data acquisition.

Figure 7.1: A photograph of a Field Programmable Gate Array Chip11
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7.2

FPGA Hardware
NI FPGA controllers are sold as stand-alone devices or inside of a Compact RIO (cRIO)

chassis. The cRIO chassis houses I/O interfaces and the FPGA controller. Figure 7.2 below shows
a cRIO-9066 chassis and real time controller. The FPGA uses an onboard 40MHz clock to time
all of its tasks and can give the user a max timing resolution of 25ns. C-Series modules can be
installed inside of the cRIO, much like they are on a compact DAQ chassis, and be configured to
be used by the FPGA controller. Rather than relying on the host PC processor to manage all of the
timing, the FPGA can be considered a separate computer system with a dedicated processor for
high resolution timing. The FPGA controller can actually be running autonomously and separate
from the data acquisition done by the host PC. The advantage is having a fast response control
system that is capable of handling redline and emergency conditions on its own.

Figure 7.2: A picture of a cRIO-9066 FPGA Controller11
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7.3

FPGA Programming
Programming in FPGA is slightly different than programming a LabVIEW VI. Because

the VI will be compiled into a bitfile and uploaded directly onto the FPGA controller, some options
are different or unavailable in FPGA programming. Unlike LabVIEW programming, FPGA while
loops are set to run continuously by setting the stop terminal to FALSE. This ensures that the
hardware will continuously run the logic after the host VI is started. Figure 7.3 below shows the
fundamental design paradigm for FPGA programming. The code is started by initializing
connections and variables in the Startup pane, next all of the required tasks and loop timers are
executed in the Run pane, and finally any open references are terminated in the shutdown pane.
FPGA programming is not limited to control systems; data acquisition can also be done through
FPGA programming, just in a different manner. Each data group is setup as a for loop that iterates
for the number of physical channels present. The loop timer will set the data frequency. Analog C
Series modules are usually used to control triggers and safety redlines in FPGA. If the FPGA can
measure the analog voltages directly for different redlines, the control system can quickly respond
on its own without interacting with the Host PC.

Figure 7.3: A screenshot of the basic FPGA Programming Structure
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7.4

Scan Engine
If the application still requires the determinism of a cRIO system without the level of

programming detail required by FPGA programming, then the NI Scan Engine is a good solution.
Figure 7.4 below helps illustrate how using the NI Scan Engine differs from FPGA programming.
Usually the Host PC will communicate with a Real-Time VI running off of the cRIO. This will
create a dynamic link reference with the FPGA target and use the precompiled bitfile to
communicate between the host application and the FPGA logic. The RIO Scan Interface scans the
cRIO periodically to update the data values. Each scan period can be greater than or equal to 1ms.
The advantage to using the Scan Interface is the freedom to interface Scan Engine resources
directly inside of the Host PC VI. This also allows the user to use express VIs with a cRIO system.
This is useful when complicated programming isn’t desired but good determinism is. A great
example of these requirements is motion control. Programming motion control in FPGA can be
very tedious and complicated. By using a Scan Engine motion control module, the user can use
SoftMotion express VIs to complete most of the work behind the scenes and can greatly simplify
the amount of programming needed to regulate motion drive interfaces.

Figure 7.4: A diagram of the NI Scan Engine functionality11
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7.5

NI SoftMotion
National Instruments has written several LabVIEW toolboxes to provide additional

features. Amongst them are Real Time, FPGA, and SoftMotion modules. The SoftMotion toolbox
is useful whenever a project involves motion control. The main engine on both the Daedalus and
Janus require a throttle to regulate the amount of propellant being injected into the mixing chamber.
To accurately and quickly control the amount of propellant weight flow, two DC Brushed motors
from Maxon have been purchased. Figure 7.6 below shows how the Host PC is able to control
these motors through SoftMotion. NI SoftMotion uses the Scan Engine on the cRIO to interface
with the drive interface module. These modules output a 0-5V 12-bit analog voltage to the 3rd party
drive. The motor then passes feedback to the drive interface module using a 10-pin ribbon cable
that comes from the encoder. A motor encoder uses tiny slits in a disc and optics to keep track of
the motor speed and positioning. The NI SoftMotion Engine then uses this feedback to control the
position of the motor and correct for any undershoot or overshoot. The encoder also helps the
motor limit the motor speed to avoid overheating or even damaging the motor. All of the motor
settings are controlled in the Axis configuration pane as shown in Figure 7.5 below.

Figure 7.5: A Screenshot of the SoftMotion Motor Configuration Pane
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Figure 7.6: A diagram of the NI SoftMotion Motor Control11
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Chapter 8: Chrome LabVIEW Control System
The LabVIEW control system for the Fabens hot fire test stand had several requirements:
the system had to be able to record all of the data at specified sampling rates, the controls will run
off the real-time platform and have a response time of at least 500µs, and the system will have
built in redline procedures and warnings. To help maintain the determinism and responsiveness of
the control system, the controls and data acquisition were kept as separate systems.
8.1

Chrome Piping & Instrumentation Diagram
One of the first steps in creating any control system is to explicitly state what is being

controlled and what is being recorded. The current P&ID for the Chrome hot fire test can be seen
in Figure 8.1 below. This diagram lists all of the Pressure Transducers, Thermocouples, SOVs,
MOVs, etc. used in the experiment. The LabVIEW GUI contains all of these controls and
indicators and gives the user the freedom to interact with them in real time.

Figure 8.1: A P&ID of the Chrome Hot Fire test
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8.2

Hot Fire Instrumentation & Real-Time Hardware
The data acquisition chassis is known as the cDAQ-9189 and the real-time control chassis

is known as the cRIO-9066. Both of these accept C-Series modules that perform certain tasks. The
cDAQ-9189 uses these modules to acquire data or output a signal using DAQmx logic. The cRIO9066 uses these modules directly in FPGA or in the Scan Engine. The chassis reads the raw voltage
and the FPGA logic conditions it into something more readable. Table 8.1 below lists both the
DAQ & Control hardware and the instrumentation to go along with it. Both the cDAQ & the cRIO
have NI 9205 and NI 9214 modules to detect redlines in real-time. Having duplicate signals
separates the cRIO and cDAQ systems.
Table 8.1: A Table listing instrumentation & hardware for hot fire testing
Hot Fire Test Instrumentation and DAQ Hardware
Device

Manufacturer

Purpose

Sampling Rate

cRIO-9066

NI

FPGA Chassis

N/A

cDAQ-9189

NI

Data Acquisition Chassis

N/A

NI 9205

NI

32-Ch Analog Input

N/A

NI 9214

NI

16-Ch TC Input

N/A

NI 9269

NI

4-Ch Analog Output

N/A

NI 9344

NI

4-Ch Switch Input

N/A

NI 9403

NI

32-Ch Digital I/O

N/A

NI 9514

NI

Motor Drive Interface

N/A

Omega

Reads Pressure

1000 Hz

K-Type TC

Omega

Reads Temperature

10 Hz

E-Type TC

Omega

Reads Temperature

10 Hz

PX1005L1-500AV
PX1005L1-1KAV
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8.3

MICIT System
A portable system that can house all of the test instrumentation and hardware was needed

so that the DAQ & Control system could be relocated to the test site during testing. This system is
called the Modular Instrumentation and Control Interface Trailer (MICIT). For safety reasons, the
test site is approximately 1000 feet away from the data center and Host PC. This system and the
Host PC are linked by a 1000-foot military grade fiber optic cable. Both the cDAQ-9189 and cRIO9066 are linked to the fiber optic network switch via ethernet. This connects the Host PC to both
systems for master control of the experiment. Figure 8.2 below shows the MICIT back panel for
instrumentation hookup (left), cDAQ-9189 & cRIO-9066 (middle), and the Power Relays for
Solenoid Operated Valve Control (right).

Figure 8.2: MICIT Trailer (left), DAQ & Control Hardware (middle) Power Relays (Right)
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8.4

Hot Fire GUI
Screenshots of the hot fire GUI are shown in Figure 8.3 below. A tab selector was used to

organize various front panel displays. The first tab shows four scale-able waveform charts for
instrumentation of interest, the second tab shows the propellant feedline interface, and the third
tab shows the engine interface. The indicators and controls are updated in real-time and allow the
user to interact with the system. While this front panel is running, the FPGA logic is running in
the background, ensuring that the system is safe.

Figure 8.3: A screenshot of the Hot Fire GUI
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Given that the host VI is a state machine, nothing can happen until user interaction is
detected. Even after running the application, the VI will wait until the user either updates the
settings or starts the program. Once the program is started, the user has the option of running the
valve logic in manual or automatic mode. Manual mode allows the user to interact with the valves
for the purposes of valve/leak checks and pre-conditioning of the lines. Automatic mode executes
a precompiled set of valve instructions to run a hot fire test. This mode should only be activated
during a test run.
The programming logic used to create this VI is based off the logic shown in Figure 5.1.
One producer while loop houses an event structure that commands all of the consumer while loops.
From this structure all of the different while loops are given instructions. In this way the state
machine is allowed to control different parts of logic in parallel. This also serves as a way to
organize all of the logic making the code cleaner. There are consumer loops that are responsible
for data acquisition, data logging, GUI control, data displays, and valve control.

43

Chapter 9: System Overview
This chapter will go over all of the physical hardware and instrumentation interfaces for
the Fabens facility. The LabVIEW Data Acquisition (DAQ) and Control System are limited to the
selected hardware modules and instrumentation. Any modification to the LabVIEW code requires
consulting the latest hardware and instrumentation tables.
9.1

Data Acquisition and Control Hardware
The Compact DAQ (c-DAQ) 9189 chassis is capable of reading up to 8 different C-Series

modules simultaneously. These modules can use up to three independent task timers. This means
that only three different sampling rates can be used. Table 9.1 below specifies all of the hardware
specifications of the cDAQ-9189 and when the limitations apply to the specific module in question.
Table 9.1: This table displays the hardware specifications for the cDAQ-9189
cDAQ-9189 8-Slot, Ethernet Compact DAQ Chassis
Analog Input
Input FIFO Size

127 samples per slot

Maximum Sample Rate

Determined by the C Series module

Timing Accuracy

50 ppm of sample rate
80 MHz, 20 MHz, 13.1072 MHz, 12.8 MHz,

Internal base clocks

10 MHz, 100 kHz

Number of channels supported

Determined by the C Series module

44

Table 9.2 below shows the hardware specifications for the cRIO-9066. The Field
Programmable Gate Array (FPGA) controller is reconfigurable with these pieces of hardware.
Each time the FPGA logic is recompiled, LabVIEW uses this chip to physically reconfigure the
gate arrays and turn software into a physical chip.

Table 9.2: This table displays the hardware specifications for the cRIO-9066 controller
cRIO-9066 Embeded Real-Time Controller with Reconfigurable FPGA for C Series
Modules
Reconfigurable FPGA
Type

Xilinx Zynq-7000

Number of logic cells

85,000

Number of flip-flops

106,400

Number of 6-input LUTs

53,200

Number of DSP Slices

220

Available Block RAM

4480 kb

Number of DMA Channels

16

Number of logical interrupts

32

45

Table 9.3 below shows the hardware specifications for the Analog Input C-Series module.
This module is responsible for reading the voltage data received from static pressure transducers,
differential pressure transducers, dynamic pressure transducers, accelerometers, and load cells.
The cDAQ-9189 is capable of providing up to three sampling rates for all eight C-Series modules.
The static pressure transducers and differential pressure transducers will be sampled at 1 kHz. The
rest will be sampled at 32 kHz. The specification that the maximum aggregate sampling rate for
this module is 250 kS/s is important. This means that the NI-9205 can only support about 7, 32
kHz DAQ instrumentation.
Table 9.3: This table displays the hardware specifications for the AI module
NI-9205 Specifications
Number of Channels

16 differential/32 single ended

ADC resolution

16 bits

Maximum Sampling Rate (aggregate)

250 kS/s

Nominal Input Ranges

±10 V, ±5 V, ±1 V, ±0.2V
Each channel must remain within ±10.4 V of

Maximum Working Voltage

COM

Overvoltage protection (AI channel, 0-31)

±30 V
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Table 9.4 below lists the hardware specifications for the thermocouple modules. These
modules are responsible for taking in mV resolution voltages and converting them into a
temperature reading. These modules operate off of two different modes, high accuracy and high
speed. The High-speed thermocouple sampling rate will be selected. The aggregate sampling rate
for each module is 68 S/s. This means that each thermocouple can be sampled at a max frequency
of 4 Hz. The data acquired can be extrapolated to match the sampling rate of the static and
differential pressure transducers. The same timing engine can be used for the static pressure
transducers, dynamic pressure transducers, and thermocouples. LabVIEW is able to match the
thermocouple readings with a higher sampling rate. The temperature is needed to interpolate
density at each venturi and to monitor feedline and engine temperature in Real-Time. The venturi
flowrate sub VI will record flowrate at 1 kHz with this higher thermocouple sampling rate.
Table 9.4: This table displays the hardware specifications for the TC module
NI-9214 Specifications
Number of Channels

16 thermocouple channels, 1 internal autozero
channel

Sampling Rate
High-resolution

0.96 S/s (aggregate)

High-speed

68 S/s (aggregate)

ADC resolution

24 bits

Type of ADC

Delta-Sigma

Sampling mode

Scanned

Voltage measurement range

±78.125 mV
Works over temperature ranges defined by

Temperature measurement ranges

NIST (J, K, T, E, N, B, R, S TC Types)
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Table 9.5 below shows the hardware specification for the digital input/output module.
These modules will go into three of the eight cRIO-9066 slots. Three power relay cards are
connected to these three Digital I/O modules for binary control of the system. This hardware is
responsible for Solenoid Operated Valve (SOV) control, the system arm control, the physical
emergency stop button, the indicator lights, and the siren. These modules have a maximum timing
delay of 330 ns. The cRIO-9066 has a minimum response time of 25 ns. The response rate was set
to 500 µs to avoid overworking the processor of the cRIO-9066.
Table 9.5: This table displays the hardware specifications for the Digital I/O modules
NI-9403 Specifications
Number of Channels

32 digital input/output channels

Input/output type

TTL, single-ended

Timing Propagation Delay

330 ns maximum

Update/Transfer Time

7 µs

Digital Logic Input
Voltage

-0.25 V to 5.25 V

High, VIH

2.2 V minimum

Low, VIL

0.8 V maximum

Hysteresis, VH

0.2 V minimum

Digital Logic Output
High, VOH (5.2 V maximum)
Sourcing 100 µA

4.75 V minimum

Sourcing 2 mA

4.4 V minimum

Low, VOL
Sinking 100 µA

0.1 V maximum

Sinking 2 mA

0.26 V maximum
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Table 9.6 below shows the hardware specifications for the Analog Output module. This
module is used as a square wave generator. Square waves are used in the system to energize Stepup transformers that provide spark ignition for the rocket engines and torch igniters. The analog
output voltage can be scaled between ±10 V. A 5 V square wave at varying frequencies will be
used for spark ignition control. These square waves are tied to power relay channels to control
when spark ignition occurs in the system.
Table 9.6: This table displays the hardware specifications for the Analog Output module
NI-9269 Specifications
Number of Channels

4 analog output channels

DAC resolution

16 bits

Type of DAC

R-2R

Output Voltage Range
Nominal

±10 V

Minimum

±10.38 V

Typical

±10.47 V

Maximum

±10.56 V

Current drive

±20 mA all channels maximum
±10 mA per channel typical
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The table below lists the hardware specifications for the NI-9344. This module is part of
the LabVIEW control system. The first switch channel of this module is used as a system arm.
SOVs and MOVs cannot be energized until this arm switch is activated. This is a safety precaution
to avoid accidental death or injury.
Table 9.7: This table displays the hardware specifications for the 4-Ch Switch Module
NI-9344 Specifications
Number of Channels
Digital input

4 channels, switches

Digital output

4 channels, LEDs

Switch life expectancy

50,000 operations
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Table 9.8 below shows the hardware specifications for the DC Brushed Motor Drive
Module. This module allows LabVIEW to communicate with a 3 rd party motor driver. A Maxon
EPOS2 motor and motor driver were selected to provide mechanical throttle control of the fuel
and oxidizer inlets of the Chrome and Chrome X rocket Engines. The EPOS2 motor drivers use a
0-5 V analog input voltage to control the position of the motor. The NI-9514 uses an encoder
output from the motor to monitor the motor speed and position as the motor is energized. This
module includes a motor positioning and settings configuration window. This allows the user to
set the maximum motor operating speed, motor PID feedback control, encoder settings, etc. This
will be discussed in more detail later on in the chapter.
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Table 9.8: This table displays the hardware specifications for the DC Motor Drive Module
NI-9514 Specifications
Servo Performance
Module modes of operation

Position loop and torque loop

Control loop rate

20 kHz max (position loop)

Servo control loop modes

PID, PIV ff, and Dual-Loop

Motion Command Signals
Voltage range

±10 V, relative to Drive Command COM

Resolution

16 bits

Max output current

±2 mA

Drive enable output
Output type

Software-selectable

Voltage range

0-30 V

Vsup input

19-30 V

Motion I/O
Encoder 0 Phase A/B & Index inputs

RS-422 differential or single-ended inputs

Digital Logic levels, single ended

-0.25 to 5.25 V

High, VIH

2.0 V min

Low, VIL

0.8 V max

Digital logic levels, differential
Input high range

300 mV to 5V

Input low range

-300 mV to -5V

Common-mode voltage

-7 to 12 V
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Table 9.9 below is a list of all of the DAQ instrumentation. The voltage output and scaled
data values are included in the last column of the table.
Table 9.9: This table displays all of the DAQ Instrumentation and relevant specifications
DAQ Instrumentation
Device

Serial

Vendor

Number

Cryogenic Static

PX1005L1-

Pressure

500AV

Transducer

PX1005L1-

Omega

Sampling

Required

Data Output

Rate

Excitation

(Voltage)

(Hz)

(VDC)

[Scaled Data]

1000

10

(0-8 V)
[0-500 psia]

Omega

1000

10

1KAV
Static Pressure

PX309-

Transducer

500A5V
PX309-

[0-1000 psia]
Omega

1000

5

113B24

(0-5 V)
[0-500 psia]

Omega

1000

5

1KA5V
Dynamic Pressure

(0-8 V)

(0-5 V)
[0-500 psia]

PCB

32000

20-30

Transducer

N/A
[0-1000 psia]

E-Type

EMQSS-

Thermocouple

125U-6

K-Type

KMQSS-

Thermocouple

125U-6

Load Cell

LC402-250

Omega

4

N/A

(±78.125 mV)
[-200-900 °C]

Omega

4

N/A

(±78.125 mV)
[-200-1250 °C]

Omega

100

10

(0-10 V)
[0-250 lbf]
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9.2

DAQ Instrumentation and Control Interfaces
This section will go over how the DAQ instrumentation interfaces with the DAQ C-Series

Modules and the cDAQ-9189 and cRIO-9066. Each C-Series module interfaces with either the
cDAQ-9189 or cRIO-9066 via a 15 pin D-sub serial connector. The limitations to the signals that
can be inputted or outputted is fixed by the individual module specifications listed in Chapter 9.1.
Figure 9.1 below shows how these devices interact with the chassis and the Host PC. The Host PC
is communicating via ethernet with a network switch. This converts the ethernet signal into a fiber
optic signal. A ~1000’ military grade fiber optic cable then runs all the way to the Modular
Instrumentation and Control Integration Trailer (MICIT) system to another network switch that
converts the signal back into an ethernet signal. Both the cDAQ-9189 and cRIO-9066 are
connected to the network switch on this end. This network layout establishes a 1Gb/s connection
between the Host PC and the DAQ and Control systems. The network layout for the HPC and
NASA test stand are identical, the modules vary slightly however. These differences do not affect
the layout of the system.

Figure 9.1: This figure illustrates how all of the hardware communicates with the Host PC
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9.3

Power Relay Hardware Interface
Each NI-9403 Digital Input/output module is connected to a 24-channel power relay card,

as shown in Figure 9.2 below. These modules control when each channel completes the circuit and
allows the current through. Each channel is connected to either power or an analog square wave
signal. As mentioned earlier in Chapter 9.1, the NI-9269 Analog Output module is used as a square
wave generator. Connecting the coil trigger signal to this relay channel gives the Host PC control
over ignition timing for the rocket engines. This figure also shows how the emergency stop,
indicator lights, and siren are controlled through this power relay. The indicator lights and siren
only need power to turn on. The emergency stop works by continuously generating a 5V output
on a 9403 pin and connecting this to the input of a relay channel. Another 9403 pin is connected
to the output of this relay channel. When the user hits the emergency stop, the cRIO-9066 reads a
Boolean TRUE on that input pin.

Figure 9.2: This figure illustrates how the NI-9403 controls the two power relay cards
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9.4

Motor Operated Valve Control
Both the Chrome and Chrome X rocket engines need to have a mechanical throttle control

of the fuel and oxidizer inlets. Controlling the amount of propellants that go through these inlets
will allow the user to set the mixture ratio of the combustion and the chamber pressure of the rocket
engine. Good determinism and responsiveness were required when designing this control system.
A Maxon DC Brushed motor and EPOS2 Motor Driver were selected to control these throttle
valves. The NI-9514 Motor Drive Interface module was selected to give the Host PC control of
these 3rd party motors. Figure 9.3 below shows how these modules interface with the motor. The
Drive Command signal is a 0-5 V 12-bit analog signal that controls the positioning of the motor.
The Encoder feedback signal is a digital signal that controls the speed and gives a feedback on the
current motor position.

Figure 9.3: This diagram illustrates the connection between the motors and LabVIEW
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Chapter 10: LabVIEW DAQ & Control System
This chapter will go over the architecture and reprogramming instructions for the HPC
LabVIEW DAQ & Control System. This system used a cRIO-9066 for controls & redlines and a
cDAQ-9189 for data acquisition. A LabVIEW project was used to organize all of the VIs, SubVIs, controls, variables, etc. used for this system. A screenshot of the project can be seen below in
Figure 10.1. Editing controls or VIs in this project will update them across the project.

Figure 10.1: A screenshot of the HPC Project Structure
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10.1

Field Programmable Array Logic & Scan Engine
In Figure 10.1, the cRIO-9066 is displayed as a computer system. Deeper in this tree the

FPGA target for the cRIO-9066 can be seen. Above the FPGA target is an item labeled Real-Time
Scan Resources. The cRIO-9066 has been configured to run in Hybrid mode. Hybrid mode allows
the user to use both the Real-Time Scan Resources and the FPGA target. The differences between
using FPGA target and the Scan Engine lie in the response time and ease of programming. The NI
Scan Engine performs scans at a period greater than or equal to 1ms. This scan updates the cRIO9066 inputs/outputs and communicates with the Host PC at a rate of 1kHz or below depending on
the scan period. Each C-Series module connected to the cRIO-9066 can be seen in Figure 10.1.
Dragging a module into the Real-Time Scan Resources sub tree makes these module’s
inputs/outputs Scan Resources. These inputs/outputs can now be directly dragged and dropped into
the LabVIEW Host VI. The advantage to doing this is the ability to use LabVIEW express VIs or
to directly read/write to these resources.
If the modules are left in the FPGA Target sub tree, these module’s inputs/outputs are only
placeable in the FPGA VI. Figure 10.1 shows a VI called FPGA.vi under the FPGA target. An
FPGA LabVIEW VI must now be written to control what happens to these inputs/outputs. The
HPC System uses the cRIO-9066 for controls. The cRIO-9066 has three Digital I/O modules, one
Analog Output module, and one 4-Ch Switch module. Each time the FPGA VI is modified, the VI
must be compiled using a Xilinx compilation tool. In Hybrid mode this takes about 15 minutes or
so each the FPGA code is updated.
Figure 10.2 below shows a screenshot of part of the FPGA logic. This loop controls the
Digital I/O modules and acts as a virtual switch array. Boolean commands are passed from the
Host VI into this loop every 1ms. This FPGA code has been programmed to allow 32 SOV
command signals, two igniter command signals, and an emergency stoop command signal. Figure
10.3 below shows the while loop that controls the square wave signals that are being produced by
the NI-9269.
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Figure 10.4 below shows the front panel for the FPGA code. Front panel controls and
indicators act like Host VI inputs and outputs. Figure 10.5 shows how these same front panel
objects appear in the Host VI. This dynamic FPGA reference establishes a consistent
communication path between the Host VI and the FPGA Target running off the cRIO-9066. If any
Digital I/O connections need to be added into this system, either an indicator or control must be
added to the FPGA front panel. This object must then interface with the module variable as seen
in Figure 10.2. Once the FPGA code is recompiled, the new input/output should be a selectable
item in the FPGA dynamic reference shown in Figure 10.5.
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Figure 10.2: A screenshot of HPC Relay Control Loop
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Figure 10.3: A screenshot of the HPC Igniter Control Loop

Figure 10.4: A screenshot of the HPC FPGA Front Panel
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Figure 10.5: A Screenshot of a Dynamic FPGA Reference from the Host VI
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10.2

Modifying the Host VI
This section goes over how to add new instrumentation or front panel objects in the HPC

LabVIEW system. All of the data has been organized into arrays, so an understanding of array
logic and manipulation is needed to make any changes to the DAQ. Figure 10.6 below shows how
array logic is used to organize all of the data. In LabVIEW, whenever a set of signals are bundled
together, they are stored as a 1D array of waveforms To input the desired signal into a front panel
object, the corresponding index must be inputted into the front panel object.

Figure 10.6: A screenshot of the data display loop in the Host VI
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To modify DAQmx logic, the Acquisition library shown in Figure 10.1 must be modified
in order. Figure 10.7 below will show the logic sequence a DAQmx task undergoes to acquire data.

Figure 10.7: This flowchart illustrates how a DAQmx task is used to acquire data in LabVIEW
Any data acquisition in LabVIEW must follow this flowchart to successfully generate and
acquire data for any of the modules installed in the cDAQ-9189. Each process will be discussed in
further detail below. Note that a new task only needs to be added if a different type of data module
is being placed into the system. If an additional sensor is being added into the pre-existing
infrastructure, the additional physical channel and array indexing are the only items that need to
be updated. This will be discussed further in Chapter 10.3.
Before any changes can be made to the LabVIEW DAQ, the Settings Type Def control,
shown in Figure 10.8, must be modified. This type def control is responsible for organizing all of
the DAQmx and Logging inputs. A DAQmx task and DAQmx physical channel are both required
when making a DAQmx signal in LabVIEW. Once these have been added into the type def,
File>Apply Changes should update this type def control across the LabVIEW project.
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Figure 10.8: This screenshot shows the Settings Type Def control for the DAQ system
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Figure 10.9 below shows how to create a DAQmx task in LabVIEW. This task is then
bundled into the settings type def mentioned prior. Figure 10.10 takes this task and the physical
channels of the cDAQ-9189 modules to create both AI and TC input channels. All of the settings
such as measurement range, TC type, data scaling, acquisition rate, etc. are handled in this sub VI.
This sub VI starts the DAQmx task and can be considered as initializing the DAQmx signals.

Figure 10.9: This screenshot shows how to create a DAQmx task in LabVIEW

Figure 10.10: This screenshot shows how to create DAQmx virtual channels in LabVIEW
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Figure 10.11 below shows how to acquire the LabVIEW data once the signals have been
configured. Here, the type of data output desired can be selected. In this case, a 1D analog
waveform array has been selected for the data type. This is then stored inside of a data queue for
logging and a data notifier for displaying. As long as the signals are merged or put into the same
array, the data will become another column in the 1D wave form array shown in Figure 10.6.
Figure 10.12 below shows how to close and clear each LabVIEW task once the Host VI is stopped.
This step is crucial. If the task is not stopped and cleared after the VI is done executing, the task
will remain reserved and will be unavailable if the VI is started up again. To fix this error, the
device must be reset using the National Instruments Measurement and Automation Explorer (NI
MAX).

Figure 10.11: This screenshot shows how to acquire data in LabVIEW

Figure 10.12: This screenshot shows how to close out and clear each task
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10.3

Adding an additional sensor in the pre-existing system
Chapter 10.2 went over how to add a new DAQmx task in LabVIEW. If an additional

sensor that uses a pre-existing LabVIEW task is required, this section will go over how to do this
properly. The Host VI has a Settings dialog box that will prompt the user to enter all relevant
information and will save the responses into an XML file it will reference from then on. This dialog
box can be seen in Figure 10.13 below.

Figure 10.13: This screenshot shows the Settings Dialog box for the Host VI
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The dialog box shown in Figure 10.13 allows the user to reconfigure the number of physical
channels to pull data from. For example, if only 30 RSE PTs are being acquired from an AI module
and two more are needed, the RSE Input drop down box needs the two additional physical channels
included in the list. The data array then needs to be shifted by two elements so that the front panel
remains consistent. The two additional sensors are now part of the data array and accessible for
data display or logging.
10.4

How to add a new gas flowmeter
Pressure Transducers and Thermocouples can be added into the system using the steps in

the previous section. If a new or different gas flowmeter is needed in the system, additional steps
are required. These devices are read as a differential AI and use two AI module pins. The dialog
box shown in Figure 10.13 has an AI Differential Input physical channel list. This list refers to the
physical pin connections for these flowmeters. Each flowmeter came with its own set of calibration
points. PTs and TCs can be scaled using known values that don’t change. These flowmeters use a
reentrant VI that stores all of the calibration data and performs an interpolation to acquire standard
volumetric flowrate. A reentrant VI can be cloned multiple times and be used in several places in
the same VI. The serial number was used to identify which set of calibration data to use.

Figure 10.14: This screenshot shows the reentrant flowmeter calibration VI
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Figure 10.14 demonstrates how the analog voltage of each flowmeter is converted into
standard liters per minute. Each flowmeter came with a five-point calibration table. This VI inputs
the serial number to select the calibration set to use and performs a linear interpolation using the
calibration data that references nitrogen gas. Multiplying the output flowrate by the K-Factor ratio
gives the standard volumetric flowrate of the gas in question.
To change or add a new set of calibration data, the case structure shown in Figure 10.14
must be altered. If the calibration data is being edited, go to the DUT Serial Number Type Def and
modify the old serial number with the new one. Then go to the corresponding serial number and
change the voltage and flowrate calibration points. If the gas is different as well, change the KFactor ratio in the Acquire sub VI. If an additional flow meter is being added into the system, go
to the DUT Serial Number Type def control and add the new serial number and apply changes.
Update the case structure to display this new entry and add the new set of calibration points.
10.5

How to add additional DAQmx Physical Channel Lists
Sometimes when editing the LabVIEW system, additional types of physical channels must

be added into the settings dialog box. Similar to Chapter 10.2, the Settings Type Def Control must
have these new physical channels added. The Settings Dialog box VI will now contain these new
channel references but with no connections so far. Open the block diagram and go into the case
structure. Figure 10.15 below shows the block diagram in question.

Figure 10.15: This screenshot shows the settings dialog box block diagram
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The settings type def is essentially a bundle of both the hardware and logging clusters. If
the hardware cluster is updated with the additional physical channels, they should show up in this
sub VI. An additional input must be added to this bundle. The new physical channel control must
be inputted into the new input that was added. The new physical channel control is the new bundle
input selected. A local variable of the new control must be created and added to the unbundle by
name operation on the left side. Like before, the new control output must be added and inputted
into the local variable. This ensures that the XML file will read in these values. The benefit in
doing so saves the user the time of selecting the new physical channel each time the Host VI is
reopened.
10.6

Host VI Architecture
Figure 10.16 below shows the host VI architecture for the HPC LabVIEW control system.

Each box is a while loop operation and each rectangle are a data queue.

Figure 10.16: This flowchart demonstrates the LabVIEW System Architecture

71

The diagram of the LabVIEW architecture is a simplified look at the data flow. The cRIO9066 is controlled by the Digital I/O Control Loop and the DAQ is controlled with the Event
Handling Loop. The architecture of the FPGA code is very simple and has already been discussed.
The FPGA is setup as a Digital I/O relay and simply passes inputs from the dynamic FPGA
reference and reads in a feedback of the current Digital output array. This system is a state machine.
The VI is always checking for user input to store instructions into the Loop Message Queues.
These instructions are then read into the UI Message Loop. This loop then sends instructions to
the DAQ Loop and Data Logging Loop. The Data Queue is being read by the Data Logging Loop
to save the acquired data when the user indicates to via the GUI. The Data Notifier is being read
by the Data Display Loop to update all of the front panel displays in Real-Time. The architecture
of this system lends itself to being very deterministic. Given a set of input, a predicted set of outputs
will be produced. This takes away some uncertainty and human error from the system.
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Chapter 11: Future Work & Conclusions
11.1

RCE Water Test Matrix
The RCE injector orifices have an unknown discharge coefficient. Without knowing this

value, the predicted flow rate given an inlet pressure cannot be determined with certainty. This test
is necessary to characterize the engine orifices and have a better prediction for propellent flow
rate. The max delta p across the injectors is around 20 psia as shown in Figure 11.1. To have an
accurate injector flow characteristic, the water test needs to test for a delta p across the injector of
0-20 psia. This will be controlled with a metering valve placed before both methane and oxygen
inlets.
Table 11.1: A table of the RCE Water Test Matrix

Water Test Matrix
Pressure Drop Across Injector

𝝎̇𝒇

𝝎̇𝒇𝒇𝒄

𝝎̇𝒐

(psia)

(lbm/s)

(lbm/s)

(lbm/s)

5

0.0061

0.0018

0.0147

10

0.0086

0.0026

0.0206

15

0.0105

0.0031

0.0251

20

0.0121

0.0036

0.0291

Table 11.1 above shows the water test matrix for the RCE cold water test. The pressure
will be tested from (5-20) psia, (20-5) psia, and (5-20) psia to account for hysteresis. The needle
valve controls the amount of liquid methane that is bled into the FFC injector and will be fixed at
30% for this test. These values were estimated with a discharge coefficient of 0.65, the coefficient
for a sharp-edged orifice12. Comparing the mass flow rate with the injector pressure drop will
characterize the newly machined injectors and calculate the empirical discharge coefficient.
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11.2

RCE Hot Fire Test Matrix
The mixture ratio of a combustible mixture has many effects on the characteristics of the

flame. The amount of soot, the flame temperature, flame speed, etc. are all affected by the mixture
ratio. Some analysis found the ideal mixture ratio for LOX/LCH4 RCE combustion to be around
2 with 30% LCH4 fuel film cooling and 2.7 with no LCH4 fuel film cooling. The chamber pressure
is going from 100psia to 200 psia at an interval of 10 psia. Using this information, a hot fire matrix
can be constructed. The first testing campaign will hold the FFC percentage at 30% to prevent the
engine throat from melting. Figure 11.1 below shows how the injector pressure drop affects the
chamber pressure. A MATLAB code include in the appendix shows how this plot and the predicted
flow rates were generated.
Table 11.2: A table of the RCE Hot Fire Test Matrix

RCE Steady State Hot Fire Test Matrix
# of Runs

3

ΔP LOX

𝝎̇𝒐

ΔP LCH4

𝝎̇𝒇

(psia)

(lbm/s)

(psia)

(lbm/s)

5.0

0.0147

6.4

0.0061

6.0

0.0161

7.7

0.0067

7.1

0.0176

9.1

0.0073

8.3

0.0191

10.7

0.0079

9.7

0.0205

12.4

0.0086

11.2

0.0220

14.3

0.0092

12.7

0.0235

16.2

0.0098

14.3

0.0249

18.3

0.0104

16.1

0.0264

20.5

0.0110

17.9

0.0279

22.9

0.0116

19.9

0.0293

25.4

0.0122

74

Table 11.2 above shows the future test matrix for the RCE hot fire test. This first round of
testing is investigating the repeatability of the RCE and the thrust. The MR is fixed so that the
uncertainty of the results can be calculated.

Figure 11.1: This plot shows the chamber pressure vs the injector pressure drop
11.3

Chrome Hot Fire Testing
The procedures and testing plan for the chrome engine are still under development. The

current plan is to begin testing the engine in May 2018 at the Fabens facility. The VI to control
this test is already complete and undergoing system troubleshooting. After the feedline is
completed and the testing procedures are approved, testing can begin.

75

11.4

Conclusion
Cold flow water testing the RCE injector orifices will provide a more accurate discharge

coefficient. The predicted mass flow rate of the propellants can be accurately calculated using this
empirical discharge coefficient. Given the difficult nature of turbine flow meters and the low mass
flow rate of the propellants, the mass flow rate will not be measured. RCEs prioritize ignition
success rate above all else. Future testing of the RCE will need to measure both the thrust and
reliability of the engine.
A LabVIEW control system has been built for both the RCE cold flow test and the
RCE/Chrome hot fire test. The control system for the hot fire has a Real-Time control platform
known as a compact RIO. This device gives LabVIEW Real-Time control over an experiment with
a timing resolution of 25ns. This high response rate is needed for testing the main engine. The
system is designed with several redline and emergency triggers and can autonomously monitor the
system and activate an emergency sequence as needed. The data acquisition and Real-Time control
system were separated so that the control system did not sacrifice its response time. Both of these
systems are interfaced with the host PC, but the cRIO has control over the experiment.
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RCE Mass Flow and Delta P MATLAB Code
% Use CEA performance values for 2.7 MR
combustion % to determing the max and min engine
performance % values and flow rates
clear all
MR = 2.7;
Isp = 209;
Cf =
1.2054;
%Pc =
linspace(100,200,200); Pc
= linspace(100,200,11);
D_throat = .2298;
A_t =
pi*(D_throat^2)/4;
D_ch4 = 0.016;
D_ox = 0.018;
A_ch4 =
pi*(D_ch4^2)/4; A_ox=
pi*(D_ox^2)/4;

C_star_si = 1801; %m/s
C_star_E = C_star_si * 3.28; %ft/s
%Flow rates ranging from Pc 100 to
180 m_dot = Pc.*A_t*32.2/C_star_E;
m_ch4 = m_dot./(1 + MR);
m_ch4_tot = m_ch4 +
m_ch4.*0.3; m_ox = m_dot m_ch4_tot;
% convert to SI for simplicity to
calculate % dP across injector
cf = 0.65;
m_ch4_si =
m_ch4_tot.*0.4535; m_ox_si
= m_ox.*0.4535;
D_ch4_si =
379.365268; D_ox_si
= 1030.6279;

dP_ch4_si = ((m_ch4_si./
(D_ch4_si.*Cf*A_ch4*0.00064516*4)).^2).*D_ch4_si./
2; P_Req_ch4 = dP_ch4_si*0.000145;
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dP_ox_si = ((m_ox_si./
(D_ox_si.*Cf*A_ox*0.00064516*4)).^2).*D_ox_si./
2; P_Req_ox = dP_ox_si*0.000145;
%Performance of varying Pc
F = Pc.*Cf.*A_t;
%%%% For dp and pc
plots % hold on
% clc
% % plot(Pc, m_dot)
% title('Required dP vs. Chamber
Pressre') % ylabel('dP (psia)')
% xlabel('Chamber Pressure
(psia)') %
%
plot(Pc,P_Req_ox,'g',Pc,P_Req_ch4,'r')
%
% legend('Oxygen',
'Methane') % hold off
%%%%%% For Propellant Flow
rates % hold on
% title('dP vs. Propellant Flow
Rate') % ylabel('dP (psia)')
% xlabel('Mass Flow Rate (lbm/s)')
% plot(m_ch4,P_Req_ch4,'r',m_ox,P_Req_ox,'g')
% legend('Methane Injector', 'Oxygen
Injector') % % plot(F, P_Req_ch4)
%
%
plot(F,
P_Req_ch)
%
%
plot(F, P_Req_ox)
%
% hold off
%%%%%For Water
estimates % clc
% hold on
% title('dP vs. Water Flow
Rate') % ylabel('dP (psia)')
% xlabel('Mass Flow Rate (lbm/s)')
%
plot(m_ch4,P_Req_ox,'r',m_ox,P_Req_ox,'g',m_ch4.*.3,P_Req_ox)
% legend('Methane Injector','Oxygen Injector', 'FFC
Injector') % plot(F, P_Req_ch4)
% plot(F,
P_Req_ch) %
plot(F, P_Req_ox)
% hold off
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%%%%% For Thrust and Pc vs flow
rates % hold on
%
clc
%
% title('Thrust and Pc vs. Propellant Flow
Rate') % yyaxis left
% ylabel('Pc (psia)')
% xlabel('Total Mass Flow Rate
(lbm/s)') % plot(m_dot,Pc,'b')
%
% yyaxis right
% ylabel('Thrust (lbf)')
% xlabel('Total Mass Flow Rate
(lbm/s)') % plot(m_dot,F,'g')
%
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Vita
Dylan Allan Ott received his Bachelors of Science in Mechanical Engineering in May
2015. He would then pursue his Masters of Science in Mechanical Engineering in the Fall 2015
Semester. Before starting classes that semester, cSETR hired Dylan to help continue Reaction
Control Engine research. Before graduating, he completed an internship at NASA Marshall Space
Flight Center in Huntsville, Alabama.
Dylan never taught as a Teaching Assistant but he did provide tutoring to both high school
and university students in mathematics, science, and engineering. In his final year he provided a
LabVIEW workshop to his fellow researchers. This workshop was geared towards proper
LabVIEW programming and good practices.
Before Dylan graduated, he received a tentative job offer with NAVAIR and an interview
with Blue Origin.
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