ABSTRACT How to improve the spatial resolution as much as possible while maintaining the spectral information of multi-spectral (MS) image in the field of image fusion is of great significance for practical applications, such as map updating, feature classification, and target recognition. To analyze the coefficients of the subband distribution characteristics, in this paper, we propose a new panchromatic (PAN) and MS image pansharpening model based on an adaptive neural network and sparse representation in the non-subsample shearlet transform (NSST) domain. First, this algorithm is specific to regional directional characteristics in the high-frequency subband of PAN and MS images, and we propose an adaptive pulse coupled neural network (PCNN) model. The model can adaptively calculate the link strength of a neural cell based on the region energy. Furthermore, we apply the model to the high-frequency fusing process with the corresponding fusion rule, and the rule can distinguish the high-frequency coefficients by ignition times, which can more effectively capture the geometric texture information and detailed information in the PAN image, enhancing the spatial resolution of the fused image. Second, because of the low-frequency sub-bands from the PAN image and I component obtained by intensity-hue-saturation (IHS) transformation of the MS images with high similarity to the original image but poor sparsity, we select a set of PAN images for learning, a more targeted over-complete dictionary for low-frequency sub-band sparse representation is obtained. Then, the larger absolute value of the sparse matrix is selected to obtain the low-frequency coefficients for the fusion image while maintaining the MS spectral information effectively, and the representation of characteristic information of low-frequency subband is more effective. A large number of simulation experiments verify the effectiveness of the proposed method.
I. INTRODUCTION
Remote sensing is used to obtain relevant information about the structure and content of the Earth surface and can be obtained by detection instruments beyond a certain distance without contact with the target scene. The information gathered contains changes of the spectrum, space and time, which can be acquired from electromagnetic radiation energy reflected from the surface of the earth. In the remote sensing system, pixels are observed from different parts of the electromagnetic spectrum, which leads to different spectral, spatial
The associate editor coordinating the review of this manuscript and approving it for publication was Yong Yang. or time resolution data for various remote sensing images. Generally, satellites with high spatial resolution, such as IKONOS, Quickbird and worldview1-3, can simultaneously generate multi-spectral (MS) images and panchromatic(PAN) images in the same region. However, due to some physical properties, MS sensors usually have high spectral resolution and low spatial resolution. PAN sensor can respond to all visible light bands, but has only one spectral segment, so it has high spatial resolution and low spectral resolution [1] . In recent years, due to the demand of remote sensing in practical applications such as environment, security and national defense detection and management, remote sensing images need to have a high spectral resolution for creating scene classification criterion, and also need high spatial resolution for accurately describing scenes in the texture and shape aspects. Due to the limitations of current technology, no such imaging sensors can directly meet the demand of these two aspects. Therefore, in recent years, remote sensing image fusing technology has caught more attention and became an important research field [2] . Remote sensing image fusion is a process of combining two or more image information from different sensors in the same scene, or the same sensor in different time periods into an image contains more complete information, to realize the complementary feature information of the two images. In recent years, a number of remote sensing image fusion algorithms based on the pixel level have been developed, such as the MS and the PAN fusion algorithms [3] - [5] . So a large number of fusion algorithms are proposed, and the fusion algorithms can be roughly divided into two categories [6] . One of the fusion algorithms is the traditional method based on component substitution (CS), and the other is the method based on multi-resolution analysis (MRA).
The classical component substitution based methods mainly include the Intensity-Hue-Saturation (IHS) transformation [7] - [9] , principal component analysis (PCA) [10] , Gram Schmidt(GS) transformation [11] and Brovey transformation [12] . These methods usually map MS images to a feature space, by using PAN image replace its highest correlation component to improve the spatial resolution of the fused image, IHS transform is the most widely used method in the component substitution method. The spatial resolution of the fused image is generally high, but the fused image usually has serious spectral distortion. As a result, Tu et al. [13] proposed a fast IHS transform (FIHS), which can rapidly integrate a large amount of data, and save spectral information and spatial information to a certain extent effectively, but this method is limited to specific sensor types of IKONOS satellites.
The multi-resolution analysis (MRA) method is developed based on the Laplacian pyramid and wavelet transform fusion method. The method is based on the transform domain to process the image. First, multi-scale decomposition of the fusion image is carried out to obtain the corresponding high frequency sub-band and low frequency sub-band, and then the high frequency sub-band and the low frequency sub-band are fused respectively. Due to the limited of the decomposition direction of wavelet transform, it can not express the detail information in the image more sparsely. In recent years, multi-scale transform methods based on multi-direction have attracted more attention, especially, the non-subsampled multiscale transforms, such as non-subsampled contourlet transform (NSCT) [14] and non-subsampled Shearlet transform (NSST) [15] . Because of its translation invariance, it is possible to avoid pseudo-Gibbs phenomenon in fused image edges. The method of detail injection model is to inject the texture details of PAN images into MS images, and increase the spatial resolution of MS images through detail injection to obtain MS images with high spatial resolution.
The traditional method of detail injection causes the spectral distortion [16] . Nowadays, many fusion methods based on details injection model have a good performance in the field of image fusion [17] , [18] . In [17] , Yang et al. proposed a compensation details-based injection (CDI) model to improve the spatial resolution of MS and overcome the problem of spectral distortion.
In recent years, the deep learning method has been widely applied in the field of image fusion. The deep learning model is composed of multiple transformation layers, each of which performs linear filtering on its input to produce output, and the multi-layer superposition forms a highly nonlinear overall transformation. Some algorithms performs well in the field of image fusion [19] - [21] . For example, in [19] , an original network that is specifically designed for the pan-sharpening task was proposed in this paper, while it can also be generalized for other types of image restoration problems.
With the development of compressed sensing, as an effective signal processing tool, sparse representation can effectively extract the essential characteristics of signals and thus is widely used in image fusion research [22] , [23] . In 1993, Mallat proposed that signals could be represented by an ultra-complete dictionary based on wavelet analysis, and opened up the precedent of sparse representation. Image fusion algorithm based on sparse representation has become a research hotspot in the transform domain in recent years.
Pulse Coupled Neural Networks (PCNN) is a feedback neural network model proposed by Eckhorn that simulates the phenomenon of synchronous pulse release in biological visual cortex. It is formed by several neurons connected with each other and adapts to the environment through the communication between neurons, its signal processing mechanism is consistent with the human visual nervous system. PCNN has the characteristics of similar aggregation of the feature and spatial proximity, so it can extract effective information from complex background without learning and training, and it is successfully applied in the field of image fusion [24] , [25] .
In this paper, we proposed a new PAN and MS image pansharpening algorithm based on an adaptive neural network and sparse representation in the NSST domain. Specific to the characteristics of PAN and MS images, this algorithm applies different fusion rules to NSST subbands. In high-frequency subbands, based on the region energy, we propose a scheme that can adaptively control the link strength of each neural cell and then apply the link strength to the PCNN model. Depending on ignition times, we can decide the fusion coefficients of the high-frequency subbands. In low-frequency subbands, we choose a group of PAN images, and then we train an over-complete dictionary from the images to obtain a sparse matrix of the low frequency. We select the larger absolute value of the sparse matrix to distinguish low-frequency coefficients. A large number of simulation experiments verify that the proposed algorithm can acquire texture information from the PAN image and enhance spatial resolution of the MS image. The algorithm also considers the local correlation and maintains the spectral information of the MS image. 
II. STATISTICAL ANALYSIS OF REMOTE SENSING IMAGE NSST SUBBAND COEFFICIENTS
In the family of the multi-scale geometric analysis, compared to the contourlet transform [26] , the Shearlet transform [27] has more effective abilities of capturing the linear singularity of high dimensional signals and creating sparse representation of the singular signals. The Shearlet transform is an asymptotically optimal multidimensional function representation of signals. The transform is constructed from synthetic expansion, shear and shift operators. Dilation operators create the multi-scale decomposition of signals, and shear operators create multi-direction decomposition of signals and the translation operator changes the generating function. Through the aforementioned operators, we could extract image information in any direction. However, the Shearlet transform applies to the downsampling operation, which will generate an aliasing effect. Other theories about the Shearlet transform can be seen throughout the literature [28] .
To avoid the aliasing effect, Easley et al. modeled on a non-subsample contourlet transform and replaced the downsampling Laplacian pyramid algorithm with the non-subsample Laplacian pyramid algorithm to construct NSST [15] .
The NSST transform mainly includes the following two processes:
1) Apply Multi-scale decomposition to image
According to the matrix D = 2 0 0 2 , we upsample the upper one-level filter with a non-subsample pyramid (NSP) filter bank to complete a NSP decomposition. Then, a lowfrequency subband and a high-frequency subband exist. Furthermore, we can decompose the low-frequency subband to obtain a group of subbands. When we apply a j level decomposition to an image, we can acquire j+1 subbands, which are the same size as the original image. One is the low-frequency image, and the others are the high-frequency subbands.
2) Apply multidirectional decomposition to directional subbands with shear filter (SF) When we apply l level directional decomposition to the high-frequency subbands, we can acquire 2 l directional subbands. The SF in the standard Shearlet transform is created by translating the window function. It needs downsampling; therefore, the Shearlet transform does not have translation invariance. NSST avoids downsampling, so it has translation invariance. Figure 1 shows the diagram of two-layer NSST decomposition, and Figure 2 shows the frequency subdivision graph and support interval. After NSST decomposition, in order to better analyze the characteristics of each subband, we conduct many statistical analyses for the MS and PAN images. Figures 3 and 4 show the condition of the two layers decomposed directional subbands from the MS (Test_MS) and PAN (Test_PAN) images. There is one low-frequency subband, two high-frequency subbands in the first layer and four high-frequency subbands in the second layer. From these subbands we can observe that after the NSST decomposition, the high-frequency subbands of the MS and PAN images show obvious directivity.
The directional characteristics of the high-frequency subband include directional neighborhood correlation(DNC) and eight-neighborhood correlation(ENC). To acquire the quantification of the directional characteristics of the high-frequency subbands of the MS and PAN images, this paper uses several remote sensing image data sets, including WorldView3(Sanclement), WorldView3(Sydney) and QuickBird(San Francisco), and they are decomposed into two layers of high frequency subbands by NSST. Variance is used as a measurement index to determine whether DNC is strong or ENC is strong of each high-frequency subband. If the variance of the DNC is larger than the variance of the ENC, the DNC is weak; On the contrary, the DNC is strong; The variance of the DNC means that the variance value of three coefficients along the direction according to the characteristics of the direction sub-band of the coefficient. We can define a as the number of pixels with strong DNC, and b as the number of pixels with strong ENC, then the proportion of the coefficients of DNC stronger than ENC is calculated by a a+b . Table 1 and Table 2 show the results, based on the results, we can see that whether we are using MS images or PAN images, the DNC of the high frequency subband in each direction is stronger than ENC, and the proportion of the coefficient of DNC to the total coefficient is between 50.7% and 93.3%, and the proportion increases as the number of decomposition layers increases.
III. ADAPTIVE PCNN MODEL BASED ON DIRECTIONAL REGION ENERGY OF NSST SUBBANDS
As the third generation of artificial neural network, the Pulse Coupled Neural Network (PCNN) creates fusion of the neuron neighborhood capturing feature, the pulse coupling feature, the nonlinear multiplication modulating feature and the exponential decay threshold mechanism [29] . At the same time, because of its synchronous pulse distribution feature and capturing feature, the PCNN model is applied to the field of image processing [30] - [32] . Because the traditional PCNN model is sensitive to parameters and it is very difficult to properly select and adjust the parameters, the traditional PCNN model is complex and has high time complexity; Therefore, at present, theoretical research and practical application of the PCNN model mainly focus on model improvement and obtaining parameters [33] .
When the PCNN model is applied in the field of image processing, every signal pixel is treated as a neuron, and every neuron consists of the following three parts: receiving domain, modulation domain, and pulse generator. The input neuron is treated as the stimulus input; then, its activeness is calculated to judge whether to ignite the neurons or not. Based on the improved model in the literature [33] , we propose an adaptive PCNN model, which is driven by directional region energy. The link strength between neurons is determined by the directional region energy of the NSST subbands from the remote sensing images. The mathematic expressions of the model are as follows:
where n is the number of iterations, and (i, j) is the location of l dimension in the k direction. I l,k (i, j) is the external stimulation matrix (the NSST subbands of remote sensing
is the link weight matrix. a, b is the size of the link range. U l,k n (i, j) is the internal activeness total. β l,k n (i, j) represents the link weight matrix between neurons. θ l,k n (i, j) is the discriminative threshold. Y l,k n (i, j) denotes the pulse output. V represents the magnification factors, and α is the time constant. By comparing internal activeness total U with threshold θ, if U is larger than the threshold, the model can create a one-time ignition. Pulse output Y = 1, or Y = 0.
In this paper, the neurons are all in the flameout state. Initial values of L l,k n , U l,k n , θ l,k n and Y l,k n are all zero. For model (1), when we calculate the internal activeness total, the link strength β l,k n is usually selected as a fixed value. By the statistical analysis in Section 2, we know that the NSST high-frequency subbands of the remote sensing images have a strong directional feature. Therefore, when model (1) is applied to these high-frequency subbands, the link strength between neurons is likely to be different. This paper proposes an adaptive neuron link strength selection method based on the directional region energy of NSST high-frequency subbands of the remote sensing images. The method is as follows:
First, we define the corresponding directional templates T ( Figure 5 shows the example of three layer decomposition): Second, based on the NSST high-frequency subband direction, we select the corresponding directional template T and calculate the directional region energy E p (i, j) of the position (i, j) in the p th (p = 1, 2) image corresponding high-frequency subband:
f p (i, j) ∈ T denotes the subband coefficients that take (i, j) as the center in the directional template α, and its value is non-zero.
Then, formula (3) is used to calculate the directional matching degree M(i, j) of the high-frequency coefficients in the position (i, j):
If M(i, j) is larger than the threshold, which can be obtained by a large number of experiments, the high-frequency coefficient in position (i, j) denotes a detailed part or texture part of the remote sensing image. We use the M(i, j) as the link strength of position (i, j) in model (1) . In contrast, the high-frequency coefficient denotes the smooth part of the remote sensing image, so we select the empirical constant as the link strength of position (i, j) in model (1) . Then, we can calculate the adaptive link strength matrix β l,k n of the neuron based on the high-frequency subband directional region energy. According to the directional characteristics of the subband, the link strength matrix is calculated by the neighborhood correlation of the pixel center point, so the matrix not only focuses on the directional region feature of the NSST decomposition coefficients but also associates the correlation between the current coefficients and the adjacent coefficients in the subband. Therefore, it is more effective to capture the edge and texture information in high frequency.
IV. SPARSE REPRESENTATION
Sparse representation is based on CS (compressed sensing) theory, which searches for the sparsest representation under a set of dictionaries. To apply the sparse representation to the low-frequency subband x, we first linearly project the low-frequency subband to the over-complete dictionary D, and the projection coefficient α is sparse. The low-frequency subband x and dictionary D satisfy the following relations:
There may be many different solutions in formula (4), and the sparse representation is the solution which contains the least nonzero values. Therefore the problem can be converted into solving formula (5):
where
is the over-complete dictionary, || · || 0 is l 0 norm, and ε is the approximation error tolerance. Formula (6) is a non-convex function and has a lack of stability, so it is a NP-hard problem. Under certain conditions, the minimization problem of l 0 norm have the same solution as the minimization problem of l 1 norm. Therefore, the above problem can be converted into solving the minimization problem of l 1 norm, as shown in formula (7):
To calculate the solution of norm, this paper uses the orthogonal matching pursuit algorithm (OMP) [34] .
The selection of the over-complete dictionary D can directly affect the quality of sparse representation. At present, there are two common methods to acquire the over-complete dictionary for sparse representation [35] . The first method uses a cascading standard orthogonal basis, while the second is through a learning algorithm to construct a dictionary. In other words, through learning from a single image or a group of images with similar characteristics, we can train an over-complete dictionary for sparse representation. In this paper, we use the second method to obtain the dictionary. Considering the features of the NSST low-frequency subband of the remote sensing image are similar to that of the original remote sensing images. In this paper, we select a group of remote sensing PAN images to learn and train the over-complete dictionary D PAN for sparse representation, as shown in Figure 6 .
Because the dictionary is derived from the consideration of the edge of the PAN image, texture and structure information, it has a strong adaptability for PAN images. When we apply sparse representation to the low-frequency subbands, we can fully utilize the characteristic information of the pair atoms in the dictionary to represent, and to some extent, we can show the details of the image.
V. VPAN AND MS IMAGE PANSHARPENING ALGORITHM BASED ON AN ADAPTIVE NEURAL NETWORK AND SPARSE REPRESENTATION
This paper proposes an PAN and MS remote sensing image pansharpening algorithm based on the NSST domain, which is different from the traditional multi-scale transform pansharpening algorithms, such as the direct substitution and weighted average method. Based on various characteristics of the different NSST subbands of the PAN image, the proposed algorithm applies different fusing rules to the low-frequency and high-frequency subbands during the fusing process. For high frequencies, based on the region directional feature of its coefficients, we apply the adaptive PCNN model proposed in Section 3. The link strength of the coefficient is adaptively determined to calculate its internal activeness, which can determine edge, texture information and other details more accurately. For low frequencies, we apply the sparse representation based on dictionary learning method. The complete pansharpening process is shown in Figure 7 .
A. FUSION RULE FOR LOW FREQUENCY
After NSST transform, we can acquire the low frequencies of the two pansharpening images, which contain a lot of basic information about the I component of the PAN and MS image. Because of the low frequency sub-band obtained from the image after the NSST transform contains the approximate part of the image. It represents the main information of the source image, containing a large amount of energy of the source image, but the sparsity is relatively poor, the quality of the fused image is not ideal. So we apply the sparse representation based on learning dictionary to the low-frequency fusing process. Under the condition of keeping spectral characteristics low-frequency subband background information of the MS image, and also the texture details of the low frequency sub-band of the PAN image are preserved to a higher degree.
Based on the above analysis, we give the following pansharpening process of the low-frequency subband based on adaptive sparse representation (shown as Figure 8 ):
Step1. Learning from a group of remote sensing images, train the over-complete dictionary D PAN ;
Step2.Through the dictionary, apply sparse representation to the low-frequency subbands of the I component of the PAN and MS after NSST transform. Use formula (7) and the OMP algorithm to get the sparse matrix α L_F_MS and α L_F_PAN ;
Step3. Select the larger absolute value to fuse α L_F_PAN and α L_F_MS following formula (8) and then get the fused low-frequency coefficients α L_FUSED :
Step4.Get the fused low-frequency subband. 
B. FUSION RULE FOR HIGH FREQUENCY
To better maintain the texture and detail information of the fusion image and retain the correlation of subband coefficients as well as the direction regional feature of the high-frequency subbands, we apply the fusion rule proposed in Section 3 to fuse the high-frequency subbands of the I component from PAN and MS. In other words, after NSST transform, we apply the adaptive PCNN model based on the directional region energy to fuse the high-frequency subbands. The specific process is as follows (shown as Figure 9 ): Step1. Take the high-frequency subbands S H −F−PAN and S H −F−MS into the PCNN model (1) and see the high-frequency subbands of the I component from PAN and MS as the external stimulation matrix;
Step2. Through S H −F−PAN and S H −F−MS , following the corresponding template T (Figure 5 ), take a 3x3 window to traverse its coefficients. Following formulas (2) and (3), calculate the link strength matrix β H −F−PAN and β H −F−MS of the PCNN model.
Step3. Take the link strength matrix β H −F−PAN and β H −F−MS into the PCNN model (1) and calculate the internal activeness total U H −F−PAN and U H −F−MS of the corresponding high-frequency subbands. Compare the internal activeness total with the threshold θ to decide whether to ignite the pulse output or not. In this paper, the threshold is an empirical value from experiment statistics;
Step4.Continuous iteration of the PCNN model makes Step3 continually repeat. Finally, through calculating the ignition times of each coefficient, get the two ignited pulse output matrix Y H −F−PAN and Y H −F−MS . The greater the pulse times, the more important the coefficients;
Step5. Compare the pulse time of Y H −F−PAN and Y H −F−MS , and use formula (9) to get the final fusing highfrequency coefficient S H −FUSED :
VI. EXPERIMENTS AND ANALYSIS
To verify the effectiveness of the proposed pansharpening algorithm of PAN and MS images, we carry out the fusing experiments on several groups of remote sensing images. And we conducted degraded experiments and real experiments on these several groups of data sets. The experimental environment is a Windows 10 system, and the experimental platform is Matlab R2015. The registering experimental images are from Worldview-2, Quickbird satellites, San clemente region, San francisco region and Sydney region. Further, in order to be more representative in producing the pansharpening experiment, we select several images that contain rich field information, such as an urban area, a water area and a land surface. At the same time, we compared the results with traditional IHS transform, wavelet transform (AWLP) algorithm, a NSST and directional region energy (DMD) combinatorial algorithm, and a deep learning algorithm [21] . The selected experimental images are shown in Figure 10 and Figure 11 which are used for degraded experiments and real experiments, respectively.
A. SUBJECTIVE VISUAL ANALYSIS 1) EXPERIMENTS ON DEGRADED DATA Figure 12 shows the degraded experiment results of the four different groups testing remote sensing images in Figure 10 from Test-RS-1, Test-RS-2, Test-RS-3 and Test-RS-4. From the subjective evaluation, we can see that there is obvious spectral distortion in the traditional IHS transform when we address the PAN and MS pansharpening problem, IHS transform algorithm fused image overall color becomes shallow. However, the fused image obtained after the wavelet transform can keep the spectral information well, but the spatial information of texture details is not keep completely. The deep learning algorithm has a slight spectral distortion in the extent of spectral preservation of the vegetation region. The NSST+DMD algorithm and proposed algorithm both can maintain the spectral information, but the spatial information retention of the algorithm in this paper is better than NSST+DMD. And the method proposed in this paper inject the high resolution edge and texture information of the PAN image into the fusion image.
2) EXPERIMENTS ON REAL DATA Figure 13 and Figure 14 show the fusion results of two groups of remote sensing images Test-RS-5 and Test-RS-6 from WorldView-2 and QuickBird satellites of the experiments on the real data with different comparison fusion methods. As can be seen from Fig.13 and Fig.14 , the fusion result obtained by IHS method suffer from serious spectral distortion. The fusion results of the AWLP method and Deep Learning method can maintain the spatial information well, but cause different degrees of distortion in the spectral information, especially in the vegetation region. The NSST+DMD algorithm and the proposed algorithm both maintain the spectral information well, but the spatial information of the proposed algorithm is better than the NSST+DMD algorithm.
B. OBJECTIVE QUANTITATIVE ANALYSIS
To verify the effectiveness of the proposed algorithm objectively, we chose edge intensity (EIN), entropy (S), average gradient(AG) and root mean square error (RMSE) to analyze the texture structure features of the fusion image and chose relative average spectral error (RASE), spectral angle mapping (SAM) and erreur relative globale adimensionnelle de synthèse (ERGAS) to analyze the degree of spectral distortion in the experiments on degraded data. And we chose quality with no reference (QNR) index to evaluate the fused image in the real experiments. EIN is an important objective evaluation for measuring image edge information, which can accurately reflect the degree of texture information of the fusion image. The larger the value, the more texture information there.
Average Gradient(AG) [36] is an important evaluation parameter of measuring the image definition of the fused images. It reflects the ability of images to express VOLUME 7, 2019 contrast in small details. The larger the value, the clearer the image, the better the texture information and the better the contrast.
RMSE [37] is used to measure the deviation between the fused image and the ideal image, and it only can be used when there is a reference image. The smaller the value is, the better the fusion performance is. The ideal value is 0, and this value only can be obtained when the fusion image is identical to the ideal fusion image.
ERGAS [38] considers all of the bands and measures the changing conditions within the spectral range. The smaller the value, the higher the spectral resolution. The ideal value is 0.
Entropy(S) [39] is an important evaluation index used to measure the richness of information in the image. The entropy value represents the amount of the average information contained in the fused image. The larger the value, the richer the information contained in the fused image will be, and the better the quality effect of the fused image will be.
RASE [37] mainly represents the average performance of spectral bands in the image fusion method, the lower the value of RASE, the better the result.
SAM [40] represents the spectral distortion between the fused image and the reference image, the smaller the value is, the less spectral distortion of the spectral distortion will be.
QNR [41] is an objective evaluation index with no reference image, it is used to calculate the cross-covariance between different bands, and measure the quality of the fused image including the local relationship, luminance, and contrast between two images. It is composed of spectral distortion index D λ and spatial distortion index D s . The value range of QNR is [0,1], and the ideal value is 1. Table 3 shows the statistical results of different fusion algorithms in the experiments on degraded data. From the table, we can see that the objective evaluation values of the proposed algorithm are almost better than the others; Its fusion image has less spectral distortion and ideal textural information.
1) EXPERIMENTS ON DEGRADED DATA
2) EXPERIMENTS ON REAL DATA Table 4 and Table 5 show the statistical results of different fusion algorithms in the experiments on real data. As can be seen from Table 4 , in the experiment of Test-RS-5 test image which obtained by the QuickBird satellite, the QNR index of the proposed method is the largest in all comparison algorithms, the D λ value of the proposed method is the forth largest, and the D s value of the proposed method is the largest. In Table 5 , we can see that in the experiment of Test-RS-5 test image which obtained by the WorldView-2 satellite, the values of the QNR index, the D λ , and the D s are all the largest in all comparison algorithms.
It can be seen from above experiments on degraded data and real data, the fusion method proposed in this paper can achieve the better fusion results not only in subjective visual analysis but also in objective quantitative analysis. Table 6 shows the comparison of the time complexity of the five algorithms. As can be seen from Table 6 , in terms of time complexity, some traditional algorithms such as IHS method and AWLP method cost less time than other algorithm, but poor performance in terms of spectral information and spatial information retention. The computation complexity of deep learning algorithm does not include the training time, and the training time of deep learning is very time-consuming. Due to the more complex of NSST, we can see the calculation time of the proposed and NSST+DMD method is higher than other comparison algorithms, and the sparse regularization based fusion methods are time-consuming due to the large computational complexity, so the method proposed in this paper cost a little more time than other algorithm. However, the fused results in this paper are superior to other algorithms. Therefore, this method improves the quality of fusion while also taking into account the computational efficiency.
C. COMPUTATION COMPLEXITY

VII. CONCLUSION
In this paper, a new fusion algorithm of multi-spectral (MS) image and panchromatic (PAN) image based on NSST domain sparse representation and adaptive improved and optimized PCNN model is proposed. The method uses non-subsample shearlet transform (NSST) as a multi-scale decomposition tool, and uses different fusion rules to fuse the decomposed low frequency and high frequency respectively. Due to the weak sparsity of the low-frequency sub-band after multi-scale transformation, and sparse representation has good directivity, band-pass and spatial locality, therefore in this paper, the low-frequency sub-band is sparse represented before fusion. Then, we propose an adaptive PCNN model, which can adaptively control the link strength of neurons. The model decides whether to ignite or not by the directional region energy of the high-frequency subbands. The algorithm can acquire geometric textures more accurately from PAN image and, at the same time, consider the local correlation between the subband coefficients. When the algorithm enhances the spatial resolution of the MS, it also guarantees the spectral information of the fusion image. A large number of experimental comparisons show that the algorithm in this paper effectively improves the spatial resolution of the fused image while maintaining the spectral information effectively from the two aspects of subjective evaluation and objective evaluation. 
