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Abstract
Let K be a simplicial k-complex and M be a closed PL 2k-manifold. Our aim is to describe
an obstruction for embeddability of K into M via the intersection form on M . For description
of the obstruction, we need a technical condition that every map f : |K| → M is homotopic to a
map f ′ : |K| →M such that f ′(|K(k−1)|) fits into some 2k-ball in M , where K(k−1) stands for the
(k−1)-skeleton of K. The technical condition is satisfied, in particular, either if M is (k−1)-connected
or if K is the k-skeleton of n-simplex, ∆
(k)
n , for some n. Under the technical condition, if K embeds
in M , then our obstruction vanishes. In addition, if M is (k − 1)-connected and k ≥ 3, then the
obstruction is complete, that is, we get the reverse implication.
If M = S2k (or R2k) then the intersection form on M vanishes and our obstruction coincides
with the standard van Kampen obstruction. However, if the intersection form is nontrivial, then our
obstruction is not linear (a cohomology class) but rather ‘quadratic’ in a sense that it vanishes if and
only if a certain system of quadratic equations over integers is solvable. It remains to be determined
whether these systems can be solved algorithmically.
Finally, the Z2-reduction of the obstruction shows how to obtain a non-trivial upper bound for
the Ku¨hnel problem: determine the smallest n so that ∆
(k)
n does not embed into M . Also, the
Z2-reduction is computable and, if M is (k − 1)-connected, it determines whether there is a map
f : |K| →M which has an even number of crossings of f(σ) and f(τ) for each pair (σ, τ) of disjoint
k-simplices of K.
1 Introduction
Motivation. The aim of this work is to provide an algebraic description of embeddability of a
simplicial k-complex K into a closed PL 2k-manifold M , for k ≥ 1. The range of dimensions (k, 2k) is
the first nontrivial case in a sense that every k-complex embeds into R2k+1 and therefore into arbitrary
(2k + 1)-manifold.
A motivation for our work emerges from various directions:
In a special case, when M = R2k, this is the classical embeddability problem initiated by results of van
Kampen and Flores [vK32, Flo34] on nonembeddability of the k-skeleton of the (2k + 2)-simplex, ∆
(k)
2k+2
and the (k+ 1)-fold join of three isolated points into R2k. This case is in general well understood: If k 6= 2,
embeddability of K in R2k is characterized via vanishing of so-called van Kampen obstruction [vK32, Sha57,
Wu65, Mel09], which is even efficiently computable (details on computability are given in [MTW11]). If
k = 2, the obstruction is incomplete [FKT94], and it seems to be a challenging problem to determine
whether embeddability of 2-complexes into R4 is decidable. (Only NP-hardness is known [MTW11].)
However, there are many interesting target spaces that are not R2k. In geometry one often works with
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and UNCE/SCI/004.
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projective spaces, incidence problems lead to embeddings into Grassmanians or flag manifolds, etc. A
possible concrete example where the ideas of this paper can be useful are considerations of Helly type
results as in [GPP+17].1 Here considerations of a general manifold M become apparent, for example,
when considering Helly-type theorems for line transversals as in [CGHP08].
A special case, when K = ∆
(k)
n is a k-skeleton of n-simplex was considered in [Ku¨h94, Vol96, GMP+17].
Volovikov [Vol96] shows, for more general M , that there is no embedding f : |∆(k)2k+2| →M provided that
f induces a trivial map on (co)homology, which generalizes nonembeddability of ∆
(k)
2k+2 in R2k.2 Given
a (k − 1)-connected compact 2k-manifold M such that k-skeleton of n-simplex embeds into M , Ku¨hnel
conjectured an upper bound on n depending only on k and the Euler characteristic of M ; see equation (1)
below. A weaker bound was proved in [GMP+17]. As an application of our tools, we will show how
this bound can be significantly improved (for PL manifolds). For comparison, in a recent far reaching
work Adiprasito [Adi18] proves the Ku¨hnel bound under an additional assumption that the embedding is
sufficiently tame. We do not need this assumption.
Finally, a special case when k = 1 is a classical topic of embeddings of graphs in surfaces [MT01]; and,
in particular, our work is related to Hanani–Tutte type results for graphs on surfaces [PSS09, FK17, FK18].
In the language of these references, our algebraic description in this case provides a characterization of
graphs admitting an independently even drawing into a given surface.
1.1 Results
Now we describe our main results. We need some technical preliminaries. Also, for some notions we will
not give a precise definition yet as we would need too many preliminaries in the introduction, but all
notions are explained in Section 2.
Existence of an obstruction. Let k ≥ 1, K be a simplicial k-complex and M be a PL 2k-manifold.
We assume that M is either closed or M = R2k. By L := K(k−1) we denote the (k − 1)-skeleton of K.
We will assume a technical condition on homotopy:
(H) Every map f : |K| →M is homotopic to a PL map f ′ : |K| →M such that there is a PL 2k-ball
B ⊆M such that f ′(|L|) ⊆ B.
We will perform all our considerations in a ring R = Z2 or R = Z. Let K˜ := {σ×τ : σ, τ ∈ K,σ∩τ = ∅}
denote the deleted product of K. By C2k(K˜;R) we denote the group of 2k-chains in K˜ (in prismatic
homology), these are formal R-combinations of products σ× τ ∈ K˜. By C2kskew(K˜;R) we denote the group
of skew-symmetric cochains on K˜ with coefficients in R. These are R-homomorphisms ξ from C2k(K˜;R)
to R satisfying
ξ(σ × τ) = (−1)kξ(τ × σ).
The van Kampen obstruction o˜(K) will be a class in C2kskew(K˜;R)/F where F is a suitable subgroup.
However, for the moment, we postpone the definition of both o˜(K) and F . We just emphasize that o˜(K)
is the standard obstruction for embeddability into R2k, which does not depend on M .
By Ω: Hk(M ;R)×Hk(M ;R)→ R we will denote the intersection form on M . (On M , we consider
singular homology or cohomology.) We again postpone the precise definition of the intersection form
but we remark that Ω is skew-symmetric. Given a homomorphism ψ : Ck(K;R)→ Hk(M ;R), we define
ωψ ∈ C2kskew(K˜) by ωψ(σ × τ) := Ω(ψ(σ), ψ(τ)). By skew-symmetry of Ω we get that ωψ is indeed a skew
symmetric cochain.
An almost embedding of K in M is a map f : |K| →M such that f(σ)∩ f(τ) = ∅ whenever σ× τ ∈ K˜.
Every embedding is an almost embedding.
Theorem 1. Let k ≥ 1, K be a k-complex, M be a closed PL 2k-manifold (or M = R2k), and R = Z, or
R = Z2. Assume that there is an almost embedding f : |K| →M . Assume also the condition (H). Then
there is a homomorphism ψ : Ck(K;R)→ Hk(M ;R) such that
[ωψ]F − o˜(K) = 0.
1However, our work should be understand only as a first step towards an improvement of [GPP+17]. In particular, we
did not attempt to upgrade our results to homological almost embeddings which are really used in [GPP+17].
2Volovikov’s result is in fact even more general in different directions.
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With slight abuse of terminology, we can consider non-existence of a homomorphism ψ from the
theorem as an obstruction for (almost) embeddability of K to M , and we say that this obstruction vanishes
if such homomorphism exists.
Remarks 2. • If Ω is trivial, then ψ must be a trivial homomorphism, thus our obstruction coincides
with the standard van Kampen obstruction.
• The minus sign at o(K) in the statement is not important as the van Kampen obstruction is an
element of order 2, o˜(K) = −o˜(K).
• We will show that our obstruction is ‘quadratic’ in a sense that it vanishes if and only if certain
system of quadratic equations has a solution; see Theorem 15.
• Given a map f : |K| →M , Johnson [Joh02] defines an obstruction, depending on f , for existence of
a homotopy from f to an embedding. There are some mild differences in the assumptions on M . In
particular, Johnson works in the smooth case. When adapted to our notation, Johnson’s obstruction
is a class in C2kskew(K˜;Z)/F . However, it does not seem that Johnson’s approach answers which
class is it. We in principle provide this answer (see Lemma 12 and Theorem 13) as an intermediate
step in a proof of Theorem 1, though we need to assume the condition (H).
• The condition (H) holds in particular if M is (k−1)-connected, or if K = ∆(k)n for some n. Therefore,
we get the following corollary.
Corollary 3. Let k ≥ 1, K be a k-complex, M be a closed PL 2k-manifold (or M = R2k), and R = Z
or R = Z2. Assume that there is an almost embedding f : |K| → M . Assume also either that M is
(k − 1)-connected or K = ∆(k)n for some n. Then there is a homomorphism ψ : Ck(K;R)→ Hk(M ;R)
such that [ωψ]F − o˜(K) = 0, that is, the obstruction vanishes.
Proof. We want to verify (H). Let f : |K| →M be a map, by a small perturbation, we can assume that f
is PL.
If M is (k− 1)-connected, we take a PL ball B ⊆M and we first define f ′ on |L| arbitrarily so that it
maps L into the interior of B. Because M is (k− 1)-connected, there is a homotopy from f ||L| to f ′, and
by the homotopy extension property [Hat01, Proposition 0.16] it extends to a homotopy from f .
Now assume that K = ∆
(k)
n . Pick an arbitrary vertex v of K and let J := st(v,K) be the (closed)
star of v in K. Note that L ⊆ J . Let H : |K| × I → |K| be a homotopy from identity to a PL map that
embeds J to a small neighborhood of v. We can also assume, by a small perturbation, that f is a general
position map. Then f ◦H is a homotopy from f to a map f ′ that PL embeds J to M . Then the regular
neighborhood of f ′(J) is the required ball as f ′(J) is collapsible [RS72, Chapter 3].
On the other hand our obstruction is complete, if k ≥ 3 and M is (k − 1)-connected.
Theorem 4. Let k ≥ 3, K be a k-complex, M be a closed (k − 1)-connected PL 2k-manifold. Assume
that there is a homomorphism ψ : Ck(K;Z)→ Hk(M ;Z) such that [ωψ]F − o˜(K) = 0 (over integers), that
is, the obstruction vanishes. Then there is an PL embedding f : |K| →M .
1.2 Applications
Ku¨hnel’s conjecture. Ku¨hnel conjectured [Ku¨h94] that if the k-dimensional skeleton K := ∆
(k)
n
can be embedded into a (k − 1)-connected 2k-manifold M , then(
n− k − 1
k + 1
)
≤ (−1)k
(
2k + 1
k + 1
)
(χ(M)− 2). (1)
Because of (k − 1)-connectivity, this inequality is equivalent to(
n− k − 1
k + 1
)
≤
(
2k + 1
k + 1
)
βk(M ;Z2), (2)
which seems to hold even without the connectivity assumption. Together with Goaoc, Mabillard, Pata´kova´
and Wagner [GMP+17], we have obtained a bound n ≤ 2βk(M ;Z2)
(
2k+2
k
)
+ 2k+ 4. Here we demonstrate
how the ‘obstruction machinery’ may improve this bound (under an extra assumption that M is PL).
Once the machinery is set up, the proof of the improved bound is relatively simple.
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Theorem 5. If the k-skeleton ∆
(k)
n of an n-simplex can be almost embedded into a compact PL 2k-manifold
M , then
(i) n ≤ (2k + 1) + (k + 1)βk(M ;Z2) and
(ii) n ≤ (2k+1)+ 12 (k+2)βk(M ;Z2) if the form is alternating, that is Ω(h, h) = 0 for all h ∈ Hk(M ;Z2).
If βk(M ;Z2) = 1, our bounds agree with the value proposed by Ku¨hnel and if the form is alternating
the same is true for βk(M ;Z2) = 2. The condition that the form is alternating is a natural condition that
occurs, for example, if M is a connected sum of Sk × Sk.
There are several cases where these values are actually achieved: the complete graph on six vertices
can be embedded into the (real) projective plane (k = 1, β1(M ;Z2) = 1, n = 5); there is a 9-point
triangulation of the complex projective plane (k = 2, β2(M ;Z2) = 1, n = 8), the complete graph on 7
vertices embeds into the torus (k = 1, β1(M ;Z2) = 2, n = 6).
Radon and Helly type theorems. Improved bounds on the Ku¨hnel problem as in Theorem 5
immediately imply an improved bound on the Radon number (value r in the statement below) in
the theorem below. Consequently one obtains better bounds on Helly’s number [Lev51], Tverberg’s
numbers [JW81], fractional Helly number [HL19], existence of weak ε-nets and (p, q)-theorems [HL19,
AKMM02].
Theorem 6. Let M be a compact PL 2k-manifold. Let cl : 2M → 2M be a closure operator.3 Let P ⊆M
be a set of size r, such that clS is (topologically) k-connected4 for every S ⊆ P of size at most k + 1.
(i) If r ≥ 2k + 3 + (k + 1)βk(M ;Z2), or
(ii) if the intersection form of M is alternating (over Z2) and r ≥ 2k + 3 + 12 (k + 2)βk(M ;Z2),
then there are two disjoint subsets P1, P2 ⊆ P such that cl(P1) ∩ cl(P2) 6= ∅.
Corollary 7 (Helly-type theorem). Let M be a compact PL 2k-manifold. Let F be a finite collection of
subsets of M such that
⋂G is k-connected or empty for every subfamily G ( F . If ⋂G is nonempty for
every G ⊆ F of cardinality less than r, where r is as in the previous theorem, then ⋂F 6= ∅.
Proof [Lev51, Rad21]. Consider the following closure operator
clF (S) :=
⋂
F∈F
S⊆F
F.
If
⋂
F = ∅, let G ⊆ F be a minimal subsets with ⋂G = ∅. By assumption |G| ≥ r. By minimality
of G for each G ∈ G there is a point yG ∈
⋂G \ {G}. The set {yG | G ∈ G} has at least r points.
Thus Theorem 6 guarantees that it can be split into two disjoint sets P1 unionsq P2 such that there is a point
y ∈ clF (P1) ∩ clF (P2). By our choice of the closure operator, such y lies in every set of G, contradicting⋂G 6= ∅.
Theorem 6 follows the line of research of deducing Helly and Radon type theorems from non-
embeddability results; see [Mat97], [GPP+17] or [Pat19b].
Corollary 7 is an analogy of Theorem 2 in [Mat97] or Theorem 1 in [GPP+17] for manifolds, with
stronger assumption on intersections. This is already interesting for manifolds, as the optimal Helly
number is linked to the solution of the Ku¨hnel problem. The proof of Theorem 6 (modulo Theorem 5
follows by a combination of a suitable definition of Radon number [Pat19b] and techniques developed in
[Mat97, GPP+17]. Because the proof is short, we reproduce it immediately.
3A closure operator is any function cl 2M → 2M that for all S,R ⊆ M satisfies S ⊆ clS, R ⊆ S ⇒ cl(R) ⊆ cl(S) and
cl (clS) = clS. Typical examples are convex and affine hulls in Rd or topological closure operators in topological spaces.
4From the proof follows that it suffices to require that the (|S| − 1)-th homotopy group of cl(S) is trivial for each S
of size at most k + 1. Moreover, if one is willing to increase the bound on r, it is possible to use the ideas from [Mat97]
or [Pat19a] and allow that cl(S) have more path-connected components, if all of them are sufficiently connected.
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Proof. For contradiction, we assume that clP1 ∩ clP2 is empty for every two disjoint subsets P1, P2 of P .
Under this assumption, we will build an almost embedding f : ∆
(k)
r−1 →M . This contradicts Theorem 5(i)
in case (i) and Theorem 5(ii) in case (ii). We define f inductively, skeleton by skeleton. We start by letting
the points P be the 0-skeleton of ∆r−1. During the construction, we maintain the following property: If
σ is a simplex of dimension at most k and I be the set of vertices of σ, then f maps σ into cl(I).
Now, given a simplex σ of dimension at most k, assume that f is already defined on ∂σ. Due to the
property we maintain, we get that f(∂σ) belongs to cl I, where I is the set of vertices of σ. As cl I is
k-connected, we can extend f to σ inside cl I, thus we maintain the required property. It remains to show
that the resulting f is an almost embedding of ∆kr−1 into M . Given disjoint k-simplices σ and τ of ∆r−1,
let I be set of vertices of σ and J be the set of vertices of τ . In particular I and J are disjoint. But then
f(τ) lies in cl I and f(σ) lies in cl J and these two sets are disjoint by our assumption.
In the proof above, it was crucial that Theorem 5 holds for almost embeddings (and not only for
embeddings). However, our approach allows, under mild conditions on the manifold, to extend an upper
bound on the Ku¨hnel problem from embeddings to almost embeddings. This would be in particular
interesting, it it were possible to remove the additional assumption on the embeddings in Adiprasito’s
proof of the Ku¨hnel bound (mentioned early in the introduction).
Proposition 8. Assume that k ≥ 3, M is an orientable PL 2k-manifold and M ′ is a (k − 1)-connected
orientable PL 2k-manifold such that M and M ′ have isomorphic intersection forms over the integers. If
∆
(k)
n (topologically) almost embeds into M , then ∆
(k)
n PL embeds into M ′.
Proof. Given an embedding of ∆
(k)
n toM , Corollary 3 implies that there is a homomorphism ψ : Ck(∆
(k)
n ;Z)→
Hk(M ;Z) such that [ωψ]F − o˜(K) = 0. As the intersection forms of M and M ′ are isomorphic, there is
also a homomorphism ψ′ : Ck(∆
(k)
n ;Z)→ Hk(M ′;Z) such that [ωψ′ ]F − o˜(K) = 0. Therefore, we get the
required PL embedding into M ′ from Theorem 4.
1.3 Computational aspects
Part of our motivation for introducing the obstruction for embeddability of K into M was to understand
an analogue of algorithmic embeddability question from [MTW11], when the target space is M (instead of
Euclidean space as in [MTW11]). For this, let Embed(k,M), for fixed k and M denote the computational
problem which asks whether a k-complex K on input is embeddable into M .
Question 9. For which 2k-manifolds is Embed(k,M) decidable?
This problem of course makes sense even without assumption that dimM = 2k but we will stay in the
world of 2k-manifolds as this is the first nontrivial case. As mentioned early in this section, Embed(k,R2k)
is decidable, even polynomial time solvable, for k 6= 2. Also, if k = 1 and M is an arbitrary (closed)
surface, then Embed(1,M) is decidable, even linear time solvable [Moh99, KMR08]. If k = 2, decidability
of Embed(k,R2k) is unknown.
Our approach, unfortunately, does not provide new answers to Question 9; however, it reveals the
difficulty. If k ≥ 3 and M is (k − 1)-connected, then Theorems 1, 4, and 15 imply that Embed(k,M) is
equivalent with existence of a solution to a certain system of quadratic equations over integers, removing
any topology from the problem. It is in general undecidable to determine whether a system of quadratic
equations over integers has a solution [Mat70]; however, it is not clear whether this is the case for the
system coming from Theorem 15.
On the other hand, if we consider the same system of quadratic equations over Z2, then solvability of
such a system is decidable (in worse case by trying all options). This reflects in decidability stated in the
following theorem. The properties of maps stated in the theorem are generalizations of even drawings
and independently even drawings of graphs [PT04, FKMP15, FK17].
Theorem 10. Let us assume that k ≥ 3 and M is a (k − 1)-connected PL manifold. Then, it is
algorithmically decidable to determine whether a given k-complex K admits
(i) a general position map f : |K| →M such that whenever σ and τ are disjoint k-simplices of K, then
f(σ) and f(τ) intersect an even number of times;
(ii) a general position map f : |K| →M such that whenever σ and τ are k-simplices of K, then f(σ)
and f(τ) intersect an even number of times.
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Organization. In Section 2 we properly introduce the obstruction and the intersection form. Then,
Theorem 1 is proved in Section 3; Theorems 4 and 10 are proved in Section 4; and Theorem 5 is proved
in Section 5. In Section 6 we mention a few open problems.
2 Preliminaries
Throughout the paper, we work in the PL-category. In particular, all maps and manifolds are PL, unless
stated otherwise. Simplicial complexes are geometric simplicial complexes, that is, triangulations of
polyhedra as in [RS72]. We assume that k ≥ 1 is an integer, and R is either the ring Z of integers or Z2.
We assume that M is R-orientable closed 2k-manifold, or M = R2k.5 (Z-orientability is the standard
orientability, Z2-orientability is vacuous.) In sequel ‘oriented’ stays for R-oriented and all orientation
considerations should be skipped if R = Z2. We also assume that K is k-complex with each simplex
oriented. By L := K(k−1) we denote the (k − 1)-skeleton of K. The closed interval [0, 1] is denoted I.
2.1 Intersection number
General position. Let f : |K| → M be a map. We say that f is a general position map if f ||L|
is injective; there are only finitely many x with more than one preimage; each such x has exactly two
preimages, which both lie in |K| \ |L|, and the crossing of f at x is transversal.
We will also extend this notion to the case when M is a manifold with boundary; then we in addition
require that f(|K| \ |L|) ⊆M \ ∂M . We will sometimes need to perturb a map f to a general position
map f ′ by a homotopy with a support in an arbitrarily close neighborhood of f(|K|). In such case we
mean to use Lemma 4.8 of [Hud69].
Sometimes, we will need a mutually general position of two maps f : |K| →M , f ′ : |K ′| →M where
K ′ is another k-complex. This will be equivalent with requiring that f unionsq f ′ : |K| unionsq |K ′| →M is a general
position map, where ‘unionsq’ stands for disjoint union.
Intersection number. Let f : |K| → M and f ′ : |K ′| → M be maps. Let σ ∈ K, τ ∈ K ′ be two
k-simplices such that f |σ unionsq f ′|τ is in general position. Let x ∈M be an intersection point of f(σ) and
f ′(τ), that is, x = f(y) = f ′(y′) for some y ∈ σ and y′ ∈ τ . By general position, the intersection is
transversal and y is in the interior of σ and y′ is in the interior of τ . By sgnf,f ′(x) we denote the sign of
this intersection: If R = Z2, then sgnf,f ′(x) = 1.
If R = Z, the orientations on σ and τ induce orientations of f(σ) and f ′(τ) around x and we take the
product orientation on f(σ)× f ′(τ). (Here we mean to be consistent with [Sha57, §3], [Sko08, §4] and
[MTW11, App. D].) We set sgnf,f ′(x) = 1 if the product orientation agrees with the orientation of M
and −1 otherwise. It turns out that sgnf,f ′(x) = (−1)k sgnf ′,f (x).
Next, the intersection number of f(σ) and f ′(τ) is defined as
f(σ) · f ′(τ) :=
∑
x
sgnf,f ′(x) (3)
where the sum is over all x obtained as intersection points of f(σ) and f ′(τ). Consequently,
f(σ) · f ′(τ) = (−1)kf ′(τ) · f(σ). (4)
2.2 Van Kampen obstruction in a manifold.
Now we aim to extend the definition of van Kampen obstruction to maps into M . In general, we
follow [Sha57, FKT94, Joh02, Sko08, Mel09]; however, we specify few details in a way convenient for
working with intersection form later on. In particular, we first give a cohomological definition of the van
Kampen obstruction as certain cohomology class—as an analogy of the standard definition. We also
give a second more geometric definition of the class via finger moves, which will be more convenient for
comparing with the intersection form later on. (Mostly the geometric definition will be sufficient for
understanding the contents of the paper.)
5Allowing M = R2k as a special case will be very useful in definitions and comparison with the standard van Kampen
obstruction despite M is not closed.
6
Class representative. Recall that K˜ denotes the deleted product of K and C2kskew(K˜;R) is the
group of skew-symmetric cochains (as in the introduction). Given f : |K| →M we define the representative
for f as ϑf ∈ C2kskew(K˜;R) of f via
ϑf (σ × τ) = f(σ) · f(τ).
It follows from (4) that ϑf is indeed skew-symmetric.
Cohomological definition. Let t be the involution on K˜ exchanging coordinates. Let K¯ := K˜/t
be the quotient of K under the involution t. If R = Z, then we also want to specify an orientation on K¯.
If k is even, then t preserves orientations and we take the orientation induced by the quotient. If k is odd,
then the orientations disagree and we take an arbitrary orientation. There is a bijection Φ which maps a
cochain ξ ∈ C2kskew(K˜;R) to a cochain Φ(ξ) ∈ C2k(K¯;R) defined as
Φ(ξ)((σ × τ ∪ τ × σ)/t) = ξ(σ × τ)
so that the orientations of (σ × τ ∪ τ × σ)/t in K¯ and σ × τ in K˜ agree in the projection K˜ → K˜/t.
Then the van Kampen obstruction of the homotopy class of f is defined as the cohomology class
o¯f = [Φ(ϑf )] ∈ H2k(K¯;R) = C2k(K¯;R)/B2k(K¯;R). Note that C2k(K¯;R) = Z2k(K¯;R) because K¯ is
2k-dimensional. The definition of o¯f essentially coincides with the definition of the obstruction γK(f)
in [Joh02]. Also, if M = R2k, then we get the standard van Kampen obstruction, which we denote
o¯(K) := o¯f where f : |K| → R2k is an arbitrary general position map.
Consequently, we can also define F := Φ−1(B2k(K¯;R)) and with slight abuse of terminology, we
call the class o˜f := [ϑf ] in C
2k
skew(K˜;R)/F again the van Kampen obstruction of the homotopy class of
f .6 We will always clearly identify whether we work with o˜f or o¯f . We also adopt a convention that
whenever ξ ∈ C2kskew(K˜;R), then [ξ] denotes its class in C2kskew(K˜;R)/F . Finally, if M = R2k, then we set
o˜(K) := o˜f where f : |K| →M is an arbitrary general position map, similarly as in the case of o¯(K).
Definition via finger-moves. Our second aim is to describe F more directly via so called finger
moves. Given a (k − 1)-simplex η ∈ K and a k-simplex σ ∈ K, η ⊆ σ, we define [η : σ] = 1 if the
orientation of σ induces the same orientation on η as the orientation of η ∈ K. Otherwise [η : σ] = −1.
Here we adopt the following convention about the induced orientation: If the orientation on σ is [v0, . . . , vk]
(up to an even permutation) and η is obtained from σ by removing vi, then the induced orientation on σ
is [v0, . . . , vi−1, vi+1, . . . , vk] if i is even and the opposite orientation if i is odd.
Now given k-simplex µ ∈ K with η ∩ µ = ∅, we define a finger move cochain ϕη,µ ∈ C2kskew(K˜;R) as
ϕη,µ(σ × τ) =

[η : σ], if η ⊆ σ, µ = τ,
(−1)k[η : τ ], if η ⊆ τ, µ = σ
0, otherwise.
Finally, we define F as an R-span of all finger move cochains inside C2kskew(K˜;R). Geometrically, these
cochains come from homotopy of a map f : |K| →M pulling a finger from µ around η; see Figure 1.
Equivalence of the two definitions. A proof of equivalence of the two definitions can be modeled
along [FKT94], though we have different convention for signs. Consider a (k − 1)-simplex η ∈ K and a
k-simplex µ ∈ K. Consider an elementary cochain ρη,µ ∈ C2k−1(K¯;R) such that ρη,µ evaluates to 1 on
(η × µ ∪ µ× η)/t and to 0 otherwise (with some chosen orientation on (η × µ ∪ µ× η)/t). Then, after
applying the coboundary operator, δ(ρη,µ) generate B
2k(K¯;R). On the other hand Φ−1(δ(ρη,µ)) = ±ϕη,µ;
therefore the finger move cochains generate F .
Lemma 11. Let f, f ′ : |K| → M be homotopic general position maps. Then [ϑf ] = [ϑf ′ ], equivalently
[Φ(ϑf )] = [Φ(ϑf ′)].
6We do not attempt to identify [ϑf ] as a (certain equivariant) cohomology class with local coefficients. This should be
possible by a suitable extension of Φ to cochains of lower dimension, but we do not really need it and we avoid complications
with signs.
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ηµ
η
µ
finger move
Figure 1: Geometric finger move inducing the change on crossing numbers by ±ϕη,µ.
Proof. A geometric idea behind the proof is the following: consider general position homotopy F : |K|×I →
M from f to f ′, then there are finitely many values s when F (•, s) is not a general position map. At this
moment ϑF (•,s) is not defined but ϑF (•,s−) = ϑF (•,s+) or ϑF (•,s−) = ϑF (•,s+) ± ϕµ,η for sufficiently
small ε and some finger move cochain which then gives [ϑF (•,s−)] = [ϑF (•,s+)]. Otherwise ϑF (•,s) remains
constant on open subintervals of I avoiding the singularities of F .
In order to avoid general position considerations, one may apply more ‘cohomological’ approach. This
way the lemma is explicitly proved in [Sha57, Lemma 3.5] if M = R2k. However, the generalization to M
as in our case is straightforward.
2.3 Intersection form.
By Ω: Hk(M ;R) × Hk(M ;R) → R we denote the intersection form. Intuitively, given two cycles
z1, z2 ∈ Zk(M ;R) in general position, the value Ω([z1], [z2]) counts the intersection number of these two
cycles, which could be defined similarly as for general position maps. For precise definition we refer
to [Pra07, Chapter 2, §2.7]; we use the dual form f∗ in [Pra07]. However, if R = Z, we assume that Ω is
also defined on the torsion part of Hk(M ;R) and it evaluates to 0 there. (Prasolov [Pra07] points out that
the form vanishes on the torsion part and he factors out the torsion—then the form is nondegenerate.)
We will use the following properties of the intersection form:
(i) Ω is a bilinear form.
(ii) Ω is skew symmetric, that is, Ω(a, b) = (−1)kΩ(b, a).
(iii) Ω evaluates to 0 on the torsion part of Hk(M ;R) if R = Z.
(iv) Let f : |K| → M and f ′ : |K ′| → M be maps such that f unionsq f ′ is in general position. Let z ∈
Zk(|K|;R), z′ ∈ Zk(|K ′|;R), z =
∑
niσi, z
′ =
∑
n′iσ
′
i be two k-cycles, where ni, n
′
i ∈ R and σi, σ′i
are all k-simplices of K and K ′ respectively. Then
Ω(f∗([z]), f˜∗([z′])) =
∑
i,j
nin
′
jf(σi) · f ′(σ′j). (5)
Property (i) follows immediately from the definition and (ii) is the contents of Theorem 2.17(b)
in [Pra07]; (iii) is due to our convention. Finally, (iv) comes from the definition of the intersection number
in [Pra07, Chapter 1, §5.3]. For getting formula (5) we need that z and z′ are cycles in mutually dual cell
decompositions of M but this can be achieved by considering sufficiently fine subdivision of M and a
perturbation of z′.
3 Transfer of the obstruction
Let B ⊆ M be a 2k-ball in M . Recall that L = K(k−1). Let f ′ : |K| → M \B and g : |K| → B be two
general position maps such that f ′||L| = g||L|. (In particular f ′(L) = g(L) ⊆ ∂B.)
Now for a k-simplex σ ∈ K let zσ be the (singular) k-cycle f ′(σ) − g(σ). We also define ωf ′,g ∈
C2kskew(K˜;R) via
ωf ′,g(σ × τ) := Ω([zσ], [zτ ]). (6)
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Lemma 12. ϑf ′ = ωf ′,g − ϑg.
Proof. For σ × τ ∈ K˜ we have
ωf ′,g(σ × τ) = Ω([zσ], [zτ ]) = f ′(σ) · f ′(τ) + g(σ) · g(τ) = ϑf ′(σ × τ) + ϑg(σ × τ).
The second equality follows from the fact that f ′(σ) ∩ g(τ) = g(σ) ∩ f ′(τ) = ∅.
Theorem 13. Let f : |K| → M be a general position map with ϑf = 0. Assume that f is homotopic
to a map f ′ : |K| → M such that there is a 2k-ball B ⊆ M with f ′(|L|) ⊆ B. By a further homotopy,
with support in a neighborhood of B, we may further assume that f ′ is a general position map with
f ′(|L|) ⊆ ∂B and f ′(|K|) ⊆M \B. Take an arbitrary general position map g : |K| → B which coincides
with f ′ on ∂B and define ωf ′,g as above. Then the cohomology class [ωf ′,g − ϑg] is trivial.
Proof. By Lemma 12 and Lemma 11, we get: [ωf ′,g − ϑg] = [ϑf ′ ] = [ϑf ] = [0].
Recall that if ψ : Ck(K;R)→ Hk(M ;R) is a homomorphism, then ωψ ∈ C2kskew(K˜;R) is defined via
ωψ(σ × τ) := Ω(ψ(σ), ψ(τ)).
Corollary 14. Let f : |K| →M be a general position map with ϑf = 0. Assume that f is homotopic to a
map f ′ : |K| →M such that there is a 2k-ball B ⊆M with f ′(|L|) ⊆ B. Then there is a homomorphism
ψ : Ck(K;R)→ Hk(M ;R) such that [ωψ]− o˜(K) is trivial.
Proof. Take f ′ and g as Theorem 13 and zσ := f ′(σ)−g(σ) as above. Take ψ(σ) := [zσ]. Then ωψ = ωf ′,g
and o˜(K) = [ϑg]. Hence the result follows from Theorem 13.
Theorem 1 is an immediate consequence.
Proof of Theorem 1. In this proof we use both topological and PL maps therefore we carefully distinguish
them. Let f be a topological almost embedding from the statement of Theorem 1. By a small perturbation
(cf. [Hud69, Lemma 4.8]) we can assume that f is a general position PL map and still an almost embedding
(if f(σ) and f(τ) have a positive distance before the perturbation in some metric inducing topology of
M , then they have positive distance also after a sufficiently small perturbation). In particular ϑf = 0.
Now we can use Corollary 14. The condition on f follows from assuming the condition (H), therefore the
desired conclusion follows.
System of quadratic equations. Our next aim is to describe an existence of almost embedding
via solvability of a certain system of quadratic equations.
Let η, µ ∈ K be a (k − 1)-simplex and k-simplex respectively and assume that η and µ are disjoint.
For every such pair we define a variable xη,µ.
Next we need to distinguish whether R = Z or R = Z2. If R = Z, assume that Hk(M ;Z) ∼=
Zb ⊕ Tk(M ;Z) where Tk(M ;Z) is the torsion. Let pi : Hk(M ;Z)→ Zb be the homomorphism obtained
from the isomorphism above after factoring out the torsion. If R = Z2, then Hk(M ;Z2) ∼= Zb2 for some b
and we take an arbitrary isomorphism pi : Hk(M ;Z)→ Zb2.
Let AΩ ∈ Rb×b be the matrix of Ω, that is, for every h, h′ ∈ Hk(M ;R) we have Ω(h, h′) =
pi(h)TAΩpi(h
′). For every k-simplex σ and every i ∈ {1, . . . , b} we define an integer variable yiσ and we
set yσ := (y
1
σ, . . . , y
b
σ). Let ϑg be any fixed representative of o˜K ; an explicit representative is described
in [MTW11, App. D].
Now consider a system of quadratic equations over R given by the following equation for each pair
{σ, τ} of disjoint k-simplices (recall that ϕη,µ is the finger-move cochain).∑
η,µ
xη,µϕη,µ(σ × τ) + yTσAΩyτ = ϑg(σ × τ). (7)
We remark that swapping σ and τ gives the same equation as both sides are skew-symmetric.
Theorem 15. Let M be a closed 2k-manifold, or M = R2k. Then there is a homomorphism ψ : Ck(K;R)→
Hk(M ;R) such that [ωψ]− o˜(K) is trivial (considered over R) if and only if the system of equations (7)
has a solution in R.
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Proof. First assume that [ωψ]− o˜(K) is trivial, hence ωψ−ϑg ∈ F . Thus, there are xη,µ ∈ R, one for each
finger move cochain, such that for every σ× τ ∈ K˜ we get ωψ(σ× τ)− ϑg(σ× τ) =
∑
η,µ xη,µϕη,µ(σ× τ).
We also set yσ as pi(ψ(σ)), then ωψ(σ × τ) = yTσAΩyτ . By rearranging and swapping the signs at all
xη,µ we get a solution of (7).
Now assume that we have a solution of (7). For a k-simplex σ ∈ K, we define ψ(σ) as an arbitrary
element in pi−1(yσ) and we extend ψ to a homomorphism from Ck(K;Z) to Hk(M ;Z). We get ωψ(σ×τ) =
yTσAΩyτ . Therefore, from (7), we get ωψ − ϑg ∈ −F = F . This gives that [ωψ]− o˜(K) is trivial.
4 Completeness
The aim of this section is to prove Theorem 4 and then Theorem 10. Therefore, for this section, in
addition to our standard conventions from Section 2, we assume that k ≥ 3, M is (k − 1)-connected.
Proof of Theorem 4. All considerations in this proof are over Z. According to the statement, we also
assume that we are given ψ : Ck(K;Z)→ Hk(M ;Z) such that [ωψ]− o˜(K) is trivial.
Let B ⊆ M be a 2k-ball. Assume that g : |K| → B is a general position map with g(|L|) ⊆ ∂B.
Our first step will be to find a general position map f ′ : |K| →M \B, agreeing with g on |L| such that
ωf ′,g = ωψ where ωf ′,g is as in the beginning of Section 3. The second step will be to find a homotopy
of f ′ to a general position map f ′′ such that ϑf ′′ = 0. The third step will be to remove the remaining
self-intersections via standard tricks.
Step 1. We define f ′ on each k-simplex σ ∈ K separately. We only need that [ψ(σ)] = [f ′(σ)− g(σ)].
Then ωf ′,g = ωψ via (6).
By Hurewicz theorem Hk(M ;Z) ∼= pik(M ;Z), let h : pik(M)→ Hk(M ;Z) be the Hurewicz isomorphism.
We also recall the definition of h (see [Pra07, Chap.3, §1.1]). Given a map γ : (Sk, s0)→ (M,x0) where
s0 ∈ Sk, x0 ∈M , we set h(γ) := γ∗([Sn]) where γ∗ : Hk(Sk)→ Hk(M) is the induced map on homology
and [Sk] is the fundamental class. The map γ can be also regarded as a map from Bk to M , constant on
∂Bk.
Consider temporarily σ as a simplex in Rd containing the origin and let σ• = 1/2 ·σ be the homothetic
smaller copy of σ. Let f• : σ• →M be a map, constant on ∂σ•, representing the class h−1(ψ(σ)) in pik(M).
Now we want to extend f• to σ. We have σ \ σ• ∼= ∂σ × I, thus we can describe the extension of f• on
∂σ× I identifying ∂σ with ∂σ×{0} and ∂σ• with ∂σ×{1}. Let f• coincide with g on ∂σ×{0}, then we
first extend f• to ∂σ × [0, 1/2] as a homotopy in B from g to a constant map. Now let p : [1/2, 1]→M
be an arbitrary path from f•(∂σ × {1/2}) to f•(∂σ × {1}) (recall that f• is constant on both ∂σ × {1/2}
and ∂σ × {1}). For s ∈ [1/2, 1] we define f•((x, s)) := p(s).
It follows from the construction that the homology class of f•(σ)− g(σ) is ψ(σ). Now it is sufficient
to consider a homotopy of f•, constant on ∂σ, such that the resulting map maps the interior of σ to
M \B, and then perform a perturbation to a required general position map f ′.
Step 2. From the assumption that [ωf ′,g − ϑg] = [ωψ]− o˜(K) is trivial and by Lemma 12, we get that
[ϑf ′ ] is trivial. This means that
ϑf ′ =
∑
nη,µϕη,µ
where ϕη,µ are the finger move cochains from the definition of F and nη,µ ∈ Z. If M were R2k, then for
any (µ, η) we could apply ‘van Kampen finger moves’ as described in [FKT94, §2.4] and which provide a
homotopy from f ′ to another map fˆ such that ϑf ′ = ϑfˆ ± ϕη,µ. (Both choices ±ϕη,µ are possible.) In
order to adapt to our situation of general M , we consider a general position PL-path p connecting a
point in the interior of η with a point in the interior of µ. Then we consider a regular neighborhood Np
of p, which is a ball by [RS72, Corollary 3.27]. We perform the finger-move as in [FKT94, §2.4] inside Np
which has exactly same effect on ϑf ′ as in R2k. Therefore we can get a homotopy from f ′ to f ′′ with the
required property ϑf ′′ = 0 by successively applying finger moves.
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Step 3. Finally, we want to build the required embedding f out of f ′′. This can be done by standard
tricks such as the Whitney trick. They are described in [FKT94, §2.4] for M = R2k. The key observation
is that all tricks are based on finding a copy of S1 in f(|K|) in general position, filling this S1 with a
7This step of obtaining f ′′ out of f ′ seems to be the bulk of the work [Joh02]. However, the standard approach via finger
moves presented here seems to be simpler. (We could not directly refer to [Joh02] in this paragraph, as Johnson works in
smooth category.)
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general position disk D, taking a regular neighborhood ND of D, which is a ball, and removing the
singularities inside ND. In a simply connected manifold, these steps work in verbatim. This finishes the
proof of Theorem 4.
Now, we provide (somewhat weaker) analogy of Theorem 4 for the Z2 case used in the proof of
Theorem 10.
Proposition 16. Let us assume that k ≥ 3 and M is (k − 1)-connected. Then, the following conditions
are equivalent.
(i) There is a homomorphism ψ : Ck(K;Z2)→ Hk(M ;Z2) such that [ωψ]F − o˜(K) = 0 (over Z2).
(ii) There is a general position map f ′′ : |K| →M such that for every pair (σ, τ) of disjoint k-simplices,
f ′′(σ) and f ′′(τ) have an even number of intersections.
(iii) There is a general position map f ′′ : |K| →M such that for every pair (σ, τ) of k-simplices, f ′′(σ)
and f ′′(τ) have an even number of intersections. (We can even assume that f ′′(σ) is an embedding
on every k-simplex σ and that f ′′(σ) and f ′′(τ) share only f ′′(σ ∩ τ), if σ and τ are k-simplices
which are not disjoint.)
Proof of Proposition 16. The implication (ii)⇒ (i) follows from Corollary 14 (recall that (k−1)-connected
manifold satisfies the condition (H).) The implication (iii)⇒ (ii) is obvious.
Thus it remains to prove (i) ⇒ (ii), and (ii) ⇒ (iii). Note that the condition on f ′′ from (ii) is
equivalent with ϑf ′′ = 0.
The proof of (i)⇒ (ii) is analogous to steps 1. and 2. in the proof of Theorem 4, thus we only point
out the single difference: In step 1 for Z we use the Hurewicz isomorphism h; however, we only use that
h is an epimorphism. If we consider h as a homomorphism h : pik(M)→ Hk(M,Z2) then the proof that
h is an epimorphism from [Pra07, Theorem 3.2] works in verbatim.
The proof of (ii) ⇒ (iii) follows the step 3 of the proof of Theorem 4. However, we only perform
the tricks that remove self-intersections of simplices that share at least one vertex. (For comparison,
the reason why we cannot get rid of all singularities is that we cannot perform the Whitney trick.
Given two disjoint k-simplices σ and τ in K the Whitney trick may remove a pair of intersection points
{x, x′} ⊆ f ′′(σ) ∩ f ′′(τ) provided that the signs at x and x′ are opposite. But we do not know whether
we get opposite signs if we perform computations only over Z2.)
Now, Theorem 10 follows quickly.
Proof. By Theorem 15 and Proposition 16, it is sufficient to find out whether the system of equations (7)
has a solution in Z2. This is decidable as Z2 is finite.
5 Ku¨hnel question
In this section, we work only with Z2 coefficients, that is, we set R = Z2. It will be more convenient
here to work with the obstruction class [Φ(ϑf )] ∈ H2k(K;R), which follows our first definition of the van
Kampen obstruction.
We remark that Ω is a symmetric bilinear form over Z2 in this case. Note also, that C2kskew(K˜;Z2) is a
group of symmetric cochains, but we will keep the notation for consistency with previous sections.
From now on we set K := ∆
(k)
n to be the k-skeleton of an n-simplex and our aim is to find as small n
as possible so that K does not embed in M . Given a vertex v of ∆n and a simplex σ ∈ ∆n not containing
v, by σ ∗ {v} we denote the join of σ and v, that is, the simplex formed by vertices of σ and by v. The
following proposition will be the main ingredient for the proof of Theorem 5.
Proposition 17. Assume that ψ : Ck(K;Z2)→ Hk(M ;Z2) is a homomorphism such that [Φ(ωψ)]+ o¯(K)
is trivial. Then we get:
(i) Let κ, κ′ be disjoint (k + 1)-simplices in ∆n. Then Ω(ψ(∂κ), ψ(∂κ′)) = 0.
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(ii) Let J be an induced subcomplex of K on 2k + 3 vertices (that is, J is isomorphic to ∆
(k)
2k+2). Then
for every vertex v of J we get∑
{σ,τ}∈PJ,v
Ω(ψ(∂(σ ∗ {v})), ψ(∂(τ ∗ {v}))) = 1
where PJ,v is the set of all unordered pairs {σ, τ} of disjoint k-simplices in J avoiding v.8
Although we do not need it, we note that the proof of Theorem 3 in [Kyn16] shows that the other
implication is also true for k = 1: If (i) and (ii) are satisfied, then [Φ(ωψ)] + o¯(K) is trivial.
Before we start the proof, we introduce the following notation: Given disjoint k-simplices σ, τ ∈ K,
〈σ × τ〉 will denote the corresponding simplex in K¯ under the projection K˜ → K¯. Then we extend this
definition to chains, as a map C2k(K˜;Z2) → C2k(K¯;Z2). Note that cycles in C2k(K˜;Z2) are mapped
to cycles in C2k(K¯;Z2). Note also, by the definition of Φ, that if ψ : Ck(K;Z2) → Hk(M ;Z2) is a
homomorphism, then
Φ(ωψ)(〈σ × τ〉) = ωψ(σ × τ) = Ω(ψ(σ), ψ(τ)). (8)
Also, given an induced subcomplex J of K on 2k+3 vertices, we consider a nontrivial cycle zJ ∈ Z2k(J¯ ;Z2)
given by zJ :=
∑
{σ′,τ ′}∈PJ 〈σ′×τ ′〉 where PJ is the set of all unordered pairs {σ′, τ ′} of disjoint k-simplices
in J . The Z2-reduction of the standard van Kampen obstruction on this cycle [Mel09, Example 3.5] is
non-zero. That is, Φ(ϑg)(zJ) = 1, independently of the choice of g.
Next lemma will be useful in the proof of Proposition 17.
Lemma 18. For arbitrary vertex v of J we have:
Φ(ωψ)(zJ) =
∑
{σ,τ}∈PJ,v
Ω(ψ(∂(σ ∗ {v})), ψ(∂(τ ∗ {v}))). (9)
Proof. From (8) we get
Φ(ωψ)(zJ) =
∑
{σ′,τ ′}∈PJ
Ω(ψ(σ′), ψ(τ ′)).
On the other hand, by bilinearity of the intersection form,∑
{σ,τ}∈PJ,v
Ω(ψ(∂(σ ∗ {v})), ψ(∂(τ ∗ {v}))) =
∑
{σ′,τ ′}∈QJ
aσ′,τ ′Ω(ψ(σ
′), ψ(τ ′)),
where QJ is the set of all (unordered) pairs of distinct k-simplices in J and aσ′,τ ′ is the number of
appearances of σ′ ⊆ σ ∗ {v}, τ ′ ⊆ τ ∗ {v} , or σ′ ⊆ τ ∗ {v}, τ ′ ⊆ σ ∗ {v} over all unordered pairs
{σ, τ} ∈ PJ,v, modulo 2. Therefore, for checking (9), it remains to show that aσ′,τ ′ = 1 if {σ′, τ ′} ∈ PJ
(that is, σ′ and τ ′ are disjoint) and aσ′,τ ′ = 0 if {σ′, τ ′} ∈ QJ \ PJ (σ′ and τ ′ are not disjoint). We also
remark that for any {σ, τ} ∈ PJ,v only one of the two options above for appearance is possible, thus we
can safely assume σ′ ⊆ σ ∗ {v} and τ ′ ⊆ τ ∗ {v} when counting.
If σ′ and τ ′ share a vertex different from v, then there is no appearance as σ and τ are required to be
disjoint and consequently σ ∗ {v} and τ ∗ {v} share only v.
If σ′ and τ ′ share v but no other vertex, then there are exactly two vertices w1, w2 of J outside
σ′ ∪ τ ′. Consequently, there are two appearances σ = (σ′ − v) ∗ {w1}, τ = (τ ′ − v) ∗ {w2} and σ =
(σ′ − v) ∗ {w2}, τ = (τ ′ − v) ∗ {w1}
If neither σ′ nor τ ′ contains v, then there is the exactly one appearance: σ = σ′, τ = τ ′.
If one of the simplices σ′, τ ′ contains v, say σ′ contains v, then there is exactly one appearance
σ = (σ′ − v) ∗ {w}, τ = τ ′ where w is the vertex of J not in σ′ ∪ τ .
Proof of Proposition 17. Let g : |K| → R2k be an arbitrary general position map. Then o¯K = [Φ(ϑg)].
For (i) we first observe that Φ(ϑg)(〈∂κ × ∂κ′〉) = 0. Indeed, if we first consider g such that
g(κ(k)) = g(∂κ) and g(κ′(k)) = g(∂κ′) are disjoint, then we get Φ(ϑg)(〈∂κ × ∂κ′〉) = 0. Next, because
〈∂κ×∂κ′〉 is a cycle, and [Φ(ϑg)] a same cohomology class independently of g, the value Φ(ϑg)(〈∂κ×∂κ′〉)
8Note that if we want to say anything about J via the intersection form, we have to apply it to cycles which share some
vertices due to the number of vertices of J .
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does not depend on the choice of the representative ϑg. Now, using again that 〈∂κ× ∂κ′〉 is a cycle and
using (8) we get the desired
0 = Φ(ωψ)(〈∂κ× ∂κ′〉) + Φ(ϑg)(〈∂κ× ∂κ′〉) = Φ(ωψ)(〈∂κ× ∂κ′〉) = Ω(ψ(∂κ), ψ(∂κ′)).
For (ii), we have argued that Φ(ϑg)(zJ ) = 1 above the statement of Lemma 18. As Φ(ωψ)(zJ )+Φ(ϑg)(zJ ) =
0 from the assumption, the result follows from Lemma 18.
Now we have enough tools for a proof of Theorem 5.
Proof of Theorem 5. Assuming that ∆
(k)
n almost embeds in M , we get that there is a homomorphism
ψ : Ck(∆
(k)
n ;Z2)→ Hk(M ;Z2) such that [Φ(ωψ)] + o¯(∆(k)n ) is trivial. This follows from Corollary 3 after
application of Φ. In particular, ψ satisfies the conclusions of Proposition 17. In sequel, we will consider
only the restriction of ψ to Zk(∆
(k)
n ;Z2).
Let the vertices of ∆n be v0, v1, . . . , vn. Thus ∆n−1 ⊆ ∆n ⊆ ∆n+1, etc. We set hκ := ψ(∂κ) for a
(k + 1)-simplex κ.
We will inductively prove the following claim:
Claim. Assume that ψ : Zk(K;Z2)→ Hk(M ;Z2) is a homomorphism satisfying conclusions (i) and (ii)
of Proposition 17.
Then
n ≤ (2k + 1) + (k + 1)r and (10)
n ≤ (2k + 1) + (k + 2)r
2
if Ω(h, h) = 0 for all h ∈ Hk(M ;Z2), (11)
where r is the rank of the subspace of Hk(M ;Z2) generated by those h ∈ Hk(M ;Z2) for which there are
(k + 1)-simplices κ and κ′ with h = hκ and Ω(hκ, h′κ) 6= 0.
Note that the proof of the theorem immediately follows from the claim by Proposition 17 and inequality
r ≤ βk(M ;Z2). Therefore, it is sufficient to prove the claim, which now follows by induction in r.
If r = 0, that is Ω(hκ, hκ′) = 0 for all (k + 1)-simplices κ, κ
′, then condition (ii) can only be satisfied
if ∆
(k)
n has at most 2k + 2 vertices, that is, n ≤ 2k + 1.
So let r ≥ 1. Let κ, κ′ ∈ K be simplices such that Ω(hκ, hκ′) = 1. Without loss of generality, κ is the
(k + 1)-simplex on the last (k + 2)-vertices of K. Let us first focus on (10) and assume that we are not in
the case of (11), which has better bound. Therefore, without loss of generality, we may assume κ = κ′.
Let pi be the “orthogonal” projection of ψ(Zk(∆
(k)
n ;Z2)) to h⊥κ , given by t 7→ t − Ω(t, hκ)hκ. Such
projection decreases the rank of the image by one. Indeed, Ω(hκ, hκ) = 1, whereas Ω(pihκ, pihκ) =
Ω(0, 0) = 0. We are going to show that ψ′ := piψ restricted to ∆n−k−1 satisfies (i) and (ii). Note that
the restriction may further decrease the rank. Let h′λ = ψ
′(∂λ) for a (k + 1)-simplex λ.
Therefore, let λ and ρ be two (k+ 1)-simplices of ∆n−k−1, and let us additionally assume vn−k−1 /∈ λ.
Note that vn−k−1 is the only vertex of ∆n−k−1 which belongs to κ. Then by (i), Ω(hλ, hκ) = 0; in
particular, h′λ = pihλ = hλ. Consequently,
Ω(h′λ, h
′
ρ) = Ω(hλ, pihρ) = Ω(hλ, hρ + Ω(hρ, hκ)hκ) = Ω(hλ, hρ) + Ω(hρ, hκ)Ω(hλ, hκ) = Ω(hλ, hρ).
Thus passing to ψ′ does not change the value of Ω(hλ, hρ), as long as at least one of the simplices
avoids vn−k−1. This is the case of all equalities in condition (i), and also in condition (ii), if we verify it on
a vertex v 6= vn−k−1. By Lemma 18, the value
∑
{σ,τ}∈PJ,v Ω(ψ(∂(σ ∗ {v})), ψ(∂(τ ∗ {v}))) is independent
of the choice of v.
By induction assumption n− k − 1 ≤ 2k + 1 + (r − 1)(k + 1), so n ≤ 2k + 1 + r(k + 1).
If Ω(h, h) = 0 for all h ∈ Hk(M ;Z2), the bound can be improved as follows. First, we observe that r 6= 1
as hκ and hκ′ are linearly independent from the condition Ω(hκ, hκ) = 0. Now we consider the projection
pi from ψ(Zk(∆
(k)
n ;Z2)) to 〈hκ, hκ′〉⊥. Such projection is given by h 7→ h − Ω(h, hκ)hκ′ − Ω(h, hκ′)hκ.
This decreases the rank by two as hκ 6= hκ′ from the extra assumption. We show that ψ′ := piψ restricted
to Zk(∆
(k)
n−k−2;Z2) satisfies (i) and (ii). Again note that the restriction may further decrease the rank.
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k βk(M ;Z2) max n, Ω ∼ I max n, Ω symplectic
1
1 5 -
2 5 6
3 6 -
4 7 7
2
1 8 -
2 8 7 ≤ n ≤ 8
3 1 9 ≤ n ≤ 11 -
4 1 14 -
Table 1: The table gives maximal n for which ∆
(k)
n almost embeds in M .
First of all let λ be a (k + 1)-simplex of ∆n−k−2. Then (i) implies that Ω(hκ, hλ) = 0 and h′λ =
hλ − Ω(hλ, hκ′)hκ. Consequently, given (k + 1)-simplices λ and ρ of ∆n−k−2, we get Ω(h′λ, h′ρ) =
Ω(hλ − Ω(hλ, hκ′)hκ, hρ − Ω(hρ, hκ′)hκ) = Ω(hλ, hρ)− 0− 0 + 0. It follows that ψ′ satisfies (i) and (ii).
Thus by induction n− k − 2 ≤ 2k + 1 + (r−2)(k+2)2 yielding n ≤ 2k + 1 + r(k+2)2 .
If b is odd, all non-degenerate symmetric bilinear forms on Zb2 are equivalent to the form with matrix
Ib. If b = 2c, we furthermore have symplectic forms – forms equivalent to
(
0 Ic
Ic 0
)
.
In our proof of Theorem 5, we do not use Proposition 17 in full strength—at least for small values the
bounds can be improved. Given n, k and βk(M ;Z2) and the type of the intersection form, the conditions
of Proposition 17 translate into a CNF formula. For small values this formula can be checked by modern
SAT solvers, preferably ones that support xor clauses, e.g. CryptoMiniSat [SNC09]. Using this technique
we obtain computer assisted bounds in Table 1. In particular, for n ≤ 8 the complete graph can be
Z2-almost embedded into a closed surface if and only if it can be embedded into that surface; and the
case k = 2, βk(M ;Z2) = 1 corresponds to Ku¨hnel’s 9-point triangulation of CP 2.
6 Conclusions and open problems
Here we mention few conclusions and open problems, sometimes touched in the introduction.
Existence of the obstruction and completeness. Given an almost embedding f : |K| →M , the
obstruction class o˜f is well defined even if we do not assume the condition (H). However, we need to assume
(H) for describing the obstruction as in Theorem 1. In particular, our approach gives ΓK,M ⊆ ΘK,M where
ΘK,M := {[ωψ] − o˜(K);ψ ∈ hom(Ck(K;R), Hk(M ;R))} and ΓK,M := {o˜f ; f : |K| → M} (considering
only general position PL maps). In particular, if there is an almost embedding f : |K| →M , then the
trivial class belongs to ΓK,M and thereby to ΘK,M as well, which is in principle our obstruction.
Problem 19 (Existence). Is there an easy to describe superset ΘK,M of ΓK,M even if we do not assume
(H), perhaps via (co)homology of M or K.
Problem 20 (Completness). When 0 ∈ ΘK,M implies 0 ∈ ΓK,M? When 0 ∈ ΓK,M implies that there is
an embedding f : K →M?
If we do not assume (H), the answer to the first question of Problem 20 may of course depend on
the answer to Problem 19. In our proof of Theorem 4, the implication 0 ∈ ΘK,M ⇒ 0 ∈ ΓK,M was the
contents of steps 1. and 2. in the proof and there we really used (k − 1)-connectedness of the manifold.
The implication 0 ∈ ΓK,M implies that there is an embedding f : K →M was the contents of step 3. and
it seems to be generally well understood. There we used k ≥ 3 and the fact that M is simply-connected.
This implication does not hold if k = 2 even if M = R2k; [FKT94]. We also do not expect that the
requirement that M is simply-connected can be removed in general.
Somewhat specific case occurs when k = 1, that is, K is a graph and M is a surface (let us remark
that in this case (H) is satisfied). If M = R2 then even vanishing the Z2-version of the van Kampen
14
obstruction implies that K is a planar graph [CH34, Tut70]. When M is a general surface, Fulek and
Kyncˇl [FK17] in their noticeable work provide an example of K, M and a drawing f : K →M such that
ϑf = 0 over Z2 whereas K does not embed in M . This shows that the Z2-version of our obstruction is
not a complete obstruction for embeddability of graphs into surfaces. The Z-case is not answered yet.
Problem 21. Assume that K is a graph and M an orientable surface. Assume that there is a homomor-
phism ψ : C1(K;Z)→ H1(M ;Z) such that [ωψ]− o˜(K) = 0 (over Z). Does it follow that K embeds in
M?
Computational aspects. We have already mentioned Question 9 in the introduction. Here we
only specify a few concrete cases when M is (k − 1)-connected and this question seems to be easiest to
approach.
Problem 22. (i) Is Embed(k, Sk × Sk) decidable for k ≥ 3.
(ii) Is Embed(4,HP 2) decidable, where HP 2 is the quaternionic projective plane? (We remark that
HP 2 is an 8-dimensional manifold.)
In the first case the intersection form has matrix AΩ =
(
0 1
(−1)k 0
)
. For (ii), AΩ = (1).
Homological almost embeddings. Motivated by approach in [GPP+17] we pose:
Problem 23. Can Theorem 1 be upgraded to homological almost embeddings? (We refer to [GPP+17]
for a definition of homological almost embeddings.)
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