Abstract. In this paper, we consider a two-dimensional delay differential system with two delays. By analyzing the distribution of eigenvalues, linear stability of the equilibria and existence of Hopf, Bautin, and Hopf-Hopf bifurcations are obtained in which the time delays are used as the bifurcation parameter. General formula for the direction, period, and stability of the bifurcated periodic solutions are given for codimension one and codimension two bifurcations, including Hopf bifurcation, Bautin bifurcation, and Hopf-Hopf bifurcation. As an application, we study the dynamical behaviors of a model describing the interaction between tumor cells and effector cells of the immune system. Numerical examples and simulations are presented to illustrate the obtained results.
Introduction. One of the most important and challenging questions in immunology
and cancer research is to understand how the immune system affects cancer development and progression (Schreiber, Old, and Smyth [42] ). In the 1950s, based on an emerging understanding of the cellular basis of transplantation and tumor immunity, Burnet [4] and Thomas [45] predicted that lymphocytes were responsible for eliminating continuously arising nascent transformed cells and introduced the concept cancer immunosurveillance. Recent data on both mice and humans with cancer suggest that innate and adaptive immune cell types, effector molecules, and pathways can suppress tumor growth by destroying cancer cells or inhibiting their outgrowth. On the other hand, the immune system can also promote tumor progression either by selecting tumor cells that are more fit to survive in an immunocompetent host or by establishing conditions within the tumor microenvironment that facilitate tumor outgrowth (Dunn, Old, and Schreiber [17] , Pardoll [36] , Schreiber, Old, and Smyth [42] , Sotolongo-Costa et al. [43] , Vesely et al. [46] ). Together, the dual host-protective and tumor-promoting actions of immunity are referred to as cancer immunoediting, which has three processes: elimination (immunity functions as an extrinsic tumor suppressor in naive hosts); equilibrium (expansion of transformed cells is held in check by immunity); and escape (tumor cells attenuate immune 2. Bifurcations in the general delay differential equations. In this section, we study the local stability of the equilibria and the existence of Hopf bifurcation, Bautin bifurcation, and Hopf-Hopf bifurcation in the general delay differential system (1.2) and give detailed calculations for the normal form of the Hopf bifurcation and Hopf-Hopf bifurcation.
Local analysis.
In this subsection, we provide some local analysis for system (1.2) in the domain D. It has three types of equilibria.
(1) Semitrivial (x(t)-absence) equilibrium E 1 (0, y 1 ) with f (0, 0, y 1 ) = g(0, 0, y 1 ) = 0.
(2) Positive equilibria E k 2 (x k 2 , y k 2 ) (x k 2 , y k 2 = 0, k ∈ Z), which are the intersecting points of the nullclines f (x k 2 , x k 2 , y k 2 ) = g(x k 2 , x k 2 , y k 2 ) = 0 with x k 2 y k 2 = 0. (3) Semitrivial (y(t)-absence) equilibrium E 3 (x 3 , 0), where x 3 satisfies f (x 3 , x 3 , 0) = g(x 3 , x 3 , 0) = 0. Let (x i , y i ) be the coordinates of the equilibrium E i , i = 1, 2, 3. The linearizing system of (1.2) at the equilibrium is (2.1)
x (t) = a 11 x(t − τ ) + a 12 x(t) + a 13 y(t), We now study the distribution of the roots of the transcendental equation (2. 3) in two cases, that is, τ = ρ and τ = ρ. We will give the local analysis in the following two cases. Noting that F (iω ± , τ 0 ) = 0, it is easy to prove that iω is not a root of F τ (λ, τ ) = 0. The following result can be obtained from the implicit function theorem. (2.4) has at least one root with positive real part. Correspondingly, we have the following results on the stability of the positive equilibrium E 2 (x 2 , y 2 ).
Equal delays
Theorem 2.4. Assume (2.5) holds and τ
and unstable for
Remark 2.5. Results similar to those in Theorems 2.2-2.4 have been obtained in Cooke and Grossman [9] , Ruan [40] and Ruan and Wei [41] .
Noting (2.3), we know that B 2 is the constant coefficient of e −λτ , which is critical in affecting the dynamical behaviors of (1.2). Thus we chose B 2 and τ as parameters to determine the stability regions of the positive equilibrium E 2 .
If B 2 = 0, we know that the stability regions of the positive equilibrium
, where
(a) For fixed τ > 0, E 2 will remain stable for B 2 = 0 until B 2 reaches a value for which one of the corresponding characteristic roots has zero real part, which occurs as B 2 = −A 2 (corresponding to the zero root) or a pair of complex eigenvalues crosses the imaginary axis (τ = τ ± j ). In the following, we will consider the stable region in terms of parameters B 2 and τ .
(
is an increasing function of ω + . Note that lim ω→0 B 2 2 = A 2 2 , if B 2 increases from 0; then the stability regions are given by (2.14)
The stable regions are illustrated by the shadowed areas bounded by the dashed curves in Figure 1 .
(2) For A 1 ≤ B 1 , if B 2 varies from 0, then the stability region is when B 2 reaches A 2 or τ = τ ± k -whichever occurs first; that is,
This regions are illustrated by the shadowed areas bounded by the dashed curves in Figure 2 . (3) From the expressions of ω ± , we still need to consider the case
The stability region is when B 2 reaches A 2 or τ = τ ± k -whichever occurs first. If B 2 increases from 0, the stability regions can be given by (2.16)
where The only point that may have significant influence on the dynamical behaviors is when j = 0, which is on the border of the stability region of the equilibrium point. Further results will be given in the following sections.
Distinct delays τ = ρ.
To study the characteristic equation (2.3) with two delays, we use a technique developed in Wei and Ruan [48] . Namely, we first let ρ = 0 and analyze the characteristic equation with one delay τ. As in the previous subsection, we can obtain sufficient conditions for all eigenvalues having negative real parts either for all τ ≥ 0 or when τ ∈ [0, τ 0 ), where τ 0 is the first bifurcation value. Then we fix τ * , in either [0, ∞) or [0, τ 0 ), and consider the characteristic equation (2.3) regarding ρ as a bifurcation value. Once again, we can find a critical value ρ 0 (τ * ) > 0 such that the real parts of all eigenvalues are still negative when ρ ∈ [0, ρ 0 (τ * )). Therefore, we can obtain sufficient conditions such that the positive equilibrium of system (1.2) with two delays is asymptotically stable when either τ ∈ [0, ∞) and ρ ∈ [0, ρ 0 (τ * )) or τ ∈ [0, τ 0 ) and ρ ∈ [0, ρ 0 (τ * )).
Case (a) τ ≥ 0 and ρ = 0. In this case, the characteristic equation (2.3) reduces to
Following the analysis of (2.4) in the previous subsection, we obtain the following results.
Lemma 2.6. Let (2.5) hold.
then all roots of (2.17) have negative real parts for all τ ∈ [0, ∞).
, then all roots of (2.17) have negative real parts when τ ∈ [0, τ 0 ), where 
Codimension one bifurcations.
In this subsection, for the sake of simplicity we consider system (1.2) with equal delay (τ = ρ). We shall study codimension one bifurcations of the positive equilibrium E 2 , including Hopf bifurcation and Bautin bifurcation. The other equilibria can be studied similarly, and so we omit them here.
Hopf bifurcation.
In the previous subsection, we obtained conditions under which a family of periodic solutions bifurcated from the positive equilibrium E 2 at critical values τ k . As pointed out in Hassard, Kazarinoff, and Wan [22] , it is interesting and important to determine the direction, stability, and period of these bifurcated periodic solutions. We will derive explicit formulae determining these factors at critical values τ k using the normal form and the center manifold theory in Hassard, Kazarinoff, and Wan [22] . In this section, we always assume that (2.7) holds, and ±iω are the only purely imaginary roots, where ω = ω + .
Let a = τ − τ k . Then a = 0 is a Hopf bifurcation value of (1.2) with τ = ρ. Sett = τ t,ȳ = y − y 2 , andx = x − x 2 , dropping the bars; then (1.2) can be written as a functional differential 
and
Then (2.23) can be written as
and a bilinear inner product
where η(θ) = η(θ, 0); then A(0) and A * are adjoint operators. By the analysis in the last section, we know that ±iωτ k are eigenvalues of A(0); thus they are also eigenvalues of A * . We first need to compute the eigenvectors of A(0) and A * corresponding to iωτ k and −iωτ k , respectively. For A(0), it is easy to obtain that the eigenvector basis of iω 0 is p(θ) and that of p * (θ), which ensure that p * (θ), p(θ) = 1.
In the following, we will compute the coordinates on the center manifold C a at a = 0 with the method of Hassard, Kazarinoff, and Wan [22] . Let x t be the solution of (2.23) when
6 + · · · , where z and z are local coordinates for C 0 in the direction of p * and p * , respectively. For the solution x t ∈ C 0 of (2.23), we have
Noting that
T e iωθ and recalling (2.27), one has
Inserting (x 1t , x 2t ) into (2.29) and comparing the coefficients of z i z j (i + j ≥ 2) with that of (2.28), all g ij (i + j ≥ 2) can be obtained. Thus (2.27) can be transformed into an equation of the form
where λ 1 (a) = iωτ k + aλ (0) + (o|a| 3 ) with λ(a) being a smooth function defined by Theorem 2.2 and 
) be a solution of (2.32) satisfying r(0, r 0 ) = r 0 . Then r 1 (0) = 1, r i (0) = 0 for i ≥ 2. Inserting the above into (2.32), we have
Thus r 2 (θ) = 0, r 4 (θ) = 0, and
Hence
Then the Poincaré map P (r 0 ) = r(2π, r 0 ) has the form (2.33)
Near r 0 = 0, the map has a unique fixed point
We can compute the period of the bifurcated periodic solution as 
Then we can obtain the following result from the above analysis and Hassard, Kazarinoff, and Wan [22] . Theorem 2.9. If Re{C 1 (0)} = 0, then system (1.2) has a branch of Hopf bifurcated solutions for τ = τ k + a with a satisfying aRe{λ (0)}B(τ k , a) < 0. Also, the bifurcated periodic solutions have the following properties:
(i) they are orbitally stable (resp., unstable) if Re{C 1 (0)} < 0 (resp., Re{C 1 (0)} > 0); (ii) the bifurcated periodic solution is supercritical (resp., subcritical) if
Bautin bifurcation.
From the last subsection, we know that (1.2) undergoes Hopf bifurcation if Re{C 1 (0)} = 0. If Re{C 1 (0)} = 0 but Re{C 2 (0)} = 0, then Bautin bifurcation occurs, which will be analyzed in this subsection. Just as in the previous subsection, we can obtain (2.30), and (2.31) can be written as
Similarly, we have the Poincaré map P (r 0 ) = r(2π, r 0 ) of the form (2.37)
Since C 1 (a) is a continuously differentiable function of the parameter a, we have
Hence the number of periodic solutions of system (2.30) equals the number of positive fixed points of the Poincaré map P (r 0 ). Now we analyze the distribution of roots of P (r 0 ) = r 0 . Finding fixed points of P (r 0 ) = r 0 is equivalent to finding positive roots of (2.39)
which can have zero, one, or two positive solutions of r 0 . These solutions are branched from the trivial solution, where
We will give conditions for the existence of positive solutions as follows. The implicit function theorem implies that a unique function
Substituting α 0 , α 1 , α 2 into (2.40) yields
, we obtain the following results for α 2 (a) > 0.
(1) For |a| 1, P 1 (a, r 0 ) has no positive solution if one of the following two cases holds:
(2) For |a| 1, P 1 (a, r 0 ) has one positive root if one of the following two cases holds:
(3) For |a| 1, P 1 (a, r 0 ) has two positive roots as α 0 (a) > 0, α 1 (a) < 0, M (a) < 0, and the two roots become one as M (a) = 0, α 0 (a) > 0, and α 1 (a) < 0.
Define
That is, l :
Recalling the first equation of (2.36), the above analysis can be summarized as follows.
(a) If (α 0 , α 1 ) ∈ D 1 , (2.39) has no positive root, which means that system (2.30) has no periodic solution in a sufficiently small neighborhood of the unstable equilibrium z = 0.
(b) If (α 0 , α 1 ) ∈ D 2 , (2.39) has only one positive root, which means that system (2.30) has one periodic solution in a sufficiently small neighborhood of the stable equilibrium z = 0. The periodic solution is stable as (α 0 , α 1 ) ∈ D 22 and unstable as (
, (2.39) has two positive roots, which means that system (2.30) has two periodic solutions in a sufficiently small neighborhood of the unstable equilibrium z = 0; one is stable, and the other is unstable.
Therefore, we can summarize the above discussions as follows. 
and 
Since
we have
with
Similarly, we have
In the following, we will prove that the stability of the periodic solutions will change with the change of α 1 (a). Set r = r * i + b, |b| 0. From the first equation of (2.36), we have
Hence, the stability of the bifurcated periodic solution Γ 1 will change when α changes from α 1 > 0 to α 1 < 0; that is, a new periodic solution Γ 2 will bifurcate from the periodic solution Γ 1 . On the other hand, we know that z = 0 is a stable equilibrium as (α 0 , α 1 ) ∈ D 2 ; then the bifurcated periodic solution Γ 2 is unstable and located between Γ 1 and the equilibrium z = 0. The bifurcation diagram is given in Figure 4 . Combing the above analysis, all results of this theorem have been proven. On the other hand, define
Similarly to Theorem 2.10, we obtain the following bifurcation results for the case α 2 < 0. 
will have two pairs of purely imaginary roots ±iω + and ±iω − . Let ω 1 = ω + , ω 2 = ω − ; then one important codimension two bifurcation, Hopf-Hopf bifurcation, may occur. In general, these points are not easy to solve; however, they can be computed numerically and can be seen in Figures 1-3 , where they appear at intersection points of two Hopf bifurcation curves.
Lemma 2.12. For any k 1 , k 2 ∈ Z and 0 < |k 1 
Proof. If ±iω i , i = 1, 2, are purely imaginary roots of (2.4), then iω i satisfies
Differentiating the last two equations with respect to ω i twice separately on both sides, we have
Thus we have
.
It is easy to see that ω 1 = ω 2 . Without loss of generality, we assume that ω 1 > ω 2 , ω i > 0; then k 1 < k 2 ; that is, we need only prove the following cases.
which leads to ω 2 = 0, which is a contradiction; thus ω 1 = 2ω 2 .
(ii) If ω 1 = 3ω 2 , then (2.44) yields
which leads to tan 2 ω 2 τ = 0, which is a contradiction; hence
which has real roots tan 2 τ ω 2 = 0, tan 2 τ ω 2 = 5. If tan 2 τ ω 2 = 5, then cos τ ω 1 = . With the help of (2.43), we have
Thus (
, which contradicts tan ω 2 τ =
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which leads to tan 2 ω 2 τ = 0, which is a contradiction.
(vi) If 2ω 1 = 4ω 2 , then ω 1 = 2ω 2 , which is proved in case (i). Therefore, there are two pairs of purely imaginary roots ±iω 1 and ±iω 2 which are not resonant in low orders.
In the following, we present the normal form of Hopf-Hopf bifurcation on the center manifold C a . Noting (2.12), we know that the eigenvalues ±iω j , j = 1, 2, of (2.4) are simple. On the other hand, we know that A(a) has simple eigenvalues λ 1 (a) and λ 2 (a) with λ i (0) = iω j , j = 1, 2. From section 2.2.1, we know that A(a) has two eigenvectors p 1 (a, θ) and p 2 (a, θ) corresponding to the eigenvalues λ 1 (a) and λ 2 (a) such that
and the adjoint eigenvectors q j (a, θ), j = 1, 2, corresponding to the eigenvaluesλ j (a) such that
, are the eigenvectors of A(0) and A * (0), respectively; then
where z = (z 1 , z 2 ) ∈ C a , and z j andz j are the local coordinates for C a in the direction of q j andq j , j = 1, 2. If X t ∈ C a is a solution of (2.26), then on the center manifold C a , one has the normal form Similar to the computation of Hopf bifurcation, we can obtain
where C 10 (a) = aλ 1 (a), C 20 (a) = aλ 2 (a), 11 (a)}| = ±1, and
Similar to the previous subsection, we know that system (2.47) determines the period and direction of the bifurcated solutions. As Guckhenheimer and Holmes [20] and Choi and LeBlanc [8] pointed out, the possible phase portraits in the neighborhood of the Hopf-Hopf bifurcation points are classified by the dynamical behaviors of the phase equations; we need only study the truncation equation of phase equations (2.48) and obtain the following results.
Theorem 2.13.
(i) If (2.49) has an equilibrium (r * 1 , 0) (resp., (0, r * 2 )), then in the neighborhood of the positive equilibrium E 2 , system (1.2) has a periodic solution with period T = 2π 
and the trace of this matrix is
Hence, with the help of (2.51), we know that the Hopf bifurcation can occur only as μ 2 = cμ 1 , μ 1 = −bμ 2 , and μ 2 =
cb+1 . It is well known that the signs of b, c, d determine the complex dynamical behaviors of (2.50). Guckhenheimer and Holmes [20] pointed out that there are 12 unfolding cases for the nonresonant Hopf-Hopf bifurcation for E i , which are summarized in Table 1 (Table 7 .5.2 of [20] ).
Table 1
The 12 unfolding cases of (2.49). Table 1 .
(a) Bifurcation diagram in (μ1, μ2). (b) Phase portraits of (2.50).
We choose only VIa as an example; that is, e Figure 6 .
Finally, we need to point out again that B 2 is an important parameter for the dynamical behaviors of (1.2). By Lemma 2.12, we know that ω 1 and ω 2 are not resonant in low order as B 2 = 0. But as B 2 = 0, from Theorem 3.5 of Campbell and Bélair [7] , we know that ω 1 and ω 2 are resonant with any possible ratio. The result can be described as follows. 3. Applications to tumor-immune system interaction models. In this section we apply the results obtained in last section to study the nonlinear dynamics in the tumor-immune system interaction model (1.1) in terms of the model parameters. This will be helpful in determining the model parameters that are crucial in controlling the development and progression of tumor.
Local analysis.
Model (1.1) has the following possible equilibria: (1) Tumor-free equilibrium E 1 (0, y 1 ) with
, which are the intersecting points of the nullclines ν(x) = φ(x, y) and
First, we consider (1.1) without immunotherapy; then the linearizing system of (1.1) can be obtained as
where (x i , y i ) are the coordinates of the equilibrium E i , i = 1, 2, 3. It is well known that the stability of E i depends on the distribution of characteristic roots of (3.1). We now analyze the stability of the equilibrium E i of (1.1) separately as follows.
Tumor-free equilibrium.
It is easy to see that the linearizing system (3.1) at the tumor-free equilibrium E 1 (0, y 0 ) becomes
Since σ > 0, for any initial point (x 0 , y 0 ) with x 0 > 0, y 0 > 0, the condition for the asymptotic annihilation of x is ν(0) < φ(0, y 0 ).
From the above analysis, we have the following results. The results in Theorem 3.1 indicate that when the influx rate σ of the immune effect cells is not zero, if the relative growth rate of tumor cells is less than their loss rate due to the attraction by immune effector cells (ν(0) < φ (0, y 0 )), then tumor cells will die out. Otherwise (ν(0) > φ (0, y 0 )), the tumor-free equilibrium is unstable and tumor cells will appear either at the immune-free equilibrium or at the tumor-present equilibrium. The result also indicates that the stability of the tumor-free equilibrium E 1 will not change for all values of τ ≥ 0 and ρ ≥ 0; that is to say, the Hopf bifurcation will not occur at the tumor-free equilibrium E 1 in the absence of immunotherapy.
Remark 3.2. (a) The linearizing system (3.2) is same as that in d'Onofrio [13] and d'Onofrio et al. [15] , so the linear stability of the tumor-free equilibrium for these systems are same. Lemma 2.1 summarized the results and presented more concrete classifications.
(b) In the case of constant immunotherapy, the tumor-free equilibrium of (3 .2) is
θ+σq (0) μ (0) ). Because θ is a constant, the tumor-free equilibrium E 1 is locally asymptotically stable if θ + σ = 0, ν(0) < φ(0, θ+σ μ(0) ) and unstable in the other cases. 3.1.2. Tumor-present equilibrium. The positive (tumor-present) equilibrium E 2 (x 2 , y 2 ) of (1.1) is the intersecting point of the two nullclinies. In the absence of immunotherapy, the linearizing system (3.1) at E 2 is 
Then the characteristic equation of (3.3) is
where
In the following, we consider the case τ = ρ; then the characteristic equation of (3.3) is
By Theorems 2.2-2.4, we have the following stability results. Theorem 3.3. Let τ ± j (j = 1, 2, . . .) be defined by (3.7), and assume that
then there is a positive integer k such that E 2 is stable for
and unstable for Figure 7 . In this case, B 2 = 0.07904; then we can obtain that the equilibrium is stable as τ < 1.27248. blue shadowed areas bounded by the dashed lines in Figure 8 . Since B 2 = 0.998906, we can see that the equilibrium is stable as τ < 0.476779.
Remark 3.4. If the immunotherapy is constant, then the variational system of (1.1) at E 2 is same as (3.3) ; we need only replace (x 2 , y 2 ) with (x 2 , y 2 ), and then we can analyze the stability of E 2 in a similar way, where (x 2 , y 2 ) is the positive equilibrium of (1.1) with immunotherapy.
Hopf bifurcation.
Let a = τ − τ k . Then a = 0 is a Hopf bifurcation value of (1.1) with τ = ρ. Sett = τ t,ȳ = y − y 2 , andx = x − x 2 , dropping the bars; then (1.1) can be written as a functional differential equation (3.12) where x(t) = (x 1 , x 2 ) T ∈ R 2 , L a : C → R, and R : R × C → R are given in (2.24), where a ij are defined in subsection 3.1.2, in which 12 , e 13 , e 14
2 , 
In fact, we can choose (3.16) where δ is defined by
Then (3.12) can be written as
where η(θ) = η(θ, 0); then A(0) and A * are adjoint operators. By the analysis in the last section, we know that ±iωτ k are eigenvalues of A(0); thus they are also eigenvalues of A * . We first need to compute the eigenvectors of A(0) and A * corresponding to iωτ k and −iωτ k , respectively. For A(0), it is easy to obtain that the eigenvector basis of iω 0 is
, α * = a 13 iω+a 23 . In order to ensure that p * (θ), p(θ) = 1, we have
In the following, we will compute the coordinates on the center manifold C a at a = 0. Let x t be the solution of (3.12) when a = 0. Define z = p * , x t , W (t, θ) = x t (θ) − 2Re{z(t)p(θ)}. 
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Similarly, we can give the expression of g 31 , g 22 , g 40 , and g 32 ; then all useful g ij 's are given.
The W ij 's can be obtained with the constant variation formula; we will not go into the details of them here.
To show the results of Theorem 2.9, we still consider the model proposed in d'Onofrio [11] as an example, that is, ν(x) = 1.636(1 − 0.002x), φ(x, y) = y, β(x) = 
where Similarly, we can give the results about the macroscopic equilibrium point (447.134, 0.17298). We simulate the periodic solutions bifurcated from the two stable equilibria (8.18971, 1.6092) and (447.134, 0.172977) with bifurcation parameters τ k = 2.08803 and τ k = 0.333814, which are given in (a)(b) and (c)(d) in Figure 9 , respectively.
For the model proposed in d'Onofrio [11] , which we have analyzed, we can obtain all positive equilibria. Then the results of the Bautin bifurcation can be obtained similarly; we will not provide the details here for the sake of simplicity.
Hopf-Hopf bifurcation.
In the following, we consider Hopf-Hopf bifurcation in the tumor-immune system interaction model (1.1). Noting (2.12), we know that the eigenvalues ±iω j , j = 1, 2, of (2.4) are simple. On the other hand, we know that A(a) has simple eigenvalues λ 1 (a) and λ 2 (a) with λ i (0) = iω j , j = 1, 2. From Theorem 2.2, we know that A(a) has two eigenvectors p 1 (a, θ) and p 2 (a, θ) corresponding to the eigenvalues λ 1 (a) and λ 2 (a) and the adjoint eigenvectors q j (a, θ), j = 1, 2, corresponding to the eigenvaluesλ j (a).
, and In order to derive the concrete expressions for g ijkl , i + j + k + l ≥ 2, we will use the normal form and the center manifold theory in Hassard, Kazarinoff, and Wan [22] and derive the explicit formulae determining these properties at the critical value of a = 0. From last section, we know that at a = 0,
comparing the coefficients of (3.26) and (2.46), g ijkl can be obtained as follows:
2000 + 2W
(1) We should point out that it is usually difficult to find the Hopf-Hopf bifurcation parameter τ k , and we can find it only by numerical methods.
Discussion.
We have studied the nonlinear dynamics of a two-dimensional general delay differential system. We first provided linear analysis of the system with two delays at the possible equilibria, namely, the semitrivial and positive equilibria, and discussed the existence of Hopf bifurcation at the positive equilibrium. In the case when the two delays are equal, we investigated Hopf bifurcation, Bautin bifurcation, and Hopf-Hopf bifurcation in the system. The existence and stability of periodic solutions created in these three types of bifurcations were studied. We then applied the obtained results to a model for the interaction between tumor cells and effector cells of the immune system. The model is described by a system of two differential equations with two delays, which describe the proliferation delay (τ ) of tumor cells and the growth delay (ρ) of immune effector cells stimulated by tumor cells, respectively. Numerical simulations were presented to illustrate the theoretical analysis and results.
Cancer immunosurveillance functions as an important defense against cancer. If the immune system can successfully survey the body for tumor cells based on their acquisition of neoantigens consequent to genetic alterations, these nascent tumor cells will be destroyed (Pardoll [36] ). This is the elimination process of cancer immunoediting (Dunn et al. [16, 17] ). Our analysis of the existence and stability of the tumor-free equilibrium corresponds to this elimination process. If tumor cells actively acquire resistant mechanisms that attenuate immune responses, then tumor survival occurs, and tumor cells continue to grow and expand in an uncontrolled manner and may eventually lead to malignancies (Pardoll [36] ). This is the escape process of cancer immunoediting (Dunn et al. [16, 17] ). Our analysis of the immunefree equilibrium describes this escape process. There are extensive experiments to support the existence of the elimination and escape processes because immunodeficient mice develop more carcinogen-induced and spontaneous cancers than wild-type mice, and tumor cells from immunodeficient mice are more immunogenic than those from immunocompetent mice (Dunn et al. [16, 17] , Schreiber, Old, and Smyth [42] ). Recently, Koebel et al. [25] used a mouse model of primary chemical carcinogenesis and demonstrated that equilibrium occurs. Their results reveal that the immune system of a naive mouse can restrain cancer growth for extended time periods; that is, the tumor cells and effector cells of the immune system coexist for a long time. Our results on the existence and stability of the bifurcated (Hopf, Bautin, and Hopf-Hopf) periodic solutions describe the equilibrium process. When a stable periodic orbit exists, it can be understood that the tumor and the immune system can coexist for a long term although the cancer is not eliminated. The conditions for the existence of the bifurcations indicate the parameters that are important in controlling the development and progression of the tumor.
The existence of oscillatory modes in the tumor-immune system interaction models demonstrate the phenomenon of long-term tumor relapse and have been observed in some related tumor and immune system models (d'Onofrio et al. [15] , Kirschner and Panetta [24] , Kuznetsov et al. [26] , Lejeune, Chaplaina, and Akili [28] , and Liu, Ruan, and Zhu [29, 30] ). We should point out, though, that the oscillatory coexistence of the tumor cells and the effector cells really depends on the initial values. Numerical simulations indicate that when the initial values are close to the microscopic (small) positive equilibrium, both the tumor cells and the effector cells oscillate rapidly with small amplitude. However, when the initial values are close to the macroscopic (large) positive equilibrium, both the tumor cells and the effector cells oscillate slowly with very large amplitude.
