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apid stepping between constant-velocity segments (vectors) is a common task in industrial motion control. This article describes a procedure for creating smooth and efficient transition motion between arbitrary vectors. Simple linear manipulations permit the functions known as spectral windows to be applied to this problem. Spectral windows are a highly developed technique from digital signal processing and provide a rich source of potentially useful waveforms. The wide range of the windows available in the literature permits us to tailor transitions for a particular system. The ultimate goal is to create a motion preprocessor for industrial systems that improves performance by structuring transition paths to better match the system limitations.
In many industry applications, the time spent moving between constant-velocity segments is overhead during which no useful work is performed. Consequently, minimizing the transition period is a desirable goal. By simply inserting an abrupt transition in the commanded position, the resulting motion is determined by the system's closed-loop response. Practical limitations in the control system response can produce extended settling periods. For example, excessive acceleration can saturate motor current capabilities.
Instead of relying on the control system to define the path between vectors, the commanded position can be shaped to produce smooth vector transitions. Depending on the system implementation, settling time can be reduced by preprocessing the raw vectors to explicitly define a vector transition [1] . The preprocessor can dynamically control peak motor current and spectral characteristics. Invariably, the selection of a motion profile involves a tradeoff between conflicting parameters. With respect to spectral characteristics, the selection of an ideal motion profile is analogous to the selection of a spectral windowing function. Windowing functions were created for signal processing applications to tailor the spectral characteristics of a limited-duration waveform.
This article describes the application of spectral windows to the generalized problem of vector motion preprocessing. The goal is to control the characteristics of the transition between vectors using the established techniques of spectral windows. A selective group of potentially useful spectral windows is examined, with particular attention to their characteristics for motion control. Finally, to demonstrate the advantage of spectral windows, a specific case involving rapid stepping of a laser beam is investigated.
Vector Transition
To apply spectral windows to the problem of motion control, a mathematical description of an arbitrary vector transition must be created. Next, we will show how spectral windows can be applied to this problem. An infinite number of possible paths exists between arbitrary vectors, but spectral windows can generate a set of particularly useful solutions. Windows can be very efficient in their use of spectrum. For finite-duration waveforms, they have good high-frequency rejection. In a related fashion, spectral windows are used to create finite-impulse response (FIR) filters [2] .
Matching the two free parameters of a given vector transition (position difference and velocity difference) requires 8 two different window functions (also called basis functions). These two functions are called zero-order and first-order windows. These windows are defined in terms of normalized acceleration values, which is convenient for analysis because acceleration is closely related to power in drive systems. Consider the vector transition described by Fig. 1 . This can be divided into three separate periods: initial motion vector x t 1 ( ) for { } t < 0 , target motion vector x t 2 ( ) for { } t T > , and the actual transition when { } 0 < < t T . The goal is to create a transition that smoothly connects the two vectors. A sketch of velocity (first derivative) and acceleration (second derivative) of the motion is also presented in Fig. 1 . One possible transition path shown in Fig. 1 is a direct line connecting the vector and is labeled impulse. This waveform requires impulses in acceleration that demand very high peak currents and inject much high-frequency energy into the servo system. Practical limitations in the closed-loop system response would significantly alter the actual motion and acceleration. The actual path of the motor is a function of the system response, including nonlinear terms if the maximum motor current is reached. Fortunately, there are other solutions to the problem. Also presented in Fig. 1 is a smooth transition path that most engineers would intuitively agree produces faster settling on the target vector. Furthermore, this motion requires much less peak motor current. This article will define a generalized method for producing smooth transitions.
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By the definition employed in this article, a vector is a constant-velocity motion. The position during a motion vector is completely defined by a velocity ( ) x n and a position ( ) x n . For convenience, the position values are defined at the edge of the transition period. Consequently, the position during the two motion vectors of Fig. 1 can be described with the following equations:
Initial Vector Segment { } t < 0 :
Target Vector Segment {t > T}:
These equations place boundary conditions on the vector transition. At the boundaries of the transition, the velocity and position must match the motion vector; this means any path that connects position x 1 to position x 2 . There can be an infinite number of paths in the transition period. Consequently, there are an infinite number of possible vector transitions that satisfy the boundary conditions.
A practical vector preprocessor requires a simple solution that can be used for all cases. The technique described here uses two basis functions (w 0 and w 1 ), which are fundamental shapes that can be scaled and combined to create a general vector transition solution. An arbitrary solution requires two basis functions to solve for the two free parameters: position and velocity. If the basis functions are properly defined, the job of the vector processor is reduced to determining the scaling terms (K 0 and K 1 ) for the basis functions. Because the final motion is computed from linear operations on the basis functions, the properties of these functions apply (in a linear sense) to the final motion solution. To maintain consistency with spectral estimation applications, the basis functions will be called windows.
It is useful to define these windows in terms of acceleration; thus:
Integration of the acceleration with appropriate boundary conditions produces the velocity and position during the transition:
Clearly, the position value x t ( ) is computed from linear operations on the windows.
To create a motion preprocessor, the computation can be divided into two steps. The first step is an offline selection of the windowing functions to match system requirements. In other words, choose suitable waveforms for w 0 and w 1 . The properties of these functions will be described in some detail later on; however, it is worth noting here that they will be defined and normalized to make them applicable to any transition. The second online step requires finding the scaling terms K 0 and K 1 for a particular transition. The computation of these values depends on the desired transition, but they are not dependent on the choice of a particular window. Therefore, they can be applied to generate a solution from any appropriately defined pair of window functions. A transition period (T) can be selected at either stage, depending on system requirements.
The required properties of the window functions to achieve this separation into two computational steps are given by (4) through (9).
Window Limits
Window Velocity Effect
Window Position Effect
To make this discussion a bit more tangible, it is useful to elaborate on the window definitions. For reference, Figs. 2 and 3 show several representative window functions that satisfy these conditions. Equations (4) and (5) simply constrain the windows to the transition period. Equations (6) and (9) are useful normalizations that permit all windows to be applied with equal effect. Equation (7) defines the useful feature that w 1 alters the position during transition, but not the velocity. It would be extremely useful to givew 0 the complementary property, but this is impossible; however, (8) forces w 0 to produce a constant change in position. As it turns out, this property follows from (6) if the w 0 window is symmetric around its center point ( / ). α =1 2 The vast majority of windows that are described in the literature are symmetric, because nonsymmetric windows have degraded spectral properties (i.e., more high-frequency energy). In an equivalent fashion, (7) is satisfied by any window that is antisymmetric [i.e., w w ( / ) ( / ) 1 2 1 2
Functions that satisfy the properties for w o are called zero-order windows, whereas those for w 1 are called first-order windows. The logic behind these labels is a reference to the number of zero crossings. Excluding the edges ( ) t T =0and , a first-order window must pass through zero at least once to satisfy its definition. Although more rigorous than the simple boundary conditions, these window properties can still be met by an infinite collection of waveforms.
With the windows defined, the problem turns to computing K 0 and K 1 for a specific transition. By solving (1) and (2) at time T, the window scale factors can be computed. The window definitions produce the desirable feature that both constants depend solely on the vector transition parameters (x 1 ,x 2 , x 1 , x 2 ) and the transition period (T). Thus, after computing these constants for a particular transition, they can be applied to any normalized window pair to produce a vector transition solution. From (2) and (3) and the boundary conditions, we find the scale factors are given by
At this stage, it is useful to consider the question of units. For convenience, the window functions are defined over a unit period and are dimensionless. All necessary dimensions are included in the scaling terms. The scaling term K 0 is defined by (10) to have units of velocity. Equation (11) indicates K 1 has units of position. An intuitive result expressed by (1) is that the length of the transition period strongly impacts the scaling of the acceleration. Although scaling is required to match a transition, the relative magnitude of the various windows for a given transition is unaffected. This allows us to compare the properties of different windows without considering the details of a particular transition solution.
Two degenerate solutions are worth mentioning. If both vectors have equal velocities, the transition requires only a first-order window (i.e., K 0 0 = ). For example, a move be- This window technique assumes the mechanical system has no practical limits on velocity, which is generally true for small systems. For systems with velocity limits, the windowing technique can be applied with a slight modification. If the computed solution exceeds the velocity limit, a zero-order window can be applied to accelerate the motor to the velocity limit. After a period of coasting at the velocity limit, another (inverted) zero-order window can apply the brakes to reacquire the target vector. The amplitude of the zero-window functions is completely defined by the initial velocity and velocity limit (10). The coasting period is a free parameter that can be solved to produce the required change in position. This application will not be examined in detail, but the reader is referred to [3] for more information on this type of system.
Window Selection and Performance
Selection of the optimum acceleration window is a complex tradeoff between competing parameters. The application and system establish optimum window characteristics. Therefore, a single perfect window does not exist for all situations. This section will describe some important window characteristics and parameters to demonstrate the tradeoffs that exist between different windows. Tables 1 and 2 list parameters for a group of functions that were investigated for this article. These are a representative selection of windows, but only a small subset of the available functions [4] . Windows are normalized in accordance with (6) and (9) to permit valid comparisons of performance. A normalized window produces equal changes in velocity (w 0 ) and position (w 1 ) over the transition period. Thus, all parameters and plots are quoted in terms of normalized windows. In a real motion processor, the actual waveforms will change scale, but the relative performance of different windows should generally be the same.
Parameter Definition and Description
Spectral Signature, First-Null Frequency, and Peak Sidelobe Level An important characteristic of an acceleration window is its frequency signature. Rapid transitions produce large accelerations. The command signal may contain considerable energy at high frequency. Depending on the particulars of the application, injecting energy into certain energy bands may prolong the required settling time to acquire the next vector. The settling time depends on the interaction (convolution) of the commanded motion and the system response. Out-of-band energy is filtered by the closed-loop response.
Figs. 4 through 7 present plots of spectral density for a representative selection of zero-order and first-order windows. The spectra were computed directly from the acceleration windows and then plotted in decibels. The decibel scaling was applied to remain consistent with the literature on spectral windows. It is referenced to the spectral power of any zero-order window at f =0. As a consequence of (6), this value is the same for all zero-order windows and is therefore a convenient reference point. Except for a scaling term necessary to satisfy (6) and (9), the resulting spectral plots are equivalent to the plots presented in [4] where W f j ( ) is the Fourier transform of the j-order window function w t j ( ), and W 0 0 ( ) is the Fourier transform of any zero-order window when f =0.
The importance of the spectral signature varies with application; in many cases, however, it is desirable to confine the energy to lower frequencies. This produces the subjective characteristic of smoothness. A fundamental property of Fourier transforms is that it is impossible for a time-limited function (window) to be bandlimited (i.e., to have no high-frequency energy). Tables 1 and 2 list two parameters that describe the ability of a given window to keep spectral energy at lower frequencies: first-null frequency and peak sidelobe level. The first-null frequency is the frequency (excluding f =0) where the acceleration drops to 0 (−∞ on the decibel scale). The spectral density from dc to this first-null frequency is called the main lobe. In general, the main lobe contains most of the transition energy. The peak sidelobe defines the highest spectral peak that appears after the main lobe.
The spectral signature of an acceleration window can be complicated; however, some general characteristics can be observed from these plots. Increasing the width of the main lobe (higher first-null frequency) reduces the peak sidelobe levels. In the absence of a mechanical resonance, keeping the commanded motion energy below system cut-off improves settling performance. Thus, by matching the size of the main lobe to the system bandwidth, high-frequency energy (peak sidelobe) is reduced and settling time can be improved. In other words, the resulting motion is closer to the commanded position if the energy of the commanded position can be constrained to the system's closed-loop bandwidth.
Peak Acceleration
This parameter is the maximum value of the acceleration window. It is important because, in most motor systems, it is proportional to the peak motor current. If the peak current is too large, the drive amplifier saturates, producing sluggish performance and greatly increased settling time. Thus, all things being equal, smaller peak accelerations are desirable, particularly for large motions that might approach the current limit. The peak acceleration is directly related to the bandwidth of the main lobe. Increasing the size of the main lobe generally increases the peak acceleration, which sug-
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IEEE Control Systems Magazine October 2000 gests that narrowing the main lobe is beneficial. As noted, however, this also tends to raise the power in the sidelobes. For zero-order windows, the peak acceleration is inversely proportional to the transition period (see (1)). Conversely, the peak current in the first-order component scales by1 2 /T , and shortening the transition period will rapidly increase the peak current of the first-order windows. For a specific transition, the peak current is a complicated combination of the two windows and their scaling terms. The nominal peak acceleration values of a given window, however, are a reasonable guide to estimating higher peak current demand.
Exit Derivatives (First, Second, and Third) Exit derivatives are of particular interest to motion control because they indicate how sharply the waveform glides into the target vector. Also, because the windows examined for this discussion are symmetric, an equivalent situation exists at the start of a transition. In general, an abrupt termination of the transition period can generate undesirable high-frequency energy. If the energy is outside of the loop bandwidth, a position error will occur. However, several spectral windows have substantial discontinuities at their boundaries but have incongruously low sidelobes (e.g., Hamming). For spectral analysis applications, these discontinuities are not a problem because the goal is to reduce aggregate high-frequency energy. Although not obvious, a discontinuity at the window boundary can sometimes produce good overall high-frequency rejection performance. For acceleration profiles, however, sharp transitions at the end of the transition period can be a problem. At the end of a transition, the motion control system is trying to reacquire a new vector. Therefore, a sharp transition demands high-frequency torque at the worst possible moment. Conversely, an acceleration window with low exit derivatives would effortlessly slide onto the target vector.
Resonance Null
In many practical applications, motion control systems can have problematic frequency bands due to mechanical or electrical resonance. Motional energy in the vicinity of a resonance can be slow to dissipate. Reducing the energy in a resonance band is essential for stable and reliable operation. In general, the electronic system bandwidth consigns any mechanical resonance to be out of band. Consequently, any resonance energy in the commanded position is sharply attenuated by the control system before reaching the motor. In some cases, however, attenuation is adequate to ensure stability but does not completely block all resonance energy from the commanded position. The case study included in this article illustrates a system with a weak mechanical resonance within the loop bandwidth.
Some Zero-Order Windows
The required characteristics of a zero-order acceleration window (as defined by (4), (6), and (8) large variety of limited-duration waveforms. After normalization, many spectral windows described in the literature fulfill the conditions. Spectral windows are useful for motion control because they share goals of rejecting high-frequency energy. The following section presents a representative group of zero-order windows. A selection of zero-order waveforms is plotted in Fig. 2 , with several important parameters listed in Table 1 .
Rectangular Window
Applying a constant acceleration during the entire transition period produces a simple window function. This window has the lowest peak acceleration of any window. Therefore it is a good choice when peak current is a problem; however, it contains much high-frequency content and very sharp boundaries (exit derivatives):
Pi-Sine Window
This window uses one-half cycle of a sine wave for an acceleration profile. It is very easy to compute and provides modest rejection of high frequencies:
Hanning, Hamming, and Bohman Windows Hanning, Hamming, and Bohman windows are a group of classic windows that are easy to compute and have good spectral performance. Notably, the Bohman window was designed to have an extremely low exit derivative and is well suited for applications that require a gentle approach to the target vector.
Hanning window:
Hamming window:
Bohman window:
Tukey Window
The Tukey window is a piecewise combination of a sine curve and a rectangular window. The sine sections are structured to ensure a zero derivative (slope) at the inflection points. The percentage of time spent in the various sections can be adjusted to create a family of waveforms. The variable r defines the percentage of sine function in a given window. For example, a 25% Tukey window has its period divided into three sections: 12.5% sine, 50% rectangular, and 12.5% sine. At the extremes, a 0% Tukey is identical to a rectangular window. Conversely, a 100% Tukey degenerates to a Hanning window. Depending on the value of r, this window is a blend of properties from the rectangular window (minimum peak currents) and the Hanning window (high-frequency rejection): 
Zero-Order Prolate-Spheroidal Window
Like the Tukey window, the zero-order prolate-spheroidal window is actually a family of different waveforms. This family of waveforms was developed to optimize the energy ratio between the main lobe and the rest of the band. The size of the main lobe is specified by the parameterω. By alteringω, a whole range of possible shapes and performances are possible. The prolate-spheroidal family produces a continuous tradeoff between different parameters. Increasing ω improves high-frequency rejection, but this improvement requires higher peak currents and a wider main lobe. Thus, the prolate-spheroidal window offers the possibility of adjusting ω to optimize a critical parameter. Computing this waveform is difficult and cannot be expressed in a closed form. The reader is directed to [5] - [7] for methods of computing these windows.
Zero-Order Impulse Window
For reference purposes, it is useful to consider the direct path drawn in Fig. 1 and labeled impulse. By applying the definitions outlined above a window function can be generated that produces a direct linear (in position terms) transition. In acceleration space it consists of two impulses at the transition boundaries. Unlike the other windows discussed here, however, the formulation of the impulse window requires a slightly different scaling with the transition period (T). The velocity change of an acceleration impulse is independent of the coast (i.e., transition) period. Therefore, the applied zero-order term does not scale by 1/T as indicated by (1) , and the definition in (12) requires an opposing and counterintuitive T. In practice, a motion preprocessor would treat this window differently and apply it directly in terms of position. Its practical value is limited due to its inherently abrupt signature. By every measure examined in this article, this window should perform poorly compared to the other windows; however, it is useful to consider its performance for comparison. This window is defined by
(12)
Some First-Order Windows
Only a few spectral windows described in the literature directly satisfy the conditions for a first-order window. Notably, the prolate-spheroidal family includes a set of first-order functions. Some of the simpler zero-order windows have obvious extensions to first order. For example, the Tukey, sine, and rectangular windows can be readily redefined to produce comparable first-order versions. However, the remaining windows lack obvious first-order extensions.
It is useful to generate first-order versions of existing zero-order windows to have a rich library of windows. Also, to create a versatile vector processor, it is helpful to pair zero-and first-order windows with similar characteristics. (Although the windows are presented in pairs, it is worth noting that any first-order window can be seamlessly matched with any zero-order window, due to the generalized definition of the transition problem.)
There are numerous ways to fashion a first-order window from a zero-order window. From Figs. 2 and 3 , it is apparent that multiplying a zero-order window by a first-order window will produce a new first-order window. Another possible approach (which will not be discussed in detail) is to convolve a zero-order window with a first-order window. For this discussion, the first-order Hanning, Hamming, and Bohman windows are computed by multiplying their zero-order window by the first-order 2 pi-sine window, which consists of one complete cycle of a sine wave (2π radians). To avoid confusion, the first-order version will be called modified to differentiate it from the classic zero-order version. The resulting functions are normalized to satisfy (9). Empirically, these classic windows were found to produce good results and have simple closed-form expressions.
First-Order Rectangular Window
The first-order extension for the rectangular window consists of two equal-duration and constant-acceleration segments: one positive and one negative. The sharp edges of this waveform produce much high-frequency energy, but it is the most effective waveform at limiting peak acceleration. Like its zero-order companion, this waveform demands the minimum possible peak current for a given change in position:
The first-order sine window is a full cycle (2π) of a sine wave. It is a good general-purpose window for high-speed applications that produces low peak acceleration and moderate attenuation of high-frequency energy:
Modified Hanning, Modified Hamming, and Modified Bohman Window As described earlier, the first-order versions of these windows were created by multiplication with a 2 pi-sine window. The first-order extension of these well-known windows will be referred to as modified to differentiate them from their usual (zero-order) definition. Their characteristics are similar to their zero-order variants. The resulting waveforms have improved high-frequency rejection over the 2 pi-sine window but require more peak current and have a wider main lobe. In particular, the modified Bohman window requires a large main lobe but aggressively rejects high-frequency energy. Modified Hanning window:
Modified Hamming window:
Modified Bohman window: 
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Modified Tukey Window
The modified Tukey window is constructed of alternating sine curves and constant-acceleration sections. To avoid discontinuities, the sine segments are scaled to produce null derivatives at the boundary of all constant-acceleration sections. Compared to the zero-order version, the modified Tukey has an additional sine curve in the middle to switch the acceleration sign (see Fig. 3 ). All three sine segments have equal duration; however, the middle segment requires double the amplitude to connect the positive and negative acceleration sections. Like the zero-order Tukey, the adjustment parameter r defines the percentage of time allotted to all the sine curves. For example, a 33% modified Tukey will have three sine segments, with each covering 11% of the total period. The remaining 67% is divided between two constant-acceleration segments (positive and negative): 
, sin ,
.
First-Order Prolate-Spheroidal
The first-order prolate-spheroidal is a known extension to the family. It shares many of the same traits, such as an adjustable main lobe that alters the tradeoff between peak acceleration and high-frequency signal rejection. The adjustment parameter (ω) has a strong impact on high-frequency rejection, peak current, and the main lobe size. Low values of ω produce relatively abrupt transitions that may be undesirable in some applications. This waveform cannot be described in closed form, and the reader is directed to [5] - [7] for details on computation.
First-Order Impulse Window
This window requires an acceleration impulse at both boundaries. In between, acceleration is zero, which causes the system to coast at constant velocity. The only difference between the first-order and zero-order impulse windows is a sign change on the second impulse and a scaling factor. Applying this option requires a disjoint change in direction with much high-frequency energy. It is given by
Quantization Limitations to High-Frequency Rejection
If peak acceleration is not an issue, it is theoretically possible to achieve very deep rejections of high-frequency signals. For example, the zero-order prolate-spheroidal ( ) ω =3
would have better than 60 dB of rejection for all frequencies { } f T >3 . The only practical method of generating such complex waveforms, however, is with a digital-to-analog (D/A) converter. D/A converters produce quantized representations of the desired signal with small errors, due to the practical limit on the number of bits. Quantization creates wideband noise that tends to "fill in" the high-frequency energy. Consequently, potentially deep rejections can be quickly overwhelmed by quantization noise.
In general, increasing the number of bits in a D/A reduces quantization noise. Quantization noise in a vector transition, however, is defined by the number of bits traversed during the transition period and not the total number of bits in the D/A. Thus, a short transition that only traverses one-sixteenth of the field will use only one-fourth of the full-field D/A bits. It is tempting to select a window function with deep high-frequency rejection, but in most practical implementations it may be unnecessary. Aggressive rejection of high-frequency noise requires both good windowing and minimal quantization noise. Thus, the quantization used by a motion control system should be factored into the window selection process. For example, the quantization level might be used to set a practical upper limit on the prolate-spheroidal's parameter ω. Ifω is increased beyond this point, the resulting waveform will require more peak current and a wider main lobe, without improving high-frequency rejection.
As a general rule, a system using fewer than 14 bits to represent the commanded position will see very little advantage from applying the smoother windows such as the Bohman, Hamming, or prolate-spheroidal ( ) ω >2 . In these systems, the Tukey or sine windows would be better suited to the task.
Case Study: Raster Processing Using the Cambridge Technology 6870 Scanner
The generalized vector processor makes an interesting topic, but how can it be applied to real motor control problems? A specific case was examined using a laser scanner, Model 6870 produced by Cambridge Technology, Inc. This device is a high-performance, closed-loop, galvanometer-based scanner used for raster scanning. In industrial applications, this system will sweep a laser beam across a target in a raster pattern. The lines of a raster are constant-velocity segments connected by rapid transitions. A desirable goal is to maintain accurate laser positioning during the raster lines. This example will demonstrate the importance of optimizing the transition path.
Experimental Setup
To examine the performance of different windows, a model 6870 galvanometer was mounted in an optical test fixture as shown in Fig. 8 . A 12-mm clear aperture mirror was mounted on the scanner and the servo tuned for a 3-dB bandwidth of 833 Hz. The inertia of the mirror and rotor were each approximately 2 g·cm 2 each. The torque constant of the motor was 180,000 dyn·cm/A. Thus, the angular acceleration was determined from the scanner's coil current as Each of our selected first-order windows (see Table 2 ) was tested in this experiment. Only a first-order window was needed because the transition is between fixed positions. Fig. 9 plots the measured position and current signal for the Bohman window and 25% Tukey windows. The position signal came directly from the scanner's internal position detector. As predicted by (13), the motor current resembles the actual acceleration window.
Windowing Performance
An important performance criterion for laser scanners is their ability to accurately maintain the position of the laser on the work surface. A prolonged settling time or excessive motion after transition is unacceptable. Therefore, it is important that the scanner reach the new position as quickly as possible and then hold the new position with minimal wobble. Although the scanner has an integral position sensor, it is desirable to use an independent measure of position: hence, the quadrant detector. This device can measure the position of the laser to the microradian level on orthogonal axes, but only in close proximity to position x 2 .
Several methods can be used to quantify performance. Figs. 10 and 11 plot the on-position accuracy of the laser beam in both axes for several windows. (Plots of the other trials are omitted for brevity.) On-source position root-mean-square (rms) error was computed for all windows and is listed in Table 3. The modified 25% Tukey window and the first-order rectangular window produced the best on-source performance, with rms errors less than 15 rad in both axes. Conversely, the impulse and modified Bohman windows produced the worst performance. By simply changing the acceleration window, it was possible to reduce the rms error by 400%. Why these particular windows gave such good performance is not immediately obvious. The likely culprit was mechanical resonance. The error plots indicate the presence of a well-known mechanical resonance, which will be discussed in the next section.
Duty cycle is another performance criterion given in Table 3. It is defined as the percentage of on-source time to the total period. For this experiment, the laser beam is considered "on target" when the beam is within 100 rad of the desired position. This criterion will tend to favor waveforms that settle quickly. Consequently, the windows with limited high-frequency energy and small edge derivatives perform well. The modified Bohman and modified Hanning windows produced the best duty-cycle performance, which is apparent from the early arrival of the beam in Fig. 11 . In fact, duty cycles in these trials exceed the nominal 75%, because these windows have such mild derivatives that some of the transition period meets the on-source criterion. Also, these waveforms have very little high-frequency content, and thus they settle (in a rough sense) quickly after the transition period.
Finally, Table 3 tabulates the measured peak motor current. A large peak current places a significant limit on scanner performance for large-angle moves. In this experiment, motor current was kept within the amplifier's linear region. By increasing the size of the mechanical angle, however, the amplifier can be driven into saturation and its performance severely degraded. Since the current is proportional to acceleration, the best windows for minimum peak current are the first-order rectangular and the first-order prolate-spheroidal ω =1.
Resonance, Wobble, and Jitter
On-target vibrations are called wobble and jitter. Wobble is superfluous motion orthogonal to the flyback and is plotted in Fig. 10 . Conversely, jitter is plotted in Fig. 11 and commonly refers to vibrations in the direction of the scanner motion. Wobble and jitter result from slightly different physical mechanisms. Also, depending on their intended application, they may have different practical importance.
From the plots, it is clear that a strong resonance at 765 Hz dominates the position error. This is caused by the first torsional resonance: the diving-board resonance. (Imagine the rotor trying to bend into a U shape.) For this motor system, this resonance actually resides within the overall system bandwidth (833 Hz)! It is orthogonal and therefore only weakly coupled to the motion of the scanner. It is produced by a second-order effect whereby small mechanical imbalances in the rotor and mirror interact with the cross-axis stiffness of the scanner/mirror system. Although this resonance can degrade system accuracy, it does not violate stability criteria.
To achieve the best on-source accuracy, it is desirable to minimize wobble. In this experiment, the transition period was 2.6 ms. Referring to Figs. 6 and 7, this means the first torsional resonance will appear near the normalized windowing frequency of two. Several of the windows (i.e., 2 pi-sine, modified 25% Tukey) have fairly strong rejections in this region and consequently have good wobble rejection. The worst waveforms have large main lobes that span the resonance frequency and exacerbate wobble (modified Bohman and first-order prolate-spheroidal ω= 3.0).
Any torsional resonance energy will translate directly into wobble; however, the same resonance frequency also dominates the error in the jitter axis, which is orthogonal to the expected direction of torsional vibration. In this axis, the primary mechanical resonance is the dumbbell-mode. It is generated when the mirror and rotor twist in opposite directions. This resonance couples directly into the position feedback mechanism and has very high Q, typically > 40 dB. For the model 6870 system used in this study, this resonance was measured at 5.76 kHz and is outside the closed-loop bandwidth. This is necessary to ensure system stability and accuracy. However, the dumbbell resonance term is barely visible when compared to a strong vibration caused by the first torsional resonance.
The reason the bending term appears in this direction and produces jitter is that the position detector has a second-order sensitivity to wobble. Thus, the wobble motion is detected by the sensor and misinterpreted as a position error. This produces an erroneous attempt by the loop to remove it. This effect tends to overwhelm the natural resonance term. Consequently, a window's ability to dampen torsional resonance will establish its on-source accuracy in both axes.
In summary, the best window for this particular application was the modified 25% Tukey. It demands only modest peak current, which will minimize the possibility of saturating the drive amplifier during large field moves. Furthermore, it produced the lowest jitter of all waveforms and respectable wobble performance. The parameter r =25% was arbitrarily selected as a representative member of the family; however, it might be possible to further optimize performance by adjusting r.
Concluding Remarks
The application of spectral windows to produce smooth motion transitions is not a one-size-fits-all problem. Selection of the best basis functions (windows) will depend on the details of the system. The windows developed for digital signal processing have very similar requirements. Both techniques use limited-duration waveforms to control spectral signatures. Furthermore, in both cases the choice of an optimum window will depend on the details of the application. In practice, motion control can apply many of the same windows. Consequently, the signal-processing literature is a good source for additional windowing functions [4] , [8] .
Optimum window selection requires application-specific tradeoffs, but some general observations can be made on the windows that were studied. When peak current is a problem, the Tukey window is clearly an excellent choice. The Bohman window has the smallest edge derivatives and consequently the gentlest acquisition of the target vector. The classic windows such as the Hamming and Hanning have very good high-frequency rejection. For all-around performance and simplicity, the sine window is a good choice. The prolate-spheroidal window offers adjustable performance with better high-frequency rejection than the Tukey window. 
