Abstract In this study, the forecasting capabilities of a new class of nonlinear econometric models, namely, the LSTAR-LST-GARCH-RBF and MLP models are evaluated. The models are utilized to model and to forecast the daily returns of crude oil prices. Many financial time series are subjected to leptokurtic distribution, heavy tails, and nonlinear conditional volatility. This characteristic feature leads to deterioration in the forecast capabilities of traditional models such as the ARCH and GARCH models. According to the empirical findings, the oil prices and their daily returns could be classified as possessing nonlinearity in the conditional mean and conditional variance processes. Several model groups are evaluated: (i) the models proposed in the first group are the LSTAR-LST-GARCH models that are augmented with fractional integration and asymmetric power terms (FIGARCH, APGARCH, and FIAPGARCH); (ii) the models proposed in the second group are the LSTAR-LST-GARCH models further augmented with MLP and RBF type neural networks. The models are compared in terms of MSE, RMSE, and MAE criteria for in-sample and out-of-sample forecast capabilities. The results show that the LSTAR based and neural network augmented models provide important gains over the single-regime baseline GARCH models, followed by the LSTAR-LST-GARCH type models in terms of modeling and forecasting volatility in crude oil prices.
Introduction
The volatility of crude oil prices has received much attention recently because the crude oil is the most strategic and the most traded commodity in the world. Crude oil is traded internationally by many different players such as the oil producing nations, oil companies, individual refineries, oil importing nations, and speculators. Although crude oil price is basically determined by its supply and demand (Hagen 1994; Stevens 1995) , it is also under the influence of many irregular events like stock levels, economic growth, political aspects, political instability, the decisions implemented by OPEC, and further psychological expectations of traders (Yu et al. 2008) .
The volatility of oil prices is accepted to have important effects on economic activity. The fluctuations of the commodity market prices depend on the rise-and-fall of the oil price so that any sudden increase or decrease in oil prices cause economic slowdown and price fluctuations in other commodity prices. As a result, crude oil price forecasting is a very important field of research, and modeling/forecasting oil prices is hindered by its intrinsic difficulties such as the high volatility (Wang et al. 2005) . As the crude oil spot price series are usually considered as a nonlinear and nonstationary time series, which is interactively affected by many factors, predicting crude oil price accurately is rather challenging (Yu et al. 2008) .
Oil prices may not always adjust instantaneously to new information, on the other hand, low liquidity and infrequent trading in imperfect markets could lead to a delay in response to new information (McMillan and Speight 2006; Monoyios and Sarno 2002; Lee et al. 2008) . In this perspective, there is a significant literature focusing on improving the capabilities of econometric models to model oil prices. A fraction of the studies investigate the path followed by the oil prices by utilizing various GARCH models. In addition, many studies focus on the economic factors that have had strong impacts on the increasing volatility especially for the periods with regime changes. One point to be taken into consideration is the fact that regime changes caused by many economic factors decrease the forecast capabilities of the single-regime models drastically. Furthermore, economic factors have important effects on the business cycles by disturbing the processes followed by economic time series. As an example, the 1st and 2nd oil shocks in 1974 and 1979 had significant impacts on the performances of the econometric models.
Consequently the traditional volatility models which do not take into consideration the regime switching characteristics of the factors such as oil shocks became obsolete in modeling volatility in petrol prices.
In this paper, the volatility in oil prices is aimed to be investigated. In accordance with this purpose, the oil prices will be modeled by improving both the conditional mean and the conditional variance with nonlinear time series and neural network models to achieve possible gains in forecasting and modeling capabilities. The business cycles in the economies reveal different dynamics under different regimes so that a traditional GARCH model becomes insufficient once volatility is encountered. The motive behind the usage of LSTAR structure (one of the nonlinear time series modeling) is to improving forecasting and modeling power of the GARCH models for policy purposes. In addition to the expectation of augmenting the GARCH models with LSTAR models, augmenting these models with MLP and RBF type neural networks would likely to bring increase in the forecasting capabilities. With this respect, our study aims to incorporate regime switching and neural networks with GARCH models. With this purpose, GARCH structure will be incorporated with LSTAR and multi-layer perceptron (MLP) and radial basis function (RBF) models. These three approaches consider the characteristics of oil prices which exhibit strong regime changes in addition to nonlinear volatility. Accordingly, at the first step, ST-GARCH models will be extended to LSTAR-LST-GARCH. Afterwards, by incorporating fractional integration and asymmetric power properties, four models will be evaluated: the LSTAR-LST-GARCH, LSTAR-LST-FIGARCH, LSTAR-LST-APGARCH, and LSTAR-LST-FIAPGARCH. At the second step, models will be augmented with RBF and MLP type neural networks. Hence, the LSTAR type, nonlinearity is introduced in the conditional mean and conditional variance processes of neural networks models to obtain the LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF models. Similarly, models are augmented with asymmetric power terms and fractional integration. As a result, at the second step, MLP and RBF neural networks are introduced to obtain LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF models. Following the asymmetric power and fractional integration augmentations, models are denoted as LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF, LSTAR-LST-APGARCH-MLP and LSTAR-LST-APGARCH-RBF, LSTAR-LST-FIGARCH-MLP and LSTAR-LST-FIGARCH-RBF, and LSTAR-LST-FIAP-GARCH-MLP and LSTAR-LST-FIAPGARCH-RBF models.
A literature review is given in Part 2. Econometric methodology is given in Part 3 where both the newly proposed LSTAR-LST-GARCH family and neural network-based LSTAR-LST-GARCH-NN family of models are evaluated. Empirical application to oil prices is given in Part 4 and concludes in Part 5.
2 Literature review Hamilton (1983 Hamilton ( , 1985 are among the early studies that drew attention on the relationship between energy prices and showed that oil prices have important effects on the economy. Barone et al. (1998) suggested a semi-parametric modeling technique for oil price forecasting. Further, Alvarez et al. (2008) showed in their research that the random walk-type behavior in energy futures prices, thus the autocorrelation in oil prices diminishes over time. Adrangi et al. (2001) tested the presence of low-dimensional chaotic structure in crude oil, heating oil, and unleaded gasoline futures prices with their sample starting by the early 1980s. In their study, they pointed at chaotic structure and high persistence in the series investigated and concluded that chaotic structure and high persistence in the data would create strong implications for regulators and short-term trading strategies. Ewing and Maliq (2013) employs univariate and bivariate GARCH models to examine the volatility of gold and oil futures and showed that incorporating structural breaks is important for empirical analysis focusing on oil prices. Ye et al. (2002 Ye et al. ( , 2005 Ye et al. ( , 2006 ) defined an econometric model for evaluating WTI prices by using variables such as the OECD petroleum inventory levels, relative inventories, and high and low-inventory variables. Lanza et al. (2005) analyzed crude oil and oil products' prices by using error correction models.
Further, many papers demonstrated that the prediction performance might be very poor if the traditional statistical and econometric models such as linear regressions are employed (Weigend and Gershenfeld 1994) . The main reason behind is the phenomenon that the traditional statistical and econometric models are built on linear assumptions, which, as a result, fail to capture the nonlinear patterns hidden in the crude oil price series (Yu et al. 2008) . It is the fact that the oil prices may not always adjust instantaneously to the newly available information. Low liquidity and infrequent trading that occur under imperfect markets could cause to delays in response, following the availability of new information (McMillan and Speight 2006; Monoyios and Sarno 2002; Lee et al. 2008) .
To overcome the difficulty in terms of forecast accuracy encountered in forecasting crude oil prices, Abramson and Finizza (1991) study is among the early studies that followed the neural network approach to model the crude oil market. Elsharkawy (1998) showed that radial basis function type neural network model had better forecast accuracy than the conventional methods in terms of predicting the oil formation volume factor, solution gas-oil ratio, oil viscosity, saturated oil density, under-saturated oil compressibility, and evolved gas gravity. Kaboudan (2001) showed that though both neural networks and genetic programming proved better results compared to the random walk to model oil prices, genetic programing provided superior results than the neural networks. Similarly, Mirmirani and Li (2004) showed that genetic algorithms and ANN models provided better results in forecasting oil prices. Tang and Hammoudeh (2002) derived a conclusion that shows the importance of both nonlinearity and heteroscedasticity in oil prices. They showed that by taking the GARCH effects into consideration, a nonlinear regression model with GARCH-type errors provide significant gains in modeling OPEC oil prices. Malliaris and Malliaris (2005) showed that the nonlinear models derived by the neural network provided superior forecasting in the majority of different oil types; namely for crude oil, heating oil, gasoline, and natural gas; with propane, the neural network gave the least accurate prediction. Yu et al. (2007) followed neural network modeling methods to forecast crude oil prices and showed that NN models provide significant gains in terms of different error criteria. Yu et al. (2007 Yu et al. ( , 2008 proposed an efficient EMD-based neural network ensemble learning algorithm that uses feed-forward neural networks for modeling and forecasting world crude oil spot prices. Qunli et al. (2009) used radial basis functions (RBF) and showed that a RBF type neural network that benefits from wavelet transformations provided better results than the linear approaches in modeling monthly crude oil prices. Alizadeh and Mafinezhad (2010) used neural network models that utilized a predefined crisis variable to model and forecast Brent petrol prices and showed that the model is capable in forecasting both in normal and critical conditions. Bildirici and Ersin (2013) modeled the oil prices with newly introduced LST-LST-GARCH-MLP models.
Econometric methodology
Econometric modeling of volatility in the autoregressive conditional heteroscedasticity (ARCH) specification of conditional volatility gained significance especially following the important paper of Engle (1982) . Further, the model is extended to generalized ARCH (GARCH) model by Bollerslev (1986) , a model which has found many significant applications to capture the distributional aspects such as volatility clustering, heavy tails or excess kurtosis, and non-normal distribution. Additionally, the asymmetric power GARCH (APGARCH) model developed by Ding et al. (1983) further augments the model with power transformations without simple squared shocks and conditional variances as in the traditional GARCH models. Further, Baillie et al. (1996) and Bollerslev and Mikkelsen (1996) proposed the fractionally integrated GARCH (FIGARCH) model that encounters for the short-run dynamics of the conditional mean process modeled following ARMA process in the standard GARCH model. An important finding shown by Baillie et al. (1996) is that financial macroeconomic time series are subject to long memory characteristics such that volatility shows strong persistency. Chung (1999) and Conrad and Haag (2006) showed that the long-run persistence decays with hyperbolic rates. Tse and Tsui (1997) followed by Tse (1998) propose a combination of the FIGARCH and APGARCH model and the obtained FIAPGARCH model incorporates fractional integration with asymmetric power terms to capture the above-mentioned distributional aspects in financial time series.
Further, one of the expectations is that by integrating fractional integration with GARCH models, certain improvements in terms of forecasting accuracy and volatility modeling of oil prices could be achieved. Additionally, augmenting GARCH models with asymmetric power terms to obtain APGARCH models and merging fractional integration with APGARCH models to obtain FIAPGARCH models provide improvements in terms of volatility modeling. Considering the aspects such as intervention in oil prices and sudden changes in prices, FIGARCH and FIAPGARCH models provide important tools to analyze the finite persistence in oil prices though the models maintain assuming single-regime architectures without taking regime switches or regime transitions.
LSTAR type nonlinearity in the conditional mean and variance
To model nonlinearity in GARCH processes, Franses and van Dijk (2000) evaluated the smooth transition GARCH (ST-GARCH), where regime changes are governed with transition functions similar to the modeling and evaluation techniques of STAR models for the conditional mean processes developed by Terasvirta (1994) . Lundberg and Terasvirta (1998) developed the STAR-ST-GARCH model that allows nonlinearity in both the conditional mean and the conditional variance processes of a time series. McAleer (2002, 2003) evaluated the statistical properties in context of estimation of STAR-GARCH models.
In the study, we will allow models to follow STAR type nonlinearity both in the conditional mean and the conditional variance which are evaluated under LSTAR-LST-GARCH architecture. LSTAR-LST-GARCH models are LSTAR-LST-GARCH, LSTAR-LST-FIGARCH, LSTAR-LST-APGARCH, and LSTAR-LST-FIAPGARCH models and possess both ST-GARCH (Lundberg and Terasvirta 1998) and STAR-GARCH characteristics since both the conditional mean and the conditional variance are allowed to follow STAR type nonlinearity. ST-GARCH model shares similarities but have differences with the GJR-GARCH (Glosten et al. 1993) and TGARCH (Zakoian 1994) models in terms of the transition function since ST-GARCH models allow smooth transition functions instead of threshold function in defining regime changes. Further, the artificial neural network ARCH process (ANN-GARCH) developed by Donaldson and Kamstra (1997) augments the GJR model with multi-layer perceptron-based neural network architecture with logistic squashing functions to capture nonlinearity by utilizing the universal approximation property (Cybenko 1989 ) of ANN models. In pursuit of these concepts, many papers developed neural network models. Lai and Wong (2001) contributed to the nonlinear time series modeling methodology by making use of single-layer neural networks; further, modeling of NN models for estimation and prediction for time series has important contributions governed by Weigend et al. (1991) , Weigend and Gershenfeld (1994) , White (1992) , Hutchinson et al. (1994) , Gencay and Liu (1997) , Stengos (1997, 1998) and Refenes et al. (1997) which contributed to financial analysis and stock market returns estimation, to pattern recognition and optimization. Dutta and Shekhar (1998) provided applications of neural networks for bond ratings. NN modeling methodology is applied successfully by Wang et al. (2005) for forecasting the value of a stock index. Bildirici and Ersin (2009) modeled NN-GARCH family models to forecast daily stock returns for short-and long-run horizons and they showed that GARCH models under NN architecture provide significant forecasting performance. Chan and McAleer (2002) discussed the STAR-GARCH model that has STAR type nonlinearity in the conditional mean process. Franses and van Dijk (2000) discuss the STAR-STGARCH model that allows STAR type nonlinearity in both the conditional mean and the conditional variance and is developed based on the Terasvirta (1994) type LSTAR model with logistic transition function governing the dynamics of the transition between different regimes. In the paper, the LSTAR-LST-GARCH model will be extended to RBF type neural networks in addition to MLP type variants proposed in Bildirici and Ersin (2013) .
LSTAR-LST-GARCH model
At the first stage, the conditional mean process, y t , is assumed to follow a LSTAR(p) process with two regimes as,
The conditional variance follows a smooth transition LST-GARCH process,
where, the transition between regimes is defined with a logistic function,
In the LSTAR-LST-GARCH model given in Eq.'s (1) and (2) with the transition function Eq. (3), the speed of transition function is determined by the estimate of the c parameter and the n is the threshold parameter. The logistic function H e tÀ1 ; c; n ð Þ is a twice differentiable continuous function bounded between [0, 1] lower and upper bounds for different values of the transition variable e tÀ1 and its distance to the threshold n (see Bildirici and Ersin 2013) . The transition is observed to be relatively slow for low values of c, though the transition between regimes speeds up as c takes larger values. The ARCH and GARCH parameter estimates a 1;p , b 1;q approach to a 2;p , b 2;q depending on the transition between regimes defined with H e tÀ1 ; c; n ð Þ . The stability condition, a þ b ð Þ\1, could vary for different values taken by the H e tÀ1 ; c; n ð Þ : as H e tÀ1 ; c; n ð Þ!1 for e tÀ1 [ n innovations larger than the threshold, based on the regime dynamics the stability structure of the model approaches
ð Þ ! 1; while, for negative values of the transition variable and as long as e tÀ1 \n, e tÀ1 ! À negative large values, transition function approaches H : ð Þ ! 0 zero. The speed of transition is determined by the parameter c and the above-mentioned characteristics of transition between volatility dynamics of the two regimes are highly influenced by the values taken by e tÀ1 , n and c. The inflection point for the transition function occurs at H e tÀ1 ; c; n ð Þ¼1=2 if the transition function is equal to the threshold parameter, e tÀ1 ¼ n where the stability condition holds if
Additionally, for very large values of the transition variable c ! 1; and H(.) transition function behaves like the identity function that gives sudden shifts between two regimes, i.e., for c ¼ 1 and e tÀ1 \n, H(.) = 0 and, for e tÀ1 [ n, H(.) = 1. As a result, the ST-GARCH process reduces to the TAR-TGARCH model for very large values of c. Further, if c ¼ 0, transition function becomes H(.) = 0.5, and hence the process reduces to a single-regime AR-GARCH(p, q) process.
LSTAR-LST-FIGARCH model
Fractionally Integrated GARCH (FIGARCH(1, d, 1)) model is developed under these findings by Bollersev and Mikkelsen (1996) and Baillie et al. (1996) as an extension of the GARCH model to account for long memory. In this section, we will first evaluate fractional integration in a GARCH setting to evaluate long memory in conditional variance. Afterwards, smooth transition type nonlinearity setting will be introduced to the evaluated FIGARCH and FIAPGARCH models. The LSTAR-LST-FIGARCH model generalizes the LSTAR-LST-GARCH type nonlinearity to account for long memory in the conditional variance process,
with the transition function defined in Eq. (3). The range of the cluster of the volatility depends on the transition function and changes between H e tÀ1 ; c; n ð Þ¼0 and H e tÀ1 ; c; n ð Þ¼1. Further, c is the speed of transition parameter and c [ 0 ensures that the transition between the regimes follows a nonlinear sigmoid type transition in modeling the dynamics of the conditional volatility. The constant term takes on values between u ¼ x= 1 À a ð Þand u ¼ x= 1 À b ð Þ based upon whether the conditional volatility is the regime dictated by H : ð Þ ¼ 0 and H : ð Þ ¼ 1. Similar to the ST-GARCH model, the constant term ranges between the extreme regimes, the level of conditional volatility will change in different regimes (For ST-FIG-ARCH models, readers are referred to Kılıç (2011) and Bildirici and Ersin (2013) .
LSTAR-LST-APGARCH model
The Asymmetric Power GARCH (APGARCH) model is developed by Ding et al. (1983) . The model is based on different power transformations without simple squared shocks and conditional variances as in the traditional GARCH models. The STAR-ST-APGARCH model possesses nonlinear dynamics with smooth transition functions to allow different asymmetric power terms in two regimes with the following conditional variance process,
Similarly, the transition function is defined by Eq. (3) to obtain the LSTAR-LST-APGARCH model. Accordingly, the obtained model possesses such dynamics that both the conditional mean and the conditional variance follows nonlinear dynamics restricted to have two regimes between which the transition is defined by a smooth and continuously differentiable logistic function. The obtained model is defined as the logistic smooth transition asymmetric power GARCH model in which d represents the asymmetric power parameter to be estimated by nonlinear least squares or maximum likelihood methods as in the APGARCH methodology of Conrad et al. (2010) . The estimation of the threshold parameter n and the c parameter that defines the speed of transition is conducted through a grid search following the Terasvirta (1994) .
LSTAR-LST-FIAPGARCH model
Following the LST-FIGARCH model structure, smooth transition fractionally integrated asymmetric power GARCH model denoted as LST-FIAPGARCH which is obtained by allowing the smooth transition type nonlinearity between two FIAPGARCH processes in two regimes as,
As previously, the transition function H : ð Þ is defined as a logistic function bounded between 0 and 1. The obtained model is defined as the logistic smooth transition fractionally integrated asymmetric power GARCH(LST-FIAPGARCH) model in which d represents the asymmetric power parameter to be estimated (Conrad et al. 2010; Bildirici and Ersin 2013) .
3.2 Neural network models, nonlinear GARCH models, and ANN augmented GARCH models
Neural networks: an overview
Artificial neural networks models (ANN) are functional models that provide well-known approximation properties applied in many fields such as finance, medicine, and engineering. In economics and business literature, the early studies could be given as Tam and Kiang (1992) , Do and Grudnitski (1992) which used neural networks for banking failure detection and residential property appraisals. Freisleben (1992) and Refenes et al. (1997) utilized ANN models for stock prediction. Hutchinson et al. (1994) showed that the learning networks could be used efficiently for pricing and hedging in securities markets. Studies such as Stengos (1997, 1998) , Gencay and Liu (1997) , Kanas (2003) , Kanas and Yannopoulos (2001) , Shively (2003) and Bildirici and Ersin (2009) applied ANN models to stock market return forecasting and financial analysis. The MLP model is evaluated as an important class of neural network models. MLP consists of a set of sensory units based on three layers, while a common application of such ANN model possesses mostly a single hidden layer. Hence, a MLP consists of the input layer, one or more hidden layers and an output layer.
Estimation in the LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF models is conducted with conjugant gradient-based backpropagation algorithm. The learning and model selection processes are gathered to improve forecast accuracy. During the learning process, weight decay is conducted to further improve the model eliminating the insignificant coefficients (Weigend et al. 1991; Bartlett 1997; Krogh and Hertz 1995) . For details regarding weight decay in learning process, an investigation is given by Gupta and Lam (1998) . The algorithm cooperation and early stopping for NN-GARCH processes are given in Bildirici and Ersin (2009) . The algorithm used in the study could be taken as estimating neural network models with LSTAR type nonlinear structures with different number of neurons in the hidden layer, this means estimating models with different architecture variations. Once the optimum architecture is selected, the model is re-estimated with early stopping and weight decay k times. To save CPU time, k is preferred as 20 in the study. Further, the number of neurons is allowed to vary ranging from 2 to 20 considering the sample size. Neurons are constrained as being logistic activation functions, which have similar transition properties as the LSTAR models in the hidden layer. The output layer is restricted to have linear functions. The models estimated are utilized for outof-sample forecasting. Each model architecture is estimated k = 20 times, and because there are eight different neural network-based model architecture to be estimated in the study, the total number of estimated models is 160; whereas, the selected 8 models (based on the lowest MSE error criteria) will be reported in the study. The methodology is as follows. Model estimation is gathered through utilizing backpropagation algorithm and the parameters are updated with respect to a quadratic loss function; whereas, the weights are iteratively calculated with weight decay method to achieve the lowest error. Alternative methods include Genetic Algorithms (Goldberg 1989 ) and secondorder derivative-based optimization algorithms such as Conjugate Gradient Descent, Quasi-Newton, Quick Propagation, Delta-Bar-Delta, and Levenberg-Marquardt, which are fast and effective algorithms but may be subject to over-fitting (see Patterson 1996; Haykin 1994; Fausett 1994) . In the study, we followed a two-step methodology. At the first step, all models were trained over a given training sample vis-à-vis checking for generalization accuracy in the light of MSE criteria in test sample. The approach is repeated for estimating each model for 100 times with different number of sigmoid activation functions in the hidden layer. To obtain parsimony, best model is further selected with respect to the AIC information criterion (see Faraway and Chatfield 1998) . For estimating NN-GARCH models with early stopping combined with algorithm corporation, readers can refer to Bildirici and Ersin (2009) .
The models below represent the architectures to be evaluated in the analysis for estimating the daily petrol prices in the application section. Each model possesses LSTAR type nonlinear structure in the conditional mean and conditional variance processes. The models are optimized to forecast the conditional variance of the petrol prices. Therefore, the LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF structures of these models will be introduced as follows.
LSTAR-LST-GARCH-MLP model
Following Bildirici and Ersin (2013) , a MLP neural network model hints a similar architecture with a logistic smooth transition GARCH (LST-GARCH) process. A logistic smooth transition GARCH neural network model is a LSTAR-LST-GARCH model with MLP type neural networks in each regime,
where, n is the threshold, c is the parameter that defines the speed of transition in the logistic transition function,
MLP neural networks that possesses h hidden neurons in each i = 1, 2 regimes are,
where w i z i;h ; k i;h À Á is a log-sigmoid activation function. The inputs are are normalized and are defined as follows:
The LSTAR-LST-GARCH-MLP model given in Eqs. (7)- (11) is a neural network augmented version of the LSTAR-LST-GARCH model given in Eq. (2).
The model proposed above will be augmented with asymmetric power term in the conditional variance to obtain LSTAR-LST-APGARCH-MLP model.
LSTAR-LST-APGARCH-MLP model
By augmenting the LSTAR-LST-GARCH-MLP model with asymmetric power terms, the LSTAR-LST-APGARCH-MLP model is obtained. This model is a tworegime nonlinear model where both the conditional mean and the conditional variance follow a nonlinear process in the fashion of Terasvirta (1994) LSTAR model. The model also benefits from the well-known generalization properties of neural networks in the fashion of Cybenko (1989) . The LSTAR-LST-APGARCH-MLP model allows smooth transition between two regimes of the conditional variance defined as a LST-APGARCH process with neural network augmentations as follows:
Accordingly, Eq. (12) is a hybrid model consisting of two regime LSTAR process in the conditional mean with residuals following a nonlinear neural network model for the conditional variance with multi-layer perceptrons in each regime of the conditional variance process. For the estimation and the statistical properties of the model, readers are referred to Ersin (2009, 2013) and to the neural network section of this paper.
LSTAR-LST-FIGARCH-MLP model
LSTAR-LST-FIGARCH-MLP model is a fractionally integrated volatility model augmented with two regime MLP neural networks in the conditional variance,
It should be noted that the LSTAR-LST-FIGARCH-MLP model reduces to LSTAR-LST-GARCH-MLP following the application of the restriction on the fractional integration parameter d = 0.
LSTAR-LST-FIAPGARCH-MLP model
The model is defined as follows:
The model assumes regime-dependent asymmetry based on d i ð Þ, where i = 1, 2 for the two regime structure. By applying d = 0 restriction, Eq. (14) reduces to LSTAR-LST-APGARCH-MLP and additional restriction on the asymmetry parameters d i ð Þ ¼ 2, leads the model further reduce to LSTAR-LST-GARCH-MLP.
In fact, asymmetry is also introduced in the model through the ARCH terms. As a typical, the ARCH term is written as, e tÀ1 j jÀ h i e tÀ1 ð Þ d;i in each i = 1, 2 regimes. To reduce the APGARCH process to baseline GARCH, one need also specify the ARCH term in a way to eliminate the deviations from the absolute innovations e tÀ1 j j=0 to obtain Àh i e tÀ1 ð Þ d;i . Further by restricting the model as h i ¼ ðÀ1Þ so that h i e tÀ1 ð Þ d;i followed by d ¼ 2, the APGARCH model reduces to a GARCH process. One possibility is that, for modeling time series, it is possible to obtain different types of GARCH processes in each regime, i.e., a time series could follow a GARCH process in one regime, while following an APGARCH or FIAPGARCH process in the second regime. The study restricts the models to follow the same type of GARCH processes for simplicity. On the other hand, the fractional integration parameters are regime specific and allow different dynamics to be modeled simultaneously. The parameter d could be estimated as less than 0.5 in regime 1 and more than 0.5 in regime 2, suggesting different long memory dynamics and stationarity processes in each regime occurring below and above the threshold, n. As a result, assuming same GARCH structure in two regimes produce interesting findings and an approach that allows regime-wise comparative analysis (See Bildirici and Ersin 2013).
RBF neural network augmentations of the nonlinear GARCH models
The RBF neural network is represented as a composition of three layers of nodes; first, the input layer that feeds the input data to each of the nodes in the second or hidden layer; the second layer that differs from other neural networks in that each node represents a data cluster which is centered at a particular point and has a given radius and in the third layer, consisting of one node (Bishop 1995) . Wright (2003) discusses the radial basis function interpolation and shows the developments in RBF networks. Liu and Zhang (2010) combined RBF neural network models with the Markov switching model to merge Markov switching Neural Network model based on RBF models. RBF neural network in their models are trained to generate both time series forecasts and certainty factors. Santos et al. (2010) developed a RBF-GARCH model that possesses a modeling structure that assumes a RBF type neural network in the conditional mean, where the residuals follow a GARCH process. Further, Coelho and Santos (2011) extended their RBF-GARCH approach and provided an application to Spanish energy pool prices and showed that RBF-GARCH approach provided significant improvement in future forecasts. It should be noted that, their approach is similar in one way to the STAR-GARCH approach of Chan and McAleer (2003) that assumes STAR type nonlinearity in the conditional mean process only. However, one important fact is that RBF-GARCH approaches of Santos et al. (2010) and Coelho and Santos (2011) benefit from different NN learning algorithms.
Our approach is differentiated than the above-mentioned studies in three ways. First, similar to the MLP-based models given in this paper, the proposed LSTAR-LST-GARCH-RBF models utilize neural network architectures in the conditional variance processes. It should be noted that heteroscedasticity is a strong factor that diminishes the forecast capabilities of the model. Second, models are estimated with neural network learning algorithms and the estimation of the models benefits from algorithm cooperation weight decay and early stopping. Third, our models follow STAR type division of the regression space both in the conditional mean and in the conditional variance with an expectation that this approach provides improvement in the modeling and forecasting capabilities as will be evaluated in Sect. 4.
LSTAR-LST-GARCH-RBF model

LSTAR-LST-GARCH-RBF model is defined as follows:
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A Gaussian basis function for the hidden units given as /ðxÞ for x = 1, 2,…, X, where the activation function is defined as Gaussian function,
with p defining the width of each function. z t is a vector of lagged explanatory variables, a þ b\1 is essential to ensure stationarity. Networks of this type can generate any real-valued output, but in their applications where they have a priori knowledge of the range of the desired outputs, it is computationally more efficient to apply some nonlinear transfer function to the outputs to reflect that knowledge. The conditional variance is subject to smooth transition based on the logistic function, H e tÀ1 ; c; n ð Þ¼1 1 þ e Àc e tÀ1 Àn ð Þ À Á , where the speed of transition is given by c. For the two regime model, i = 1, 2, the inputs are subject to,
LSTAR-LST-APGARCH-RBF model
Radial basis functions are three layer neural network models with linear output functions and nonlinear activation functions defined as Gaussian functions in hidden layer utilized to the inputs in light of modeling a radial function of the distance between the inputs and calculated value in the hidden unit. The output unit produces a linear combination of the basis functions to provide a mapping between the input and output vectors. 
LSTAR-LST-FIAPGARCH-RBF model
LSTAR-LST-FIAPGARCH-RBF model is defined as follows: 4 Econometric results
Data
In order to test forecasting performance of the abovementioned models, Brent crude oil spot prices were used for oil price volatility. We take the daily data from January 20, 1986 to January 30, 2013, excluding public holidays, data are converted into daily returns by taking first differenced logarithms as y = ln(P t /P t-1 ). In the process of model estimation, the sample is divided between training, test, and out-of-sample (forecasting) samples with the percentages of 80 %, 10 %, and 10 %, respectively. The descriptive statistics are reported in Table 1 below. Accordingly, the daily return series are subject to leptokurtic distribution with the kurtosis statistic being 17.74 and skewness statistic calculated as -0.76. JarqueBerra and Shapiro-Wilk tests suggest that the null hypothesis of normal distribution for daily returns can be rejected at the 5 % significance level. Further, the ARCHtype heteroscedasticity cannot be rejected for the daily returns series.
Econometric results: model evaluation
At the first stage, the GARCH family models were taken as baseline models and are estimated for evaluation purposes. Results are given in Table 2 . The models given in the table have different characteristics to be evaluated: namely, fractional integration, asymmetric power, and fractionally integrated asymmetric power models, namely, GARCH, APGARCH, FIGARCH, and FIAPGARCH models. By hybridization of two groups of nonlinear models, we obtained STAR-ST-GARCH models that allow for STAR type nonlinearity in both the conditional mean and variance. The LSTAR-LST-GARCH models are reported in Table 3 . The results show significant improvements of LSTAR-LST-GARCH models over their single-regime variants reported in Table 2 . The log-likelihood statistics are also high as AIC and SIC criteria report similar conclusions for the in-sample results.
1 Models have similar performances in the in-sample modeling. Further, models will be evaluated for out-of-sample forecasting capabilities with MSE, MAE, and RMSE statistics.
After allowing the GARCH processes to follow LST type nonlinearity, the dynamics are strikingly different in the light of the estimated parameters. In the LSTAR-LST-FIGARCH model, d parameters are estimated as 0.437 and 0.822 for regime 1 and 2, respectively, suggesting strong persistence in the second regime. For the LSTAR-LST-FIAPGARCH, after the inclusion of the asymmetric power terms, the d parameters are estimated as 0.44 and 0.45. The results also suggest that different conclusions could be derived due to the parametric specification of the analyzed GARCH models in addition to possible neglected nonlinearity.
The RBF and MLP type neural network augmented versions of the models will be analyzed. The model architectures of the proposed ANN models and their Standard errors are given in parentheses *, **, and *** denote 10 %, 5 %, and 1 % significance levels
LogL is the Log-likelihood statistic. AIC and SIC denote the Akaike and Schwarz information criteria 1 Models have similar performances in the in-sample modeling. For model performances, the models will be evaluated in terms of out-ofsample forecasting statistics.
Pet. Sci. (2015) 12:534-552 543 Table 3 The LSTAR-LST-GARCH family models: estimates Table 4 in terms of MSE and q correlation statistics for the training and test samples. Among the LSTAR-GARCH-NN models, the training and test MSE errors are calculated comparatively lower for the LSTAR-LST-GARCH-MLP models. Training MSE statistics for the LSTAR-LST-GARCH-RBF, LSTAR-LST-APGARCH-RBF, LSTAR-LST-FIGARCH-RBF, and LSTAR-LST-FIAPGARCH-RBF models are 0.001789, 0.000974, 0.001446, and 0.001423, respectively. On the other hand, the MSE statistics calculated for their MLP variants are 0.000989, 0.0007660, 0.000946, and 0.001122, respectively.
Radial Basis Function augmented versions of the LSTAR-LST-GARCH family models provided small deviation from the results obtained for their MLP variants in terms of training performances. As a typical, the highest training q is obtained as 0.93 for the LSTAR-LST-APGARCH-RBF and is higher than 3 out of 4 MLP-based models. Among the MLP-based models, q statistic is calculated as 0.95 for the LSTAR-LST-APGARCH-MLP. Overall, the MLP-and RBF-based models provide improvement over the GARCH and LSTAR-LST-GARCH two regime variants. The results at this stage showed a general improvement of the RBF-and MLP-based models over the LSTAR-LST-GARCH models. To obtain conclusions, the out-of-sample forecasting capabilities of the models should be evaluated. One-step-ahead forecast results are given in Table 5 .
The one-step-ahead forecast RMSE is the lowest for the LSTAR-LST-APGARCH-MLP (RMSE = 0.00000091651 514) followed by the LSTAR-LST-FIGARCH-MLP (RM SE = 0.00000118743421), LSTAR-LST-FIAPGARCH-MLP (RMSE = 0.00000399624824), and LSTAR-LST-GARCH-MLP (RMSE = 0.00000474763099) models. Compared to the LSTAR-LST-GARCH models, the models provided significant improvement. Overall result is that, LSTAR-LST-GARCH-MLP models provided the highest one-step-ahead forecast accuracy followed by the LSTAR-LST-GARCH-RBF models.
Models are evaluated for their generalization capabilities in the larger out-of-sample horizons in terms of the MSE, RMSE, and MAE criteria. Results are given in Table 6 for a total of 16 models. The forecast horizon is selected as 2, 10, and 40 days ahead to evaluate the models' performances in longer horizons. BFGS is the Broyden-Fletcher-Goldfarb-Shanno nonlinear optimization algorithm. The epoch shows the step number the algorithm converged All models are restricted to have logistic activation functions in the hidden layer and identity activation functions in the output layers. Model architectures are given in parenthesis. As a typical, LSTAR-GARCH-MLP(5:2:2:6:1) model is a nonlinear model with 5 input variables in the input layer modeled as a 2 regime LSTAR process in the conditional mean with 2 regimes following LST-GARCH conditional variance processes passing through 6 neurons to the output layer connected to the output layer to produce 1 output Pet. Sci. (2015) 12:534-552 545
In Table 6 , models with the lowest RMSE, is denoted in bold within each model group for the above-mentioned out-of-sample forecast horizons. As a typical, for two days ahead, within the single regime GARCH type models, the lowest RMSE error is achieved with the FIGARCH model. At the second part, where the LSTAR-LST augmented two regime variants are evaluated, the lowest RMSE is achieved with the LSTAR-LST-GARCH model. Further, among the MLP neural networks augmented LSTAR-LST-GARCH-MLP models, the lowest RMSE is obtained with the LSTAR-LST-GARCH-MLP model. Additionally, among the RBF neural networks augmented variants, the lowest RMSE is achieved by the LSTAR-LST-GARCH-RBF model. Therefore, the models denoted with a RMSE value in bold represent the lowest RMSE achieved ''within'' the relevant model group only that consists of 4 different models only. Furthermore, a total of 16 different models, the baseline GARCH, their LSTAR-LST augmented two regime variants, the neural networks arhitecture and learning algorithm augmented models (i.e. RBF and MLP based 8 models) are ranked starting from the 1st towards the 4th model in terms of RMSE again. The models that take the 1st, 2nd, 3rd and 4th places are denoted accordingly. Following this procedure, ''the best 4'' are reported seperately for 3 different forecast horizons i.e. for 2, 10, and 40 days to evaluate the estimated models for their forecast capabilities and to determine if the improvements exist not only in short horizons such as the 2 days ahead forecasts, but also in longer horizons.
The models in the first column have the GARC1H architecture in common followed by its nonlinear LSTAR and MLP, RBF augmentations. A significant decrease in RMSE, MAE, and MSE criteria is achieved as we move from single-regime GARCH model to LSTAR-LST-GARCH, LSTAR-LST-GARCH-MLP, and LSTAR-LST-GARCH-RBF. The RMSE reported for GARCH model is 0.000027 and 0.0000047 for the LSTAR-LST-GARCH, showing a 82.6 % decrease in the RMSE compared to the baseline GARCH for 2 days ahead forecasts. For the MLP augmented LSTAR-LST-GARCH-MLP, the RMSE is calculated as 0.00000134 which shows a 95 % decrease compared to the single-regime GARCH model. Hence, the LSTAR-GARCH model without neural networks provides improvement over the baseline GARCH for 2 days ahead. The LSTAR-GARCH-RBF model has a RMSE = 0.000005003, and performs almost equal to the LSTAR-LST-GARCH model.
For the baseline GARCH, RMSE = 0.0000519 and 0.000051 for 10 and 40 days ahead forecasts, while for the LSTAR-LST-GARCH, the RMSE statistics are calculated as 0.0000504 and 0.0000497. Accordingly, LSTAR-LST-GARCH performs better compared to the baseline GARCH, however, the improvement is limited. The results show that the predictive gains from the LSTAR-LST-GARCH suffer for longer horizons in the out-of-sample forecasts.
The LSTAR-LST-GARCH-RBF and MLP models aim at augmenting the forecasting capabilities of the LSTAR-LST-GARCH in long forecast horizons. For 10 days ahead, the RMSE is calculated as 0.0000016 for the LSTAR-LST-GARCH-MLP and is 0.0000047 for the LSTAR-LST-GARCH-RBF models. For 40 days ahead, the LSTAR- LST-GARCH-RBF has a RMSE of 0.0000051, while the RMSE for the LSTAR-LST-GARCH-MLP is 0.0000024 and is almost halve of that obtained for LSTAR-LST-GARCH and its RBF variant. The results show that RBFbased model failed to provide significant improvements over the LSTAR-LST-GARCH, though MLP-based variant had the lowest RMSE, MSE, and MAE statistics. However, at this stage, the conclusions only show that by keeping the GARCH architecture constant, the MLP model showed significant forecast accuracy gains over the models in the first column. Note that, the models with FIGARCH, APGARCH, and FIAPGARCH architectures provided different results.
If an overlook is to be presented, as the forecast horizon is enlargened to 10 and 40 days ahead, the results provide a drastic improvement in longer horizons for the MLP-based models followed by the RBF-based variants. For comparative purposes, the models in each row model group are evaluated among themselves and the model with the lowest RMSE and MSE statistics is denoted in bold for 2, 10, and 40 days ahead forecasts. Additionally, the models are ranked according to the RMSE statistics from lowest to highest to simplify the evaluation. For 2 days ahead, the FIGARCH model has the best forecast accuracy among the single-regime GARCH models (RMSE = 0.0000244). Among the two regime models, the LSTAR-LST-GARCH model has the best forecast capability (RMSE = 0.0000047). Among the MLP-based models, the LSTAR-LST-GARCH-MLP model has the highest forecast accuracy (RMSE = 0.00000134). Among the RBF-based variants, the LSTAR-LST-GARCH-RBF model has the best forecast accuracy (RMSE = 0.0000050). For 10 days ahead, the GARCH, the LSTAR-LST-FIGARCH, the LSTAR-LST-GARCH-MLP, and the LSTAR-LST-GARCH-RBF are the models with the lowest RMSE (and lowest MSE) among their own model group. For 40 days ahead, the FIAPGARCH, the LSTAR-LST-FIGARCH, the LSTAR-LST-GARCH-MLP, and the LSTAR-LST-APGARCH-RBF have the lowest RMSE statistics among their own model group. For different horizons, as the horizon moves from 2 to 40 days ahead MLP-based models showed significant improvement followed by the RBF- The rank of each model is given in () brackets. Models are evaluated in terms of their capability in forecasting the conditional mean and variance separately based GARCH models. For simplicity, the first 4 models are to be reported. For 2 days ahead, the LSTAR-LST-GARCH-MLP is the 1st, while the LSTAR-LST-APGARCH-MLP is the 2nd, the LSTAR-LST-GARCH is the 3rd, and the LSTAR-LST-GARCH-RBF is the 4th. For 10 days ahead forecasts, the LSTAR-LST-GARCH-MLP is the 1st, the LSTAR-LST-GARCH-RBF is the 2nd, the LSTAR-LST-GARCH-RBF is the 3rd and the LSTAR-LST-APGARCH-MLP model is the 4th. For 40 days ahead, among 16 models estimated, the LSTAR-LST-GARCH-MLP takes the 1st place with the lowest RMSE (0.0000024), followed by the LSTAR-LST-APGARCH-MLP taking the 2nd place (RMSE = 0.00000425). LSTAR-LST-FIGARCH-MLP takes the 3rd place (RMSE = 0.000004426) and the LSTAR-LST-APGARCH-RBF model is the 4th model (RMSE = 0.00000449).
Results supported the following conclusions for modeling and forecasting volatility in crude oil prices: (i) The nonlinear volatility models with STAR type nonlinearity namely, LSTAR-LST-GARCH family provided significant gains in terms of in-sample (one-step-ahead) forecasting accuracy and these models provided significant improvement over their single-regime GARCH variants. Further, for short horizons, the LSTAR-LST-GARCH family provided significant forecasting gains over their single-regime variants. (ii) RBF-and MLP-based neural networks augmentations of the LSTAR-LST-GARCH family models provided improved modeling capabilities for the crude oil prices that are subject to nonlinearity, asymmetry, and leptokurtic distribution. (iii) LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF showed gains in forecast capabilities which concentrate especially on the out-ofsample forecasting. Among the RBF and MLP augmented LSTAR-LST-GARCH family, the MLP-based models augmented the forecast accuracy of the LSTAR-LST-GARCH models followed by the RBF models. Additionally, the fractional integration and asymmetric power terms increased the forecast accuracy separately, though still the GARCH-and APGARCH-based MLP and RBF models provide satisfactory results, while the FIAPGARCH specification provided comparatively low gains in terms of forecast capabilities. It should be noted that the results are gathered for the daily Brent oil data set and cannot be generalized to all financial time series. Since certain financial time series such as the stock index returns possess strong asymmetric power effects and fractional integration, the LSTAR-LST-FIAPGARCH and its MLP/RBF variants may provide improved forecasting capabilities and therefore to obtain generalized results, the models should be evaluated for different financial time series in the developed and developing markets. The overall result of the empirical analysis suggests that nonlinear augmentations of GARCH models for forecasting crude oil prices with the neural network architectures and nonlinear econometric techniques provide gains for the researchers and policy makers that aim at evaluating the paths followed by oil price time series.
Policy implications
The petrol price is an important variable for explaining business cycles and economic growth. As a result, petrol prices exhibits a large volatility not only through the channels of supply and demand, but also through political factors in addition to OPEC decisions. Volatility in petrol prices has strong impacts on economic variables such as economic growth, industrial production, and employment decisions in labor markets, not to mention its effect on the current account deficits and financial markets through various channels, since crude oil is also a financial commodity traded in spot and future markets. The results obtained in the study through the LSTAR-LST-GARCH-RBF and MLP models showed that, the adjustment process in oil prices do not occur instantaneously to new information. As shown by McMillan and Speight (2006) and Monoyios and Sarno (2002) , low liquidity and infrequent trading in imperfect markets cause delays in the adjustment process after new information in financial markets. The results coincided with the fact that, increases in volatility are generally short lived; however, due to the persistence in oil prices, these effects may lead to long-lived effects in terms of persistence. The positive and large fractional coefficient estimates, in addition to large estimates of asymmetric power terms in both regimes justify the fact that shocks have relatively persistence effects; hence, within a political perspective, the governments should evaluate the oil prices and global factors very cautiously and simultaneously, policy makers should keep the interventions at the modest levels to avoid large fluctuations in petrol prices. Further, the long memory characteristics accelerate the expected temporary effects of these shocks, thus the persistency might increase the impacts of the oil shocks. Therefore, policy interventions should be kept at very modest levels to avoid large fluctuations.
If the results are to be summarized, the oil price possesses important characteristics such as nonlinearity, asymmetry, and transition effects, in addition to its fractionally integrated persistence effects. The policy maker and the researcher should evaluate the policies to be applied with great care. However, the nonlinear volatility models that incorporate fractional integration and power terms capture the data generating process more effectively; therefore, might be utilized important tools for policies. On the other hand, within a political perspective, the policies focusing on stabilization of volatility of this crucial Pet. Sci. (2015) 12:534-552 549 commodity may have destabilizing effects on the production and on the financial markets. Since crude oil prices are interlinked to various financial assets, this result translates itself to different derivatives and the economy, and this destabilization effect is largely under the influence of persistence in oil prices and also in the external shocks that oil prices are subject to. As a result, policies possible destabilizing effects without taking persistence into account result in additional effects in various markets. Secondly, the estimation sample in the study corresponded to a period with large oil shocks and economic crises periods. On the other hand, following the general methodology, the out-of-sample results are obtained for a period corresponding to year 2014, a relatively stable period. The forecasting practice in the paper showed significant gains in terms of forecast accuracy. On the other hand, through incorporating nonlinearity in the GARCH processes, the performance of these models would improve under unexpected changes in oil prices. Further, the utilization of the nonlinear models helps the policy maker by evaluating threshold characteristics of these models. As a result, the nonlinear models that incorporate neural networks' forecast capabilities with nonlinear econometric techniques are to be considered as tools for the investors and policy makers. However, the evaluation of the estimates provided by nonlinear models should always be evaluated with caution not to mention many external factors that lead to fluctuations and sudden/sharp changes in oil prices.
Conclusion
The study aimed at evaluating a new group of nonlinear models that combine the forecasting capabilities of MLP and RBF type neural networks with GARCH type volatility models and that augment LSTAR type nonlinear econometric time series models proposed by Luukkonnen et al. (1988) and Terasvirta (1994) . The proposed LSTAR-LST-GARCH-MLP and LSTAR-LST-GARCH-RBF family models aim at modeling not only the conditional mean processes but also the conditional variance simultaneously with STAR type nonlinearity, allowing the transition between the regimes to be captured with logistic transition functions. Accordingly, at the first stage, crude oil prices were modeled with baseline GARCH models with fractional integration and asymmetric power terms. At the second stage, LSTAR type nonlinear architecture was introduced to the baseline models to obtain the LSTAR-LST-GARCH models. At the third stage, LSTAR-LST-GARCH models were augmented with RBF and MLP neural networks to improve the modeling and forecasting capabilities of the researcher aiming at forecasting crude oil prices. Accordingly, the models were compared in terms of MSE, RMSE, and MAE error criteria for insample and out-of-sample forecasts. The results showed that the LSTAR based and neural network augmented models provided significant gains in terms of modeling the daily returns of oil prices when compared with the results of the baseline GARCH family models. The results also showed that the LSTAR-LST-GARCH-RBF and LSTAR-LST-GARCH-MLP models provided significant gains in modeling petrol prices and in forecasting out-of-sample oil price returns. Following the findings of the paper, the future studies should aim at modeling different financial series that are subject to nonlinearity and volatility to test the forecasting capabilities of neural network algorithms and architectures. The crude oil daily returns are evaluated as a result of their characteristics which could be classified as possessing strong nonlinearity, volatility defined with excess kurtosis. The nonlinearity inherited in crude oil prices has strong implications for regulators and short-term trading strategies. The oil prices possess important characteristics such as nonlinearity, asymmetry, transition effects, fractionally integrated, and persistence effects that should lead the policy maker and the researcher to evaluate the policies to be applied with great care; hence, the nonlinear volatility models that incorporate fractional integration and power terms capture the data generating process more effectively, therefore, provide important tools for policy makers.
