Abstract. Let d and n be positive integers with n ≥ d+1 and P ⊂ R d an integral cyclic polytope of dimension d with n vertices and let
Introduction
Let d and n be positive integers with n ≥ d + 1 and τ 1 , . . . , τ n real numbers with τ 1 < · · · < τ n . The convex polytope C d (τ 1 , . . . , τ n ) ⊂ R d which is the convex hull of (τ i , τ . . , n is called a cyclic polytope of dimension d with n vertices. In particular, when τ 1 , . . . , τ n are integers, we call it an integral cyclic polytope. A cyclic polytope is one of the most significant polytopes, and is well known to be the polytope giving the upper bound in The Upper Bound Theorem due to Motzkin and McMullen (cf. [2, 7] ). Several studies on cyclic polytopes have been achieved by many researchers, but there are only a few studies on toric rings of integral cyclic polytopes. In the previous paper [8] , we discussed the normality of (toric rings of) cyclic polytopes (see below for the definition of normality of a polytope), and gave a sufficient condition ([8, Theorem 2.1]) and a necessary one ([8, Theorem 3.1]) for P to be normal. The present paper is devoted to the continuation of the study of P. We also study the semigroup K-algebra generated only by the vertices of integral cyclic polytopes.
For an integral convex polytope P ⊂ R N , that is, a convex polytope whose vertices are in Z N , define P * ⊂ R N +1 to be the convex hull of all points (1, α) ∈ R N +1 with α ∈ P, and set A P = P * ∩ Z N +1 . Note that A P is just the set of integer points in P * . Let Z ≥0 denote the set of nonnegative integers and R ≥0 that of nonnegative real numbers. We say that P is normal if one has where Z ≥0 A P , ZA P , R ≥0 A P are the set of the linear combinations of A P (in R N +1 ) with the coefficients in Z ≥0 , Z, R ≥0 , respectively.
Let K be a field P ⊂ R d an integral cyclic polytope of dimension d. We refer the reader to [1, 2] for the definition of an affine semigroup and its affine semigroup K-algebra. Let Z ≥0 A P be as above, and set Q d (τ 1 , . . . , τ n ) = Z ≥0 (1, τ i , τ 2 i , . . . , τ d i ) ∈ Z d+1 : i = 1, . . . , n .
Both of Z ≥0 A P and Q d (τ 1 , . . . , τ n ) are affine semigroups contained in Z d+1 ; The further is generated by the set of integer points in P * , and the latter only by the vertices of P * . For simplicity, set Q := Q d (τ 1 , · · · , τ n ). Following usual convention, let K[P] denote the affine semigroup K-algebra of Z ≥0 A P , and let K[Q] be that of Q. The K-algebra K[P] is just the K-subalgebra of the polynomial ring K[t 0 , t 1 , . . . , t d ] such that
where we set t a = t
≥0 . Note that K[P] is nothing other than the toric ring of P, and as is well known, P is normal if and only if so is
It is just the toric ring associated with the following configuration 
In the present paper, we will consider the Cohen-Macaulayness and Gorensteinness of K[P] (Theorem 2.3 and Theorem 3.1, respectively). We prove that K[P] always satisfies Serre's condition (R 1 ), which implies that K[P] is Cohen-Macaulay if and only if it is normal. This means that the characterization of the normality of integral cyclic polytopes is also that of its Cohen-Macaulayness. Moreover, it will turn out that K[P] is Gorenstein if and only if one has d = 2, n = 3 and (τ 2 − τ 1 , τ 3 − τ 2 ) = (2, 1) or (1, 2), which says that there is essentially only one Gorenstein integral cyclic polytope, see Lemma 1.3. We also discuss the normality of the K-algebra K[Q], and show that if d ≥ 2 and n = d + 2, then K[Q] is not normal (Theorem 4.3).
The structure of the present paper is as follows. After preparing some notation, terminologies and lemmata in Section 1 for our main theorems, we show Theorem 2.3 in Section 2 by considering Serre's condition (R 1 ) for K[P] (Proposition 2.2). Moreover, Section 3 is devoted to proving Theorem 3.1. In Section 4, we study K[Q] and prove Theorem 4.3.
Preliminaries
In this section, we prepare notation and lemmata for our main theorems. Most of them are refered from [8, Section 1] .
First of all, we will review some fundamental facts on cyclic polytopes. Let d and n be positive integers with n ≥ d + 1. Throughout the present paper, it is convenient and essential to work with a homogeneous version of the cyclic polytopes, hence we consider C *
For n real numbers τ 1 , . . . , τ n with τ 1 < · · · < τ n , we set
In other words, C *
Chapter 0] for some basic properties of cyclic polytopes.
Recall that the cyclic polytope C *
. . , τ n ) is simplicial, i.e., all of their faces are simplexes. Hence its boundary complex is just a (d − 1)-dimensional simplicial complex on {v 1 , . . . , v n }. Following usual convention, we set [n] := {1, . . . , n}. Assigning i to v i for each i, we can regard the simplicial complex as the one on [n]. Let Γ d (τ 1 , . . . , τ n ) denote this simplicial complex on [n]. The faces of Γ d (τ 1 , . . . , τ n ) are completely characterized in terms of their type. A non-empty subset W ⊂ [n] is said to be contiguous if W = {i, i + 1, . . . , j} for some positive integers i and j with 1 < i ≤ j < n, and to be an end set if either W = {1, . . . , i} or W = {i, . . . , n} for some i with 1 ≤ i ≤ n. We set max ∅ := 1 and min ∅ := n. Any subset W ⊂ [n] has unique decomposition
(1) Y 1 , Y 2 are empty or end sets, and each X i is contiguous; (2) max X i < min X i+1 for all i with 0 ≤ i ≤ t, where we set X 0 := Y 1 and
The subset W is said to be of type (r, s) where r = #W and s = #{i : #X i is odd}.
The following statements hold.
(1) Any d + 1 elements of v 1 , . . . , v n are linearly independent over R.
Hereafter, we will assume that τ 1 , . . . , τ n are integers, that is, v 1 , . . . , v n ∈ Z d+1 . We introduce a special representation of integral cyclic polytopes which is sometimes helpful. Write the vectors v 1 , . . . , v n as column vectors into a matrix, namely,
where ∆ i,j := i k=1 ∆ kj and ∆ ij = τ j − τ i for 1 ≤ i = j ≤ n. In particular, the convex hull of the column vectors of this matrix is unimodularly equivalent to
Note that Lemma 1.2 is valid for any ordering of the parameters τ 1 , . . . , τ n , i.e., any ordering of v 1 , . . . , v n . By this lemma, C * d (τ 1 , . . . , τ n ) can be regarded as the convex hull of the column vectors of (1.3). Thus, in the sequel, we will often use v i as the ith column vector of (1.3) in stead of (1.2).
We also often apply the following
The first statement of this lemma says that
We define a certain class of vectors which we will use in Section 2. Let S = {i 1 , . . . , i q } ⊂ [n] be a non-empty set, where i 1 < · · · < i q . Then we define
where b S = v i 1 when q = 1, i.e., #S = 1. If S is small, we will sometimes omit the brackets around the elements, thus we write, for example, b ij = b {i,j} . However, the vector does not depend on the order of the indices. The following proposition collects the basic properties on these vectors.
Proposition 1.4.
(1) For any non-empty set
and a, b ∈ S with a = b. Then we have a recursion formula
Finally, by applying this construction, we state
In this section, we prove that K[P] always satisfies Serre's Condition (R 1 ). Moreover, this fact enables us to claim that the Cohen-Macaulayness of K[P] is equivalent to its normality.
Recall that a Noetherian ring R is said to satisfy (S n ) if
for all p ∈ Spec(R), and satisfy (R n ) if R p is a regular local ring for all p ∈ Spec(R) with dim R p ≤ n. The conditions (S n ) and (R n ) are called Serre's conditions. The well-known criterion for normality of a Noetherian ring, Serre's Criterion (cf. [2, Theorem 2.2.22]), says that a Noetherian ring is normal if and only if it satisfies (R 1 ) and (S 2 ).
We use the following combinatorial criterion of (R 1 ), which can be found in [1, Exercises 4.15 and 4.16]. (1) Z(M ∩ F ) = ZM ∩ H, where H is the supporting hyperplane of F ; (2) there exists x ∈ M such that σ F (x) = 1, where σ F is a support form of F with integer coefficients.
Using this, we can prove Proposition 2.2. Let P be an integral cyclic polytope. Then K[P] always satisfies the condition (R 1 ).
Proof. First, note that the facets of P * are in bijection with the facets of the monoid . This implies that every element x ∈ Z d+1 ∩ H can be written as a Z-linear combination of them. Therefore, the first condition of Proposition 2.1 follows.
For the second condition, pick any vertex v k of P * that is not in F . Consider the set S := {k, i 1 , . . . , i d } ⊂ [n] with its natural ordering. If the position of k in S is even (i.e., if there is an odd number of j such that i j < k), then let F ⊂ S be the set of elements of odd position. Otherwise (i.e., if the position of k in S is odd), let F be the set of elements of even position. In any case, k / ∈ F . We write F = {j 1 , . . . , j r }. We want to do a similar construction to the one above, but this time we need to analyse it more closely. Consider the vector
By the reasoning above, we know that this is an integer point in F , but we claim that it has the additional property that the coefficient of each v js is strictly positive. Indeed, if s is an odd number, then the coefficient of v js is an alternating sum of non-increasing values, starting and ending with a positive value. Thus it is positive and we only need to consider the case that s is even. For this, we compute the coefficient of v js in x ′ :
By our choice of F , for every two indices in s 1 < s 2 in F , there is an index in s 3 ∈ S between them s 1 < s 3 < s 2 . Thus every ∆ jqj q ′ in above formula is at least 2. Hence the coefficient of v js cannot be zero. Now we define
where the sign is "+" if the position of k in S is odd and "−" if it is even. This ensures that σ F (x) = 1. It remains to show that x is contained in P * , that is that the coefficients of all v i , i ∈ S are nonnegative. Now for i ∈ S \ F , the coefficient of v i is positive by construction. For i ∈ F , the coefficient in x ′ is positive and thus at least
As a consequence of this proposition, we obtain Theorem 2.3. Let P be an integral cyclic polytope and K[P] its associated semigroup K-algebra. Then the following conditions are equivalent:
(
Proof. for the definition and basic properties of seminormality. We use the notation from that book. Now, assume that P is not normal. Then there exists a point m in R ≥0 A P ∩ Z ≥0 A P which is not contained in Z ≥0 A P . This point m lies in the interior of a unique face F of Z ≥0 A P . But using the same construction as above, we can show that Z(Z ≥0 A P ∩ F ) = Z d+1 ∩ H, where H is the linear subspace spanned by F . Thus m ∈ Z(Z ≥0 A P ∩ F ) is an exceptional point, and therefore (Z ≥0 A P ∩ F ) * is not normal. Hence, P is not seminormal.
When is K[P] Gorenstein ?
The goal of this section is to characterize completely when K[P] is Gorenstein, that is, this section is devoted to proving Thus, by Proposition 1.3, there is essentially only one case where
Before giving a proof, we prepare the following.
• Let
and P * = conv({v 1 , . . . , v d+1 }).
• Let H i be the closed half space in R d+1 defined by the inequalities
and a i , x stands for the usual inner product in R d+1 .
• By using the above, we have
A proof of (3.1) is given by elemtary computations. This establishes an explicit description of the supporting hyperplanes of an integral cyclic polytope with n = d + 1, i.e., a simplex case.
Proof of Theorem 3.1. First, we can check easily that K[P] is Gorenstein when P = C 2 (τ 1 , τ 2 , τ 3 ) with (∆ 12 , ∆ 23 ) = (1, 2) or (∆ 12 , ∆ 23 ) = (2, 1) .
Thus, what we must do is to show that K[P] is never Gorenstein in other cases. Mostly, we concentrate on the case where P is a simplex.
The first step. 
Then it is enough to that there exist at least two integer points (1, p 1 ), (1, p 2 ) ∈ Z 3 such that (∆ 13 , −1), p i < ∆ 12 ∆ 13 , (∆ 23 , −1), p i > 0 and (0, 1), p i < 0 for i = 1, 2.
• When ∆ 12 ≥ ∆ 23 ≥ 2, the integer points (1, 1, 1) and (1, 2, 2) are contained in P * \ ∂P * . In fact,
• When ∆ 12 ≥ 3 and ∆ 23 = 1, the integer points (1, 2, 1) and (1, 3, 1) are contained in the interior. In fact,
Thus, P is not Gorenstein when n = 3 except the case where (∆ 12 , ∆ 23 ) = (2, 1) or (1, 2). When n = 4 and (∆ 12 , ∆ 23 , ∆ 34 ) = (1, 1, 1), then we can also check that P is not Gorenstein. Moreover, when n = 4 and there is at least one 1 ≤ i ≤ 3 with ∆ i,i+1 ≥ 2, since either τ 3 − τ 1 ≥ 2 and τ 4 − τ 3 ≥ 2 or τ 3 − τ 1 ≥ 3 and τ 4 − τ 3 = 1 are satisfied, P ′ = C 2 (τ 1 , τ 3 , τ 4 ) has at least two integer points in P ′ \ ∂P ′ ⊂ P \ ∂P as discussed above, which implies that P is not Gorenstein. Similarly, when n ≥ 5, since τ 4 − τ 1 ≥ 3 and τ 5 − τ 4 ≥ 1, P is not Gorenstein.
The third step. Assume that d = 3 and let us consider the case where n = 4. When (∆ 12 , ∆ 23 , ∆ 34 ) = (1, 1, 1), we can check P is not Gorenstein. Thus, we assume that there is at least one 1 ≤ i ≤ 3 with ∆ i,i+1 ≥ 2. Recall that
• When ∆ 23 ≥ 2, the integer points (1, ∆ 12 + 1, ∆ 13 + 1, q), where q = 1 and 2, are contained in P * \ ∂P * . In fact,
• When ∆ 23 = 1 and ∆ 12 ≥ 2 and ∆ 34 ≥ 2, the integer points (1, 2, 2, q), where q = 1 and 2, are contained in the interior. In fact,
• When ∆ 12 ≥ 2 and ∆ 23 = ∆ 34 = 1, the integer points (1, ∆ 12 , ∆ 12 , 1) and (1, ∆ 12 + 1, ∆ 12 + 2, 3) are contained in the interior. In fact,
Thus, P is not Gorenstein when n = 4. Remark that we need not consider the case where ∆ 34 ≥ 2 and ∆ 12 = ∆ 23 = 1 because of Proposition 1.3 again. On the other hand, when n ≥ 5, let P ′ = C 3 (τ 1 , τ 3 , τ 4 , τ 5 ). Since τ 3 − τ 1 ≥ 2, there exist at least two integer points in P ′ \ ∂P ′ ⊂ P \ ∂P, which means that P is not Gorestein.
The fourth step. Assume that d ≥ 4 and d is even. Let us consider
for q = 1 and 2. We show that α 1 and α 2 are contained in P * \ ∂P * . Now, we have
when i is even and
when i is odd. The fifth step. Assume that d ≥ 5 and d is odd. Let us consider
for q = 1 and 2. Similar to the fourth step, it is easy to see that
In other word, both β 1 and β 2 are contained in the interior, as desired.
The semigroup ring associated only with vertices of a cyclic polytope
Throughout this section, Q denotes the affine semigroup Q d (τ 1 , . . . , τ n ). In this section, we study the normality of the semigroup K-algebra K[Q] associated only with the vertices of an integral cyclic polytope.
Let S = K[x 1 , . . . , x n ] be the polynomial ring over a field K. Let I Q be the kernel of the surjective ring homomorphism S → K[Q] sending each x i to t v i . The ideal I Q is just the toric ideal associated with the matrix (1.2) . In particular, it is homogeneous with respect to the usual Z-grading on S. Recall that the matrix (1.2) can be transformed into the form (1.3) .
By Proposition 1.1 (1), K[Q] is regular when n = d+1 and in particular is normal. When d = 1, the matrix (1.2) transformed as is stated above is of the following form:
Since I Q is preserved even if we divide a common divisor of ∆ 1,2 , . . . , ∆ 1,n out of the second row, we may assume the greatest common divisor of ∆ 1,2 , · · · , ∆ 1,n is equal to 1. The ideal I Q is a defining ideal of a projective monomial curve in P n−1 , and it is well known (cf. [3] ) that the corresponding curve is normal if and only if it is a rational normal curve of degree n − 1, that is, ∆ 1,i = i − 1 for all i − 1 with 2 ≤ i ≤ n (after the above transformation and re-setting each ∆ 1,i ). Consequently, in the case d = 1, the ring K[Q] is normal if and only if τ 2 − τ 1 = τ 3 − τ 2 = · · · = τ n − τ n−1 .
We will show that K[Q] is never normal if d ≥ 2 and n = d + 2. Our strategy is to make use of the following criterion.
Lemma 4.1 (Ohsugi-Hibi (cf. [10, Lemma 6.1])). Let R be a toric ring such that the corresponding toric ideal I is homogeneous. Suppose I has a minimal system of binomial generators that contains a binomial consisting of non-squarefree monomials. Then R is not normal.
. . , τ n ) (see Section 1 for the definition of Γ d (τ 1 , . . . , τ n )). Note that there is a one-to-one correspondence between the faces of Γ and the proper faces of
In the sequel, we tacitly use this correspondence.
If n = d+2, then I Q is principal, and we can determine the supports of both monomials appearing in the binomial generator of I Q . Following the usual convention, we set supp(u) := {i ∈ [n] : x i | u}. Without loss of generality, we may assume that 1 ∈ supp(u). Set
Then (supp(u), supp(v)) ∈ Λ. On the other hand, the pair (U, V ), where U := {i ∈ [n] : i is odd} and V := {i ∈ [n] : i is even}, also belongs to Λ; indeed, U and V does not satisfy the condition in (3) 
By Lemma 1.2,
For a proof by contradiction, suppose either u or v is squarefree. This is equivalent to say that i∈U a i = #U or j∈V b j = #V . By the equation (4.2), it follows that
The case d is even. Then d = 2l for some positive integer l, n = 2l + 2, #U = #V = l + 1, which implies both of u and v are squarefree. By the equation
The case d is odd. Then d = 2l − 1 for some integer l with l > 1, n = 2l + 1 and #U = #V +1 = l+1, which implies that v cannot be squarefree since i∈U a i ≥ #U. Thus u is squarefree, that is, a i = 1 for all i ∈ U. Moreover one of the b j is 2 and the others are 1. On the other hand, it follows from (4. Since n ≥ 5 by the hypothesis that n is odd and d ≥ 2, we may divide the last summation in the above equality as follows. Set
and
n i=j+1 c i = 0. An easy observation shows that each coefficient n i=j+1 c i of ∆ j,j+1 in s 1 is 0 if j is even and otherwise negative. Hence the inequality s 1 < 0 follows since n − 3 ≥ 2. We will show that s 2 ≤ 0. If this is the case, then s 1 + s 2 < 0 holds on the contrary to the fact s 1 + s 2 = 0, which completes the proof.
Suppose s 2 > 0. Then
which is absurd. Proof. Suppose Q is normal. Since the subset {1, . . . , d} of [n] satisfies the condition in (3) of Proposition 1.1, the cone generated by v 1 , . . . , v d forms a facet of R ≥0 Q. Let F denote this facet. Then Q together with F satisfies the condition in Proposition 2.1, and in particular, there exists an element x ∈ Q such that σ F (x) = 1, where σ F is a support form of F with integer coefficients.
We will describe σ F explicitly. Let H be the supporting hyperplane of F . Note that we can freely identify Q with the affine semigroup associated with the matrix in Lemma 1.2. After this identification, the vector a d = (0, . . . , 0, 1) ∈ Z d+1 defines H as is stated below of Theorem 3.1. Thus H = {x ∈ R d+1 : a d , x = 0}, and a d , x ∈ Z >0 for all x ∈ Q \ F . We set ZQ H := ZQ/ZQ ∩ H. Note that ZQ H ∼ = Z. Let v 0 ∈ ZQ be an element whose image in ZQ H is a free basis of ZQ H . Then the support form σ F of Q and F is defined as
for all x ∈ R d+1 , and σ F (x) = 0 for x ∈ Q ∩ F and σ F (x) ∈ Z >0 for x ∈ Q \ F (see [1, Remark 1.72 and p.55] for the construction and the property of a support form). Recall that there exists an element x ∈ Q such that σ F (x) = 1. Since F is generated by v 1 , . . . , v d , the element x can be written as x = y + 
