Abstract. We describe an algorithm for the interpolation of burst errors in discrete-time signals that can be modelled as being band-limited. The algorithm correctly restores a mutilated signal that is indeed band-limited. The behavior of the algorithm when applied to signals containing noise or out-of-band components can be analysed satisfactorily with the aid of asymptotic properties of the discrete prolate spheroidal sequences and wave functions. The effect of windowing can also be described conveniently in terms of these sequences and functions.
1. Introduction. In this paper we consider discrete-time, real or complex-valued signals sT=(s(k))kZ. Letting We observe that we can write down the formula ( [6] .
Let us summarize the contents of this paper. The largest eigenvalue of Mo is usually much closer to than the others. This is apparent from [6] , (observe that a 2 W) from which one can see that 1-Ao is more than 10 (50) times smaller than 1-A for values of ma as small as 2 (3) . Hence, there is a strong tendency for z-Y (= (I-Mo)-(z-Ms) according to (1.3) and (1.5)) to be a multiple of the eigenvector of Mo corresponding to the largest eigenvalue. We show in 3 that the components of this eigenvector are all of one sign (also see [7, III] and [5] ). Hence, the interpolation error tends to be of one sign; depending on the particular application this property must be considered as a rather unfavourable feature of the algorithm.
In 4 In addition, we have the following asymptotic results, for m-oo and fixed k" (2.6)
Here Jo is the Bessel function of 0th order, 0,, 1/27r arccos (cos 7ra m -3/2) 3. Positivity of the zeroth eigenvector of Mo. We shall show in this section that Vo has positive elements only. We present in addition some observations that concern the conjecture that (I-M0) -t has positive elements only; one of the authors learned this conjecture from F. A. Grfinbaum in 1981.
Vo has positive elements. In 2 it was noted that vk is the eigenvector of D corresponding to the kth eigenvalue. Consider the three-term recurrence relation
for k 0, 1,..., m-2, with the initialization p_l(x)= 0, po(x)= 1. This generates the polynomials po(x), pt(x),""', p,,_(x) with p(x) of degree k and limx_pk(x)>0. In addition, set (3.2) pro(X) (X-Am_l)Pm_l(X) Bm_lPm_2(X). It is easy to show from (3.1) and (3.2) that the eigenvalues /-k of D are the zeros of the polynomial p,,(x), and that the corresponding eigenvectors vg of D equal Vk--0"k[Po(lZk), p(tXk),''', p,,-l(/Zk)] r for some 0"k R, 0"k # 0. In particular, the zeros of p,,(x) are real and distinct, and this also holds for the pl(X) with < m. Moreover, the zeros of pl(x) strictly separate those of pl+(x). This is easily proved from (3.1) and (3.2) . Hence, all zeros of all pl(x) with 1-< l<= m-1 lie between /x,,_ and /Xo, the extremal zeros of p,(x). Since Vk(0),""" Vk(m--1) has exactly k changes of sign and at most k zeros.) We were kindly informed by one of the referees that a proof of these results can also be derived from [1, 7. 
Signals containing out-of-band components.
The following theorem can be used to determine the effect of out-of-band components on the interpolation result.
As in the previous subsection, the interpolation errors must be expected to be pulseshaped.
7-= (exp (27rikO))k be partitioned ( r>m--I ) (see [6] ), and this is clearly largest for small k. Hence, we must find information about the asymptotic behavior of vk(r) for k small and r < 0 or r > m- 1 (4.4) bk(0) We start with the following observation. According to Szeg6's limit theorem, the eigenvalue distribution of the matrix Qo in (7)l is a decreasing function of 7 > 0. Hence, there is definitely a tendency for the columns of (1-Mo(y))-[M(y)lM2(7)] to decrease in magnitude when y increases and also to tend to zero faster when the column index tends to .Thep rice to be paid is that when 7 is too large the function p is too large around 0 0 which results in unsatisfactory restoration of signals with significant low-frequency components. More specific numbers and figures are presented at the end of this section for the case of a Gaussian window
We shall now use some peurbation theory to find approximations for Ak(m, a; y), the kth eigenvalue of Mo(y). To that end we assume that W has a power series expansion around 0, (.6) W(x)=.=o2 (2 In (5.10) the derivatives of the Uk's at a/2 can be expressed in terms of/xk and Uk(a/2) by evaluating and differentiating (2.5) repeatedly at 0 a/2 (where cos 27r0-cos 7ra 0). We thus find the first order approximation (k small compared to m) for 
