Quality-of-Service(QoS) is a set of service requirements to be met by the network while transporting a data flow in real-time communication systems. Many real-time sources generate traffic with variable rates. In this paper, we studied a class of soft real-time applications whose bandwidth requirements are random variables. We defined two models for soft real-time communications: the dropping model and the keeping model. We measure the QoS of the whole system, not individual applications. We defined three measures for the system's performance: system feasibility, packet transferability, and weighted packet transferability. Different scheduling algorithms are studied. Some related issues were also studied, such as queue size and gain functions. Finally we implemented a simulator and some typical simulation results and conclusions are presented.
INTRODUCTION
There is a growing need to provide support for multimedia processing within end systems. This will enable the development of many new applications, such as virtual conferencing, interactive video, and other real-time multimedia applications. An important aspect of these applications is that they require quality-of-service guarantees for the transfer of data. In real-time communication systems, Quality-of-Service (QoS) is usually defined as a set of service requirements to be met by the network while transporting a data flow . The ISO standard defines QoS as a concept for specifying how "good" the offered networking services are. Usually QoS is defined by a set of parameters [4, 6] .
Most of the developments in the area of quality-of-service support have occurred in the context of individual research areas. There has been considerable progress in the separate areas of distributed object computing, operating systems, transport systems and multimedia networking. In networks, research has focused on providing suitable traffic models and service disciplines as well as appropriate admission control and resource reservation protocols [1] [2] [3] [4] .
Effective communication between the various devices of a realtime system is vital to its correct function. In soft real-time systems, such as multimedia or video conferencing, where voice and THIS WORK WAS PARTIALLY SUPPORTED BY AT&T 43577 AND NSF MIP 97-04276.
image data are being transmitted, the need to deliver messages in a timely fashion is obvious; excessive delays in message delivery can significantly degrade the quality of service provided [2, 3, 5] . In this paper, we present ways to measure the quality-of-service of soft real-time communication systems. The bandwidth requirement for each application is a random variable, not a constant.
An appropriate performance measure is crucial to the correct characterization of performance. We measure the QoS as the performance for the whole system, not for individual applications, so it is sometimes referred to as system performance. In this paper, we present several ways to measure the QoS of the system: system feasibility, packet transferability and weighted packet transferability. System feasibility is the probability of the whole application set being fully served. Packet transferability is defined as the ratio of packets sent over packets submitted into the network. Weighted packet transferability is the packet transferability combined with some gain functions. The packets we discuss in this paper have the same length.
We defined two working models in this paper: the dropping model and the keeping model. In the dropping model, at any period during data transmission, if the overall expected bandwidth requirement is greater than the network bandwidth, the network will drop some packets, while in the keeping model, the packets are kept in a waiting queue if they cannot be sent out in time. When there is bandwidth available, the network will fetch packets from the waiting queue and send them out.
We also studied the problem of the queue size. In the keeping model, the unsent packets are kept in a waiting queue. We used a Markov Chain to model this problem. We found that if the overall expected bandwidth requirement for all applications is less than or equal to the network bandwidth, then the maximal length of the waiting packets has an upper bound in practice. But if the expected bandwidth requirement is greater than the network bandwidth, the length of the waiting packets will go to infinity. Finally, a simulator was implemented and some experimental results and conclusions are presented. This paper is organized as follows: In Section 2 we define the three measures of system performance: system feasibility, packet transferability and weighted packet transferability. In Section 3 we discuss the issues related to the dropping model, and discuss the way of computing the system feasibility and packet transferability. In Section 4 we discuss the issues related to the keeping model, including scheduling policies, waiting queue size and weight functions. Experiments and results are presented in Section 5.
MEASURES OF QOS
In this section, we present some new measures of system performance based on our target applications-soft real-time applications whose bandwidth requirements are random variables. We defined system feasibility, packet transferability and weighted packet transferability as the measures of system performance. We measure the performance of the whole communication system, not the performance of each individual application.
System feasibility
System feasibility´Ë µ is defined as the probability that all applications are being fully served. The system is feasible only if all the applications in the system can be completely served within the allowed time limit. In other words, the system is feasible only if all the packets from all applications can be sent out in time. If one application cannot be fully served in time, even if only one packet is unsent, then the whole system is considered to be infeasible.
System feasibility can be used as a performance measure of a hard real-time system. However in a system which will not cause a catastrophe if some deadlines are missed (a soft real-time system), this measure is too pessimistic. In this strict measure if some tasks have already been served, they are not counted toward the performance of the system, only because other tasks cannot meet their deadlines. We focused on soft real-time systems such as virtualconferencing. In such applications, if some packets do not arrive in time or some packets are dropped, the performance (qualityof-service) will be less satisfactory, but nothing catastrophic will happen. We will define packet transferability and weighted packet transferability as the measures of the performance of these systems.
Packet transferability
Packet transferability´È Ø µ is defined as the ratio of the number of packets sent to the number of packets submitted into the network, È Ø Packets sent Packets submitted . We used packet transferability in the dropping model and in the keeping model. Packet transferability is a good measure of system performance under our working model. It contains information about packet loss probability, bandwidth usage and average network throughput. When we use packet transferability to measure the quality-of-service of a communication system, we do not care whether the packet arrived in time or not, so we designed some weight functions. If a packet arrives late, a penalty is given to the packet.
Weighted packet transferability
Weighted packet transferability´Ï Ô Ø µ is similar to packet transferability, except all packets sent are associated with a weight function, Ï Ô Ø Packets sent * w(i) Packets submitted . Function Û´ µ is a weight function, where is the number of periods that the packet has been delayed. So Û´ µ is a decreasing function of , and when is zero, Û´ µ is one. The weight function is sometimes also called the gain function in this paper. In soft real-time applications, if an application does not get served in time, the quality of the service will be degraded. If a large delay exists in the packet transmission, the video the clients see will be very poor in quality. So we will give a penalty to the packets which do not arrive in time when we measure the performance of the system. In the calculation of weighted packet transferability, the real time property of applications is also considered.
DROPPING MODEL
In the dropping model, if the overall bandwidth requirement from all applications is less than or equal to the network bandwidth, all packets can be sent out. But if the bandwidth requirement from all applications is larger than the network bandwidth, the network can only send out packets up to the network bandwidth. The remaining packets will be dropped. We use the packet transferability to measure the system performance of the dropping model.
System feasibility
System feasibility is the probability of all applications being fully served. Suppose the network bandwidth is and there are Ñ independent applications. For each application, the bandwidth requirement is a random variable Ü . Since all Ñ applications are independent, the bandwidth requirement from all applications at any time is also a random variable and we have
So the system feasibility, the probability that the overall bandwidth requirement is less than or equal to the network bandwidth, is È Ö µ. Suppose ´Üµ is the probability density function (pdf) of the bandwidth requirement of the -th application. Since all the applications are independent, the pdf of the overall bandwidth requirement of all the applications is È Ñ ½ ´Üµ, which we represent as ´Üµ. According to the definition, the system feasibility can be calculated by Ê ¼ ´Üµ Ü.
Lower bound of system feasibility
We can calculate the expected bandwidth requirement and the variance of each application , which are represented as and AE respectively. Since all the applications are independent, the expected bandwidth requirement of the whole application set is È Ñ ½ . And the variance of the whole application set is ¡ È Ñ ½ AE . We also know that both and ¡ are random variables. We can calculate the lower bound of the system feasibility È Ö µ = È Ö µ using the Chebyshev bound.
According to the Chebyshev bound theorem, We have the following:
is the expected value of the random variable X , AEÜ is the variance of the random variable X and t is any real number greater than or equal to zero. The Ü is the in our problem, and the AEÜ is the ¡ in our problem, giving us È Ö Ø ¡µ ½ Ø ¾ . We can use the Chebyshev bound theorem to calculate the probability that the total number of packets submitted to the network is larger than the network bandwidth, i.e., È Ö µ, which we will represent with the abbreviation È Ö . The probability of all the packets being sent during the transmission is ½ È Ö .
Ø¡
, so Ø ´ µ ¡, and È Ö µ ¡ 3 µ ¾ . So the probability of all of the packets not being sent out during the transmission is less than ¡ 3 µ ¾ . From this we see the probability of all packets being sent out is at least ½ ¡ 3 µ ¾ , which is the lower bound of the system feasibility in the dropping model.
Packet transferability
Packet transferability´È Ø µ is the ratio of the number of packets sent to the number of packets submitted. In the dropping model, at any time during the transmission, if the bandwidth requirement is less than or equal to the network bandwidth, all packets can be sent out. But if the bandwidth requirement is greater than the network bandwidth, then the network only can send out packets up to the network bandwidth and all remaining packets will be dropped. We can calculate the packet transferability according to this definition.
Suppose ´Üµ is the pdf of the bandwidth requirement of the -th application and is the network bandwidth. The overall bandwidth requirement for all Ñ applications ´Üµ is È Ñ ½ ´Üµ, since all applications are independent. We can then calculate the packet transferability in the dropping model by the following formula:
KEEPING MODEL
In this model, at any period during transmission, if the bandwidth requirement is larger than the network bandwidth, the network sends out packets up to the network bandwidth, and the remaining packets are kept in a queue. If the bandwidth requirement is less than the network bandwidth, all newly arrived packets can be sent out and after that if the queue is not empty, the network will send out packets from the queue. Because the bandwidth requirement for each application is a random variable, not a constant, and since all applications are independent, the overall bandwidth requirement for applications is also a random variable. Sometimes the requirement is high and sometimes the requirement is low. Since we keep the packets in a queue when the bandwidth requirement is higher than network bandwidth, and then send the packets out if the bandwidth requirement is lower than network bandwidth, we get higher packet transferability than that of the dropping model. We studied the keeping model with penalty and no penalty. We used the weighted packet transferability to measure the system performance of the keeping model.
An important topic in the keeping model is the size of the waiting queue. Hardware is limited, so we cannot have an infinitely large queue. But under some conditions, the requirement for the queue will be infinite, therefore we need to find a reasonable size for the queue.
We use the Markov Chain to model this problem. Suppose the network bandwidth is , and there are Ñ independent applications. For each application, the bandwidth requirement is a random variable Ê . According to this, we can get the probability of all bandwidth requirements at any period. Here we use Ê to represent the bandwidth requirement when the queue size is . We define three variables: Ô × , Ö , and Õ × :
1. Ô ×´¼ Ô × ½µ: the probability that the bandwidth requirement is × bytes larger than the network bandwidth when the queue size is , i.e., È ÖÊ · ×µ Ô × , which means that the probability that the queue will increase × bytes is Ô × . Since the distribution of the bandwidth requirement of each individual application is given, and the distribution is independent, the Ô × is unrelated to the queue size , which means all Ô × ½ ¾ are the same. We can represent this by È ÖÊ · ×µ Ô×´¼ Ô× ½ × ¼ ½ ¾ µ. So the probability that the queue is full is Ò , which is the minimal non-negative solution to this recurrence relation.
For simplicity, we can solve the problem by doing some approximation. As shown in the Figure 1 , we increase and decrease the queue size by the magnitude of bytes ( , is some integer, and is divisible by ). With this approximation, Ô ´¼ Ô ½µ represents the probability that the bandwidth requirement is at least´ ½µ · ½ bytes more than the network bandwidth and at most bytes more than the network bandwidth, Ô È Ö ´ · ½µ µ Ê ´ · µ . The Õ ´¼ Õ ½µ is the probability that the bandwidth requirement is at most bytes less than the network bandwidth and at least´ ½µ · ½ bytes less than the network bandwidth, i.e, Õ È Ö ´ µ Ê ´ ´ ½µ ½µ . And the Ö´¼ Ö ½µ is the probability that the bandwidth requirement is the same as that of the network bandwidth. We solve a representative case of the problem, as shown in the Figure 2 . The probability Ö´¼ Ö ½µ represents the probability that the queue size does not change. The probability Ô´¼ Ô ½µ represents the probability that the queue size increases no more than bytes. And the probability Õ´¼ Õ ½µ represents the probability that the queue size decreases no more than bytes. And the probability that the queue size changes (either increases or decreases) more than bytes is 0. In other words, in the 
Ố Õ µ
So the theorem is proved. This theorem shows if Ô is greater than Õ the queue will finally go to infinity. But if Ô is less than or equal to Õ, the probability of the queue overflowing is Ò ´Ô Õ µ Ò , which is an extremely small value and is an exponentially decreasing value.
If the expected bandwidth requirement is less than the network bandwidth, then there is an upper-limit on the length of the queue. But if the expected bandwidth requirement is larger than the network bandwidth, then the queue will go to infinity if there is no limitation on the size of the queue. But since the expected bandwidth requirement is larger than the network bandwidth, the chance for those packets at the end of queue (with the longest waiting time) to be served is very low, even impossible, so there is no use for a very large waiting queue.
EXPERIMENTS AND RESULTS
We implemented a simulator and did many experiments on it. Here we present some typical results. As shown in Table 1 , each application set includes a number of applications (more than 20 in our experiments). All applications are independent. The bandwidth requirement of each application is a random variable Ü . We will not present details of the application set here. Table 1 shows the network bandwidth, the overall expected bandwidth requirement and the overall variance ¡ for the whole application set. The table also shows the packet transferability for both the dropping model (È Ø ) and the keeping model(È Ø ). We defined two different kinds of gain functions according to how critical the application is to the delay. One is a linearly decreasing gain function.
The other is an exponentially decreasing gain function. Ï Ô Ø Ð and Ï Ô Ø show the weighted packet transferability with a linearly decreasing gain function and an exponentially decreasing gain function. As we can see from Table 1 , the dropping model achieves a lower packet transferability since all packets not delivered in time are dropped. We also find that the weighted packet transferability with the exponentially decreasing gain function Û´ µ ½ ¾ has similar results as that of the dropping model, since the exponentially decreasing gain function decreases very fast. So it can be used in a soft real-time system with critical deadlines. The application sets 21 and 23 include exactly the same applications. The only difference is that application set 23 was transmitted to a network with a higher bandwidth. We can see from Figure 3 that application set 23 has a much smaller Å Ü Ñ ÐÉÙ Ù Ð Ò Ø Ò Û Ø ratio than application set 21. In other words, if the overall expected bandwidth requirement is much smaller than the network bandwidth, the waiting queue will be small. The Figure 4(a) shows the length of the waiting packets distribution of application set 22, in which the overall bandwidth requirement is much larger than the network bandwidth. The queue grows very fast and will finally grow to infinity. The Figure 4 (b) shows the length of waiting packets distribution of application set 20, in which the overall bandwidth requirement is the same as the network bandwidth. In this case, the queue is large, but the queue will not be infinity and as we can see from the Figure 4(b) , the probability that the queue is very large is quite small. So in this case, we do not need to have a huge queue. A queue of reasonable size will not hurt the system performance much. Figure 5 shows the length of the waiting packets distribution of application set 19. Compared to application set 21, both of them have the same network bandwidth and the overall expected bandwidth requirement is quite similar. But the variance of application set 19 is much larger than that of application set 21. As we can see from Figure 3 (a) and Figure 5 , the latter has a much larger queue size. But we also can see that the distribution of Figure 5 is quite concentrated on the smaller queue size. So in this case, we also do not need to have a huge queue. A queue of reasonable size will not hurt the system performance much.
All the experiments shown so far suppose that there is no limit to the queue size, so all unsent packets are kept in the queue and the queue will never overflow. With this assumption, we do research on the reasonable size of the waiting queue. In the remainder of this section we will show the relation between the queue size and the (weighted) packet transferability. So if the queue is overflowed, the oldest packets in the queue will be dropped. Table  2 shows the (weighted)packet transferability of application set 21 with the different queue size. The corresponding figure is shown in Figure 6 . Figure 6 shows the (weighted) packet transferability comparison with different gain functions. We separated the figure into Figure 6(a) shows the packet transferability when the queue size is less than the network bandwidth. In this case, the packet transferability is almost a linear function of the queue size. The Figure 6 (b) shows the packet transferability when the queue size is larger than the network bandwidth. As we can see from from Figure 3 (a), Figure 6 and Table 2 , if the overall expected bandwidth requirement is less than the network bandwidth, the length of the waiting packets has an upper limit, and increasing the length of the queue will not increase the system performance much.
