A new on-line method is presented for estimation of the angular random walk and rate random walk coefficients of IMU (Inertial Measurement Unit) gyros and accelerometers. The on-line method proposes a state space model and proposes parameter estimators for quantities previously measured from off-line data techniques such as the Allan variance graph. Allan variance graphs have large off-line computational effort and data storage requirements. The technique proposed here requires no data storage and computational effort of O(100) calculations per data sample.
INTRODUCTION
Inertial navigation is the process by which measurements made using gyroscopes and accelerometers axe used t o determine position [l, 21 . Inertial navigation is an essential technology for modern aircraft and an important tool for navigation in general. Accelerometer and gyro IMUs (Inertial Measurement units) suffer from particular types of noise interferences which induce IMU navigation errors which grow with time. Because of the importance of systems with these characteristics, a vast amount of analysis of this type of noise has been performed, including: frequency fluctuations in atomic clocks [3] , noise from ring laser gyros [$] and gyro sensors in general [5, 61. Characterizing noise produced by IMU sensors by a single RMS number was overly conservative in the short term and did not adequately model the longer term error growth. The Allan variance method was developed to better characterize the noise model and is now the standard method of analysis [6] . The Allan variance, d(N), of a sensor output is the variance of the means of successive subsets of the data of size N .
When the Allan variance, d(N), is plotted against the sample size, N , particular noise features in the gyro output appear as structures in the Allan variance curve, see [4, 6, 71 and Figure 5 in this paper.
There are several disadvantages of the Allan variance technique. Obviously, by its very nature, it is an off-line process and requires a large amount of data to be stored. Additionally, the technique requires that lines of best fit be manually placed on the graph and intercepts to be read off to obtain estimates of the noise contributions. Unfortunately, the Allan variance technique does not characterize the noise well when contributions from various sources overlap on the Allan variance graph. This paper works in the stochastic model framework proposed in [5] . From this stochastic model, we develop a state space model that models only the noise contributions from the angular random walk (ARW) and rate random walk (RFtW).
The key contribution of this paper is the proposal of on-line parameter estimation algorithms for the ARW and RRW constants. Global and local convergence results as established in several stages using the law of large numbers and an ordinary differential equation approach. Unlike the Allan variance technique, the proposed parameter estimators do not require large amounts of data to be stored and only require approximately 100 calculations per time step. For larger data sets, greater than 10000, the proposed on-line technique is computationally superior t o the Allan variance technique (a typical data set might contain 24hrs of 1Hz measurements, ie. -lo7 data points)
Simulation studies are presented both for computer generated data and for data from a Honeywell IMU. Results from the on-line estimation algorithm are compared to estimates from the Allan variance technique.
STOCHASTIC MODEL
Gyro sensor error dynamics can be modelled by the discrete-time stochastic model presented in The terms "angular random walk" and "rate random walk" are slightly misleading because angle rate A0 is often measured directly and these terms would normally be seen from a linear system's viewpoint as measurement noise and process noise (which produces a classical random walk in the output).
In this paper, we propose a simplified stochastic model in which the only non-zero contributions are the angular random walk and rate random walk terms. This simplification seems appropriate for some of the sensors that have been examined via the alternative Allan variance graph technique. Consider The simplified stochastic model shown in Figure  2 can be represented as a state space model. The unknown angular random walk and rate random walk coefficients are parameters of this representation. Estimation of these quantities can then be examined from a linear system's viewpoint, see also [8, 9] . In the following section we define our mathematical framework for the parameter estimation problem.
State Space Model
Consider a probability measure space (Q, F, P). Here Q is an arbitrary space or set of points w , T is a u-algebra in R (a class of subsets containing R and closed under the formation of complements and countable unions) and P is a probability measure on F, 
is the rate random walk coefficient and {we}, f? E 2+, is a sequence of independent and identically distributed N(0,l) scalar random variables. The notation N ( 0 , l ) is short hand for a Gaussian zero mean random variable with variance 1.
The state process xe, f? E 2+, is observed indirectly via the scalar observation process {ye}, C E 2+, given by
(2.2)
Here k E 2+, 0 is the angular random walk coefficient and {we}, l E 2+, is a sequence of independent and identically distributed N ( 0 , l ) scalar random variables. We assume that 20, {we} and { u t } are mutually independent. The sequence { y k } is the sequence of angle rates measured by the IMU (or Ad in Figure 2 
Lemma 1 in the sense that in the limit as T + 00 a convergence in probability result rather than an almost sure convergence result is established.
CONDITIONAL MEAN ESTIMATES
In this section we consider parameter estimation based on conditional mean estimates in lieu of the true states. We consider first the situation in which conditional mean estimates based on the true model X arie available. 
Lemma 3

Proof:
The proof follows in a manner similar Lemma I.. [7 The details can be found in [ll] . 
IMPLEMENTATION
In this section we discuss some implementation issues relating to the above algorithm. 
On-line or batch processing
It is possible to use the algorithm presented in this paper in both an on-line and batch manner. The recursion (4.2)-(4.3) can be iterated as each new data point arrives to produce a new estimate. Alternatively, if only a finite data set is available then the algorithm can be iterated through the data set multiple times with the parameter estimates improving on each successive pass through the data.
In a multi-pass, situation convergence results follow by considering the data set as the concatenation of copies of the finite data set (sometimes know as the periodic extension of a finite signal) and then locel convergence occurs. It has been shown that resolution errors result from working on a finite date set[l3]. These resolution errors will be apparent on this concatenated data set and estimation bias will result.
Initialization
The algorithm requires an initial guess for the ARW and RRW coefficients. In our experience the algorithm will converge to the true ARW and RRW coefficients from a reasonable initialization. In particular, for the studies presented below, convergence to the true values occurs whenever Bo is significantly smaller that DO. For typical applications (INS measurements) this requirement is not restrictive.
The filters from [12] should be allowed some data to initialize and we suggest that these filters be iterated for at least 500 data points before parameter estimation is started.
Improved Convergence Rates
The rate of convergence of the adaptive algorithm 
SIMULATION STUDIES
In this section we examine the proposed technique for estimating the angular random walk and rate random walk coefficients. First, we test the technique on computer generated data and then on data taken from a real device, namely a Honeywell HG1700-AEll IMU.
Computer Generated data
These computer simulations were performed using the MATLAB package and matlab's randn normal distributed noise sources. A 40000 point sequence was generated for the linear system (2.1),(2. 
The Honeywell IMU (HG1700-AEll)
Navigational data arrives from the Honeywell IMU at 600Hz and 100Hz. This data was averaged to 1Hz.
The recorded data were analysed by the standard Allan variance graph techniques. Figure 5 shows the Allan variance graph obtained from analysis of a 80000 data point set. It appears from the Allan variance plot that the dominate noise sources are angular random walk and rate random walk which justifies our noise model assumption for this device.
From the Figure 5 the angular random walk and rate random walk coefficients can be estimated, using the technique in [4] . To do this, lines of best fit are drawn on the parts of log-log plot with slope -1/2 and +1/2. Then the coefficients can be calculated as Table 1 . 
CONCLUSIONS
This paper presented a new technique for estimating the noise model of IMU gyros. The existing techniques for analysis of IMU gyros require large amounts of data to be stored and to be processed off-line to produce an Allan variance graph. The technique proposed here can analyse data on-line as it arrives from the gyro and can produce immediately estimates of the noise model in the sense that it does not require the user to manually analyse an Allan variance graph. 
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