This article concerns annular ring solutions of the Gray-Scott model. In the monostable regime, annular rings are far-fromequilibrium patterns supported on annuli inside of which the activator is concentrated. The diffusive flux of inhibitor over long length scales toward such an annulus feeds the production of activator there, and the interaction is semi-strong. Numerical and experimental observations show that annular rings often split into spots, and the main result presented in this article is a method to predict the number of spots that an annular ring, unstable to angular disturbances, will split into. This method is an extension to 2D circular geometries of the nonlocal eigenvalue problem (NLEP) method developed for pulse solutions of the 1D Gray-Scott problem, in which the full eigenvalue problem-a pair of second-order, nonautonomous coupled equations-is recast as a single, second-order equation with a nonlocal term. We also continue the results for the monostable regime into the bistable regime of the Gray-Scott model, where target patterns exist and their rings are observed to destabilize into rings of spots, as may be shown using a classical Turing/Ginzburg-Landau analysis. Thus, for these 2D circular geometries, the NLEP method is to the instability of annular rings in the monostable regime what the Turing analysis is to the instability of target patterns in the bistable regime near criticality.
Introduction
The Gray-Scott model [17, 18] is a prototypical cubic autocatalysis system that exhibits a striking array of patterns, many of which have been discovered approximately 10 years ago [23] [24] [25] 38, 40] . The governing equations are Recent analytical studies have focused on spots in two dimensions and pulses in one dimension [6] [7] [8] [9] [10] [11] [12] 27, 28, 30, 31, 35, 36, 41, [44] [45] [46] . Spots and pulses can undergo a process called self-replication. For spots, self-replication is visually similar to cell division in that an initially radially symmetric spot elongates into a peanut shape and then splits into two spots, with the pinch off occurring along a line perpendicular to the direction of elongation. For pulses, self-replication involves a parent pulse splitting into two daughter pulses when either the central peak of the pulse collapses (stationary splitting) or a new peak forms at or near the inflection point along the trailing edge (dynamic splitting). Moreover, the further evolution of the two daughter spots or pulses may be to any number of other patterns, including further self-replication into 4, 8, . . . spots or pulses, stationary arrays of spots or pulses, and in 2D also lamellar patterns, annular rings, phase turbulence, and others, see [20, 25, 37] .
Recent experiments and numerical simulations have also revealed an interesting interplay between spots and annular rings. On the one hand, an annular ring is created when the central peak of a spot collapses. On the other hand, annular rings are observed to break up into rings of spots, in certain overlapping parameter regimes.
In this article, which presents results from [28] , we study annular rings and spots of Eq. (1.1) on a disk of radius r max in the monostable regime, A < 4B 2 , where (U = 1, V = 0) is the only homogeneous steady state. These patterns are localized patterns for which the activator concentration is significant only inside some domain-an annulus for the rings and a disk for the spots. Moreover, the inhibitor concentration is, to a first approximation, constant over these same domains, while it increases back to U = 1 over long length scales. Therefore, the interaction between the activator and the inhibitor is semi-strong, just as it is in [12] , for example.
We use matched asymptotics to construct these patterns. The inner (or fast) region is the localized annulus of central radius R, determined uniquely by r max and the other physical parameters, and of narrow-width, O( √ D/B), such that on each ray of constant angle emanating from the origin the cross-section of the localized ring is to leading order a pulse, or homoclinic orbit, centered on r = R. The outer (or slow) regions are the disk interior to the annulus (0 ≤ r < R) and the exterior domain (R < r ≤ r max ), over which U varies slowly. Matching [15] of the inner and outer solutions is then carried out at the edges of the annulus, and this matching determines U 0 , the local minimum of the inhibitor concentration at r = R, and hence also the height of the ring itself, i.e. V max . These matching results are shown to agree quantitatively with the results from numerical simulations of the radially symmetric version of Eq. (1.1). Next, we examine the linearized stability of these pulse-type annular ring solutions on long, but not infinitely long, time scales. Our main goal is to identify parameter regimes in which there exists a discrete set of angular wave numbers, m, such that, on long but O(1) time scales, a ring is unstable to disturbances of angular wavelength 2π/m. In these regimes, one expects an annular ring solution to split into m spots.
The full eigenvalue problem, consisting of two, coupled, second-order equations, inherits the inner-outer (or fast-slow) structure from the annular ring solution, with the eigenfunction component corresponding to the activator concentration being fast and the eigenfunction component corresponding to the inhibitor being slow. This full eigenvalue problem can be reduced either by encoding the dynamics of the slow component in the fast equation or by encoding the dynamics of the fast component into the slow equation. We choose the former approach and derive a single, second-order equation for the fast eigenfunction component that includes a nonlocal term containing information about the slow component. This equation turns out to be an inhomogeneous hypergeometric equation; and, because the reduced equation is nonlocal, the method has been called the nonlocal eigenvalue problem method, or NLEP method, for short, see [8] [9] [10] 13] . The NLEP method has been found to be useful for pulse solutions which can have O(1) unstable eigenvalues, and it has also been used to find small eigenvalues, see for example [9] . The other choice of reduction (encoding the fast dynamics in the slow eigenfunction equation) is made in the singular limit eigenvalue problem (SLEP) method, see [33] , and it has been shown to be useful for fronts in bistable systems and when small eigenvalues (which vanish in the limit of zero interfacial thickness) are of concern.
The coupling from the slow field into the equation of the fast eigenfunction component is the mechanism responsible for stabilizing the localized solutions of high activator concentration. With the NLEP method, one quantifies the strength of this coupling and, hence, one can study how the eigenvalues change as the parameters change. For example, for pulses in one space dimension in the Gray-Scott model, where there can be O(1) unstable eigenvalues, a subcritical Hopf bifurcation occurs in which the pulse solutions become stable [8, 10] , and see also [7] .
In the 2D problem under consideration here, this coupling also depends on the angular wave number, m, associated to angular disturbances. Hence, we may use the extension of the NLEP method to derive the main results of the paper, namely, the intervals of values of m for which unstable eigenvalues and nontrivial, bounded eigenfunction pairs exist. Numerical simulations confirm the validity, both qualitatively and quantitatively, of the NLEP predictions, since the most unstable wave numbers correspond exactly to the number of spots into which rings are observed to split.
The above analysis of the annular rings and spots in the monostable regime is complemented by a (brief) analysis in the bistable regime (A > 4B 2 , see [27] ). Specifically, a classical Turing/Ginzburg-Landau analysis (see, e.g. [16, 42] and the more modern presentation in [14] ) in the bistable regime shows how target patterns and hexagons arise at critical parameter values from the linearly unstable, homogeneous state. We identify the critical bifurcation parameter and show that the associated critical angular wave numbers correspond to the number of spots observed along the rings of the target patterns.
Finally, we show how the patterns observed in the monostable and bistable regimes may be connected to each other via a continuation in parameter space. The singular, large-amplitude structures present in the monostable regime, where the perturbations must be large since the background state is linearly stable, become small-amplitude disturbances of the unstable state in the bistable regime. Therefore, from the point of view of the stability analysis, the NLEP method is to the instability of rings in the monostable regime what the Turing analysis is to instability of rings in the bistable regime near criticality.
All of the numerical simulations carried out for this study used the codes presented in [1, 2] . Details are given below.
Annular ring solutions have been studied in other problems, mainly in bistable systems [5, 22, 26, 32] . There, the solutions are near one stable, homogeneous state inside the annulus and near a second, distinct, stable, homogeneous state outside the annulus; and, these two states are connected via heteroclinic orbits (a.k.a. domain walls). See especially [26] for a study of how annular rings in excitable, bistable systems can break up and [34] for a general study of interfaces in singularly perturbed bistable systems. See also [4] for an interesting example of radially symmetric solutions in a model from phase field theory.
This article is organized as follows. In Section 2, the construction of the annular ring solutions in the monostable regime is presented. The linear stability study and the analysis of their deformation into spots are given in Section 3. Then, Section 4 contains the brief evaluation of the Turing/Ginzburg-Landau bifurcation point in the bistable regime, as well as the continuation of these "classical" patterns to the monostable regime. Finally, some related phenomena, including ring splitting, are discussed in Section 5.
Annular ring solutions
In this section, we set D U = 1 and D V = D 1 and construct stationary axisymmetric annular ring solutions for r ∈ [0, r max ] of the system: with boundary conditions:
For such solutions there is a narrow annular ring A of central radius R, where the value of R is determined by physical parameters, as shown below, and where the solution V is of width O( √ D/B) at half height. On the annulus A, the activator concentration V exhibits a pulse-type profile with a maximum at r = R, while the inhibitor concentration U is essentially flat near its minimum. Outside of A, V vanishes exponentially, while U is slowly increasing. Thus, in the 3D (r, θ, V) space, V takes on the appearance of a 'volcano' with a deep circular crater (see Fig. 1 ). Given these observations, we analyze (2.1) separately inside A, on A, and outside of A and then match the results. This procedure follows that used in [6] for 1D pulses.
Leading order fast solution for V
We change variables to ξ = r − R, so that ξ is centered on A, and it is also useful to introduce a stretched version of ξ, namelŷ
since the pulse width is O( √ D/B). Let U 0 denote the (as yet unknown) value of U at ξ = 0. Numerical simulations show that the maximum of V scales inversely with U 0 , so we set
In addition, numerical simulations reveal that U is approximately constant (U 0 ) on A. These scalings and observations lead us to rewrite the equation for V as
with boundary conditions:
We assume that
and that, on A:
Hence, the right member of (2.4) is a small perturbation. While there might appear to be a singularity in the right member of (2.4) asξ → −R √ B/D,Vξ decays exponentially asξ → −R √ B/D, the right-hand member vanishes.
The leading order equation for V on A is then
Moreover, the boundary conditions arê
and the solution of (2.7) that satisfies (2.8) is the homoclinic loop:
Remark. The full problem (1.1) is to be solved on a finite domain, while the above boundary conditions are at infinity. This approach is standard in asymptotic analysis and is justified since the homoclinic solution approaches the saddle {V = 0, V = 0} exponentially fast asξ → ±∞. Thus, only an exponentially small error is introduced in considering the infinite tails.
Next, we derive conditions on the parameters under which the assumption that U is constant to leading order on A holds. Substituting (2.3) into the first equation of (2.1), with the additional scaling U = U 0Û , one obtains to leading order:
Thus, sinceÛ is bounded asξ → ±∞,Û is constant to leading order on A, provided that
We will show that U 0 1 (see (2.24) ), so that the second condition implies the third and hence, only the first two conditions are needed. The first derivative term U ξ from (2.1) is of higher order in the scaled variables; specifically, it is
and we recall √ B/D 1.
Leading order slow solution for U
In this section, we obtain approximations of the solution U inside and outside of A, where V is exponentially small. We first rewrite the equation for U as a linear equation and treat the nonlinear term UV 2 as an inhomogeneous quantity:
with the boundary conditions:
The unique solution of L[U] = −A satisfying the given boundary conditions is U ≡ 1. Next, the problem
with the boundary conditions (2.13), can be solved using a Greens function. Hence, the solution for the full problem (2.12) with the boundary conditions (2.13) is
where I 0 and K 0 are the modified Bessel functions of first and second kind, and 
Thus, given the (as yet unknown) quantities R and U 0 , Eq. (2.17) governs the leading order behavior of U. We will derive expressions for U 0 and R in Sections 2.3 and 2.5, respectively, and use the approximation (2.9) for V .
Determination of U 0
We now determine U 0 ≡ U(r = R). Evaluating (2.17) at r = R, we find
Using (2.3) and (2.9) and performing a straightforward integration, we have to leading order:
Combining this with (2.18), we find
Eq. (2.20) is quadratic, with two real solutions: 22) as long as
We focus our attention on the regime
, in which the solutions are observed numerically. Here, (U 0 ) + is a small perturbation of the linearly stable homogeneous solution U ≡ 1, and hence an annular ring solution with U 0 = (U 0 ) + is not expected to be stable, even on relatively short time scales. In contrast, (U 0 ) − is to leading order:
and so we focus on annular ring solutions with this value of U 0 for the remainder of this section. There is a saddle-node bifurcation of annular ring solutions when
in which the two solutions constructed here merge.
Remark.
A further word is in order about the relative sizes of the small terms in the leading order U equation, (2.10). We had assumed, see (2.11) , that BD/U 2 0 1 and AD/BU 0 1, and verified that these conditions are satisfied for the simulations in which annular rings of the type we analyze here occur. It turns out that the first small term dominates the second. Recall (2.24),
, and the condition that the first term dominates the second is therefore
This condition holds in our simulations. For example, for the parameter sets used in the left and right frames of Fig. 4 , 6L √ AD/B ≈ 0.17, 0.10, respectively. This relative ordering of the small terms is important for the construction and the stability of the annular ring solutions. In the inner fast domain, V is nontrivial and, hence, the dominant contribution to the jump discontinuity, ξÛ , inÛ comes from the first small term and is proportional to ∞ −∞ÛV Table 1 The results of the approximation of (2.27) using numerical data from simulations of the radially symmetric Gray-Scott problem a
D
Value of lhs of (2.27) 
Analytic perturbation theory for the fast solution of V
We now derive the solvability (or Melnikov) condition for the equation governing the existence of annular ring solutions. For the remainder of this article we drop hats on all variables, unless otherwise mentioned. Multiplying (2.7) by ∂V/∂ξ, one obtains
where
is the Hamiltonian of the system V + (U/U 0 )V 2 − V = 0. Carrying out a leading order analysis in the limit D → 0, we find by integrating both sides of (2.25) and recalling thatV (ξ) decays exponentially that
This equation, therefore, is a natural condition for the existence of an axisymmetric solution to (1.1). As an added check we evaluated this expression numerically using data from simulations and found good agreement with the leading order theory. See Table 1 for the results. The second term on the left-hand side of (2.27) can be simplified by observing that, to leading order: 28) whereh(ξ) is (locally) an odd function about ξ = 0. We show this as follows, and the reader who wishes to skip this part on the first reading may go directly to the last paragraph of this section. Up to the last paragraph of this section, we reintroduce hats on the appropriate variables. Taking the derivative of (2.17), one gets to leading order:
Next, we change variables ξ →ξ, V →V in the integrals. Also, we use that, to leading order, (ξ) dξ are of higher order and introduce only an exponentially small error. We can rewrite (2.30) as
by adding and subtracting:
to the terms involving Q 1 and Q 2 . By rearranging terms and using the fact that Q 1 + Q 2 = 1, we arrive at an expression of the form (2.28):
is an odd function aboutξ = 0. We again drop hats for the remainder of the calculations. Substituting (2.33) into (2.27), we obtain to leading order the simplified condition:
Substitution of (2.9) for V 0 and (2.33) for [(∂/∂ξ)(U/U 0 )] ξ=0 into (2.34) and two straightforward integrations yield the following leading order condition for the existence of stationary axisymmetric solutions:
Eq. (2.35) involves A, B, D, R and r max and, thus, determines the value of R.
Completion of the existence analysis
, we find that annular ring solutions exist when
and we recall that Q 0 , Q 1 , and Q 2 depend on √ AR, and L depends on √ AR and √ Ar max . A straightforward asymptotic analysis of µ shows that µ → ∞ as R → 0. Furthermore, µ < 0 for R = r max . Moreover, µ is continuous in r, and the right-hand side of (2.36) is positive. Hence, given any set of positive parameters A, B and D, and any r max , there exists a real solution of (2.36) for R. We solve (2.36) numerically with Mathematica [47] , since it involves Bessel functions in a nontrivial manner.
We require that (2.23) holds, since otherwise (U 0 ) − is not real. Combining (2.23) with (2.36), we thus find that axisymmetric solutions to (1.1) exist when 38) that is, when the graph of µ lies between the r-axis and the graph of 1/4L. We can, without loss of generality by rescaling A, set r max = 1, since A occurs in the formula only via √ Ar max and √ AR. Then µ depends only on A and R. We show below that there exists a value A bif , such that when A < A bif , the graph of µ lies below the graph of 1/4L, and thus, for any pair of parameters (B, D), there exists a valid solution of (2.36). When A > A bif , there is an interval where the graph of µ lies above the graph of 1/4L, and thus a valid solution of (2.36) exists only if
where E + and E − are the abscissae of intersections of the graphs of µ and 1/4L, as indicated in To determine the location of the bifurcation in A-R parameter space, there are two conditions:
where of course 0 < R < r max (Fig. 3) . The second condition ensures that the graphs of µ and 1/4L meet tangentially. Using the Newton-Raphson method, we find
We graph µ and 1/4L, the right-hand side of (2.23), in Fig. 2 , for fixed values of A below and above A bif .
Corroboration of analytical results: numerical simulations of the axisymmetric problem
In this section, we present the results of numerical simulations of the radially symmetric Gray-Scott problem, obtained using the adaptive grid code [2] , to corroborate the analysis of the previous sections. Initial data was of the form: To further verify the analysis, we numerically approximate the exact Melnikov function given by the left-hand side of (2.27), using the results from simulations of the radially symmetric Gray-Scott problem. We evaluate the integrals on the left-hand side of (2.27) by the trapezoidal rule, while the derivatives V ξ and U ξ are computed using a standard central difference approximation. For a fixed set of parameters (A, B, r max ), we ran simulations for a collection of values of D from the set {10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 }. Table 1 gives the results. The numerics agree well with the analysis.
In addition, we examined the evolution of initial data of the form (2.39) for fixed α, β, ε U and ε V , and where R, the location of the initial disturbance, was varied. For all R < r max , the solution evolved to the axisymmetric result predicted by the analysis. For R = r max , the result was half of an annular solution, which obtained its maximum on the boundary of the domain (see Fig. 5 ).
Remark. The analysis of this section can be modified in a straightforward fashion to carry out a study using matched asymptotic expansions of these boundary solutions. We do not consider them further here. Quantitatively, the scalings used here correspond to the scalings in Case Ib of [6, 7] , which is a regime in which traveling pulses with constant wave speed were found in the 1D Gray-Scott model. We recall from [7] that case I corresponds to B 3/2 √ D/ √ A 1, which holds here. Moreover, in [7] the distinction between subcases a and b is whether c 2 A or c 2 = O(A), respectively. Translating these using the identification of c with 1/R, we find either
, respectively. For the numerical simulations reported in Fig. 4 , one has √ AR ≈ 0.66 and 0.49, respectively, in the left and right frames, which are O(1). Finally, this same identification of 1/R with c suggests that it may be possible to find annular ring solutions for which the central radius R is a slowly increasing function of time, since it was shown in [6, 7] that in case Ia there exist modulating two-pulse solutions with slowly decreasing wave speed.
Destabilization of annular ring solutions into spots
In this section, we examine linear instability properties of the solutions, henceforth denoted by (U 0 (r), V 0 (r)), constructed in the last section. The linearization of the full Gray-Scott problem (1.1) (with
about the stationary axisymmetric solution (U 0 (r), V 0 (r)) yields a system of two coupled second-order equations. Returning to the variable ξ = r − R centered on the annular ring A, we substitute the perturbation:
into (1.1), where m is an integer, and linearize, obtaining
The structure of this eigenvalue problem is clarified by an appropriate rescaling. The significant scaling of the eigenfunctions u and v is the same as the scaling used on the variables U and V in the existence analysis, and V 0 and ξ are scaled exactly as before. Hence, we set
At this stage of the analysis, c 1 is a free parameter, and the scaling for λ is chosen to simplify the v equation. Since U 0 is given by (2.24) to leading order, the eigenvalue problem iŝ
Transformation of eigenvalue problem to a second-order NLEP
In this section, we reduce the coupled second-order equations (3.3) to a single, second-order, nonlocal eigenvalue problem (NLEP). The procedure for obtaining the NLEP relies on exploiting the fast-slow structure of the underlying annular ring pattern (U 0 (ξ), V 0 (ξ)) to determine the fast-slow structure of the eigenfunctions. One can either encode asymptotic information about the slow (û) component in the fast part of the eigenvalue problem (namely, thev equation) or vice versa. We choose the former.
Consider first the slow (outer)û problem in the slow variable ξ.
V 0 is exponentially small. Thus, terms in theû equation involvingV 0 can be neglected to leading order. The solution of the outer problem consists of two pieces:û 0 is the "left outer" solution for −R < ξ < 0 andû r0 is the "right outer" solution for 0 < ξ < r max − R. Bothû 0 andû r0 are obtained by solving:
The first two boundary conditions are imposed so that the boundary conditions of the full partial differential equation (1.1) are satisfied, while the last boundary condition is a matching condition on the left outer and right outer solutions, with the value of C to be determined by matching. The solutions of (3.4) satisfying the given boundary conditions arê
Here, I c 1m and K c 1m are the modified Bessel functions, and we recall that K diverges as its argument vanishes. As we just saw, (3.4) consists of two separate and fully determined boundary value problems, one problem on the disk ξ ∈ [−R, 0), and the other on the annulus ξ ∈ (0, r max − R], with a continuity condition inû at ξ = 0. Thus, both problems have two boundary conditions, and there is in general a jump discontinuity in the derivative ofû at ξ = 0, which we label sûξ . Using (3.5), we find
We will match the jump discontinuity just computed in the slow field with that computed below in the fast/inner field to determine the value of C. Hence, we rewrite the jump sûξ in terms of the fast variableξ:
We next consider the leading orderû problem in the fast regime given by first part of (3.3). By the scaling assumption (2.6), we may neglect to leading order the term involvingûξ. In addition, we binomially expand the term involvinĝ m, set c 1 = √ BR, and recall (2.24) to obtain
Recalling the assumptions D 1 and BD/U 2 0 1 (2.11), theû component of the eigenfunction is constant to leading order in the fast regime. We will focus our attention on the regime in which
so that the second term on the right-hand side of (3.8) can be neglected. Note that with (2.11) and (2.24) this implies that
(We emphasize that by our choice of scalings we are only studyingm = O(1) here. For larger values ofm one needs to include the second term.) The jump in the derivative ofû atξ = 0, fûξ , is given to leading order by
where we have once again used the fact thatV 0 decays exponentially outside an O(1) neighborhood ofξ = 0. Also, the tails
where 2k is the width of the fast field, introduce an exponentially small error.
Matching requires that one equates sûξ (3.7) and fûξ (3.9):
Solving for C and substituting in the leading order value (2.24) for U 0 , one obtains 
by substituting (3.10) forû in thev equation of (3.3) and neglecting the term involvingvξ, since it is of higher order. Finally, transforming this equation via
and using (2.9), one obtains the NLEP:
Analysis of the NLEP
Nontrivial bounded solutions of the NLEP (3.12) for isolated values of P are the leading order fast components of the eigenfunctions of the full eigenvalue problem (3.3). If for a given wave numberm there exist nontrivial solutions y of (3.12) with Re(λ) > 0 then (U 0 (ξ), V 0 (ξ)) is linearly unstable to perturbations with (unscaled) wave number m = √ BRm. For a given solution y(t) of (3.12), the integral in the right member is a constant. Thus (3.12) is equivalent to an inhomogeneous hypergeometric equation:
and classical results from mathematical physics enable us to solve it, see [29] , for example. Once one has the solution y(t) of this inhomogeneous equation, one has to impose the consistency condition thatĉ =C
The details of this procedure for solving (3.12) are presented in the appendix. The result of the analysis is an explicit formulaC =C(P), which, for a particular set of parameter values (A, B, D, R, r max ), relates the angular wave numberm and the eigenvalueλ:
See Appendix A, where we drop the overbar onC(P), for the details of the analysis. This analysis follows [8] closely. Inverting the formula forC (A.12), we obtain the equation:
In order to solve (3.13), we develop another Mathematica code [47] . The steps in obtaining the solutions are as follows. Using the parameters (A, B, D, r max ), we numerically solve (2.36) for R. With the values of (A, B, D, r max , R) fixed, and where we also recall (2.21), (3.13) depends only onm andλ. We loop through a mesh ofm values and, using the secant method built in to Mathematica, we solve forλ. The result is a list of wave number-eigenvalue pairs (m,λ). Finally, we unscale the list, obtaining the (m, Re(λ)) pairs, which we plot (see Figs. 6 and 7).
Numerical simulations: rings splitting into spots
In this section, we compare the results of simulations of the full Gray-Scott problem with the analytic instability results obtained in the previous section. We use the VLUGR2 code [1] to simulate the full 2D problem. This Fortran 77 code uses an adaptive mesh with locally uniform grid refinement to resolve large spatial-temporal gradients.
We simulated the full Gray-Scott problem in polar coordinates (r, θ). Neumann boundary conditions were used. The initial data were either of the axisymmetric form:
or of the form: 15) where for most simulations we took α = 1.0, β = 0.6, γ = 1.4. Both ε U and ε V were chosen to make a large-amplitude pulse in the domain, localized about r = R. Initial data of the form (3.14) is as described above, Fig. 6 ) Using the above values for the parameters, we find by solving (2.36) numerically that R ≈ 3.01. The above values for the parameters along with this estimated value of R fix the left-hand side of (3.13). Using the code described at the end of the previous section, we obtain the wave number-eigenvalue list (m, Re(λ)) of the most unstable eigenvalue. For the simulations of the full Gray-Scott problem, initial data consisting of a ring of n spots was used. We found that four-, five-and six-spot initial data evolved to stable four-, five-and six-spot patterns, respectively. For initial data consisting of fewer than four spots or more than six spots, the final asymptotic pattern was a four-, five-or six-spot pattern (see Fig. 6 ).
Prototypical simulation 2. (Figs. 7 and 8 ). Using the above values for the parameters, we find from (2.36) that R ≈ 3.13. The above values for the parameters along with the estimated value of R fix the left-hand side of (3.13) . Running the code as described above, we obtain the wave number-eigenvalue list (m, Re(λ)) of the most unstable eigenvalue. For the simulations of the full Gray-Scott problem, initial data consisting of a ring of n spots was used. We found that four-through eight-spot initial data evolved to stable four-to eight-spot patterns, respectively. For initial data consisting of fewer than four spots or more than eight spots, the final asymptotic pattern had between four and eight spots positioned on a ring (see Figs. 7  and 8 ).
Comparison of theory and simulations; stable ring solutions on long time scales
In this section, we compare the results of a series of simulations with the leading order NLEP theory, where this series is chosen to examine the effects of increasing the small parameter A/36B 2 L 2 . Specifically, we fix the domain size and parameters A and D, and choose a decreasing sequence of values B. For each set of parameters, we determine via the NLEP the wave numbers to which the annular ring solution is unstable, and hence the number of spots the ring splits into. These predictions are then checked against direct numerical simulations for different sets of initial data (3.15), where R is calculated from the leading order theory of Section 2 and n is an integer chosen from the set {3, 4, . . . , 13, 14}. We recall that the stability analysis is for long, but not infinite, time scales.
Specifically, we fixed the domain size to be r max = 5, and A = 0.04, while D = 0.005 is chosen small enough so that we could obtain reasonable comparisons with the leading order theory, but large enough so that the problem could be computed. B was chosen from the following set of decreasing values {0.14, 0.12, 0.1, 0.08, 0.06, 0.05, 0.045, 0.04, 0.038}. The results are given in Table 2 . Just as was the case for the prototypical simulations presented above, it is the case for the series of simulations reported here that the most unstable wave numbers calculated with the NLEP method quantitatively correspond to the number of spots observed in the PDE (1.1). Moreover, as the value of the small parameter A/36B 2 L 2 was increased, the width of the interval of unstable wave numbers decreased, until it vanished near 0.22. We found similar results for other values of D.
For completeness, we note [39] that the m value at the left edge of the instability interval can be computed directly from condition (3.13), since there the real part ofλ vanishes, simplifying the condition. See the analysis of homoclinic stripes and their splitting into spots in [13] , where this idea was first used. a Shown also is the value of the small parameter, A/36B 2 L 2 , which increases as B decreases. In each case, the NLEP curve attains its maximum at m = 6, with the most unstable interval of wave numbers being 5-7 in each case. Note that for B = 0.05, the NLEP prediction has a maximum of about −0.002 near m = 6, and it is expected that higher order corrections would move the NLEP curve above the m-axis. Finally, on significantly longer time scales, some spotted ring solutions undergo secondary instabilities.
Turing/Ginzburg-Landau analysis
The analysis in the previous sections has been for the monostable regime (A < 4B 2 ), in which (U = 1, V = 0) is the only homogeneous stable state. In this section, we focus on the bistable regime (A > 4B 2 ). The two additional homogeneous steady states are
The state (U − , V − ) is conditionally stable, see [27] , and we perform a linearized stability analysis of it, also verifying the results via numerical simulation. In addition, we show numerically that some of the annular ring solutions studied in the monostable regime may be continued into this bistable regime.
Stability with respect to radial and angular perturbations
We consider perturbations of the form:
where f(k, m, r, θ) is taken from the set {J 0 (kr), J 0 (kr) e imθ , e imθ }, where J 0 (kr) is the Bessel function of the first kind. First, substituting (4.2) with f = J 0 (kr) into (1.1) and linearizing, one obtains
Here, we used the leading order approximation:
for U − and V − , since 4B 2 < A. In addition, since the derivatives of J 0 (z) involve J 1 (z) and J −1 (z), the recurrence relation:
was used to write the J ±1 (z) in terms of J 0 (z). The more general perturbation: 6) leads to the same stability matrix M, as given by (4.4) above. However, (4.6) is not a complete set of basis functions, since when k is 0, J m (0) ≡ 0, and thus purely angular perturbations are not yet taken into account. We return to this shortly. Using the trace-determinant form of the eigenvalues of M:
we see that Re(λ + ) > Re(λ − ).
In order for (U − , V − ) to be linearly stable, it must be that Tr M = λ + + λ − < 0 for all k. The trace of M is
Setting k = 0 and solving for A = 0, one finds that Tr M < 0 when
We Condition 3 implies that locally (near ±k c ) the eigenvalue curve λ + meets the k-axis in a quadratic tangency. From conditions 2 and 3, one obtains
and 8) respectively. Setting the roots (4.7) and (4.8) corresponding to A + equal and solving for k 2 , one obtains four possible solutions, one in each quadrant of the (k, A) parameter plane. The solution in the first quadrant is
Substituting this solution into the formula (4.8) corresponding to A + , one obtains the result for A c :
To study perturbations of the conditionally stable homogeneous state (U − , V − ) with respect to the angular variable θ, we substitute 
Verification of linear stability analysis via numerical simulation of the full 2D problem
In this section, we verify the stability analysis presented in the previous section. We used the VLUGR2 code [1] , discussed in Section 3, for our simulations. It is interesting to note that if one writes the "angular" Gray-Scott problem obtained from (1.1) by using the polar form of the Laplacian, but keeping only the θ-dependent term, one obtains a problem in which r appears as a parameter. Using the parameters of Fig. 9 with an r value corresponding to the middle of the center ring, simulations of this problem with periodic initial data of period 0.785, one finds that such a solution is stable. Likewise, for r chosen corresponding to the center of the outermost ring, a resulting solution of wavelength 0.393 is found to be stable. This corresponds nicely with the angular wavelengths of the spots seen in Fig. 9 .
In addition, hexagonal patterns are also observed near criticality. The patterns observed consist of spots of low activator concentration in a background of high activator concentration (see Fig. 10 ). Near criticality, one can derive amplitude equations to determine the stability of hexagonal patterns. See for example [43, Chapter 14.3] , where this is done for the Brusselator.
Numerical continuation of Turing patterns back to the monostable regime
We next consider simulations of the radially symmetric Gray-Scott equation and show that the Turing patterns just studied in the bistable regime can be continued back into the monostable regime. We fix the parameters A and These multi-pulse solutions resemble the singular solutions discussed in Section 2, in that the solution V has a number of large-amplitude pulses, while away from the pulses, V is exponentially small. However, as B approaches the critical value B c = 0.08 (the value at which (U − , V − ) is marginally stable), V is no longer exponentially small between pulses. Finally, as B is decreased through B c , these periodic-like solutions decrease in amplitude to the trivial state (U − , V − ) (see Fig. 11 ). This continuation result follows closely the continuation result obtained for spatially periodic patterns in 1D in [27] , where Busse balloons (see [3] ) of stable states were found. Remark. If one fixes the parameters and instead increases the domain size (that is, increases r max ), the result is that, depending on the magnitude of r max , an n-ring solution will develop, with n increasing with r max (see Fig. 12 .)
Stable stationary 'volcanos,' ring splitting and other solutions
In the analysis of Sections 2-4, the existence of axisymmetric annular ring solutions was presented, and linear stability results were obtained for very long, but not infinite, times. We showed that an annular ring solution could break up into a ring of spots and predicted the number of spots from the most unstable angular wave numbers derived from the NLEP method. Interestingly, the widths of the intervals of unstable wave numbers m shrink as the small parameter A/36B 2 L 2 is increased (recall Table 2 ). For the simulations reported in Table 2 , this interval of instability vanished when the size of the small parameter reached 0.22, and an annular ring solution was observed to exist for long times when the small parameter was near 0.33.
In this final section, we briefly discuss three closely related phenomena. First, we present the results of simulations in the regime where both U and V vary on approximately the same spatial length scale. Here, we find long-lived annular ring solutions. A representative simulation is shown in Fig. 13 , where we note that the parameter values are outside the domain in which the above analysis applies. The situation here with annular rings is similar to that for one-pulse solutions in 1D where the existence from the asymptotic regime can be continued into the regime where the concentrations of both species vary over the same spatial length scale, see Section 6 of [8] .
In addition, for certain values of the parameters, and starting with annular rings as initial data, the rings were observed to split into two or more rings. As the simulations progress, the outer-most and innermost rings developed a disturbance transverse to the ring. (These zigzag instabilities might be studied along the lines of [19, 21] .) Continuing the simulations further, we see that the disturbances in the rings propagate into the inner rings. These simulations were run on a rectangular domain, with the boundary far from the rings (Figs. 14 and 15 ). For the parameter values for which this behavior is observed, U and V vary over (nearly) the same spatial length scale, and so the analytical approach considered in Section 2 of this work might be extended using topological shooting, as was done for pulse solutions in 1D in Section 6 of [8] . where w(P) = −4 1+P PL(P). Moreover, we note that X(x) is analytic at x = 0, and that F(−3, 4|1 − P|x) is a cubic polynomial. Now, the solution of the inhomogeneous problem is obtained via variation of constants; i.e., by setting FC(x) = f(x)X(x) + g(x)Y(x). Using (A.5), we find f = 4 1−P/2C P(P − 1)(P − 2)(P − 3)
(1 − x) 1+P/2 x 1−P/2 k(P, x), (A.6) g = − 4 1−P/2C P(P − 1)(P − 2)(P − 3)
x 1+P/2 (1 − x) 1−P/2 k(P, 1 − x), (A.7)
where the cubic polynomial k(P, ξ) ≡ k 0 (P) + k 1 (P)ξ + k 2 (P)ξ 2 + k 3 (P)ξ 3 with k 0 (P) = (P − 3)(P − 2)(P − 1), k 1 (P) = 12(P − 3)(P − 2), k 2 (P) = 60(P − 3), and k 3 (P) = 120 can be obtained from F(−3, 4|1 − P|x), and we note that the value of k 3 (P) is a correction to a typographical error in [8] ), but that the other calculations presented there are correct. Therefore, defining F(x 1 , x 2 , P) = (A.14)
Finally, the explicit expression (A.12) for C = C(P) is substituted into the explicit expression for dL 2 , which is readily obtained by inverting the second part of (3.11): This relation between dL 2 and P, and thus also the relation between dL 2 andλ, determines the leading order part of the (discrete) eigenvalues of the NLEP. Using the explicit expressions (A.8), (A.12) and (A.13) one can explicitly solve (A.15). However, it is clear that this cannot be done by hand (especially not for complex values of P); one uses a package such as Mathematica [47] .
