Abstract-Classification for high-dimensional remotely sensed data generally requires a large set of data samples and enormous processing time, particularly for hyperspectral image data. In this paper, we present a fast two-stage classification method composed of a band selection (BS) algorithm with feature extraction/selection (FSE) followed by a recursive maximum likelihood classifier (MLC). The first stage is to develop a BS algorithm coupled with FSE for data dimensionality reduction. The second stage is to design a fast recursive MLC (RMLC) so as to achieve computational efficiency. The experimental results show that the proposed recursive MLC, in conjunction with BS and FSE, reduces computing time significantly by a factor ranging from 30 to 145, as compared to the conventional MLC.
I. INTRODUCTION
O NE OF THE challenging problems in processing highdimensional data is the computational complexity resulting from processing the vast amount of data volume. This is particularly true for remotely sensed image data, such as hyperspectral images collected by as many as 224 spectral bands from the airborne visible/infrared imaging spectrometer (AVIRIS) [1] . In order to mitigate this problem, data dimensionality reduction is generally required. One of widely used methods is the Karhunen-Loeve transform or principal components analysis (PCA) [2] , [3] , which reorganizes data in such a manner that the principal axis is one, and the data has the maximum variance. An alternative approach is to judiciously select a subset of dominant bands at the expense of some information loss. In this case, the selection of appropriate bands to preserve desired information is crucial. This is one of the main issues in the remote sensing community [4] , [5] . The need for band selection (BS) arises from the fact that adjacent bands are highly correlated and not all of them are equally important and useful. Consequently, finding such a set of bands to reduce the data volume, while preserving all wanted information is highly desirable. As a matter of fact, in real applications, strongly correlated bands can be eliminated, and only those bands bearing significantly different information are required for data processing. Classification is one of the most often used quantitative data analysis techniques to describe ground cover types or material classes. A variety of classification methods is available in the literature [6] . Of most interest is the maximum likelihood (ML) classification. One disadvantage of ML classification is excessive computing time, required for processing data with high dimensionality. So, developing an efficient algorithm to perform the ML classification seems beneficial in the remote sensing community. Recently, Lee et al. [7] proposed a multistage classification method, which decomposed the classification task into several stages. In each stage, the likelihood values of classes were calculated on the basis of a partial set of features. Then, those classes with likelihood values less than a predetermined threshold would be truncated and not be processed in the subsequent stages. As reported, the multistage likelihood classification reduced the processing time by a factor of three to seven. By taking another approach, Jia et al. [8] developed a block-form ML classification to reduce the processing time. The idea is to break up a correlation matrix into a group of subblock matrices so that only diagonal subblock matrices can be used for ML classification. As a result, high-dimensional data can be reduced to a group of smaller data sets with low dimensionality, each of which is represented by a subblock matrix. In [9] , Settle and Briggs took advantage of an eight-pipeline processor and a Model 75 image processor, to speed computing time up to 100 times that which is required for the conventional ML classification.
In this paper, we present a fast two-stage classification method, depicted in Fig. 1 . It is carried out by a BS algorithm with feature extraction and selection (FSE), then followed by a recursive MLC (RMLC). The BS algorithm proposed here is based on so-called canonical analysis (CA) [10] - [12] and is different from those in [13] . Despite the fact that PCA has been in favor in many remote sensing applications, PCA is only optimal in the sense of minimum mean-squared error and not necessarily optimal for class separability [3] , [6] . As a result, PCA-based approaches will not generally yield the best performance in terms of classification. The advantage of CA over PCA is that CA is developed using the principle of within-class and between-class scatter matrices: a key concept adopted in Fisher's linear discriminant analysis [14] . CA is simultaneous to maximize the between-class scatter matrix and minimize the within-class scatter matrix so as to achieve the maximum possible class discrimination. Using the eigenvalues and eigenvectors generated by CA, a loading factor matrix can be defined [15] , through which a discriminant power (DP) is calculated for each spectral band and used as the classification capability of that band. A higher DP indicates a better discrimination. By virtue of DP all bands can be prioritized in accordance with their DP's. Since the BS does not do any spectral compression, CA is applied again to the selected band data to extract features and select desired features for next stage classification. In order to further reduce computational complexity of the conventional ML classification, a RMLC, based on a Winograd's algorithm [16] - [18] , is devised in the second stage to achieve computational efficiency.
Comparing the MLC's developed in [7] and [8] , the proposed two-stage MLC has two distinct features that make it appealing and attractive in applications. These are BS and recursive algorithmic structure. While the former allows us to reduce high-dimensional data to low-dimensional data, the latter enables us to implement the MLC recursively on computers in an efficient way. In addition, the proposed MLC is compatible with the multistage ML [7] and the blockform ML [8] , which can be easily included in our algorithm to further improve computing saving. Moreover, unlike [9] , which utilized a pipeline (parallel) computer architecture, the designed RMLC does not rely on any parallel structure. It can be implemented on traditional von Neumann computers. By coupling the BS algorithm with the FSE, the RMLC can cut down the computing time by a factor ranging from 30 to 145, as compared to the conventional MLC. Although we do not have a Model 75 image processor for comparison, the advantage of our two-stage ML classification method over the work in [9] is that our MLC can be implemented on conventional sequential machines rather than parallel processors, while still achieving substantial saving in computation. Experiments demonstrate the merit of this proposed fast twostage ML classification method. This paper is organized as follows. Section II describes a CA-based approach to BS by using the concept of loading factors followed by FSE. Section III presents a fast recursive MLC based on a Winograd's algorithm. Section IV conducts various experiments to evaluate the performance of the proposed method in terms of classification accuracy, processing time, and computational efficiency. Section V draws a brief conclusion.
II. BAND SELECTION ALGORITHM AND FEATURE EXTRACTION/SELECTION
The objective of BS is to properly select bands from a large set of bands in such a fashion that the data provided by the selected bands can sufficiently represent all the bands in some optimal sense. Several approaches have been proposed in the past for this purpose. For example, distance measure, such as Bhattacharyya distance, Mahalanobis distance, and Jeffreys-Matusita distance [13] , [19] , information measure, such as divergence and mutual information [13] , [20] , and eigenanalysis, such as PCA and CA [2] , [3] , [12] , [14] . The first two approaches generally require computing measure criteria between all possible classes. Consequently, it is computationally prohibitive, since the number of subsets considered for possible classes grows exponentially with the number of bands. On the other hand, the eigenapproach makes use of the eigenvalues and eigenvectors generated by the data correlation matrix to rotate the original data coordinates along the direction of maximum variance. Since CA is optimal in terms of class separability, we adopt it for the development of our algorithm.
A. CA
Suppose that are the classes of interest and is the th sample in class . Let be the number of samples in the th class and . The mean of total samples is given by and is the mean of samples in the th class. One of important criteria used in classification is to define an appropriate rule for measuring the distance between two samples within a class as well as in separate classes. A good classification criterion ought to be able to minimize the distance between samples in one class and, in the mean time, maximize the distance between samples in separate classes. CA is basically developed to reflect this philosophy. Let the total scatter matrix , within-class matrix and between-class matrix be defined as follows [14] :
where in (2) represents the mean of within-class sample distance and in (3) is the mean of between-class sample distance. Equation (4) is simply the sum of (2) and (3) .
In order to simultaneously minimize and maximize , we consider maximizing the criterion function known as the generalized Fisher linear discriminant function or Rayleigh quotient given by (5) In general, solving the maximization of (5) over matrix is not easy. However, if let be the optimal solution and be its th column vector, it is easy to show that is a generalized eigenvector, which corresponds to the th largest eigenvalue in the following generalized eigenvalue problem:
or equivalently (7) provided that is nonsingular. It is known that in a -class classification problem, the rank of is no greater than . Accordingly, there are at most nonzero eigenvalues. The larger the eigenvalue, the better the discrimination. In this case, the eigenvectors associated with each nonzero eigenvalue can be used as discriminant vectors with the discriminant power determined by the magnitude of the corresponding eigenvalues. By making use of these eigenvectors, we can actually separate classes.
B. BS
BS is one of the important tasks in processing multispectral/hyperspectral image data. There are at least two reasons for doing so. One is that since not all bands carry the same amount of information, the bands need to be prioritized according to the significance of their information so data dimensionality reduction can be achieved by removing bands with least priorities. A second reason is that bands adjacent to each other generally portray very high correlation, so a set of selective bands should be able to well represent other bands without loss of much information. It is indeed in many applications that a small number of spectral bands may be sufficiently enough to represent the entire band data.
As mentioned previously, the magnitude of an eigenvalue found by (6) provides an indication of importance of its corresponding eigenvector. Let be the nonzero eigenvalues obtained by (5) and (6) to discriminate classes and is an eigenvector corresponding to the eigenvalue , where is the number of bands. From the factor analysis [15] , we can define a loading factor matrix by (8) where is called the loading factor of canonical component in the th band and is the -norm operator. (Note that we use the terminology of canonical component for CA to correspond to the principal component used for PCA.) Apparently,
. For each band , we can further define the discriminant power associated with the th band by (9) which is the sum of over -1 canonical components. From (9), a larger value of implies more significance of the th band. Without loss of generality, we assume that is arranged in decreasing order, i.e.,
. As a result, the original bands can be prioritized in accordance with their discriminant powers so that the first band has the largest discriminant power, then the second band, the third band, etc., until the last band, which has the least discriminant power.
Assume that all bands are prioritized according to (9) and is the number of bands selected from band 1 up to band for classification. In order to measure the -band performance, we use (9) to define a discriminant power probability (DPP) associated with the -BS as DPP (10) It is obvious that is the total sum of all eigenvalues, which implies that if all bands are used for classification, the DPP must be one, i.e., DPP . Also, the DPP DPP is the monotonically increasing function of , the number of bands to be used for classification. So, DPP does provide a good criterion to measure the classification performance produced by bands. For example, if DPP , it indicates that using the first bands for classification yields 90% performance compared to that using entire bands. Therefore, the DPP is a logical and appropriate choice for our BS criterion.
C. FSE
One of goals of the CA approach, used for developing the BS algorithm in the previous section, was to select desired bands based on spectral correlation, but no spectral compression was done during BS. In this subsection, CA is applied again to exploit the spectral correlation of the selected data for FSE so that a further data dimensionality reduction can be accomplished. Because the CA-generated eigenvectors could be used as discriminant vectors for classification as described in the BS algorithm, they can be also used as feature vectors for data dimensionality reduction. This is a common technique widely used in pattern classification literature [3] , [5] , [6] , [10] , [14] , [21] . In this case, the unwanted spectral redundant feature vectors can be removed by appropriately selecting a number of desired features for next stage ML classification. Such CAbased feature selection will mitigate the Hughes phenomenon [22] , an effect resulting from a small size of training samples.
Although CA was used in our BS and FSE, it is not the only transformation that can be used for this purpose. A decision boundary-based method suggested in [21] can be another choice. However, there are advantages of using CA, such as its simplicity and popularity. More importantly, it can be easily implemented as a routine in most software programs, which allows the proposed BS algorithm with FSE to be incorporated into or used in conjunction with most of remote sensing software packages.
III. FAST RECURSIVE CLASSIFICATION ALGORITHM

A. MLC
As assumed before, let denote -distinct classes. We also assume that the conditional-class probability distribution for each are Gaussian distributed. Then the MLC is given by if (11) where is given by (12) with and denoted by the mean vector and covariance matrix of the th class, respectively. and are the inverse and determinant of , respectively.
Taking the logarithm of both sides of (12) and using the MLC given by (11) yields the following decision rule: if (13) where
It is obvious from (13)- (15) that the most intensive computation for is the quadratic term . A direct calculation of requires multiplications and about the same order of additions. So, classifying a pixel vector into one of classes needs an order of multiplications.
B. Recursive Implementation of MLC
According to (14) and (15), the quadratic term in the MLC accounts for most computations, which are matrix-vector multiplications [23] - [25] . In the following, we develop a recursive version of the MLC to reduce the complexity required for calculating (15) .
First of all, we express in terms of , i.e.,
Let be the Cholesky decomposition of the covariance matrix where is a lower triangular matrix. Using the Cholesky decomposition, we can reexpress as (17) Equating (16) and (17) yields (18) Substituting (17) into (15) and letting , the quadratic term in (15) can be reexpressed as (19) where can be calculated by a forward substitution using of the form (20) Since computing (19) requires calculation of from (20) for each , this results in total multiplications for one class, which can be calculated by .
C. An Improved RMLC Using a Winograd's Algorithm
In order to further reduce the computation of the quadratic term (19) in the discriminant function, we use a Winograd's algorithm [16] - [18] in the recursive MLC developed in the last section.
By making use of the following identity: a Winograd's identity for the multiplication of two -dimensional vectors and can be obtained by the following: (21) where (i.e., is an even number). If is odd, we simply add an extra zero to both vectors and of (21) to make even so that (21) is still applicable. The advantage of using (21) is that the number of multiplications is reduced to half of that required by the direct computation, since the second and third terms can be precomputed and stored in the beginning of the computation. Furthermore, since in (19) is computed by a forward substitution, according to , the computation of (19) can be speeded up with the help of the Winograd's identity, given in (21) . The procedure can be derived as follows.
From (20) , a close-form solution to the equation is given by (22) (26) , shown at the bottom of the page. It should be noted that in the above algorithm, the only needs to be calculated once in the beginning of the computing process, then it will be treated as a constant in subsequent calculations. Therefore, the calculation for each additional feature requires only multiplications. As a result, the total number of multiplications required for one class is . The number of multiplications required to compute in (19) is detailed in Table I . It is worth noting that the Winograd's algorithm described above cuts the number of required multiplications in half, at the expense of a few additions. Such computation reduction is easily justified because a multiplication requires more computing time than an addition, particularly in hardware implementation. The speed-up rate can be calculated by speed-up rate
D. A Sequential Partial Sum Approach
From the Cholesky decomposition of the covariance matrix given by (17) , the determinant of is easily calculated by (27) Taking the logarithm of both sides of (27), we obtain (28) Substituting (19) and (28) into (14) results in (29) where (30) is called the th partial sum for class , which adds and from up to , and is a monotonically increasing sequence for each , i.e., if . The formulation in (29) is very useful because the discriminant function can be calculated by a sequential partial sum , given by (30). Since the classification of a test pattern into class is based on the th discriminant function , given by (13), a more efficient classification rule can be now obtained by replacing (13) with (29) through the partial sums defined by (30) [24] , [25] . For example, let be the class assigned to the test pattern . Class 1 through class were tested, i.e., achieved the minimum among and . For the next class , rather than directly computing , we compute , given in the following procedure.
Step 1) Check if for . If it is not, go to Step 3. Otherwise, continue to compute and go to Step 2.
Step 2) Check if for . If it is not, go to Step 3. Otherwise, repeat Steps 1 and 2 until , in which case, will be assigned to class and go to Step 4. Step 3) In this case, for some , , the cannot be assigned to class and go to Step 4. Step 4) Move on to next class and compute for the next class . Repeat Steps 1-4. The above four-step process will be terminated after all classes are exhausted. In this case, class is the correct class to which the test pattern is supposed to be assigned. A flowchart of this procedure is shown in Fig. 2 . As demonstrated in experiments, this algorithm is very efficient and achieves substantial saving in computation, particularly, for the case in which a large number of features need to be used or the class differences are large.
Another advantage of the proposed algorithm using (29) and (30) is to alleviate the Hughes phenomenon, which often occurs in the processing of high-dimensional remote sensing data.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, experiments are conducted based on the FSS data with 60 spectral bands [26] . The major parameters of the FSS data are listed in Table II . Since bands corresponding to water absorption regions have no useful energy, they are removed prior to processing, which leave 56 bands in this study. Three data sets were used and their species, data collection dates, locations, and the number of samples collected are tabulated in Tables III-V. Data set 1 contains eight classes and Data set 2 has six classes with their class means shown in Figs. 3 and 4, respectively. From Figs. 3 and  4 , we can see that the mean differences between classes in Data set 2 are smaller than that in Data set 1. Using these two data sets can illustrate the role of the mean difference in classification. Unlike Data sets 1 and 2, which contain only a single substance, Data set 3 has 19 classes, which contain six different substances. By means of Data set 3, we can show that the proposed classification method can also perform well for the spatially and temporally combined data. In order to estimate the Gaussian parameters used in the MLC, half of the data were used for training, while the other half were used as test samples. All programs were written in FORTRAN language and compiled with Microsoft Fortran 5.1 compiler on an IBM PC-486.
The experiments conducted in this section were based on these three data sets and particularly designed to make various comparisons among several variations of MLC's. Seven ML classifiers compared in the experiments are a) conventional Gaussian MLC using all bands, b) RMLC using all bands, described in Fig. 2 , c) Gaussian MLC with uniform band (UB-MLC), where UB selects the bands uniformly apart, d) Gaussian RMLC with UB (UB-RMLC), e) conventional Gaussian MLC with BS (BS-MLC), where BS is the BS algorithm described in Section II-B, f) Gaussian RMLC with BS (BS-RMLC), and g) Gaussian RMLC with BS and FES (BSFES-RMLC), where BSFES is the BS with FES, given in Sections II-B and II-C. Among these seven MLC's, BSFES-RMLC specified by g) is the two-stage ML classification method proposed in this paper. The reasons for choosing these classifiers for comparisons are given as follows.
1) Comparing RMLC against MLC demonstrates the computation efficiency and speed-up rate if an MLC is implemented recursively. 2) Comparing UB-MLC against MLC with full bands demonstrates the classification accuracy, the computation efficiency and saving if a UB is used instead of entire bands. 3) Comparing BS-MLC and BS-RMLC against UB-MLC and UB-RMLC demonstrates the classification accuracy, the computation efficiency and saving if a BS is used rather than UB. 4) Comparing BSFES-RMLC against BS-RMLC demonstrates the classification accuracy, the computation efficiency, and saving if an extra FSE procedure is also used in conjunction with BS-RMLC. Tables VI-VIII tabulate all detailed analysis for three data sets, respectively. The classification accuracy is calculated by the mean of correct classification rates over all classes, where a correct classification is made if a data sample is correctly classified into the class to which it belongs. It is noted that this classification accuracy is a random variable, whose value varies from trial to trial. However, the variance of this random variable will become small as the size of samples used is increased.
It should be noted that the UB described above is implemented in a natural and intuitive way. This is based on the concept that selecting widespread bands is more representative than adjacent bands, due to high spectral correlation. It is very similar to downsampling (undersampling), a technique widely used in communications and signal processing. It requires no extra processing time. For instance, if only 15 bands need to be selected from 56 FSS bands, UB will select bands that are four-bands apart. Namely, the selected bands uniformly cover the entire spectral range. Unfortunately, a major issue arising in UB is the determination of the number of bands prior to selection. It may be done by guess or trial and error, but obviously, it is not an optimal way to do it. In contrast to UB, the proposed BS suggests a systematic scheme to search for desired bands. It first calculates the discriminant power given by (9) for each band and prioritizes all bands in order of decreasing discriminant power. Then for each , it further computes (10) to produce the discriminant power probability DPP , which provides a measure of classification power with bands used for classification. This selection procedure is designed by using CA, which minimizes misclassification error, based on second-order data statistics. As shown in Figs. 5-7 for training samples and Figs. 8-10 for test samples, such CA-based BS performs better than the UB in both cases in terms of classification accuracy by using the same number of bands. This can be anticipated because the CA-based BS algorithm took into account the statistical spectral correlation, while UB simply downsamples the spectral bands uniformly without actually calculating data statistics, in which case, it views the bands to be equally important. On the other hand, we can see in Figs. 5-7 that the performance of UB does not make much difference in training data compared to that with no BS, which assumes that the bands are processed according to increasing spectral frequency. However, UB does perform slightly better than no BS in test data, as shown in Figs. 8-10 . It should be noted that the number of bands to be used for BS can be determined from training samples. From Figs. 5-7, we observe that the classification rate curves saturate gradually when their band number reach certain numbers. In the training phase, these numbers are 15, 19, and 26 for the data sets 1, 2, and 3, respectively. Such numbers provide an approximation to intrinsic dimensionality of the data. Of course, the number of bands to be selected in classification also depends on the characteristics and the number of classes.
It is also worth noting that the Hughes phenomenon appears pronounced in data set 2. This is because the mean differences between the various classes in data set 2 are relatively small and make discrimination difficult among classes. Therefore, the parameters obtained from the training data cannot sufficiently represent their characteristics if the size of the training samples is small. In this case, the effectiveness of the BS is decreased and the between-class scatter matrix tends to approach zero matrix.
In addition to the gains offered by BS and FSE, another substantial saving in computation can be obtained by the fast recursive MLC, which incorporates the Cholesky decomposition, a Winograd's algorithm, and the sequential partial sum approach delineated in Section III. The recursive algorithm can be implemented independently with/without BS, thus, it is not necessarily limited to the application presented here. As shown in Tables VI-VIII, the speed-up rate of RMLC compared to that of MLC is approximately four. As expected, the saving in processing time is greatly improved in data sets 1 and 3 (Tables VI and VIII) with large class mean differences, but less significantly for data set 2 (Table VII) when the class means are close.
Finally, from Tables VI-VIII, we conclude that BSFES-RMLC has three advantages: 1) it reduces the bandwidth of transmission via BS at the expense of a few additional computations, 2) in the light of data dimensionality reduction and FSE, it reduces the Hughes phenomenon, which often occurs in the high-dimensional remotely sensed data, and 3) by making use of a recursive algorithm, it reduces the processing time significantly, thus, improving computational efficiency. These advantages enable BSFES-RMLC to handle high-dimensional remotely sensed data efficiently in terms of computation and processing time.
V. CONCLUSIONS
In this paper, a fast two-stage classification method was presented to cope with two problems generally encountered in high-dimensional remote sensing data, a large bandwidth of transmission and excessive processing time required for classification. The proposed method consists of two stages: a BS algorithm along with FSE employed in the first stage followed by a fast RMLC in a second stage. The BS was developed on the basis of the CA and loading factors, from which the discriminant power could be defined and assigned to each band. Using their discriminant powers, all bands were prioritized for the purpose of BS. Since the BS had done nothing about spectral compression, the CA was applied again to the selected band data so that desired feature vectors could be extracted and selected for next stage classification to achieve a further data dimensionality reduction. In the phase of classification, a fast recursive MLC was designed by taking advantage of a Winograd's algorithm and a sequential partial sum procedure. As a consequence, a substantial saving in computation can be accomplished. Experimental results show that the proposed classifier cuts down computational cost significantly and performs faster than the conventional MLC by a factor of 30-145. In addition, due to the reduction of the Hughes phenomenon by the proposed sequential partial sum procedure, the RMLC produces a higher discrimination rate and improves classification performance.
