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ABSTRACT
Learning from positive and unlabeled data (PU learning) is prevalent in practical applications where
only a couple of examples are positively labeled. Previous PU learning studies typically rely on ex-
isting samples such that the data distribution is not extensively explored. In this work, we propose a
simple yet effective data augmentation method, coined MIXPUL, based on consistency regulariza-
tion which provides a new perspective of using PU data. In particular, the proposed MIXPUL incor-
porates supervised and unsupervised consistency training to generate augmented data. To facilitate
supervised consistency, reliable negative examples are mined from unlabeled data due to the absence
of negative samples. Unsupervised consistency is further encouraged between unlabeled datapoints.
In addition, MIXPUL reduces margin loss between positive and unlabeled pairs, which explicitly
optimizes AUC and yields faster convergence. Finally, we conduct a series of studies to demonstrate
the effectiveness of consistency regularization. We examined three kinds of reliable negative mining
methods. We show that MIXPUL achieves an averaged improvement of classification error from
16.49 to 13.09 on the CIFAR-10 dataset across different positive data amount.
Keywords PU Learning · Consistency Regularization · Deep Neural Networks
1 Introduction
Positive and Unlabeled learning (PU learning) is emerging in real-world applications since labeling large amounts
of data is often prohibitive due to time, financial, and expertise constraints. PU learning typically deals with binary
classification and has been applied to novelty or outlier detection [1], software clone detection [2], and disease gene
identification [3].
Given a large number of application scenarios, PU learning has been well studied in recent decades. Previous literature
can be divided into two categories based on how unlabeled data is handled. The first line of research is called problem
transformation. Through identifying reliable negative examples from unlabeled data, PU learning is transformed into
supervised learning [4, 5]. Some other work regards unlabeled data directly as negative and considers hidden positive
examples among unlabeled data as mislabeled examples. The PU learning problem is transformed into label noise
learning [6, 7]. The second line of research is developing unbiased PU learning risk estimators. This type of research
can be seen as cost-sensitive classification [1, 8, 9, 10]. These unbiased risk estimators typically rely on the knowledge
of class-prior which is usually unavailable in real-world problems. Although several approaches have been proposed
to estimate the class-prior from PU data [11, 12, 13, 14], inaccurate estimation usually results in severe performance
degeneration as illustrated in Figure 1.
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Figure 1: The performance comparison (AUC) using nnPU with true and estimated class-frequency is demonstrated.
We vary the class-frequency c = |P|/(|P|+ pi|U|) to simulate PU problems in the wild where pi is class-prior.
It is worth noting that although deep learning achieves excellent performance in semi-supervised learning tasks [15],
it has not been fully applied to PU learning. Moreover, in much recent work, many effective strategies have been
proposed for the training of deep neural networks leveraging unlabeled data, such as consistency regularization [16, 17]
and mixup [18]. It is demonstrated that these approaches help enhance the performance for semi-supervised learning
with a large margin on various problems.
In this paper, we introduce MIXPUL, a new consistency-based data augmentation algorithm. Unlike previous ap-
proaches, MIXPUL does not require the knowledge of class-prior. We introduce a unified loss term for PU data that
seamlessly improves AUC while encouraging consistency between datapoints. By using mixup, it interpolates pairs
of datapoints and their corresponding class labels. The network is then regularized to minimize the distance between
its output and the interpolated class labels. It is observed that mixup can move the decision boundary to low-density
regions of the data distribution [19] and encourage the model to generalize better to unseen data. Due to the absence
of negative samples for training, we propose to mine reliable negative examples from unlabeled data to facilitate su-
pervised consistency loss. In extensive ablation studies, we show the effectiveness of consistency regularization and
negative example mining techniques.
In summary, our contributions are:
• We apply consistency regularization to PU learning to yield a simple yet effective approach which does not
need the knowledge of class-prior compared with existing state of the art.
• We examine three reliable negative mining methods and show that the randomized technique works best.
• We conduct experiments showing that applying consistency regularization can yield substantial improvements
over prior state of the art. For example, the proposed method improves classification error from 16.49 to 13.09
on average over the CIFAR-10 dataset.
The rest of this paper is arranged as follows. We start by a brief introduction to the problem setting and consistency
regularization. Next, we present the proposed algorithm. After that, experimental results are reported followed by the
conclusion of this work.
2 Preliminaries
2.1 Problem Setup
Given N samples D = {xi, si}Ni=1 where xi ∈ Rd and si ∈ {0, 1}. xi is regarded as a positive example if si = 1,
otherwise an unlabeled example. We denote the set of positive examples as P and unlabeled set as U = D \ P . The
positive set P of data is sampled independently from the underlying joint density p(x|y = 1) and U is sampled from
a mixture density p(x) = pip(x|y = 1) + (1 − pi)p(x|y = 0) where pi indicates the class-prior probability and y
represents the true class label of instance x. The same as conventional supervised learning, PU learning aims to learn
a classifier p(y = 1|x) which distinguishes positive and negative data.
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2.2 Interpolation Consistency Regularization
The mixup operator was first introduced by [18] for supervised learning and can be defined as:
Mixλ(xa,xb) = λ · xa + (1− λ) · xb,
where xa,xb are two labeled examples and the coefficient λ is sampled from the Beta distribution. Later, [20] adapts
mixup to semi-supervised learning and applies interpolation between unlabeled datapoints. Interpolation-based con-
sistency trains a prediction model fθ to provide consistent predictions at interpolations of unlabeled points:
fθ (Mixλ (xj ,xk)) ≈ Mixλ (fθ′ (xj) , fθ′ (xk)) ,
where xj ,xk are a pair of unlabeled examples and θ′ is a moving average of the network parameter θ. The
interpolation-based consistency can be seen as encouraging the model to have strictly linear behavior “between” exam-
ples, by requiring that the model’s output for a convex combination of two inputs is close to the convex combination of
the output for each individual input. The mixup regularizer and consistency loss have not been previously investigated
in PU learning and it is interesting to investigate its efficiency.
3 Method
3.1 Consistency Regularization for PU Learning
During training phase of neural networks fθ, given a batchXP ⊂ P of positively labeled examples with corresponding
targets and an equally-sized batchXU ⊂ U of unlabeled examples, MIXPUL produces a processed batch of augmented
unlabeled examples X ′U with “soft” labels using mixup. X ′U is then used in computing the unsupervised consistency
loss term. For each pair of two unlabeled samples and their “soft” labels (xj , yˆj), (xk, yˆk) where yˆj = fθ′ (xj) , yˆk =
fθ′ (xk), an augmented unlabeled datapoint (x′, yˆ′) is obtained as follows using mixup operator:
x′ = λxj + (1− λ)xk (1)
and
yˆ′ = λyˆj + (1− λ)yˆk, (2)
where
λ ∼ Beta(α, α) (3)
and α is a hyperparameter of the Beta distribution. In our implementations, we first collect unlabeled examples with
their guessed labels into:
XU = {(x1, yˆ1), . . . , (xB , yˆB)}. (4)
and after performing mixup we get:
X ′U =
{(
Mix (xi,xri) ,Mix (yˆi, yˆri)
)}B
i=1
, (5)
where r is a random permutation of [B]. Notably, instead of predicting soft labels yˆj and yˆk in Equation (2) using
network fθ, we maintain a moving average θ′ of parameter θ following [16, 19] and set yˆj = fθ′(xj). Then, we
perform W = Shuffle(XU ) which will serve as a data source for mixup. For each the i-th example and label pair
(xi, yˆi) ∈ XU and (xri , yˆri) ∈ W , we apply the mixup operator and add the result to the collection X ′U . Note that
the interpolation is only applied between unlabeled datapoints so far and on each mini-batch we sample a random
λ from Beta(α, α) for mixup. To summarize, by using mixup, XU is transformed into X ′U , a collection of multiple
augmentations of each unlabeled example with corresponding “soft” label.
3.2 Reliable Negative Mining
It is noteworthy that applying mixup requires reasonably good “soft” labels, which is realized by training networks on
labeled data in semi-supervised learning. In PU learning, it is unrealistic to train the networks by feeding only positive
data. We alleviate this problem by identifying a subset of reliable negative (RN) examples from the unlabeled set. In
this work, three different types of methods are considered.
• Rand: We construct a set of “pseudo” negative examples by randomly downsampling the unlabeled set.
• Dist: Unlabeled instances with the farthest averaged distance from positive data are selected as negative.
• NTC: An Non-Traditional Classifier (NTC) is trained to discriminate P and U . Instances with the smallest
prediction scores are selected as negative.
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The positive set P and the selected reliable negative samples N ⊂ U are used to compute supervised consistency
loss. Even when combining a positive sample and a false negative sample the loss computed can still be useful as the
positive sample contains the true label of the other one. It is noteworthy that MIXPUL does not reduce cross-entropy
loss in case of overfitting. By leveraging consistency training, it can better explore the data space even when labeled
data is scarce. We compare three RN mining methods in the experiments.
3.3 Objective Function
We describe each part of MIXPUL’s objective function in the following. Given batch XP , XN , and XU , we construct
X ′PN by applying mixup operator on XP and XN . Similarly, X ′U is formed by mixing unlabeled data XU . We then
combine the consistency loss and the margin loss. More formally, the combined loss L for our proposed MIXPUL is
computed as Equation (6):
L = LPN + βLU + γLPU . (6)
The first two terms respectively represent the supervised and unsupervised interpolation-based consistency loss and
can be written as:
LPN = 1|X ′PN |
∑
x,yˆ∈X ′PN
‖yˆ − fθ(x)‖22 (7)
LU = 1|X ′U |
∑
x,yˆ∈X ′U
‖yˆ − fθ(x)‖22 (8)
By imposing consistency loss, it regularizes the network to have strictly linear behavior. Using “soft” labels can also
alleviate the problem of absence of negative data.
Since the consistency terms function as regularizers, we introduces a risk function, i.e., margin loss, between pairs of
positive and unlabeled samples, which takes the following form:
LPU = 1|XP | · |XU |
∑
xp∈XP ,xu∈XU
|fθ(xu)− fθ(xp) + η|+ , (9)
where |z|+ returns z if z > 0, otherwise 0. η is the margin parameter. By imposing LPU , MIXPUL is desired to
produce higher prediction score for positive samples than unlabeled samples. It is shown that LPU can be viewed as
an estimation of its supervised counterpart.
Finally, we use hyperparameters β and γ to trade-off these three terms. When optimizing Problem (6), we compute
the gradient ∇θL and update θ using standard SGD or Adam. Then we update the exponential moving average θ′ of
network parameter θ following [16].
3.4 Theoretical Interpretation of Equation (6)
We further explain our objective function from the perspective of empirical risk minimization. If we regard the
consistency loss LPN and LU in Equation (6) as regularizations, the last term LPU can be interpreted as a risk
function. The consistency loss can move the decision boundary to low-density regions of the data distribution [19].
The pairwise ranking loss is designated for PU-AUC risk minimization. Inspired by [21], the risk function in AUC
optimization from PU data is equivalent to the risk in supervised AUC optimization. Particularly, let `01(z) denote the
zero-one loss which returns 1 if z < 0, 0.5 if z = 0, and 0 otherwise. Supposing that unlabeled data is sampled from
a mixture of class distribution P (x|y = 0) and P (x|y = 1) completely at random, we show that PU-AUC risk RPU
is an equivalent estimation of PN-AUC risk RPN as follows.
RPU = E
x∼XP
E
x′∼XU
`01
(
f(x)− f(x′))
= E
x∈XP
[pi E
x∼XP
`01
(
f(x)− f(x))
+ (1− pi) E
xˆ∼XN
`01
(
f(x)− f(xˆ))]
=pi E
x∼XP
E
x∼XP
`01
(
f(x)− f(x))
+ (1− pi) E
x∼XP
E
xˆ∼XN
`01
(
f(x)− f(xˆ))
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The above equation holds thanks to the linearity of expectation. Note that the first term at the right hand side of the
equation is a constant which equals to pi2 . Therefore, it can be omitted in the optimization. Surprisingly, the second
term coincides with PN-AUC risk RPN. In other words, we get:
RPU = (1− pi)RPN + pi
2
It is effortless to see that RPU is a linear transformation of RPN. During training, the zero-one loss is usually replaced
with a surrogate loss for the convenience of optimization. In our implementation, we substitute it with margin loss
defined in Equation (9) which is enough for AUC risk optimization when it gets minimized.
4 Experiments
To validate the superiority of MIXPUL, we conduct experiments on the MNIST1, CIFAR-102, and UCI datasets 3. The
comprehensive statistics of used datasets are listed in Table 1. Notably, the class-ratio of each dataset is the percentage
of positive examples among training data.
Dataset #Train #Test #Feature Class-ratio
ethn 1,840 790 30 0.50
krvskp 2,237 959 36 0.49
titanic 1,540 661 3 0.32
spambase 3,220 1,381 57 0.40
MNIST 60,000 10,000 784 0.49
CIFAR-10 50,000 10,000 3,072 0.40
Table 1: Dataset statistics
4.1 Implementation Details
Unless otherwise noted, in all experiments we use the multilayer perceptron. We simply evaluate models using an
exponential moving average of their parameters with a decay rate of 0.999. We find in practice that most of MIXPUL’s
hyperparameters can be fixed and do not need to be tuned on a per-experiment or per-dataset basis. Specifically, for
all experiments, we respectively set the hyperparameters β and γ the objective function of MIXPUL to 1 and 1 for
simplicity. Further, we only change and α on a per-dataset basis; we found that α = 1 are good starting points for
tuning. We used the SGD with nesterov momentum optimizer for all of our experiments. For the experiments in Table
1 and Table 2, we run the experiments for 200 epochs. The initial learning rate was set to 10−5 on CIFAR-10 and
10−3 for other datasets. The momentum parameter was set to 0.9. We used a L2 regularization coefficient 10−4 and a
batch-size of 128 in our experiments. All the experiments were done with Pytorch4.
4.2 Competing Methods
The following methods are compared:
• Supervised: This method trains a supervised classifier with lightGBM [22]. It treats unlabeled data as negative
and uses hyperopt [23] for hyperparameter optimization.
• WSVM: The method of [1]. This method treats each unlabeled instance as a combination of positive and
negative examples.
• Ramp: The method of [8] through optimizing ramp loss. This method is used for comparison with MIX-
PUL on MNIST dataset.
• uPU: The method of [9] using unbiased PU learning risk estimator.
• nnPU: The method of [10] using non-negative unbiased PU learning risk estimator. It is an improved version
of uPU which usually overfits because the value of uPU loss can become negative.
• PNU: The method of [24] which explicitly optimizes AUC.
1http://yann.lecun.com/exdb/mnist/
2https://www.cs.toronto.edu/ kriz/cifar.html
3https://archive.ics.uci.edu/ml/datasets.php
4https://pytorch.org/
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Setting Method 1,200 2,400 3,600
Ramp 3.36 4.85 5.48
0 vs. 1
MIXPUL 0.24 0.33 0.33
Ramp 5.15 6.96 7.22
0 vs. 2
MIXPUL 4.57 2.83 2.14
Ramp 3.49 4.72 5.02
0 vs. 3
MIXPUL 3.02 2.41 2.46
Ramp 1.68 2.05 2.21
0 vs. 4
MIXPUL 0.76 0.66 0.46
Ramp 5.21 7.22 7.46
0 vs. 5
MIXPUL 1.60 3.63 9.62
Ramp 11.47 19.87 22.58
0 vs. 6
MIXPUL 8.57 5.31 3.51
Ramp 1.89 2.55 2.64
0 vs. 7
MIXPUL 1.64 1.20 1.15
Ramp 3.98 4.81 4.75
0 vs. 8
MIXPUL 3.58 2.81 2.41
Ramp 1.22 1.60 1.73
0 vs. 9
MIXPUL 1.21 0.96 3.02
Table 2: Misclassification rate (in percent) of MIXPUL and Ramp on MNIST dataset. We set the amount of positive
data |P| from {1200, 2400, 3600}. The best results are in bold.
4.3 Results on MNIST
The model for MNIST is a 3-layer multilayer perceptron (MLP) with ReLU activation function. MNIST has 10 classes
originally, and we constructed the P and N classes from them as follows: MNIST was preprocessed in such a way
that 0 constitute the positive class, while one of {1, 2, 3, 4, 5, 6, 7, 8, 9} constitutes the negative class separately in
each experimental setting. Subsequently, we randomly sample part of P which is denoted by P ′. We set P = P \ P ′
and U = N ∪ P ′ to form a PU dataset. We compare Ramp [8] which optimizes ramp loss calculated on positive
and unlabeled data with the knowledge of true class-prior. The comparison results are reported in Table 2. It is
noted that MIXPUL achieves lowest misclassification rate in comparison with Ramp [8] in most settings we studied.
Specifically, MIXPUL significantly reduces the classification error rate from 5.48 to 0.33 in 0 vs. 1 task and from 22.58
to 3.51 in 0 vs. 6 task. It indicates that the model initialization for MIXPUL produces considerably accurate “soft”
labels facilitating the consistency loss. In summary, the empirical studies demonstrate that MIXPUL is insensitive to
class-prior and consistently outperforms Ramp which is one of the representative approaches based on unbiased risk
minimization.
4.4 Results on CIFAR-10
We compare our method with state-of-the-art PU learning algorithms on CIFAR-10 dataset. We use the same archi-
tecture for all methods as specified in [10]. CIFAR-10 has 10 classes originally, and we construct the positive class
and negative class as follows. The positive class is formed by “airplane”, “automobile”, “ship”, and “truck”, and the
negative class is formed by “bird”, “cat”, “deer”, “dog”, “frog”, and “horse”. The results are reported in Table 3. We
find that uPU is very prone to overfitting and we therefore use a small number of epoch (less than 10). When only
100 positive examples are available, both nnPU and uPU tend to treat all unlabeled data as negative, which prevent
the model from training. Our consistency-regularized model achieve the lowest (best) classification error in 5 out of
6 settings. The comparison result is especially encouraging, considering that nnPU and uPU use the knowledge of
class-prior.
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Method 100 500 1k 2k 4k 10k
nnPU 40.00 15.55 13.32 11.32 9.90 8.87
uPU 40.00 26.01 19.95 14.38 12.08 9.90
MIXPUL 22.63 14.00 12.21 11.10 9.77 8.88
Table 3: Error rate on CIFAR-10 dataset with varying number of positively labeled data.
Dataset Method 0.01 0.05 0.1 0.2 0.4
Supervised 0.50±0.00 0.69±0.10 0.89±0.02 0.92±0.01 0.96±0.00
WSVM 0.56±0.20 0.96±0.01 0.98±0.00 0.99±0.00 0.99±0.00
uPU 0.66±0.07 0.84±0.04 0.94±0.01 0.96±0.00 0.97±0.00
nnPU 0.63±0.07 0.80±0.09 0.82±0.03 0.86±0.03 0.86±0.01
PNU 0.71±0.04 0.92±0.01 0.94±0.01 0.95±0.01 0.97±0.00
ethn
MIXPUL 0.73±0.04 0.92±0.01 0.97±0.00 0.98±0.00 0.94±0.00
Supervised 0.50±0.00 0.81±0.06 0.87±0.07 0.97±0.01 0.98±0.00
WSVM 0.61±0.07 0.77±0.06 0.81±0.05 0.85±0.04 0.88±0.05
uPU 0.72±0.08 0.85±0.06 0.89±0.04 0.95±0.02 0.96±0.02
nnPU 0.62±0.09 0.78±0.03 0.82±0.06 0.84±0.02 0.88±0.04
PNU 0.72±0.07 0.88±0.03 0.91±0.03 0.95±0.09 0.96±0.00
krvskp
MIXPUL 0.70±0.08 0.90±0.03 0.93±0.02 0.96±0.00 0.97±0.00
Supervised 0.50±0.00 0.50±0.00 0.69±0.02 0.72±0.01 0.71±0.00
WSVM 0.35±0.04 0.68±0.05 0.73±0.01 0.73±0.02 0.71±0.02
uPU 0.64±0.09 0.70±0.01 0.71±0.00 0.71±0.00 0.71±0.00
nnPU 0.63±0.05 0.70±0.03 0.70±0.02 0.71±0.01 0.71±0.02
PNU 0.63±0.08 0.69±0.00 0.70±0.02 0.70±0.00 0.70±0.00
titanic
MIXPUL 0.67±0.01 0.68±0.01 0.70±0.01 0.71±0.01 0.71±0.00
Supervised 0.50±0.00 0.89±0.02 0.90±0.01 0.93±0.02 0.95±0.01
WSVM 0.36±0.01 0.58±0.00 0.72±0.00 0.79±0.00 0.85±0.00
uPU 0.87±0.05 0.91±0.01 0.93±0.00 0.93±0.01 0.94±0.00
nnPU 0.77±0.07 0.87±0.01 0.90±0.00 0.91±0.01 0.92±0.00
PNU 0.76±0.07 0.87±0.01 0.91±0.01 0.93±0.00 0.94±0.00
spambase
MIXPUL 0.89±0.01 0.92±0.01 0.94±0.01 0.94±0.01 0.96±0.00
Table 4: Experimental comparisons on benchmark datasets with varying class-frequency. On each dataset, 10 test runs
were conducted. The average AUC and standard deviation are presented. The true value of class-prior is used in uPU
and nnPU. The best results in each setting are in bold. MIXPUL (ours) achieves competitive performance.
4.5 Results on UCI Datasets
To simulate PU learning problems in the wild, we construct PU data with varying class-frequency c. More specifi-
cally, we run all competing methods by setting class-frequency c to c′ ∈ {0.01, 0.05, 0.1, 0.2, 0.4} through randomly
downsampling positive examples and appending them into the unlabeled set U . For each c′, we repeat the experiment
10 times and report the average performance. The comparison results in terms of AUC are shown in Table 4, where
means and standard deviations of testing performance based on 10 random samplings are reported. It is effortless to
see that the supervised baseline performs dreadfully with a modest set of positive examples. When more and more
positive examples are observed, it achieves competing results because sampled unlabeled examples are becoming more
likely to be negative. This validates that the supervised baseline is considerably good and should be compared in PU
learning literature. We implement WSVM using Gaussian kernel and it fits the data very well in most cases except
when the number of positive examples is extremely limited. Since deep neural networks are used in nnPU, it is no
surprise that its performance on small datasets (e.g., ethn, krvskp) is usually worse than other algorithms owing to the
lack of labeled examples. It is interesting to observe that the AUC score of comparison methods is approaching 1.0
even when c = 0.01 on spambase, which indicates that this dataset is relatively easier to deal with. It is noteworthy
that MIXPUL is able to achieve superior or comparable results with uPU and nnPU even though they use the true value
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of class-prior pi especially when |P| is small. In summary, our MIXPUL can readily adapted across many practical
tasks without the knowledge of class-prior and assumptions over the data distribution.
4.6 Ablation Studies and Discussion
In the following, we provide an analysis of the effects of different parts of objective function and RN mining methods.
Method 5 25 50 100
Rand 0.67±0.01 0.68±0.01 0.70±0.01 0.71±0.01
Dist 0.48±0.14 0.53±0.16 0.66±0.01 0.47±0.15
NTC 0.56±0.11 0.68±0.02 0.70±0.01 0.69±0.00
Table 5: A comparison between negative mining methods on titanic dataset with different amount of positive data
|P| ∈ {5, 25, 50, 100}.
4.6.1 How Does the Type of RN Mining Affect Results?
We report numerical results of employing three different reliable negative mining methods by fixing other components
of the networks in Table 5. Euclidean distance is used in Dist method. For NTC method, we train a random forest
classifier. It is effortless to observe that Dist has the worst performance. This indicates that it is unsafe to use distance-
based classifiers for unknown data distribution. Therefore, we use Rand in all experiments for its observed good
performance. We also tried to train the networks without RN examples. Since only positive examples are fed, the
networks suffer from overfitting after a few epochs.
4.6.2 How Much Does Unsupervised Mixup Matter By Itself?
We study the effect of mixup by training the networks with and without unsupervised interpolation-based consistency
loss on one of the image datasets, ethn. As shown in Figure 2a, the vertical dashed line indicates the iteration where
interpolation training begins. The red and blue lines respectively demonstrate the classification error with and without
unsupervised mixup. If we apply the mixup operator on unlabeled data, the misclassification rate initially increases
very fast because augmented data is generated which the networks have never seen. After a few iterations, the error
rate decreases to less than 10% which is far smaller than the number without using unsupervised mixup. The results
demonstrate the effectiveness of mixup and provide another way of employing unlabeled data for PU learning.
(a) Ablations on mixup (b) Ablations on margin loss
Figure 2: Ablation studies on unsupervised mixup (left) and margin loss (right).
4.6.3 How Does Margin Loss Affect Results?
In our objective function, we use margin loss between positive and unlabeled example pairs guiding the model to give
higher prediction scores for observed positive examples than unlabeled ones. As shown in Figure 2b, it results in faster
8
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convergence by incorporating margin loss. We also observe that the model has a more stable performance when the
mixup is applied as illustrated by the vertical dashed line. The results coincide with our theoretical analysis that the
margin loss leads to AUC risk minimization.
In a brief summary, we provide an analysis of the effects of mixup, margin loss, and the negative example mining
methods for researchers and practitioners. We find that mixup is more effective on image datasets than other types of
data and it also provides a new way of using unlabeled instances for PU learning. Further, by incorporating margin
loss, it leads to faster convergence for the networks and makes the model performs more stably when applying mixup.
Finally, randomly downsampling unlabeled data as negative is an effective RN mining method for PU learning.
5 Conclusion
In this work, we introduce MIXPUL which applies interpolation-based consistency regularization to PU learn-
ing. MIXPUL has two advantages over previous PU learning approaches. First, it does not require the knowledge
of class-prior, which otherwise hinders the applicability of the algorithm. Second, through extensive experiments,
we find that MIXPUL exhibited significantly performance improvements over prior state of the art. Besides, we em-
pirically observe that the proposed negative mining techniques are considerably effective, without which the model
corrupts and is unable to incorporate consistency regularization. Specifically, different negative example mining tech-
niques are further investigated and we find the randomized method work very well. We also conduct thorough ablation
studies on the consistency regularization and the margin loss. We hope that the proposed consistency regularization
will become a standard element in PU learning, and that it will make things easier and simpler for researchers and
practitioners.
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