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Abstract
We study the problem of minimizing the makespan for the precedence multiprocessor con-
strained scheduling problem with hierarchical communications (Parallel Process. Lett. 10(1)
(2000) 133). We propose an 85 -approximation algorithm for the Unit Communication Time
hierarchical problem with arbitrary but integer processing times and an unbounded number
of biprocessor machines. We extend this result in the case where each cluster has m proces-
sors (where m is a 9xed constant) by presenting a (2 − 2=(2m + 1))-approximation algorithm.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Task scheduling is one of the most important problems in parallel computation. In
such a context, an application is usually represented as a directed acyclic graph where
the vertices represent the tasks to be executed and the arcs the communication delays.
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The parallel architecture is composed by a set of identical processors and the problem
is to 9nd a feasible schedule minimizing the makespan, i.e. the time at which the last
task of the graph 9nishes its execution. Formally this problem can be stated as follows:
Let G=(V; E) be a precedence graph with n tasks. Every task i∈V has a processing
time pi and every arc (i; j) is associated with a communication delay cij. Let ti (resp. tj)
be the starting time of task i (resp. j), then if (i; j)∈E, and i and j are executed on
the same processor then tj¿ti +pi, otherwise tj¿ti +pi + cij. In what follows we call
this model the scheduling model with homogeneous communications.
The objective is to 9nd a schedule, i.e. an allocation of each task to a time interval
on one processor, such that the communication delays are taken into account and the
completion time (makespan) is minimized (the makespan is denoted by Cmax and it
corresponds to maxi∈V {ti + pi}).
This problem has been extensively studied in the literature. It is NP-hard even
for surprisingly simple cases like the well known UET-UCT case where all the ex-
ecution times and the communication delays are unitary and an unbounded number
of processors is available. Using the notation of [6], this last case is denoted as
LP|prec; cij =1;pi =1|Cmax. It was shown that there is no hope to 9nd a heuristic
for LP|prec; cij =1;pi =1|Cmax with relative performance strictly less than 76 (unless
P=NP) [7], and the best known approximation algorithm is due to Munier and
K.onig with a worst-case relative performance equal to 43 [8].
We consider here an extension of this classical scheduling model [3] which takes into
account hierarchical communications [2,1]. This extension is motivated by the advance
of hierarchical parallel architectures. Parallel architectures of this type include parallel
machines constituted by diNerent multiprocessors, biprocessors connected by myrinet
switches, architectures where the processors are connected by hierarchical busses, or
point-to-point architectures where each component of the topology is a cluster of pro-
cessors.
Formally, we are given a set of multiprocessor machines (or clusters) that are used
to process n precedence constrained tasks. Each machine (cluster) comprises several
identical parallel processors. A couple (cij; ij) of communication delays is associated
to each arc (i; j) between two tasks of the precedence graph, and every task i has
an integer processing time pi. In what follows, cij (resp. ij) is called intercluster
(resp. interprocessor) communication, and we consider that cij¿ij. If tasks i and j
are executed on diNerent machines, then j must be processed at least cij time units
after the completion of i. Similarly, if i and j are executed on the same machine but
on diNerent processors then the processing of j can only start ij units of time after
the completion of i. However, if i and j are executed on the same processor then j
can start immediately after the end of i. The communication overhead (intercluster or
interprocessor delay) does not interfere with the availability of the processors and all
processors may execute other tasks. Our goal is to 9nd a feasible schedule of the tasks
minimizing the makespan.
Notice that the hierarchical model that we consider here is a generalization of the
scheduling model with homogeneous communication delays. Consider for instance that
for every arc (i; j) of the precedence graph we have cij = ij. In that case the hierarchical
model is exactly the classical scheduling model with homogeneous communications.
E. Bampis et al. / Theoretical Computer Science 290 (2003) 1883–1895 1885
We focus on the case where the number of clusters is unrestricted, the number of
processors within each cluster is equal to a 9xed constant m and the intercluster (resp.
interprocessor) communication is equal to cij =1 (resp. ij =0).
Using an extension of the classical notation of Lenstra et al. [6], this problem is
denoted as LP(Pm)|prec; (cij; ij)= (1; 0);pi¿1|Cmax. Recently, for the multiprocessor
scheduling problem with hierarchical communications, it has been proved in [1] that
there is no hope of 9nding a heuristic with relative performance strictly less than
5
4 (unless P=NP) for the problem LP(P2)|prec; (cij; ij)= (1; 0);pi =1|Cmax. This
result is an extension of the result of Hoogeveen et al. [7], who proved that there is
no polynomial time -approximation algorithm with ¡7=6 (unless P=NP) for the
well-known UET-UCT scheduling problem with homogeneous communication delays
( LP|prec; cij =1;pi =1|Cmax). However, in [2] it has been proved that the problem is
polynomial if the duplication of tasks is allowed.
In what follows, we propose a new scheduling algorithm based on a LP-relaxation
that improves the trivial bound of two.
1.1. Preliminaries
Given a precedence graph G=(V; E) a predecessor (resp. successor) of a task i is
a task j such that (j; i) (resp. (i; j)) is an arc of G. For every task i∈V; +(i) (resp.
−(i)) denotes the set of immediate successors (resp. predecessors) of i. We denote
the tasks without predecessor (resp. successor) by Z (resp. U ). We call source every
task belonging to Z .
A schedule  is a set of n ordered triples = {(i; Mi; ti); i∈V}: representing that
the task i is performed by one of the processors of the cluster Mi at time ti. Every
feasible schedule must respect the following constraints:
(1) at any time, a cluster executes at most two tasks;
(2) ∀(i; j)∈E, if Mi =Mj then tj¿ti + pi, otherwise tj¿ti + pi + 1.
The makespan of schedule  is
Cmax = maxi∈V
(ti + pi):
The problem is to 9nd a feasible schedule with a minimum makespan.
In order to evaluate the worst-case performance of an algorithm, we recall the de9-
nition of the relative performance of a heuristic h:
h = max
G
Chmax(G)
Coptmax(G)
;
where Coptmax(G) denotes the optimal makespan of a feasible schedule of the graph G,
and Chmax(G) the makespan obtained by the heuristic h.
In the next section, we formulate the problem as an integer linear program (ILP).
In Section 3, we propose a simple heuristic based on a relaxation of the ILP that we
analyze in Section 4 by evaluating its worst-case relative performance and by showing
that the obtained bound is tight. In Section 5, we extend our algorithm to the case with
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Fig. 1. Special subgraphs considered in the ILP.
m processors per cluster (where m is a 9xed constant), by providing a (2−2=(2m+1))-
approximation algorithm.
2. The integer linear program
The aim of this section is to model the problem LP(P2)|prec; (cij; ij)= (1; 0);pi¿1|
Cmax by an integer linear program (ILP) denoted, in what follows, by .
We model the scheduling problem by a set of equations de9ned on the starting times
vector (t1; : : : ; tn):
For every arc (i; j)∈E, we introduce a variable xij ∈{0; 1} which indicates the pres-
ence or not of an intercluster communication, and the following constraints:
∀(i; j) ∈ E; ti + pi + xij 6 tj:
In every feasible schedule, every task i∈V − U has at most two successors, w.l.o.g.
call them j1 and j2 ∈+(i), that can be performed by the same cluster as i at time
tj1 = tj2 = ti+pi. The other successors of i, if any, satisfy: ∀k ∈+(i)−{j1; j2}; tk¿ti+
pi + 1. Consequently, we add the constraints:
∑
j∈+(i)
xij ¿ |+(i)| − 2:
Similarly, every task i of V − Z has at most two predecessors, w.l.o.g. call them j1
and j2 ∈−(i), that can be performed by the same cluster as i at times tj1 ; tj2 satisfying
ti − (tj1 + pj1 )¡1 and ti − (tj2 + pj2 )¡1. So, we add the following constraints:
∑
j∈−(i)
xji ¿ |−(i)| − 2:
If we denote by Cmax the makespan of the schedule,
∀i ∈ V; ti + pi 6 Cmax:
The above constraints are necessary but not suPcient conditions in order to get a
feasible schedule for our problem. For instance, a solution minimizing Cmax for the
graph of case (a) in Fig. 1 will assign to every arc the value 0. However, since every
cluster has two processors, and so at most two tasks can be processed on the same
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Fig. 2. An optimal solution of the ILP  does not always imply a feasible solution.
cluster simultaneously, the obtained solution is clearly not feasible. Thus, the relaxation
of the integer constraints, by considering 06xij61, and the resolution of the resulting
linear program with objective function the minimization of Cmax, gives just a lower
bound of the value of Cmax.
In order to improve this lower bound, we consider every subgraph of G that is
isomorphic to the graphs given in Fig. 1—cases (a) and (b). It is easy to see that in
any feasible schedule of G, at least one of the variables associated to the arcs of each
one of these graphs must be set to one. So, we add the following constraints:
• For the case (a):
∀i; j; k; l; m∈V; such that (j; i); (j; k); (l; k); (l; m)∈E; xji + xjk + xlk + xlm¿1
• For the case (b):
∀i; j; k; l; m∈V; such that (i; j); (k; j); (k; l); (m; l)∈E; xij + xkj + xkl + xml¿1
Thus, in what follows, we consider the following ILP:
()


min Cmax;
∀(i; j) ∈ E; xij ∈ {0; 1};
∀i ∈ V; ti ¿ 0;
∀(i; j) ∈ E; ti + pi + xij 6 tj;
∀i ∈ V − U; ∑
j∈+(i)
xij ¿ |+(i)| − 2;
∀i ∈ V − Z; ∑
j∈−(i)
xji ¿ |−(i)| − 2;
∀i; j; k; l; m ∈ V; \(j; i); (j; k); (l; k); (l; m) ∈ E; xji + xjk + xlk + xlm ¿ 1;
∀i; j; k; l; m ∈ V; \(i; j); (k; j); (k; l); (m; l) ∈ E; xij + xkj + xkl + xml ¿ 1;
∀i ∈ V; ti + pi 6 Cmax:
Once again the integer linear program given above does not always imply a feasible
solution for our scheduling problem. For instance, if we consider the precedence graph
given in Fig. 2, the optimal solution of the integer linear program will set all the arcs to
0. Clearly, this is not a feasible solution for our scheduling problem. However, our goal
in this step is to get a good lower bound of the makespan and a solution—eventually
not feasible—that we will transform to a feasible one (this transformation is given in
Section 3).
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Let inf denote the linear program corresponding to  in which we relax the inte-
grality constraints xij ∈{0; 1} by setting xij ∈ [0; 1]. Given that the number of variables
and the number of constraints are polynomially bounded, this linear program can be
solved in polynomial time. The solution of inf will assign to every arc (i; j)∈E a
value xij = eij with 06eij61 and will determine a lower bound of the value of Cmax
that we denote by inf .
Lemma 1. inf is a lower bound on the value of an optimal solution for LP(P2)|prec;
(cij; ij)= (1; 0);pi¿1|Cmax.
Proof. This is true since any optimal feasible solution of the scheduling problem must
satisfy all the constraints of the integer linear program .
3. Obtaining a feasible solution
3.1. The rounding algorithm
The algorithm is divided in two steps:
(1) Step 1 (Rounding): We transform the solution of the relaxed linear program into
an integer one in the following way:
if eij¡0:25 (resp. eij¿0:25) then xij =0 (resp. xij =1).
In the following, we call an arc (i; j)∈E a 0-arc (resp. 1-arc) if xij =0 (resp.
xij =1).
The solution given by Step 1 is not necessarily a feasible solution (take for instance
the precedence graph of Fig. 2), so we must transform it to a feasible one. Note that
the cases given in Fig. 1 are eliminated by the linear program.
In the next step we need the following de9nition.
Denition 2. A critical path with terminal vertex i∈V is the longest path from an
arbitrary source of G to task i. The length of a path is de9ned as the sum of the
processing times of the tasks belonging to this path and of the values xij for every arc
in the path.
(2) Step 2 (Feasible rounding): We change the integer solution as follows:
(a) If i is a source then we keep unchanged the values of xij obtained in Step 1.
(b) Let i be a task such that all its predecessors are already examined. Let Ai be the
subset of incoming arcs of i belonging to a critical path with terminal vertex the
task i.
(i) If the set Ai contains a 0-arc, then all the outcoming arcs xij take the value
1.
(ii) If the set Ai does not contain any 0-arc (all the critical incoming arcs are
valued to 1), then the value of all the outcoming arcs xij remains the same
as in Step 1, and all the incoming 0-arcs are transformed to 1-arcs.
Remark 3. In Step 2(b)(ii) changing the value of an incoming 0-arc to 1 does not
increase the length of any critical path having as terminal vertex i, because it exists
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at least one critical path with terminal vertex i such that an arc (j; i)∈E is valued by
the linear program to at least 0.25 (eji¿0:25), and so xji is already equal to 1.
3.2. The scheduling algorithm
Given the valuation of the arcs obtained by the application of the rounding algorithm,
we obtain a feasible schedule in the following way:
First, we compute for every task its starting time. This is easy to do, since the
starting time of a task i∈V will be equal to the length of an arbitrary critical path
with terminal vertex i. (In order to compute the length of the critical path, we use
the values xij computed by the rounding algorithm.) Then we apply the following
procedure:
We consider the partial graph G′=(V; E′) induced by the 0-arcs, where E′=E={(i; j) |
xij =1}. Every connected component of G′ is then allocated to a diNerent cluster and
every task is executed at its starting time.
3.3. Feasibility of the scheduling algorithm
In this section, we prove that the algorithm given above provides a feasible schedule.
From the constraints of the linear program one can easily show the following lemma.
Lemma 4. Every job i∈V has at most two successors (resp. predecessors) such that
eij¡0:25 (resp. eji¡0:25).
Denition 5. A task i is called fully free, if all the incoming arcs, with terminal vertex
the task i, are valued to 1.
If a task i∈V is fully free, then it may be executed on any cluster.
Denition 6. A task i is called free from a task j, if (j; i)∈E and (j; i) is valued to 1.
In this case the task i may not be executed on the same cluster as the task j.
Lemma 7. The scheduling algorithm described above provides a feasible schedule.
Proof. By induction. The proof uses a graph-level approach: we show that if is true
for all the predecessors of i then it is true for i.
• The lemma clearly holds for the tasks i such that −(i)⊆Z .
• We assume that the lemma is true for all the predecessors of i with −(i)*Z .
◦ If Ai contains two incoming arcs valued to 0 (resp. one incoming arc valued to
0), denoted by (j; i) and (k; i) (resp. by (j; i)), so by the rounding algorithm all
the outcoming arcs are valued to 1 (∀s∈+(i); xis=1).
Thus, the task i is performed on the same cluster as the tasks k and j (this is
always possible since the task i is free from all the tasks of −(i)\{j; k}) (resp.
on the same cluster as j (again this is always possible since i is free from all
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the tasks of −(i)\{j})). In addition, given that all the outcoming arcs from i
are valued to 1, the successors of i i.e. {s\s∈+(i)} are performed on diNerent
clusters since they are free from the task i.
◦ In the case where the set Ai does not contain any 0-arc, all the incoming arcs with
terminal vertex i had been transformed by the algorithm into
1-arcs. Thus the task i is a fully free task, and so the task i is performed on
any cluster, or on the same cluster as the task k, if any, that has a common
successor, say j, with i and such that xij = xkj =0.
The above way of scheduling the tasks preserves the precedence constraints and the
communication delays and provides a feasible schedule.
4. Relative performance of the heuristic
First, we prove that 85 is an upper bound of 
h. Then, we show that this value is
reached for a special class of graphs.
4.1. Upper bound of the relative performance
Let us denote by thi the starting time of the task i determined by the heuristic and
by t∗i the starting time of the task i given by the linear program (t
∗
i is the longest path
from a source to the task i including the processing time of the tasks and the values
eij of the corresponding arcs).
Lemma 8. For every task i∈V; thi6 85 t∗i
Proof. We use induction to prove it.
The inequality is true for every task i∈Z (i.e. tasks such that thi =0) and for every
task k such that −(k)⊆Z .
Let us now assume, that the lemma is valid for all the predecessors of the task i.
Let Ai be the set of the critical incoming arcs (i.e. the arcs having i as terminal
vertex and belonging to a critical path). We have to consider the following cases:
(1) One of the arc(s) of Ai denoted by (j; i) is valued to 0 (xji =0, which means
that eji¡0:25). So thi = t
h
j +pj, and t
∗
i ¿t
∗
j +pj. According to the induction hypothesis
we have thj6
8
5 t
∗
j .
Thus thi6
8
5 t
∗
j + pj and consequently t
h
i6
8
5 (t
∗
i − pj) + pj6 85 t∗i .
(2) One of the arc(s) of Ai denoted by (j; i) is valued to 1 (xji =1) and eji¿0:25.
So, thi = t
h
j +pj + 1, and t
∗
i ¿t
∗
j +pj + 0:25. According to the induction hypothesis we
have thj6
8
5 t
∗
j .
Thus thi6
8
5 t
∗
j +pj+1 and consequently t
h
i6
8
5 (t
∗
i −pj− 0:25)+pj+16 85 t∗i − 35pj+
3
56
8
5 t
∗
i , because pj¿1; ∀j∈V .
(3) Ai contains a 1-arc denoted by (j; i) such that eji¡0:25. We have thi = t
h
j +pj+1,
and t∗i ¿t
∗
j + pj.
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Notice that, the value associated to this 1-arc has been transformed to 1 after the
“study” of task j.
So in the set Aj there exists a 0-arc. W.l.o.g. we denote by (k; j) this arc, thus
thj = t
h
k + pk , and t
∗
j¿t
k
∗ + pk .
According to the induction hypothesis we have thk6
8
5 t
∗
k . Thus, t
h
i = t
h
k +pj +pk +1,
and t∗i ¿t
∗
k + pk + pj.
Hence, we get thi6
8
5 t
∗
k +pk +pj +1, and consequently, t
h
i6
8
5 (t
∗
i −pj −pk)+pk +
pj + 16 85 t
∗
i .
Finally, we obtain our main result:
Theorem 9. The relative performance h of our heuristic is bounded above by 85 .
Proof. Let us denote by Chmax the makespan of the schedule computed by the heuristic
and by Coptmax the optimal value of a schedule.
Let us consider a task i of U such that Chmax = t
h
i +pi. Then, according to Lemma 8,
Chmax6
8
5 (t
∗
i + pi). Moreover, t
∗
i + pi6
inf and inf6Coptmax, so we get the theorem.
4.2. Tightness of the bound
In this section, we prove that the bound is tight in the case where all the tasks have
unit execution times.
We recursively de9ne a sequence of graphs Gi; i¿1 based on the graphs B1 and
B2 given in Figs. 3 and 4, respectively. The values near each task in Figs. 3 and 4
correspond to its starting time.
We compute the value of the makespan obtained by our heuristic, denoted Chmax(Gi),
and we propose a schedule  such that
lim
i→∞
Chmax(Gi)
Cmax(Gi)
=
8
5
:
Notation: In what follows, whenever we write: “B1@B2”, we will consider the graph
obtained by the concatenation of the graph B1 and the graph B2, in which we identify
the tasks of the last level of B1with the tasks of the 9rst level of B2. More precisely,
we have x′1 = r1 and y
′
1 = r2.
The de9nition of Gi−1@B2 is made in a similar way (the tasks of the last level of
Gi−1 are aggregated with the tasks of the 9rst level of B2 i.e. q1 = r1 and q2 = r2 with
q1; q2∈V (Gi−1) and r1; r2∈V (B2)).
Gi is recursively de9ned in the following way:
• G1 =B1@B2,
• and Gi =Gi−1@B2, with i¿2.
4.2.1. Makespan for scheduling the tasks of Gi
Lemma 10. The makespan for the graph B1 (resp. B2) obtained by the heuristic is
equal to Chmax(B1)= 7 (resp. C
h
max(B2)= 9).
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x'1 y'1
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The graph B1
r1 r2
q1 q2
t                 t
t + 1
t + 2
t + 3
t + 5 t + 5
t + 4
t + 3
t + 2
t + 4
t + 1
The graph B2
Fig. 3. The graph B1 and the associated schedule
(B1).
Fig. 4. The graph B2 and the associated schedule
(B2).
Proof. The solution of the relaxed linear program will assign the value 0.25 to all the
arcs of Bi, i=1; 2. Thus, during the 9rst step, the heuristic will transform all these
values to 1, and hence the makespan will be equal to 7 (resp. 9).
Lemma 11. The makespan for Gi given by the heuristic is equal to Chmax(Gi)= 8i+7.
Proof. By induction on i.
• If i=1 the lemma is valid: Chmax(G1)=Chmax(B1) + Chmax(B2)− 1=15.
• We assume that the lemma is valid for i− 1; i¿2 i.e. Chmax(Gi−1)= 8(i− 1)+ 7.
We have Chmax(Gi)=C
h
max(Gi−1) + C
h
max(B2) − 1=8(i − 1) + 7 + 9 − 1=8i + 7.
Let us now construct a better schedule that we call . We build  recursively:
• (G1) is obtained by concatenating the schedules of B1 and B2 (see Figs. 3 and 4)
taking of course into account the aggregation of the tasks in G1 =B1@B2 (given
that x′1 = r1 and y
′
1 = r2, we have tx′1 = tr1 and ty′1 = tr2 ).• Similarly, (Gi) is obtained by concatenating carefully the schedules of Gi−1 and
of B2 (taking again into account the aggregation of tasks).
Lemma 12. The makespan for the graph B1 (resp. B2) obtained by  is equal to
Cmax(B1)= 5 (resp. C

max(B2)= 6).
Proof. It is obvious by the construction.
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case (b)
2m
5
0
1
....
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2           4
3
case (a)
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0             2 4
31
2m
2m − 3 2m − 1
2m − 2
2m − 2
2m − 3 2m − 1
5
Fig. 5. Two extended special subgraphs considered in the ILP.
Lemma 13. The length of the schedule  for the graph Gi, Cmax(Gi), is equal to 5i+5.
Proof. By induction on i.
• If i=1 the lemma is valid (Cmax(G1)= 10).
• We assume that the lemma is valid for i− 1; i¿2, i.e. Cmax(Gi−1)= 5(i− 1)+5.
Since Cmax(B2)= 6, we obtain C
h
max(Gi)= 5(i − 1) + 5 + 6− 1=5i + 5.
Theorem 14. The bound h= 85 is reached for Gi.
Proof. By the Lemmas 11 and 13, we have Chmax(Gi)= 8i + 7 and C

max(Gi)= 5i + 5.
So,
lim
i→∞
Chmax(Gi)
Cmax(Gi)
=
8i
5i
=
8
5
:
5. Extended model
In this section, we consider an extension of the studied problem where each cluster
contains m identical processors, with m¿1 a 9xed constant ( LP(Pm)| prec; (cij; ij)=
(1; 0);pi¿1|Cmax).
In order to treat this problem we consider a generalization of the integer linear pro-
gram presented in Section 2. We have to extend the two cases of Fig. 1 by considering
the cases given in Fig. 5.
• For case (a): For every i even, with 06i62m− 2, such that (i+ 1; i)∈E, and i
odd with 16i62m− 1 such that (i; i + 1)∈E,
∑
06i62m−2
i even
x(i+1)i +
∑
16i62m−1
i odd
xi(i+1)¿1:
• For case (b): For every i even, with 06i62m− 2, such that (i; i+ 1)∈E, and i
odd with 16i62m− 1 such that (i + 1; i)∈E,
∑
06i62m−2
i even
xi(i+1) +
∑
16i62m−1
i odd
x(i+1)i¿1:
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Thus, in what follows, we consider the following ILP problem:
(1)


minCmax;
∀(i; j) ∈ E; xij ∈ {0; 1};
∀i ∈ V; ti ¿ 0;
∀(i; j) ∈ E; ti + pi + xij 6 tj;
∀i ∈ V − U; ∑
j∈+(i)
xij ¿ |+(i)| − m;
∀i ∈ V − Z; ∑
j∈−(i)
xji ¿ |−(i)| − m;
for the cases (a)
∑
06i62m−2
i even
x(i+1)i +
∑
16i62m−1
i odd
xi(i+1) ¿ 1;
for the cases (b)
∑
06i62m−2
i even
xi(i+1) +
∑
16i62m−1
i odd
x(i+1)i ¿ 1;
∀i ∈ V; ti + pi 6 Cmax:
We use the same rounding algorithm as in the case of m=2 except that for the Step
1, the threshold value for the rounding is changed as follows: if eij¡1=2m then xij =0,
otherwise xij =1.
Notice that, in the case of m=1, the Step 2 of the algorithm in Section 3 is useless.
Lemma 15. For every job i ∈ V; thi 6 2− (2=(2m+ 1))t∗i .
The proof of Lemma 15 is similar to the proof of Lemma 8 by replacing 85 by
2− 2=(2m+ 1), 0:25 by 1=2m, and 1:25 by 1 + 1=2m.
Finally, we obtain the following result:
Theorem 16. The relative performance h of our heuristic is bounded above by
2− 2=(2m+ 1) and the bound is tight.
Thus, in the case of m=1 we get the relative performance for the LP|prec; cij =1;
pi =1|Cmax problem given by Munier and K.onig [8].
6. Conclusions
In this paper, we gave an approximation algorithm for LP(P2)|prec; (cij; ij)= (1; 0);pi
¿1|Cmax, with relative performance equal to 85 . Recall that there is no hope to 9nd a
heuristic with relative performance guarantee less than 54 (unless P=NP) [1] in the
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case of pi =1; ∀i∈V . Our approach is also extended to the problem LP(Pm)|prec; (cij;
ij)= (1; 0);pi¿1|Cmax, i.e. for the case where the number of processors in each clus-
ter is any 9xed constant. In that case, the performance ratio is a function of the number
of processors. We can also remark that it is not diPcult to extend this work in the
case where the optimization criterion is the weighted sum of completion times.
References
[1] E. Bampis, R. Giroudeau, J.C. K.onig, On the hardness of approximating the precedence constrained
multiprocessor scheduling problem with hierarchical communications, Technical Report 34, LaMI,
Universit@e d’ @Evry Val d’Essonne, RAIRO Oper. Res., to appear.
[2] E. Bampis, R. Giroudeau, J.C. K.onig, Using duplication for multiprocessor scheduling problem with
hierarchical communications, Parallel Process. Lett. 10 (1) (2000) 133–140.
[3] B. Chen, C.N. Potts, G.J. Woeginger, A review of machine scheduling: complexity, algorithms and
approximability, Technical Report Woe-29, TU Graz, 1998.
[4] P. Chr@etienne, E.J. CoNman Jr., J.K. Lenstra, Z. Liu, Scheduling Theory and its Applications, Wiley,
New York, 1995.
[5] M.R. Garey, D.S. Johnson, Computers and Intractability, a Guide to the Theory of NP-Completeness,
Freeman, New York, 1979.
[6] R.L. Graham, E.L. Lawler, J.K. Lenstra, A.H.G. Rinnooy Kan, Optimization and approximation in
deterministics sequencing and scheduling theory: a survey, Ann. Discrete Math. 5 (1979) 287–326.
[7] J.A. Hoogeveen, J.K. Lenstra, B. Veltman, Three, four, 9ve, six, or the complexity of scheduling with
communication delays, Oper. Res. Lett. 16 (3) (1994) 129–137.
[8] A. Munier, J.C. K.onig, A heuristic for a scheduling problem with communication delays, Oper. Res.
45 (1) (1997) 145–148.
[9] C. Picouleau, @Etude des problVemes d’optimisation dans les systVemes distribu@es, Ph.D. Thesis, Universit@e
de Paris VI, 1992.
[10] B. Veltman, Multiprocessor scheduling with communications delays, Ph.D. Thesis, CWI-Amsterdam,
Holland, 1993.
