A geometrical method for computing overlap between vowel distributions, the spectral overlap assessment metric ͑SOAM͒, is applied to an investigation of spectral ͑F1, F2͒ and temporal ͑duration͒ relations in three different types of systems: one claimed to exhibit primary quality ͑American English͒, one primary quantity ͑Jamaican Creole͒, and one about which no claims have been made ͑Jamaican English͒. Shapes, orientations, and proximities of pairs of vowel distributions involved in phonological oppositions are modeled using best-fit ellipses ͑in F1 ϫ F2 space͒ and ellipsoids ͑F1 ϫ F2 ϫ duration͒. Overlap fractions computed for each pair suggest that spectral and temporal features interact differently in the three varieties and oppositions. Under a two-dimensional analysis, two of three American English oppositions show no overlap; the third shows partial overlap. All Jamaican Creole oppositions exhibit complete overlap when F1 and F2 alone are modeled, but no or partial overlap with incorporation of a factor for duration. Jamaican English three-dimensional overlap fractions resemble two-dimensional results for American English. A multidimensional analysis tool such as SOAM appears to provide a more objective basis for simultaneously investigating spectral and temporal relations within vowel systems. Normalization methods and the SOAM method are described in an extended appendix.
I. INTRODUCTION
This paper deals with one classification problem resulting from systematic sources of variability affecting acoustic vowel features-the classification of languages as lengthversus quality-contrasting. A broad range of linguistic and nonlinguistic effects would seem to render impossible the identification of numerical cutoffs ͑durational ranges and concomitant formant averages͒ which might allow for direct categorization of vowel systems based upon whether temporal or spectral features play a primary or secondary role. In this paper, spectral/temporal relations are investigated in three linguistic varieties that have been claimed to differ with regard to the role of these features in phonological contrast. We consider how the overlap fraction yielded by the spectral overlap assessment metric, or SOAM ͑described below͒, may help to address the question of whether or how vowel quantity contributes to the distinction ͑in production͒ between phonologically tense and lax vowels in three linguistic varieties: Jamaican Creole ͑JC hereafter͒, Jamaican English ͑JE͒, and American English ͑Pacific Northwest variety; PNWEng hereafter͒. Broad variation exists in the possible distribution and combination of acoustic features ͑e.g., vowel formants and segmental durations͒ resulting from language-specific coarticulatory effects ͑e.g., vowel-to-vowel coarticulation: Macken, 1980; Strange and Bohn, 1998; Perkell and Matthies, 1992͒ , nonlinguistic influences such as physiological differences ͑e.g., vocal tract length differences between sexes, adults and children: Nordström and Lindblom, 1975͒ , and sociolinguistic factors ͑e.g., dialectal variation and linguistic change : Labov, 1994; Hagiwara, 1997͒ . This variation, though many of its causes yield systematic effects, has not yet been integrated into a unified theory of influences on acoustic vowel features. Researchers still lack acoustic characterizations of many vowel systems. Also lacking are models of vowel systems that enable the examination of the combined influences of sets of effects on vowel features. This paper particularly addresses the latter issue. We apply SOAM to a cross-linguistic investigation of three vowel systems. SOAM allows the simultaneous comparison of spectral and temporal vowel features. Statistical properties of normalized estimates of the first two acoustic vowel formants ͑F1, F2͒ and segmental duration provide the basis for ellipse and ellipsoidal models of vowels in phonological oppositions. The shapes of the two vowel distributions and their proximity in two-and three-dimensional space ͑i.e., F1 ϫ F2 and F1 ϫ F2 ϫ duration͒ are calculated. Graphical representation then allows for the visual evaluation of algorithm results.
typically carried in the first two formants ͑F1 and F2͒, provide the basis for phonological contrast. The designations primary and secondary quantity are used to classify languages within which temporal features ͑typically segmental duration͒ play a crucial role. In the former, phonological contrast in a vowel system is based upon "robust" differences in the segmental durations of vowels in phonological oppositions. In the latter, phonological contrast is based upon robust differences in the quality of vowels in phonological oppositions while systematic differences in vowel length are also observed. One concern has been to understand what relations between vowel quality and quantity features must obtain in order to establish a basis for distinguishing between the two temporal designations. Certain inconsistencies occur in the literature regarding the definitions given to these three classifications. Namely, systematic differences in vowel length may result from several sources, some language-general and others language-specific. However, lengthening due to different sources is often not distinguished. For example, systematic differences in vowel length may result from ͑1͒ a language-specific phonetic tendency to "enhance" quality ͑i.e., phonemic͒ distinctions as in the tense/lax contrast in English ͑Lehiste, 1970͒ or ͑2͒ language-general ͑phonetic͒ processes, such as preconsonantal "lengthening," which supports the perception of consonant voicing. As an example of the former, the English tense/lax ratio is underlyingly 1.2:1-i.e., the average duration of short vowels is 83% of that of the long vowels. This represents a language-specific tendency related to phonological length. This ratio increases to 1.5:1 ͑67%͒ when the vowel precedes a voiced obstruent-a language-general tendency unrelated to phonological contrast ͑Lehiste, 1970͒. Kluender et al. ͑1988͒ suggest that true length contrasts ͑i.e., in primary quantity languages͒ may be so auditorily distinctive "that the contrastenhancing effects of vowel-length variation are simply unnecessary." Thus, difficulty arises when classifications are used that do not distinguish between the phonetic outcomes of phonological length and processes of phonetic lengthening unrelated to phonological length. Additionally, classifications are often made without reference to spectral differences, e.g., whether a systematic difference in vowel duration is accompanied by a concomitant absence of quality overlap.
1 Crucially, as has been pointed out by Lehiste ͑1970, p. 35͒, a linguistic rationale ͑either auditory or acoustic͒ is lacking for determining how large a temporal contrast must be before it may be considered primary. Furthermore, it is even less clear what type of spectral distinction must obtain simultaneously with a given durational contrast. These two problems may be illustrated with examples related to perspectives on the role of overlap in spectral features and overlap in temporal features.
In the spectral domain, the lack of experimental research that uses a multidimensional approach in investigating the nature of spectral and temporal distributional patterns has impeded scholarly understanding of prototypical versus "ambiguous" vowel qualities. Hillenbrand et al. ͑1995͒ carry out a replication of the most widely cited study of the acoustics and perception of vowels ͑Peterson and Barney, 1952 ; P&B hereafter͒. They analyze spectral ͑f0, F1-F3͒ and temporal ͑segmental duration͒ information for speakers of a Midwestern dialect of American English and find differences between mean segmental durations for males' as compared to both children's and females' productions ͑males' durations being shortest͒. These results are statistically significant in post hoc comparisons, but the authors are unable to provide an explanation for this effect ͑Hillenbrand et al., 1995, p. 3102͒. Their intention was to obtain, for General American English, a set of data comparable to that original study but more precisely controlled in terms of several parameters, including regular interval measures to trace the trajectory of the vowel, inclusion of measures for segmental duration, and controls for dialect of both speaker and listener dialect.
One key difficulty that reduces comparability between P&B and Hillenbrand et al. lies in the fact that the latter collected data from speakers of a Midwestern dialect. The authors were not unaware of dialect differences, which is clear in the fact that they attempted to screen for certain differences, excluding those who merged /a, Å/, or whose speech evidenced a "departure from general American English" ͑Hillenbrand et al., 1995, p. 3100͒. However, although it is true that this dialect region is well known for not ͑yet͒ participating in the widespread merger of /a, Å/, it is not clear how meaningful it is to say that they also omitted speakers native to the area who were not speakers of "General American English."
2 There are differences between the productions of the final Midwestern sample and the P&B sample that reflect further spectral differences for which the authors cannot account. For example, sociophonetic descriptions of the vowel system for this region indicate marked raising of /ae/ that distinguishes the Midwest from other regions ͑Hagi-wara, 1997; Labov, 1994͒, with women and children leading in this change. ͑Also, since the merger of /a, Å/ is widespread among dialects, the lack of merger already places this region outside the norm with respect to a "general American" feature͒. The Midwestern speakers' systems do indeed show raising of /ae/. For example, for the Midwestern women ͑the group with the greatest differences in mean F1, F2͒, Hillenbrand et al. report the following category means for /ae/ and //: in F1-669 and 731 Hz ͑a difference of 62 Hz͒ and in F2-2349 and 2058 Hz ͑a difference of 291 Hz͒.
3 These differences in F1 and F2 are smaller than the mean differences reported for these formants in the earlier Peterson and Barney study ͑1952, p. 183͒, suggesting greater proximity between the /ae/ and // vowel categories of Midwestern speakers. 4 This proximity appears to be relevant to the perception study results as well. Hillenbrand et al. report that listeners showed greatest confusion for /ae, , Å/. This is possibly the result of spectral overlap between some tokens of /ae/-// ͑which is perhaps most marked in males' tokens, as will be discussed for this complex situation, below͒. For / Å /, it seems likely that some speakers did lower or merge the quality of this vowel toward ͓a͔, so that while /a/ tokens remain unambiguous, lowered tokens of / Å / were confusible with /a/. However, spectral overlap in the presence of systematic and auditorally salient temporal differences could still cue a distinction. In fact, there is evidence that temporal features aid in distinction.
First, Hillenbrand et al. report that a quadratic discriminant analysis was most successful when duration was included in the set of parameters used to classify tokens. Second, reexamination of production results suggests that temporal features indeed play a crucial role. Close examination of their Fig. 9 , which shows plots of F3-F2 ͑mels͒ by F0-F1 ͑mels͒ of formant patterns sampled at 20% and 80% of the duration of the vowel, is quite telling. This figure shows longer curves for /ae/ than for // ͑for all groups͒ and for women than men. 5 Longer curves indicate greater spectral change over time, a temporal feature of vowel production. Specifically, women's /ae/ exhibited greatest change in the dimension of vowel height.
The duration difference between groups that Hillenbrand et al. found problematic may thus be understood as follows: females' longer durations are consistent with their greater advancement in the change by which /ae/ is produced as ͓i͔. This vowel is ͑for women and children͒ diphthongal, while still relatively phonetically static for males. Males' /ae/ and // are spectrally and temporally most extensively overlapping of the three Midwestern groups. Plots of midpoint values alone ͑as the authors acknowledge͒ mask crucial temporal distinctions. A representation of spectral and temporal features together is most helpful. Thus, knowledge of the phonetic extent of dialect differences is important in designing a replication and in interpreting study results. However, the more crucial point for the present study is that this difference suggests systematic dialectal differences in the relations between spectral and temporal cues to a phonological contrast.
Secondly, cross-linguistic comparisons of vowel length contrasts provide an illustration of how the lack of experimental research that uses a multidimensional approach has impeded scholarly understanding of the role of durational differences in phonological contrast. Japanese, Luganda, Icelandic, and Thai have been characterized as unambiguous examples of primary quantity languages on the basis of the typical durational differences between phonologically long and short vowels ͑conventionally expressed as a ratio of the duration of the phonologically long member of a pair of vowels to the phonologically short one͒. That is, vowel durations for contrasts in these languages typically fall above 1.6:1, while English and German are characterized as having secondary quantity ͑Lehiste, 1970͒. This length ratio is often accompanied by an impressionistic determination about spectral contrast ͑full overlap, partial overlap, or no overlap͒, which is unquantified in terms of phonetic characteristics of the vowels. Measures of F1 and F2 for the distributions are not typically presented. The conventional means of presentation is summarized in Table I .
Both of these problems demonstrate the need for a mathematical procedure that provides a means of simultaneously representing and evaluating the roles of spectral and temporal acoustic phonetic vowel features. Such a measure would have several advantages for between-language and withinlanguage comparisons. Among these, it would facilitate categorization of primary and secondary quantity languages and provide a means of determining, within a language, whether a systematic difference in vowel duration is accompanied by a concomitant absence of quality overlap. An experiment was carried out in which spectral/temporal relations were tested for long-short vowel pairs in three language varieties: a Pacific Northwest variety of American English ͑referred to hereafter as PNWEng͒, Jamaican Creole ͑JC͒, and Jamaican English ͑JE͒. One longstanding question in the phonology of Jamaican varieties has been whether spectral contrasts or temporal ones are the basis for phonological vowel contrast ͑Wassink, 2001͒. Jamaican English ͑the term used in this paper to refer the Jamaican "acrolect"͒ and Jamaican Creole ͑the Jamaican "basilect"͒ represent distant ends of the postCreole linguistic continuum in Jamaica. These two varieties are of interest because they differ systematically in the distribution of spectral ͑F1 and F2͒ and temporal ͑duration͒ features in their vowel inventories ͑Wassink, 1999, 2001͒, such that Jamaican Creole has been characterized as retaining more of the phonetic features of its West African adstrates ͑which utilized phonemic vowel length͒, and Jamaican English of its English adstrates ͑several of which utilized secondary quantity͒. Thus, researchers are interested in understanding the relative contributions of the phonologically different input languages to the Jamaican continuum. The experiment that follows reports the results of the withinlanguage characterizations, followed by a between languagecomparison which allows some observations to be made about the application of the terms primary quantity, primary quality, and secondary quantity to these varieties.
III. EXPERIMENT

A. Speakers
The Pacific Northwest sample included six female speakers born and raised in Washington state. The Jamaican English sample included nine speakers ͑five male and four female͒ native to the Kingston Corporate Area ͑St. Andrew Parish͒, and the Jamaican Creole sample included ten speakers ͑five male and five female͒ native to the rural parish of St. Thomas. None reported a knowledge of hearing difficulties.
B. Materials
Target data for this study include six vowels representing three phonological oppositions, namely /i:/ beat ϳ /i/bit, /a:/ boughtϳ /a/ bat, /u:/ bootϳ /u/ book. Here, the symbols /i:,i,a:,a,u:,u/ are used to provide a consistent, convenient means of representing the word classes indicated and to signal the phonological specification of the lengths of the vowels in each and not the phonetic quality of vowels in any of the language varieties under study. The phonetic qualities differ, as will be discussed below, and phonetic qualities will be represented using square brackets "͓ ͔". Vowels from these six classes were elicited for all speakers of the three linguistic varieties. Vowels representing all other monophthongal qualities were also elicited, but were used solely for purposes of normalization ͑see below͒. Tokens were collected in word-list elicitation tasks in language-appropriate carrier frames: "Write ___ please" for Jamaican English, "Unu rait ___ pon i" for Jamaican Creole, and "Say ___ again" for PNWEng. The carrier frames and token numbers vary for PNWEng and the two Jamaican varieties because data were originally elicited for two different investigations. For all language varieties, vowels were elicited in real-word monosyllables of the shape /b,d,k_p,b,t,d,k,g/, as well as /h _ d/ for PNWEng. 6 Three hundred ninety-one tokens were analyzed for PNWEng ͑6 speakersϫ 6 vowelsϫ 5 repetitionsϫ a subset of the 10 contexts͒, 2362 tokens for Jamaican English ͑9 speakersϫ 6 vowelsϫ ഛ5 repetitions ϫ 10 contexts͒, and 2437 tokens for Jamaican Creole ͑10 speakersϫ 6 vowelsϫ ഛ5 repetitionsϫ 10 contexts͒. All Jamaican English and Jamaican Creole tokens were collected in a field research setting, which facilitated the collection of data for two linguistic varieties not previously subjected to experimental phonetic study. However, environmental conditions had to be carefully controlled to ensure a high-fidelity signal for acoustic analysis. To this end, recordings were made with a close-talking AIWA lapelle microphone and Sony TCD-D8 digital audio tape recorder. Recordings of the PNWEng speakers were made in the Linguistic Phonetics Laboratory at the University of Washington, using a TASCAM DAP-11 and Nakamichi ͑CM-100͒ cardioid microphone. The speech signal was recorded at a 44.1 kHz sampling rate and digitally transferred for analysis in Praat software. Tokens were downsampled to 11.025 kHz for analysis.
The first three vowel formants ͑F1, F2, F3͒ were measured at the temporal midpoint for each vowel token. Vowel onset was determined conservatively from the waveform as the beginning of the first clear pitch pulse associated with modal voicing following the release of the preceding consonant. Vowel offset was defined as the end of the final clear pitch pulse before the closure of the following consonant. Vowel duration was automatically calculated by the software ͑Praat͒ as the difference between vowel onset and offset. F1, F2, and F3 were obtained using superimposed FFT and LPC spectra from a 25.6-ms window. FFT analyses used a 59-Hz filter; LPC spectra used 14 predictor coefficients. In an initial pass, formant measures were taken using an automatic peakpicking routine based on the LPC spectra. Then, all automatically calculated frequencies were checked in the combined FFT/LPC display. Questionable values were corrected or confirmed using a narrow-band spectrogram. To check the reliability of the measures, approximately 20% of the dataset was independently analyzed by a second phonetician. F1, F2, and F3 were obtained using Praat's autocorrelation-based procedure and the values generated by this procedure were manually inspected using Praat's formant trace function. Intermeasurer agreement was assessed at 92%. Individual F1 and F2 values for all monophthongs, including ͑/i:, (, , ae, ͑Å , ͒ a:, u:, */ 7 were normalized using an adaptation of Nearey's ͑1977͒ logarithmic uniform scaling technique ͑Wassink, 1999͒. This procedure is detailed in Appendix A. This method was preferred because it suppresses variation due to sex-related physiological differences, but appears to retain variation such as may be introduced by differences in linguistic quality ͑Adank et Hindle, 1978͒ . This vowel-extrinsic procedure achieves withinspeaker normalization using information distributed over the formant frequencies for all monophthongs in that speaker's system.
C. Data analysis procedures: The spectral overlap assessment metric "SOAM…
Mathematical determination of the relationships between two vowel distributions is accomplished using one of two algorithms: for spectral features alone ͑SOAM 2-D, twodimensional model͒ or between spectral and temporal vowel features ͑SOAM 3-D, three-dimensional model͒. Both algorithms take as input normalized values for individual vowel tokens. The two-and three-dimensional algorithms are summarized in Appendix B.
IV. RESULTS
In this section, the results of the cross-linguistic investigation of JE, JC, and PNWEng vowel features are presented. First, we examine the results yielded by a conventional F1 ϫ F2 representation, using a Plot Formants-style representation ͑Ladefoged, 1996͒. Next, the results of overlap calculations generated in SOAM 2-D ͑F1 ϫ F2͒ and SOAM 3-D ͑F1 ϫ F2 ϫ duration͒ are presented. Table II presents the mean and standard deviation information for F1 and F2 ͑in Hz͒ for each vowel for each variety. Figures 1͑a͒-1͑c͒ show conventional inverted F1 ϫ F2 scatterplots of the normalized formant values calculated using these means. In Fig. 1͑d͒ , the raw data ͑in Hz͒ for PNWEng are presented, encircled by best-fit ellipses generated in PlotFormants ͑Ladefoged, 1996͒. The main benefit of the conventional method, i.e., of reporting mean and deviation information along with a supplemental inverted F1 ϫ F2 plot of vowel data, is that it enables one to generally locate vowel qualities in particular regions of acoustic vowel space. For example, comparison of the scatter plots reveals a different overall shape for the Jamaican vowel spaces relative to that of PNWEng. While the high front pair /i:, i/ lie in roughly the same locations, the low vowels /a:, a/ are central in Jamaican varieties ͑the apex of a V-shaped vowel space͒, while the PNWEng low vowels occupy different regions entirely in that space: /a/ bat is phonetically ͓ae͔, a low front vowel, while /a:/ bought has a low back place of articulation.
8 Similarly, the high back pair /u:, u/ occupy different regions. This, however, is most easily determined from inspection of the mean F2 data in Table II Hillenbrand et al. ͑1995͒ for the American Midwest. While it might seem reasonable to impute the difference in the overall dispersion of acoustic vowel space to the presence in the Jamaican samples of male speakers ͑whose high back vowels tend to have lower F1 and F2 frequencies than those of adult females͒, differences of the magnitude observed ͑for JC versus PNWEng /u : / = 819.63 Hz; for /u / = 588.00 Hz͒ are far greater than would be expected due to sex-related differences ͑Hindle, 1978͒. However, it is important to test this by examining the normalized values. Table III presents mean and standard deviation information for the log-mean normalized F1 and F2 values of all three language varieties. Log-mean normalized values for /u : / ϳ /u/ ͑averaged across all speakers within the language group͒ for Jamaican Creole are −0.116͑log F1͒ and −0.262 ͑log F2͒; for PNWEng −0.289͑log F1͒ and −0.157͑log F2͒. These values are more difficult to interpret than values in raw Hz. They represent mean token deviations from the center of each language system's vowel space. Therefore, if both spaces are centered at ͑0,0͒, we see that the PNWEng /u:/ data tend to lie further front along the front-back dimension in that system: normalized F2 values tend to be smaller than for the Jamaican Creole /u:/. Normalized data provide the basis for the comparisons that follow, which examine, first, the extent of overlap of each vowel onto its acoustically adjacent partner in two and then in three dimensions.
Standard deviation information is of some utility in determining the proximity of vowel distributions. We may observe, for example, that the standard deviations calculated for Jamaican English /a:,a/ are sufficient to close the distance between the F1 means for these vowels, suggesting that these distributions are quite proximal, and possibly overlapping, at least in this dimension. We may independently observe that the standard deviations for this same pair of vowels indicate that some scatter lying near the edges ͑=2 of the mean͒ of each distribution approximate data in the other distribution by up to ϳ135 Hz. Such comparisons are limited, however, because it is possible that two distributions that are proximal in one spectral dimension may yet be spectrally distinct, because they may show significant separation in the other dimension. The results of the spectral overlap assessment will therefore be enlightening.
Overlap in two dimensions. The leftmost columns listed for each language in Table IV provide the overlap fractions yielded by SOAM 2-D for each phonologically contrasting vowel pair. An overlap average, calculated across all pairs within a language variety, is provided in the final row, for convenience in comparing the three linguistic varieties. This value must be considered with some caution, however, because it gives only a global sense of systems that show internal variability. As the discussion above demonstrated for Midwestern American English bag, intrinsic and extrinsic factors ͑such as those operating in linguistic change͒ can result in the displacement of one member of a pair. While it might be convenient to be able to accord classifications such as primary quantity or primary quality on the basis of the overall system, it cannot be expected that all pairs exist in the same phonetic relationships. For this reason, the discussion will treat each pair separately. For PNWEng, the vowel pair /i : ϳ i/ shows the greatest overlap, 46%. This result for the Pacific Northwest speakers is consistent with a visual inspection of Hillenbrand et al.' s findings for a group of Midwest American English speakers. The pair /u : ϳ u/ shows slightly less overlap, 34%, and /a : ϳ a/ the least, 15%. ͑Recall that /a/ represents the cat word class.͒ This vowel shows some raising in the Pacific Northwest vowel space as in the Midwestern one, however, raising is apparent for just one lexical item, namely "bag," which is widely realized by PNW speakers as ͓beg͔ or ͓be(g͔. When bag tokens are removed, the distribution mean for this class is still close enough to ͓ae͔ that the pattern observed above remains: that is, PNWEng /a : ϳ a/ show the least distributional crowding across all three varieties in a two-dimensional representation ͑reflecting linguistic changes that have taken place in varieties of American, but not Jamaican, English͒.
Overlap fraction values for Jamaican English appear to be similar to those for PNWEng. Percent overlap for the pair /i : ϳ i/ is 36% ͑10 percentage points less than PNWEng͒ and 23% for /a : ϳ a/ ͑3 points less͒. It is in the /u: ϳ u/ pair that Jamaican English values are most different from those of PNWEng: the overlap fraction for the former language variety is 75% ͑against 34% for PNWEng, a difference of 41 percentage points͒. Thus, whereas the high front and low pairs appear to be less coextensive in F1 ϫ F2 acoustic space, the high back pair shows greater overlap.
The Jamaican Creole oppositions received substantially higher overlap fraction values than either Jamaican English or PNWEng. All vowel pairs overlap in F1 ϫ F2 space by more than 55% of their total area: /i : ϳ i/-75%, /a : ϳ a/-55%, /u : ϳ u/-86%.
Overlap in three dimensions. As described below in Appendix B, SOAM 3-D includes a second least-squares fit calculation to transform the data in a manner that reflects their orientation in x * ϫ duration space. By thus incorporating duration into the model of our best-fit ellipsoids, we may recalculate overlap fractions and observe how segmental duration information influences the extent of protrusion of ad-FIG. 1. ͑Color online͒ Scatterplots illustrating the log-mean normalized values for vowels in three tense-lax oppositions for three language varieties: ͑a͒ Jamaican English, ͑b͒ Jamaican Creole, and ͑c͒ PNWEng. Tense vowels /i:, a:, u:/ are represented with ‫",ؠ"‬ lax vowels /i, a, u/ with "᭠". ͑d͒ is a second representation of the PNWEng data in ͑c͒, generated from raw F1, F2 values ͑in Hz͒ by Plot Formants software, "stats" function. Note vowel raising of several tokens of /a/ ͑phonetically ͓as͔: specifically, those in the word "bag"͒. jacent vowels. In general, we expect to find an inverse relationship between durational separation and overlap fraction. That is, as mean duration differences for a given vowel pair increase, the overlap fraction will decrease. The rightmost column presented below each language variety in Table IV provides the results for the three-dimensional overlap calculations ͑SOAM 3-D͒.
We may first observe that overall, overlap for all three language varieties decreases in the three-dimensional model. The overlap fraction decreases the least for PNWEng: by 19 percentage points for /i : ϳ i/, 26 for /a : ϳ a/, and 19 for /u : ϳ u/. The decrease, however, does indicate that incorporation of duration into the model pulls the members of each pair further apart. All oppositions now overlap by 27% or less ͑14% on average͒.
Overlap fractions for Jamaican English under the threedimensional representation show a greater change than do those of PNWEng. Amount of overlap decreases are 27 percentage points for /i : ϳ i/, 21 for /a : ϳ a/, and 57 for the pair that showed greatest overlap in the two-dimensional model, /u : ϳ u/. These changes bring the Jamaican English oppositions into relationships where each pair overlaps, on average by only 10%.
Jamaican Creole overlap fractions show the greatest change from the two-to the three-dimensional model. Degree of overlap decreases are 58 percentage points for /i : ϳ i/, 32 for /a : ϳ a/, and 39 for /u : ϳ u/. These changes bring the Jamaican Creole oppositions into relationships where each pair protrudes, on average, by 29%.
Because the transformation of a two-dimensional to a three-dimensional overlap outcome is not linear, it is inappropriate to subtract the three-dimensional from the twodimensional overlap fractions to determine the contribution of duration. At present, we must accomplish this impressionistically by manually rotating the three-dimensional graph and visually observing the extent of overlap from several angles. This is shown in Fig. 2 , which provides three views of each /a : ϳ a/ model ellipsoid pair generated for each of the test language varieties. Unfilled circles represent datapoints contained within each model ellipsoid. For each language variety, proximity between pairs of model ellipsoids may be visually inspected from any number of angles. The top panel in each set of figures displays the default three-dimensional output of VOIS3D software. The second and third panels show rotations of the data as projected onto the F1 ϫ F2 and the F2 ϫ duration planes, respectively. It may be observed from the second panel in each set ͓Figs. 2͑a͒, 2͑b͒, 2͑c͔͒ that coordinates for /a:/ and /a/ coextend along a similar range of values in F1 for all three varieties: distributions for /a:/ are typically larger, while /a/ typically has a more compact distribution in F1. The PNWEng ellipsoids differ from the Jamaican ones in two respects. First, as may be observed in Fig. 2͑c͒ model distributions do not overlap along the F2 dimension in PNWEng, consistent with the overlap percentages reported above. Second, it may be observed from Fig. 2͑c͒ that duration values exhibit a similar range for both the /a:/ and /a/ word classes.
Comparison of the two-and three-dimensional overlap fractions supplied by SOAM 2-D and SOAM 3-D leads us to conclude that for the language varieties and dimensions investigated, duration is most critical for production contrasts in Jamaican Creole. That is, duration has a more notable reducing effect on overlap in Jamaican Creole than in the other varieties, and within this variety an effect of similar size obtains in all oppositions. Interestingly, although Jamaican English vowels already show little overlap in F1 ϫ F2 for two contrasts, overlap fractions decrease most substantially TABLE IV. Overlap fractions calculated in two ͑by SOAM 2-D͒ and three ͑by SOAM 3-D͒ dimensions, F1 ϫ F2 and F1 ϫ F2 ϫ duration, respectively, for three language varieties.
Jamaican English
Jamaican Creole PNW English for the high back pair ͑the magnitude of change in the overlap fraction from a two-to a three-dimensional model being most similar to Jamaican Creole͒. For PNWEng the overlap between volumes decreases, but less substantially-volumes that already shared only 26-47% of their volumes show an additional decrease of 14 percentage points. Thus, the most complex relation obtains for Jamaican English. It appears that duration contributes to a distinction already primarily carried along the spectral dimension ͑for high front and low central contrasts͒. In the high back pair, this enhancement is quite large. Listener identification might be tested to determine whether independent evidence may be found, in the perceptual domain, to suggest whether spectral or temporal features, or a complex relation between the two, serves as the primary basis for distinction. It appears to be important to investigate whether one parameter can be more crucial to contrast for one particular opposition than for others.
V. DISCUSSION
The findings presented above are illuminating in relation to the typological question of whether we might classify the three varieties investigated as showing primary quantity, secondary quantity, or primary quality. Ideally, overlap patterns will be investigated for a wide range of languages, and these findings are used to see how overlap patterns cluster crosslinguistically. This is preferred over the designation of arbitrary cutoffs. However, it may be instructive to assign a more principled ͑though still somewhat arbitrary͒ cutoff for purposes of informal comparison, as such data are not presently available. We may employ terms currently used in the literature for describing impressionistic relations in the quality dimension only, applying these instead to our multidimensional representations: complete overlap, partial overlap, and no overlap. We may provisionally define a fairly conservative cutoff for partial overlap as protrusion in less than half FIG. 2. Three-dimensional representations of /a : ϳ a/ for ͑a͒ Jamaican English, ͑b͒ Jamaican Creole and ͑c͒ PNWEng data, generated using VOIS3D software. Panels 2 and 3 represent manual rotations of the 3-D volume graphs in panel 1 oriented in the F1 ϫ F2 ͑panel 2͒ and F2 ϫ duration ͑panel 3͒ planes. of the volume of the shortest vowel in an acoustically adjacent pair ͑e,g., an overlap fraction of 20%-40%͒, one for no overlap as 0%-20%, and a third for complete overlap as ജ40%. We may observe that once a factor is included for duration, all oppositions for all three language varieties must be classed as showing partial or no overlap, with the exception of Jamaican Creole /u : ϳ u/, which is only slightly above the cutoff for partial overlap ͑47%͒. The Jamaican English oppositions and two of three PNWEng ones must be classed as showing no spectral overlap, while the third PNWEng opposition ͑/i : ϳ i/͒ falls just above the cutoff for partial overlap. The Jamaican Creole oppositions would be classed as no overlap ͑/i : ϳ i/͒, partial overlap ͑/a : ϳ a/͒, and complete overlap ͑/u : ϳ u/͒, respectively.
When we consider the magnitude of change within each language variety from a two-to a three-dimensional best-fit model, we find that in the initial two-dimensional analysis, two of the three PNWEng oppositions already show no overlap ͑low central and high back͒, and the third may be classified as just above the cutoff for partial overlap. All Jamaican Creole oppositions must be classed as exhibiting complete overlap when the model includes F1 and F2 alone. As mentioned, these relations are reduced to no or partial overlap with the incorporation of a factor for duration in /i : ϳ i/ and /a : ϳ a/, while /u : ϳ u/ falls just above the cutoff for partial overlap. Jamaican English /i : ϳ i/ and /a : ϳ a/ are reduced from partial to no overlap when modeled in three dimensions, and /u : ϳ u/ from complete to no overlap. Thus, once duration is accounted for, JE overlap fractions come to most closely resemble those of the two-dimensional results for PNWEng ͑10%, 14%; no overlap͒. The overall average for JC decreases from complete to partial overlap ͑29%͒.
VI. SUMMARY
We have considered an approach to vowel characterization that uses linear algebraic formulas and geometrical models to represent vowels as ellipses ͑with area͒ and ellipsoids ͑with volume͒. Two algorithms are used to calculate the area of overlap ͑for ellipses͒ or the shared regions within overall vowel volumes ͑for ellipsoids͒. The output of each algorithm is an overlap fraction. These models are statistical in that they are not directly based upon calculations of acoustic vowel features, but rather take as their input summary statistical information ͑formant and duration means and standard deviations͒ that is used to locate the center and define the spread of each vowel in acoustic vowel space. Two leastsquares lines are used to orient each vowel relative to F1, F2, and duration axes. Best-fit ellipses ͑or ellipsoids͒ are then used for area ͑or volume͒ overlap calculations. This method provides a more objective basis for simultaneously investigating spectral and temporal relations within vowel systems.
These methods have been applied to an investigation of spectral/temporal relations in three linguistically different varieties. American English has traditionally been classified, on the basis of impressionistic evidence, as a secondary quantity language. This investigation has demonstrated that for a sample of speakers of a Pacific Northwestern variety of American English, the domains for three tense/lax vowel pairs may be considered to be partially overlapping when modeled in F1 and F2, and that incorporation of durational information in the model reveals systematic but small additional reductions in overlap. Previous research into Jamaican phonology has reported that Jamaican Creole distinguishes vowels only by duration ͑Akers, 1981͒. What has not been previously reported is the nature of vowel quality differences in Jamaican Creole in light of concomitant differences in vowel length. Differences between Jamaican Creole and Jamaican English have also gone undescribed. The present study suggests that spectral separation of vowels does occur for Jamaican English speakers ͑as revealed in the overlap fractions in the two-dimensional model͒, but these differences are not equivalent for all oppositions. For Jamaican Creole, measures of overlap in two parameters support the interpretation that complete spectral overlap obtains for all oppositions. For Jamaican English, it appears that duration
FIG. 2. ͑Continued).
plays an enhancing role ͑for high front and low central contrasts͒ and serves as the primary basis for acoustic distinction in the high back pair.
The finding that vowel length may play a different role for different pairs of vowels within the same linguistic system suggests a more complex view of vowel system classifications than is typically taken in the linguistics literature. While it may be necessary from a phonological point of view to theorize that a particular abstract phonological feature such as vowel length operates at the level of the system ͑or subsystem͒ so that each contrast in the system bears a specification for that feature, it has been informative to see the differences between pairs of oppositions, revealed by the analysis above. While theories of phonology typically acknowledge that robust phonetic ͑defined broadly͒ differences may provide the basis of phonological contrast, it is well understood that phonetic surface features are complex and difficult to predict. Even when normalization algorithms have suppressed the effects of nonlinguistic factors ͑e.g., physiological differences between speakers͒, there are additional, systematic sources of variability that remain and must be explained. Because vowel-extrinsic ͑see Appendix A͒ normalization methods have been applied in the present analysis, the variability we observe in overlap fractions appears to be linguistic or sociolinguistic in nature. We have considered all oppositions separately ͑e.g., before duration is modeled, Jamaican Creole oppositions overlap by 75%, 55%, and 86%͒. We have also noted whether or not all three oppositions may be given the same classification ͑e.g., before duration is modeled, all Jamaican Creole oppositions fall above the arbitrary cutoff for complete spectral overlap͒. The latter perspective allows us to see that duration differences of a certain magnitude are maintained in all contrasts, which is useful in understanding forces possibly operating within an overall system. However, it should not be surprising that different vowel pairs stand in different relations ͑i.e., that different overlap fractions obtain for different pairs in the same system; e.g., compare Jamaican English /a : ϳ a/, 23%, to /u : ϳ u/, 75%͒. This finding is interpretable from the perspective of several phenomena well known to linguists, such as sound change. Historical phonological research has amply demonstrated that vowels within a system may begin a course of change one at a time ͑e.g., lowering of the nucleus of Middle English long-u, the vowel in mouse, "breaking" ͓u:͔ into diphthong ͓a*͔ in Early Modern English which was subsequently followed by raising of Middle English long-o͒. Such changes occur within the system in an orderly fashion, as so-called "chain shifts." These changes often disturb the symmetry of a vowel system, bringing one vowel ͑the one undergoing change in this case͒ into a closer spectral or temporal relation with a new neighbor but further from vowels in other parts of the system. Thus, surface phonetic features must be understood to reflect both diachronic ͑historical͒ and synchronic ͑sociolinguistic͒ variation, from one community to another and from one point in time to another.
There is a continued need within experimental phonetic research to critically consider the use of the ellipse and the ellipsoid to represent vowel distributions in acoustic space. This convention appears to exist out of convenience while having no basis in auditory or acoustic reality ͑Ladefoged, p.c.͒. We find that best-fit ellipses ͑using two standard deviations of the mean for calculation of ellipse vertices͒ superimposed upon the original values for vowel data typically fit the data closely, without appearing to leave large "gaps" within a distribution, however this has by no means been tested mathematically. It would, of course, be desirable to find optimal geometrical representations on a more principled, by-vowel basis. Such an approach might be illuminating with respect to different patterns in acoustic clustering between vowels, as well as possible auditory or acoustic motivations for this. Finally, further research would benefit from dynamic representations of time-varying vowel features. The present method, while enabling examination of spectral and temporal features in a multidimensional geometrical representation, is limited to use of spectral vowel measures from one temporal point. The next phase of this project involves seeking means of representing spectral features across the duration of the vowel.
Widespread continued use of the results of descriptive studies ͑such as those of Peterson and Barney, 1952; Hagiwara, 1997, etc .͒ underscores the ongoing need for research providing baselines for the features of vowel systems. However, as argued by Hagiwara ͑1997͒ and others, such studies have not tended to adequately account for dialectal variation, to say nothing of the effects of ongoing phonological change embedded within the speech community. Further studies are needed to provide current baselines, drawn on carefully designed samples, that reflect what is currently known about phonetic variation. We have argued here that descriptive applications such as the one undertaken in this article further require the transformation of data using a normalization process that minimally suppresses possible linguistic effects. Nearey's log-mean uniform scaling technique was used to achieve within-speaker normalization. The normalized values for each speaker constituted the input values ͑i.e., scatter͒ for between-vowel comparisons. Other sociolinguists have similarly found this method to be suitable for phonetic analysis of data in studies of the speech community ͑e.g., Labov, 1994; Adank et al., 2004͒. For both sociolinguistic and phonetic research, integration of the methods, and increased attention to the results, of the other holds clear promise for the advancement of both disciplines.
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APPENDIX A: NORMALIZATION METHODS USEFUL FOR OVERLAP CALCULATIONS
In the last 20 years, a good deal of discussion around the topic of normalization of the acoustic signal has been carried in this journal ͑e.g., Lobanov, 1971; Nearey, 1977 Nearey, , 1989 Disner, 1980; Syrdal and Gopal, 1986; Miller, 1989͒ . Other studies ͑e.g., Hindle, 1978; Syrdal, 1984; Deterding, 1990͒ have also demonstrated the need for normalization algorithms that allowed for the suppression of systematic, predictable effects of various types, such as the influence of sex-based differences on the fundamental frequency domain, due to physiological differences such as vocal tract length and circumference. Adank et al. ͑2004͒ evaluate the effectiveness of 11 vowel normalization procedures for application in language variation research. These procedures are classed into one of two types depending on the information they employ. Vowel-intrinsic normalization procedures make use of formant data for a single vowel token and yield normalized vowels for that token. Common methods include nonlinear transformations of the frequency scale ͑log, mel, bark͒. Vowel-extrinsic normalization procedures make use of ͑spectral͒ information about more than one vowel or about the speaker's vowel system to normalize the data for each vowel. For example, some vowel-extrinsic methods make use of the formant frequencies of the point vowels, while others make use of formant frequencies for all vowels in the system. Such methods often calculate a grand mean, representing the center of a speaker's vowel space.
The present study constitutes a language variation study of a different type than that presented in Adank et al., however, we also find that vowel-extrinsic procedures are most appropriate. We are concerned here with modeling vowel distributions and assessing the relative contributions of spectral and temporal features to vowel distribution volume. This requires an approach to normalization and quantification that both suppresses the effects of unwanted sources of variability ͑physiological effects of speaker sex͒ and preserves extralinguistic dimensions of contrast ͑e.g., regional or crosslinguistic differences͒ as well as phonemic differences ͑i.e., vowel identity͒. This need may be reduced to two problems: a normalization problem and a multidimensional modeling problem. SOAM uses one of several "vowel-extrinsic" normalization methods to accomplish within-speaker normalization to address the first need. This process yields normalized formant and duration values for each speaker that may be used for between-speaker comparisons. Then, the multidimensional modeling problem is solved by using a geometric algorithm that represents normalized scatter for two vowel distributions as best-fit ellipsoids oriented at angles with respect to the F1, F2, and duration axes. The output of SOAM is an overlap fraction, a value that represents the volume of the region of overlap ͑the coordinates of normalized vowel space shared by both best-fit ellipsoids͒. Three vowelextrinsic methods for spectral normalization and two methods for temporal normalization have to date been tested for use with SOAM. Since the primary purpose of the present study was to develop a method for modeling vowels in three dimensions and not to evaluate vowel normalization techniques, the discussion of normalization below takes as its point of departure the evaluations of normalization methods described in the literature. However, it will be necessary to describe limitations that were discovered while researching particular procedures, and the steps taken to address these.
Formant-based methods tested for use in SOAM include logmean normalization ͑Nearey, 1989͒, known-extremes normalization ͑Shirai, 2004͒, and a modified Z-score normalization. Duration-based methods include segmental duration Z-score and phrase duration Z-score. Methods are classed as "vowel-extrinsic" or "vowel-intrinsic," following Adank et al. ͑2004͒ . The overlap method is described in Appendix B.
Methods for spectral normalization
I. Log-mean normalization ͑vowel-extrinsic͒. This procedure, adapted by Wassink ͓1999; based on Nearey's ͑1977͒ Uniform Scaling technique; see also Disner, 1980͔ , is appropriate for normalizing data for two vowels produced by a single speaker when the spectral locations ͑in an F1 ϫ F2 acoustic space͒ of all vowels in the speaker's linguistic system are known. Nearey's method has become perhaps the most widely used method of normalization used in sociolinguistic studies of language variation because it minimally reduces linguistic and sociolinguistic variation while suppressing certain effects of physiological factors ͑Hindle, 1978; Labov, 2001͒.
In Nearey's normalization procedure Hertz frequency values for vowel formants are first log-transformed to better reflect the scale of sensitivity of the human ear to changes in frequency ͑Moore, 1989; Nearey, 1989͒. A second normalization step suppresses the effects of interspeaker variation. For example, males tend on average to have lower fundamental and lower formant frequencies than females, and their vowel spaces tend to be more compact overall than those of females. The log-transformed frequency G hijk of a particular formant h ͑F1 or F2͒ occurring for a token i of a given vowel j for a particular speaker k is converted to a difference score F hijk : the difference of that value from the mean of all values for that speaker for that formant, Ḡ hk ͓Eq. ͑A1͔͒, is
If the number of tokens is the same for all vowel categories in the speaker's system, the speaker grand mean Ḡ hk ͑i.e., the F1 or F2 grand mean͒ is calculated over all realizations of that formant for that speaker, using Eq. ͑A2͒:
where n is the number of vowels in the speaker's system and n j is the number of data tokens for each vowel. This method, however, results in skewing of the grand mean for a given dimension away from the true center of speaker's vowel space when the number of vowels in any category is disproportionately represented in the sample. Therefore, it was necessary to adapt the method. If the number of tokens is different for different vowel categories, then Ḡ hk is calculated as the mean of the category means for each formant for each vowel, as in Eq. ͑A3͒:
where n is the number of vowels in the speaker's system and n j is the number of data tokens for vowel j. II. Known extremes normalization ͑vowel extrinsic͒. This method was proposed by Shirai ͑2004͒ for normalization of spectral data for languages that have asymmetrical acoustic distributions, such as Japanese, where the so-called "point vowels" /i, a, u/ do not demarcate the edges of vowel space in F1 and F2. The "known extremes" method is also appropriate when locations are only known for a subset of the vowels in a speaker's system where these vowels demarcate the edges of the system. This method allows for the calculation of a grand mean for the system and, for this reason, may be used for cross-speaker comparisons ͑within one language͒. Unlike methods I and III, this method includes a formula for the determination of the vowel categories that represent the maxima and minima in F1 and F2. This method also differs from I and III in the method for calculating a grand mean for each speaker ͓Eq. ͑A4͔͒:
where j = 1 is vowel at the lower extreme of the formant h for the speaker's vowel system, and j = 2 is a vowel at the upper extreme of the formant h for the speaker's vowel system. Thus only two vowels are used in the calculation of the known extremes grand mean for a particular formant. Once the grand mean has been calculated in this way, the procedure for normalizing individual formant values follows as in Eq. ͑A1͒.
III. Modified Z-score normalization ͑vowel extrinsic͒. This method, introduced by Lobanov ͑1971͒, is appropriate when only a subset of the vowel locations is known ͑e.g., the language has five vowels, but we have data only for the two vowels whose overlap we desire to compare͒. Crucially, this method is only used for overlap calculations within a single speaker. If the number of tokens is the same for each vowel for which data are available, a formant grand mean Ḡ hk ͑i.e., an F1 or F2 grand mean͒ for the subject is calculated using Eq. ͑A2͒ above, only that n is the number of vowels for which data are available. As with log mean normalization, because numbers of datapoints for each vowel category may be unequal, a vowel category mean is used to represent each vowel category rather than individual observed datapoints. In this case Eq. ͑A3͒ above may be used, again with n referring to the number of vowels for which data are available, rather than the total number of vowels in the speaker's system. Once again, the normalized formant values are calculated using Eq. ͑A1͒.
Methods for temporal normalization
IV. Segmental duration Z-score normalization. This procedure is similar to the one used for calculating Z scores for spectral data, except that the data are not log transformed. Here, segmental duration values are used. Calculate the mean duration for each vowel category ͑e.g., unique category means are calculated for /i/, /a/, /u/, etc.͒ A grand mean of duration, D o,k , for speaker k is calculated across all category durations in Eq. ͑A5͒:
where D ijk is the observed segment duration for token i of vowel j for speaker k. The normalized value of duration, ␦ ijk , is equal to the observed value minus the category grand mean ͓Eq. ͑A6͔͒:
͑A6͒
V. Phrase-duration normalization. Quite frequently, it is necessary to use phrase durations to normalize segmental durational values. For example, in experimental methods that rely upon use of reading lists, or other methods where rate of speech is not readily controlled, within-or between-speaker differences may arise in the durations due to fluctuation in speech or reading rate, rather than intrinsic differences in vowel durations. Ericsdotter and Ericsson ͑2001͒ and Simpson and Ericsdotter ͑2003͒ normalize duration of a vowel segment relative to the word or phonological phrase in which it was uttered. One adaptation of this idea is given in Eq. ͑A7͒,
where D norm is the phrase-duration normalized segment duration, D segment is the measured segment duration of a vowel token, and D phrase is the duration of the carrier word or phrase for that token. This preprocessing constitutes an initial normalization step and is done before normalizing these durations to the system grand mean. In summary, vowel-extrinsic procedures are always used for spectral and temporal normalization in vowel overlap calculations. This is because the majority of types of overlap comparisons that we might desire to compute appear to require scaling to a ͑system or language͒ grand mean. Furthermore, several vowel-extrinsic procedures incorporate nonlinear transformations of the frequency scale, for representing auditory sensitivity. For example, grand means ͑or uniform scaling͒ are desirable: for comparisons of overlap in two acoustically adjacent vowel categories in a single language where data are pooled across more than one speaker; for cross-linguistic comparisons, such as those reported above, in pairs of vowels present in the systems of both languages; for comparisons of the extent of overlap in vowel pairs for speakers of different ͑developmental͒ ages in studies of the development of phonemic contrast; and in investigations of the extent of loss of contrast ͑decrease in overlap͒ between two vowels under different speaking rates or registers. Even where we might wish to compute overlap between two vowels produced by a single speaker, we typically want to know how that speaker's overlap compares to that of other speakers ͑or to other vowels produced by the same speaker in different environmental conditions͒. Because calculation of the size of a vowel distribution ͑as compared to the spectral location of a single formant͒ relies on distributional information ͑as described below͒, we need a method that will reflect distances between elements of the system.
APPENDIX B: AN ANALYTIC GEOMETRIC METHOD FOR QUANTIFYING VOWEL OVERLAP
Introduction
The spectral overlap assessment metric ͑SOAM͒ uses two algorithms for the calculation of the extent of overlap between pairs of vowels. Extent of overlap between two normalized vowel distributions is determined either by considering spectral features alone ͑two-dimensional overlap, SOAM 2-D͒ or by considering spectral and temporal features together ͑three-dimensional overlap, and SOAM 3-D͒. Each member of a pair of vowel distributions is modeled geometrically as an ellipse in F1 ϫ F2 space or an ellipsoid in F1 ϫ F2ϫduration space. The ellipse or ellipsoid is best fit to the data scatter for the vowel using least-squares fitting to determine principal axes. Overlap between a pair of vowel distributions is calculated based on a fraction of uniformly distributed test points in the region of overlap relative to the number of test points in each vowel distribution.
Vowel distributions have been modeled in the past as ellipses in F1 ϫ F2 space ͑Wakita, 1976; Ladefoged, 1996͒. In this study, a vowel distribution is modeled as a best-fit ellipse oriented at an angle with respect to the F1 ϫ F2 axes or as an ellipsoid in F1 ϫ F2ϫduration space. Wassink ͑1999͒ described a method for assessing overlap between two vowel distributions modeled as ellipses based on the extent of protrusion of one ellipse into the other. Here, instead of a protrusion metric, area of overlap is calculated.
Calculation of vowel distribution overlap in three dimensions a. Modeling two vowel distributions in three dimensions
In this case, spectral information is supplied for both vowels in each pairwise comparison for two dimensions ͑where F2 is the x axis and F1 is the y axis͒ while temporal information is supplied for the third ͑z axis͒. Prior to application of this method, data are normalized using one of the procedures described in Appendix A.
For convenience, plotting of data in three dimensions is accomplished using a polar coordinate system, as illustrated in Fig. 3 . x , y, and z represent the axes associated with F2, F1, and duration dimensions, respectively.
Each of the vowel distributions may be modeled as an ellipsoid in F2 ϫ F1ϫduration space. Two vowel distributions may be defined as v 1 = ͑x 1 , y 1 , z 1 ͒ and v 2 = ͑x 2 , y 2 , z 2 ͒ where x j , y j , and z j are column vectors of F2, F1, and duration data, respectively, for vowel j, and ͑x ij , y ij , z ij ͒ are F2 ϫ F1ϫduration data triplets for a particular vowel token.
We begin by subtracting the mean values of F2, F1, and duration for vowel j, x o,j = ͑x o,j , y o,j , z o,j ͒, from each of the tokens in that distribution. Next, the orientation of the principal axis projected into the F2 ϫ F1 plane is calculated through a least squares fit of a line to the F2 ϫ F1 data. The angle, j , between the x axis and the x j * axis is calculated from the slope of the least squares line ͓Eq. ͑B1͔͒
A rotation matrix R j is developed ͓Eq. ͑B2͔͒ to rotate the data into a coordinate system aligned with x j * :
The matrix containing translated values for each data point is multiplied by the above rotation matrix producing data in ͑x j * , y j * , z j * ͒ coordinates ͓Eq. ͑B3͔͒:
Once the rotation within the F2 ϫ F1 plane has been carried out, a least squares line is fit to the ͑x j * , z j * ͒ data to get a second principal axis for the ellipsoid, oriented at an angle j relative to the x j * axis ͓Eq. ͑B4͔͒. Finally, the v j * data are transformed to a coordinate system v j ** = ͑x j ** , y j ** , z j ** ͒ aligned with this angle, using a second rotation matrix R j ͓Eqs. ͑B5͒ and ͑B6͔͒: j = tan −1 ͑k x * z * ,j ͒, ͑B4͒
Figures 4͑a͒ and 4͑b͒ show the first vowel distribution prior to and following translation and rotation, while Figs. 5͑a͒ and 5͑b͒ show the second vowel distribution prior to and following translation and rotation. Once the vowel distribution data are converted to a coordinate system aligned with the principal axes, it is simple to calculate the principal radii of the ellipsoid. The standard deviation of data along each axis ͑that is, in each of the coordinates͒ is calculated, and the principal radius along that axis is defined as m times the standard deviation in that direction. A value of m = 2.0 is used. The formula for each ellipsoid is solved separately, using Eq. ͑B7͒: metrically generated ellipsoid data go through the reverse of the process used to align the original scatter data to the principal axes.
b. Calculating vowel overlap
To calculate the extent of overlap between the two ellipsoids, a somewhat "brute-force" method is employed. A space slightly larger than the space occupied by both ellipsoids is divided into a grid of evenly spaced test points. For most test cases, a 20ϫ 20ϫ20 test grid was found to give a good compromise between precision and computation time. For each test point, l, it is calculated whether or not the test point falls within ellipsoid j. The test point ͑x l , y l , z l ͒ is transformed into ͑x lj ** , y lj ** , z lj ** ͒ space, and the coordinate system aligned with ellipsoid j, by subtracting mean values and rotating the coordinate system ͓Eqs. ͑B15͒ and ͑B16͔͒: 
͑B19͒
which can then be entered into the ellipse formula ͓Eq. ͑B19͔͒ for r lj ͑ , ͒.
If the local radius is greater than or equal to the test point distance ͓r lj ͑ , ͒ Ͼ = d lj ͔, the test point is taken to be within the ellipsoid. This process is repeated for the test point relative to each of the ellipsoids ͑j =1,2͒. The entire procedure is repeated for each test point l. The results are tallied for each of the test points: Is it in ellipsoid 1? Is it in ellipsoid 2? Is it in both ellipsoids?
The number and coordinates of all test points within the overall grid that are contained within each vowel are tracked. ͑The number of test points in an ellipsoid is approximately proportional to the "volume" of that ellipsoid.͒ The set of points that are contained both within vowel 1 and vowel 2 define the overlap region. Initially the overlap region is calculated relative to each vowel. The overlap fraction of vowel 1, ⍀ 1 , is calculated ͓Eq. ͑B20͔͒ as the total of test points in the overlap region between the two ellipsoids, N both , divided by the total test points in ellipsoid 1, N 1 ,
Similarly, the overlap fraction of vowel 2, ⍀ 2 , is calculated ͓Eq. ͑B21͔͒ as the total of test points in the overlap region, N both , divided by the total test points in ellipsoid 2, N 2 .
⍀ 2 = N both /N 2 . ͑B21͒
The overlap fraction of the vowel pair, ⍀, is defined ͓Eq. ͑B22͔͒ as the larger of these two values:
Since the two ellipsoids may be of different volumes, or because one ellipsoid may be contained within the other, the larger of the resulting calculations is taken as the overlap percentage. That is, it is desirable to know when one of the volumes protrudes substantially onto the other or is enveloped by the other. Note that this method does not tell us the region in three-dimensional space where the overlap is most extensive; the overlap percentage reflects only the extent of overlap. In Fig. 7 , the representative ellipsoids are shown along with a shaded area representing the overlap region.
c. Calculation of vowel distribution overlap in two dimensions
The method for calculation of vowel distribution overlap in two dimensions is analogous to the three-dimensional case. Vowels are modeled as ellipses oriented at an angle to FIG. 6 . Scatter data and representative ellipsoids for /i/ ͑x-marks͒ and /i:/ ͑o-marks͒ of speaker TX. For each ellipsoid, the line represents the major axis.
FIG. 7. Representative ellipsoids for /i/ and /i:/ of speaker TX, male, Jamaican Creole. The overlap region between the two vowels is shaded. Calculated 3-D overlap is ⍀ = 23%.
