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Abstract：An efficient despeckling algorithm is proposed based on stationary wavelet transform (SWT) for 
synthetic aperture radar (SAR) images. The statistical model of wavelet coefficients is analyzed and its per-
formance is modeled with a mixture density of two zero-mean Gaussian distributions. A fuzzy shrinkage factor 
is derived based on the minimum mean square error (MMSE) criteria with Bayesian estimation. In the case 
above, the ideas of region division and fuzzy shrinkage are adopted according to the interscale dependencies 
among wavelet coefficients. The noise-free wavelet coefficients are estimated accurately. Experimental results 
show that the algorithm proposed is superior to the refined Lee filter，wavelet soft thresholding shrinkage and 
SWT shrinkage algorithms in terms of smoothing effects and edges preservation. 
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基于小波域贝叶斯估计模糊萎缩的 SAR图像降斑算法. 吴  艳，王  霞，廖桂生. 中国航空学报(英
文版), 2006, 19(4): 326-333. 
摘  要：提出了基于小波域高斯混合模型贝叶斯估计模糊萎缩的 SAR 图像降斑算法。该算法分  
析了 SAR 图像在平稳小波变换（SWT）域中的统计模型，并用高斯混合模型对其进行描述，推    
导出基于贝叶斯估计的信号最小均方误差（MMSE）的模糊萎缩因子。籍此再根据小波域相邻尺
度间小波系数的相关性，采用分区域模糊萎缩思想，很好地得到无斑点真实信号小波系数的估   
计值。仿真结果表明该算法在大大抑制斑点噪声的同时，有效地保持了边缘，其性能优于改进   
Lee 滤波、小波软阈值和 SWT 萎缩降斑算法。 
关键词：SAR图像降斑；模糊萎缩因子；最小均方差；区域划分；贝叶斯估计；平稳小波变换 
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The synthetic aperture radar (SAR) generates 
images that are severely degraded by speckle, a type 
of multiplicative noise. Due to its granularity in an 
image, speckle noise makes it very difficult to visu-
ally and automatically interpret SAR data[1]. There-
fore, reduction of the speckle noise is important in 
most detection and recognition systems where 
speckle is present. 
In the past ten years, many algorithms were 
developed to suppress speckle noise in order to fa-
cilitate postprocessing tasks. The earliest method 
was multilook processing, but this method sacrifices 
the spatial resolution. Later, the spatial filters which 
are based on the minimum mean square error 
(MMSE) criteria were traditionally used, such as the 
Lee-filter[2], the Kuan-filter[3,4] and the Frost-filter[5],  
but an insufficiency existing in these techniques is 
that the region with edges or strong textures is 
blurred after filtering. Then some statistical adaptive 
filters for speckle reduction appeared, they are capa-
ble of adapting the size or the shape of the local 
window according to the underlying structural fea-
tures. Examples of such filters are the refined Lee 
filter[6] and Epos filter[7], etc. They outperform the 
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former filters. Recently, there has been considerable 
interest in using the wavelet transform as a powerful 
tool for recovering noisy data. As an outcome of the 
wavelet theory, despeckling in the domain where 
SAR images are defined by detail coefficients of the 
noisy image, either hard or soft, was firstly proposed 
by Donoho[8]. These methods involve a preprocess-
ing step consisting of a logarithmic transform to 
convert the multiplicative noise into the additive 
noise. The key point in these thresholding tech- 
niques is the selection of an appropriate threshlold. 
If its value is too small, the recovery image will re-
main noisy. On the other hand, if its value is too 
large, artifacts like pseudo-Gibbs oscillations may 
appear near discontinuities in the reconstructed sig-
nal. Another approach involves the stationary wave-
let transform (SWT). F.Argenti et al. applied a local 
linear MMSE estimator in the stationary wavelet 
transform domain[9]. The method avoids using the 
logarithmic transform. But it doesn’t utilize statisti-
cal assumptions concerning with the wavelet coeffi-
cients. This is a drawback in cases where good sta-
tistical models exist. Furthermore, the filter performs 
the same in wavelet domain. 
In this paper, an efficient SWT despeckling al-
gorithm is proposed based on Bayesian estimation 
using MMSE criteria. The use of log-transform is  
avoided. Firstly, the statistical properties of the 
wavelet coefficients are analyzed, and the coeffi-
cients with a mixture density of two zero-mean 
Gaussian distributions are modeled. Then a Bayes-
ian wavelet shrinkage factor is derived based on 
MMSE criteria. Finally, according to the interscale 
dependencies of the wavelet coefficients, the fuzzy 
shrinkage is adopted to the factor and the different 
regions among the coefficients are divided. Different 
methods are used for different regions. The algo-
rithm achieves good performance. 
1  The Statistical Model in SWT Domain 
1.1  SWT 
SWT[10] is a special version of the DWT that 
has preserved translation invariance. This means that 
a translation of the original signal doesn’t cause a 
translation of the corresponding wavelet coefficients. 
Instead of subsampling, the SWT utilizes recursively 
dilated filters in order to halve the bandwidth from 
one level to another. At scale j2  the filters are di-
lated by inserting 12 −j  zeros among the filter coef-
ficients of the prototype filters. This is performed in 
order to reduce the bandwidth by a factor of two 
from one level to another 
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where { kh } and { kg } are low-pass and high-pass 
filters, respectively. 
For images, image rows and columns are then 
filtered separately. Filtering equations to obtain the 
level j+1 from the level j are the following (where 
(a,b) is for the pixel position) 
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where jXA , is the approximation of the original im-
age at the scale 2j, giving the low-frequency content. 
Image details are contained in three high-frequency 
images W jX
h
, , W jX
v
, and W jX
d
, , corresponding to 
horizontal, vertical and diagonal detail orientations, 
respectively. Since SWT doesn’t include downsam-
pling operations, it is a redundant transform. 
1.2  The statistical model in SWT domains 
Wavelet coefficients of SAR images typically 
exhibit strong non-Gaussian statistics. The correct 
choice of priors for wavelet coefficients is certainly 
a very important factor. Several different priors have 
been considered for the wavelet coefficients. In 
Ref.[11], wavelet coefficients were modeled as gen-
eralized Gaussian distribution (GGD), which 
matches well with the histograms of typical SAR 
images. However, in the Bayesian estimation proc-
ess, there usually does not exist a closed-form solu-
tion for the estimate of noise-free wavelet coeffi-
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cients when the signal prior is described by the GGD. 
Among alternative methods, a mixture density of 
two zero-mean Gaussian distributions has been pro-
posed due to its relatively simple form and high ac-
curacy in modeling the distribution of wavelet coef-
ficients[12]. One mixture component is corresponding 
to significant coefficients (representing “homogene-
ity”), and the other is corresponding to significant 
coefficients (representing “heterogeneity”).  
For SAR imagery, a multiplicative speckle 
model can be used: X=YF, where X is the noisy ob-
servation, Y is the noise-free signal and F is the 
normalized speckle random variable with unit mean. 
Assuming that XW represents the noisy wavelet co-
efficient, its mixture probability density function 
(pdf) is given by 
∑
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where p(ωX | S=k) is a zero-mean Gaussian distribu-
tion and S=0 or 1 represents each Gaussian compo-
nent in the mixture distribution. 
One typical example is demonstrated in Fig.1 
to show the performance of the mixture-Gaussian 
model in matching the distribution of SWT wavelet 
coefficients of a real SAR image. In this figure, the 
mixture Gaussian distribution is labeled as “mix 
pdf” and two pure Gaussian components are labeled 
as “Gauss1” and “Gauss2”, respectively. As the fig-
ure shows, the mixture-Gaussian model provides a 
fairly accurate approximation to the distribution of 
wavelet coefficients of real SAR image. 
 
 
 
 
 
 
 
 
 
 
 
 
 
2  Bayesian Fuzzy Wavelet Estimation 
2.1  Bayesian wavelet estimation 
The wavelet decomposition operation can be 
written as 
N)]1([][][][ WWFYWYWYFWXWW YX +=−+===  
(8) 
where NW is an additive signal-dependent noise. 
The shrinkage estimate of noise-free wavelet coeffi-
cient is ,ˆ XY WW η=  where η  is the shrinkage 
factor. Based on the MMSE criteria, the optimal 
shrinkage factor η′  is obtained by minimizing the 
mean square error between YWˆ  and YW , [ ]2)ˆ(minarg YY WW −=′ ηη          (9) 
which has the MMSE solution in the form of [ ] [ ]
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To calculate the η′ , it is necessary to estimate all 
unknown parameters in Eq.(10). Based on a mix-
ture-Gaussian model of wavelet coefficients, the 
MMSE estimate of noise-free wavelet coefficients 
YWˆ is 
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where 2
XWσ  is the variance of the noisy wavelet 
coefficients XW  in the corresponding state S, 
)|( XkSp ω=  is calculated based on the Bayes rule 
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The unknown probabilities in Eq.(12) are calculated 
with the Expectation Maximization (EM) algo-
rithm[13].  
Proof：since the speckle-noise random variable 
F is usually normalized as E[F]=1, E[F1]=0. Thus, 
due to the high-pass nature of wavelet functions, it is 
obtained that E[WN]=0. Furthermore, because of the 
zero-mean mixture-Gaussian distribution model of 
WX, E[WX]=0. Therefore, 
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Since YW  and NW  are statistically independent, [ ] ( )[ ]
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Combining Eq.s(10), (13), (14) with Eq.(7), Eq.(11) 
Fig.1  Histograms of SWT wavelet coefficients 
and the mixture-Gaussian model 
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can be obtained. 
The variance of noise in the wavelet domain 
2
NWσ [14] equals 
2
2
22
2
1N FF
WXj
W CC
Ψ
X
+
+= σµσ        (15) 
where [ ],XEX =µ  the normalized standard devia-
tion of noise FC  equals L/1  for intensity im-
ages and L/)1π/4( −  for amplitude images 
( 1L ), and parameter jΨ  is defined as 
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the high-pass and low-pass filters at the decomposi-
tion level j, respectively.  
2.2  Fuzzy shrinkage factor 
Since the shrinkage factor based on the MMSE 
criteria is the minimum mean value and this factor 
from each wavelet coefficient obtained by SWT is 
invariable, the fuzzy transform is adopted to modify 
it according to the variety of the wavelet coefficients. 
This factor is redefined by 
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where .ˆ 1,, += jYWWc jX For each image detail 
,,N,, jjYjX WWW +=  2jσ  is  its  threshold  value, ( ) ,]15[,, 5 674.0)Median( Median jXjXj WW −=σ jσ  
is the noise standard deviation at scale j2 . Since 
noise mostly exists in subimage HH, jσ  is calcu-
lated by the standard deviation of the wavelet coeffi- 
cients in HH. 0<α  and ηη ′=jf ,  when α →  
－∞ . α  determines the convergence speed of the 
function. To suppress the noise, it is hoped that the 
absolute value of α  is smaller when noise variance 
is bigger, i.e., the convergence speed is slower. Thus 
the expression of α  is defined by 
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Since the scope of the intensity image used is [0,1], 
the scope of α  is selected to be [-1 000， 0]. 
ηη ′≈jf , when 0001−=α . Thus, the advantage of 
fuzzy transform can be shown well. min,XW  is the 
minimization of XW  in the corresponding decompo-  
sition level and max,XW  is the maximization. Thus, 
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2.3  Region division 
As the wavelet transform deepeneds on its ap-
plication in image coding and denoising, researchers 
propose more complicated and more accurate mod-
els that exploit interscale dependencies and intras-
cale dependencies among wavelet coefficients. Hid-
den markov random field tree model[16] can capture 
the interscale dependencies, but it costs too much 
time to calculate the parameters in the model. To 
take spatial dependence into account, the ideas of 
region division and fuzzy transform are adopt. The 
method is easy and feasible, furthermore, it costs 
little in computation. 
As the scale increases, the large wavelet coeffi-
cients of the signal almost keep invariable, but the 
wavelet coefficients of the noise tend to decrease 
greatly. In Ref.[15], for the necessity to distinguish 
signal from noise ahead, the author indicated that the 
pixel was considered as noise if 2jc σ<  and the 
pixel was considered as signal if 2jc σ> . As this 
dividing method is a little coarse, redefine the crite-
ria of region division. Proper n1 and n2(0<n1<1<n2<
∞) are chosen, so that it is capable to obtain the 
following cases: the probability which denotes that 
the pixel is in homogenous neighborhood (i.e. the 
point is noise) is close to 1 when 21 jnc σ< ; the 
probability which denotes that the pixel is an edge 
point (i.e. the point is signal) is close to 1 when 
2
2 jnc σ> ; and the pixel is considered to be in the 
regions between  homogenous neighborhood or 
edge point when 22
2
1 jj ncn σσ . Finally, choos-
ing 2/11 =n  and 3/52 =n  in the paper according 
to the many experiments carried out. For each image 
detail ),(),(),( ,N,, baWbaWbaW jjYjX += , the esti-
mate of noise-free YWˆ  is 
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The steps of the proposed algorithm are as follows: 
(1) Decompose the original SAR image by 
SWT and the number of decomposition level is 3. 
(2) Estimate the parameters of mix-
ture-Gaussian model with EM algorithm, and then 
calculate thevalue of .
2
NWσ  
(3) Shrink three detail subimages at the de-
composition level 3 according to Eq.(11), and obtain 
the estimate of .ˆ 3,YW  
(4) At decomposition level 2 and 1, the 
despeckling algorithm is applied separately to detail 
subimages according to Eq.(19). 
(5) Apply an inverse SWT to the despeckled 
detail images. 
3  Experimental Results and Discussion 
In the experiments, the algorithm performance is 
being quantified in terms of smoothing effects and 
edge preservation. The Equivalent Number of Looks 
(ENL) is used to measure the smoothing effects of 
despeckling methods. It is defined as ENL= 22 /σµ , 
where µ  and 2σ  are the mean and the variance of 
intensity value over a homogenous region. Further-
more, as a measure of edge preservation, the Pratt’s 
figure of merit[17] is adopted, which is defined by 
∑
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where oN  and fN  are the number of original and 
filtered edge pixels, respectively, di is the Euclidean 
distance between the original edge pixel and the 
nearest filtered edge pixel, and α  is a constant 
typically set to 1/9. FOM ranges between 0 and 1, 
with unity for ideal edge detection. 
The proposed algorithm is tested on three real 
images which are shown in Fig.2 (a), Fig.3 (a) and 
Fig.4 (a), respectively. Fig.2 (a) and Fig.3 (a) are 
two 256× 256 airborne SAR L band images in the 
HH channel. Fig.4 (a) is one 512× 512 spaceborne 
SAR C band image. The signal-to-noise ratio of air-
borne SAR image is much lower than that of space-
borne SAR image. It can be found that the refined 
Lee filter possesses the best standard spatial trade 
off between noise reduction and feature preservation. 
Therefore the refined Lee filter is also included in the 
comparison. The other methods include wavelet soft 
thresholding shrinkage algorithm and SWT shrinkage 
algorithm[9]. The filtered images by the refined Lee 
filter are shown in Fig.2 (b), Fig.3 (b), and Fig.4 (b), 
respectively. The filtered images by the wavelet soft 
thresholding algorithm are shown in Fig.2(c), Fig.3 (c) 
and Fig.4 (c), respectively. The filtered images by 
SWT shrinkage algorithm[8] are shown in Fig.2 (d), 
Fig.3 (d) and Fig.4 (d), respectively. The filtered im-
ages by the proposed algorithm are shown in Fig.2 (e), 
Fig.3 (e) and Fig.4 (e), respectively. These results are 
obtained by using bior2.2 mother wavelet. It is ob-
served that the oscillation appears near the edge in 
Fig.2 (c), and it illuminates that DWT may cause 
Gibbs effects. Fig.2 (d) is over-smoothed and thus 
many features are blurred, the reason is that the algo-
rithm doesn’t model the wavelet coefficients or di-
vides regions. However, it is observed that Gibbs ef-
fects presented in Fig.2 (c) disappear from Fig.2 (d). 
Thus it still outperforms soft thresholding algorithm. 
As it appears, the refined Lee filter outperforms two 
algorithms above in terms of smoothing effects and 
edge preservation. From Fig.2 (e), it is observed that 
the proposed algorithm has a good despeckling per-
formance and typically preserves minor edges, at the 
same time, it sharpens edges. It is because the pro-
posed algorithm adopts the ideas of region division 
and fuzzy shrinkage. The ENL and FOM values of 
applying these four despeckling algorithms to the 
three real SAR images are listed in Table 1, from 
which the following observations can be noted：(1) 
under all conditions, the proposed algorithm achieves 
remarkable improvement over the  
 
 
 
 
 
 
 
 
 
 (a) The original SAR image 
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other three methods; (2) the SWT shrinkage algo- 
rithm[8] outperforms the wavelet soft thresholding al- 
gorithm. The evaluation fits the visual analysis above.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The visual effect analysis in Fig.3 and Fig.4 and their  
evaluation consist with the case above. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) The refined Lee filter 
 (c) Soft thresholding shrinkage algorithm 
(d) SWT shrinkage algorithm 
 
(e)The proposed algorithm 
Fig.2  Comparison of different despeckling methods
(a)The original SAR image 
(b) The refined Lee filter 
(c) Soft thresholding shrinkage algorithm
(d) SWT shrinkage algorithm 
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Table 1  Comparison of different despeckling 
        methods in terms of ENL and FOM 
  ENL FOM 
The original image 8.579  
The refined Lee  44.363 0.776 1 
Soft thresholding 36.195 0.987 7 
SWT shrinkage algorithm 39.037 0.697 3 
SAR 
image 1 
The proposed algorithm 58.881 0.794 3 
The original image 11.993  
The refined Lee 71.928 0.741 9 
Soft thresholding 64.990 0.658 7 
SWT shrinkage algorithm 67.884 0.685 8 
SAR 
image 2 
The proposed algorithm 85.493 0.751 8 
The original image  2.841  
The refined Lee 38.563 0.732 1 
Soft thresholding 34.990 0.646 5 
SWT shrinkage algorithm 37.884 0.653 4 
SAR 
image 3 
The proposed algorithm 55.493 0.745 6 
(e)The proposed algorithm 
Fig.3  Comparison of different despeckling methods 
(a) The original SAR image 
(b) The refined Lee filter 
(c) Soft thresholding shrinkage algorithm 
(d) SWT shrinkage algorithm 
(e)The proposed algorithm 
Fig.4  Comparison of different despeckling methods 
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4  Conclusions 
The proposed algorithm combines the image 
multiscale analysis with the Bayesian shrinkage. The 
multiplicative model introduced in high-frequency 
images, permits to retain coefficients produced by 
significant structures presented in the image and 
suppresses those produced by the speckle noise. The 
wavelet coefficients with a mixture density of two 
zero-mean Gaussian distributions are modeled. Then 
a fuzzy shrinkage factor is derived based on the 
MMSE criteria with Bayesian estimation. The ideas 
of region division and fuzzy shrinkage are adopted 
according to the interscale dependencies among 
wavelet coefficients. Finally the noise-free wavelet 
coefficients are estimated accurately. Experimental 
results show that the proposed method outperforms 
the other three despeckling methods in terms of 
speckle reduction and edges preservation. 
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