A Slice Sampler for Restricted Hierarchical Beta Process with
  Applications to Shared Subspace Learning by Gupta, Sunil Kumar et al.
A Slice Sampler for Restricted Hierarchical Beta Process with Applications to
Shared Subspace Learning
Sunil Kumar Gupta Dinh Phung Svetha Venkatesh
Center for Pattern Recognition and Data Analytics (PRaDA)
Deakin University, Australia
{sunil.gupta, dinh.phung, svetha.venkatesh}@deakin.edu.au
Abstract
Hierarchical beta process has found interesting
applications in recent years. In this paper we
present a modified hierarchical beta process prior
with applications to hierarchical modeling of
multiple data sources. The novel use of the prior
over a hierarchical factor model allows factors to
be shared across different sources. We derive a
slice sampler for this model, enabling tractable
inference even when the likelihood and the prior
over parameters are non-conjugate. This allows
the application of the model in much wider con-
texts without restrictions. We present two differ-
ent data generative models – a linear Gaussian-
Gaussian model for real valued data and a linear
Poisson-gamma model for count data. Encour-
aging transfer learning results are shown for two
real world applications – text modeling and con-
tent based image retrieval.
1 Introduction
Hierarchical modeling is becoming increasingly popular
in Bayesian statistics – it allows joint modeling of multi-
ple data sources, permitting shared patterns. A successful
example of hierarchy in text modeling is the hierarchical
Dirichlet process (HDP) [18]. HDP is used as a prior over
a mixture model allowing shared mixture components (top-
ics) across multiple data sources. Each data point from
a data source is modeled using 1-out-of-K topics, shared
across different sources. In many applications, where it
may not be easy to separate out data into K mutually ex-
clusive groups, an appropriate approach is factor analysis,
where each data point is modeled using P-out-of-K factors.
The benefits of joint modeling can still be retained by shar-
ing these factors across different sources.
Previous works on nonparametric factor analysis have used
beta processes. One of the earliest work develops the In-
dian buffet process (IBP) and uses it as a nonparametric
prior over infinite binary matrices [6]. Similar works dif-
fering in inference methods are proposed in [15, 14, 5]. A
significant contribution by Thibaux and Jordan [19] uncov-
ers that the IBP is a predictive process for an underlying
beta process with concentration parameter equaling one. In
addition, they propose a hierarchical beta process (HBP)
model and demonstrate its use for document classification
in a single data source. The use of HBP can be extended to
modeling multiple data sources by utilizing it as a nonpara-
metric prior for factor models, in a similar way to HDP
being used as a nonparametric prior for mixture models.
However, when combining HBP with the factor model, in-
ference is often intractable. This is mainly due to the need
to integrate out the parameters when invoking new factors
according to the HBP prior. For efficient computation of
this integration, conjugacy is required between the param-
eter priors and the likelihood. However, the requirement of
the conjugacy restricts the applicability of this model. One
approach to deal with the non-conjugacy issues is through
explicit representation of all the samples drawn from beta
process. This requires representation of an infinite set of
atoms - a practically impossible task. To circumvent this
problem, one possible solution is to truncate the beta pro-
cess. However, a pre-specified truncation level is arbitrary.
To avoid this arbitrary truncation for a IBP based factor
model, Teh et al [17] use a slice sampling technique, which
turns the infinite representation problem into a finite rep-
resentation problem. A similar approach for Dirichlet pro-
cesses was taken by Walker [20]. However, a slice sampler
for HBP based factor model is yet to be developed.
An attempt on nonparametric, hierarchical factor analysis
using HBP was made in [8]. However, inference for this
model has many approximation steps (refer section 3.1.2 in
[8]), which risk sampling from incorrect posterior distribu-
tions. Thus more accurate inference methods need to be
developed.
In this paper, we take the HBP prior and replace the up-
per beta process layer by an IBP prior, i.e. the concen-
tration parameter of the underlying beta process is fixed
to one. We refer to this modified hierarchical prior as the
Restricted Hierarchical Beta Process (R-HBP). This mod-
ification allows us to use the stick breaking construction
of IBP [17] and explicitly represent the samples of the un-
derlying beta process. To handle the resultant infinite rep-
resentation problem, we present a novel slice sampler for
the proposed R-HBP, deriving an infinite limit, necessary
for tractable posterior over stick-weights of IBP. At the
data source level, we still retain beta processes with arbi-
trary concentration parameters, allowing arbitrary sharing
between data sources.
For the hierarchical factor analysis (i.e. factor analysis us-
ing R-HBP prior), we propose two different data models
– a linear Gaussian data model for real-valued data and
a Poisson-gamma model for count data. For the linear
Poisson-gamma model, we present novel inference using
auxiliary variables. Through synthetic experiments, we il-
lustrate the behavior of our model, demonstrating that it
correctly discovers all parameters including the dimension-
alities of the factor subspaces. We further demonstrate the
proposed models for two real world tasks – text model-
ing and content based image retrieval. For text modeling,
which is demonstrated on NIPS 0-12 dataset (constructed
from 12 years of NIPS proceedings), we successfully show
the benefits of transfer learning. In addition, we show
that linear Poisson-gamma model achieves much better per-
plexity than other models such as linear Gaussian model or
HDP mixture model. For content based image retrieval,
using NUS-WIDE animal dataset, we demonstrate that our
method outperforms recent state-of-the-art methods.
Our main contributions are:
• A slice sampler for the proposed R-HBP model –
we derive an infinite limit, which is necessary for
tractable posterior over stick-weights of IBP.
• A novel, auxiliary variable, Gibbs sampler for the lin-
ear Poisson-gamma model.
• Demonstration of the proposed models for text mod-
eling and content based image retrieval.
The rest of this paper is organized as follows: Section 2
presents brief background on the related nonparametric pri-
ors. Section 3 describes the modeling distributions for non-
parametric hierarchical factor analysis. Section 4 presents
the inference covering the novel slice sampling along with
Gibbs sampling. Section 5 demonstrates the experiments
using synthetic and real-world text and image data. Sec-
tion 6 concludes this paper.
2 Preliminaries
2.1 Hierarchical Modeling using Beta Process
LetΩ be the set of all outcomes andF be its sigma algebra.
We denote a beta process [10] as B ∼ BP(γ0,B0) where
γ0 is a positive concentration parameter and B0 is a base
measure on Ω. The beta process is a completely random
measure [13], implying that if C1, . . . ,Cn are the disjoint
sets in Ω, the measures B(C1) , . . . ,B(Cn) are independent
random variables and the draws from a beta process are
discrete with probability one. Using this property, a draw
B from the beta process BP(γ0,B0) can be written as B =
∑k βkδφk where φk ∈Ω is an atom drawn from B0 and βk is
a random weight assigned to φk according to the following
βk ∼ beta(γ0B0 (φk) ,γ0 (1−B0 (φk))) , k = 1,2, . . . (1)
If B0 = ∑k ξkδφk (i.e. discrete), B0 (φk) = ξk. For a contin-
uous B0, {(φk,βk)} are i.i.d. draws from a Poisson process
on the product space Ω× [0,1] with a Lévy measure [12].
Building a hierarchy over beta processes, Thibaux and Jor-
dan [19] introduced a hierarchical beta process (HBP) prior
that allows the sharing of the atoms (drawn from a beta pro-
cess) across multiple data sources. A hierarchical beta pro-
cess is constructed in the following way : B ∼ BP(γ0,B0)
is a draw from a beta process with base measure B0 and
there emanate J child beta processes using B as their base
measure (drawn as Aj ∼ BP(α j,B), j = 1, . . . ,J). Finally,
each Aj is used to parametrize a Bernoulli process denoted
as Zi,:j | Aj ∼ BeP(Aj) where Zi,:j denotes i-th row of a bi-
nary matrix Z j. The support of random measure B is the
same as that of base measure B0 and is passed on to each
Aj (for each j) allowing sharing of atoms across J-sources.
2.2 Indian Buffet Process and Stick-Breaking
Construction
Indian buffet process (IBP) [6] is a nonparametric predic-
tive prior developed as a generative model for infinite bi-
nary matrices. A key property of IBP is that it is exchange-
able, i.e. if Z= [z1, . . . ,zN ] (where zi is a binary-valued infi-
nite vector) then p(z1, . . . ,zN) = p
(
zσ(1), . . . ,zσ(N)
)
where
σ is a permutation over {1, · · · ,N}. Given this exchange-
ability property, it is interesting to find out the underlying
de Finetti stochastic process [4]. Investigating this ques-
tion, Thibaux and Jordan [19] discovered that this underly-
ing stochastic process is a beta process with concentration
parameter equal to one, (i.e. γ0 = 1 in Eq (1)). In most
of the models, to construct the binary matrix Z from IBP,
a sequential process [6] can be followed. However, this
keeps the underlying beta process hidden. There are many
applications where it is required to represent the underly-
ing beta process explicitly. In such applications, one needs
to know how to sample from the beta process underlying
IBP. A solution to this problem was proposed by Teh et al
[17] who derived stick-breaking construction for IBP and
related this scheme to a similar stick breaking construction
for Dirichlet processes.
Let us denote the beta process underlying IBP by B ∼
BP(1,B0) and assume that τ0 = B0 (Ω). Using an infi-
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Figure 1: Directed graphical representation for the proposed
nonparametric hierarchical factor model. The hyperparameters
over W j, φk and E j are denoted by ηwj ,ηφ and ηEj respectively.
nite set of atoms, we can write B = ∑l βlδφl . Now let{
β(1),β(2), . . . ,β(K)
}
be the decreasing ordered representa-
tion of {β1,β2, . . . ,βK}, where βl ∼ beta
( τ0
K ,1
)
. Teh et al
[17] showed that in the limit K → ∞, the β(k) variables can
be obtained from the following procedure
ν(t) ∼ beta(τ0,1) , β(k) = ν(k)β(k−1) =Πkt=1ν(t) (2)
We shall denote the stick-breaking construction of Eq (2)
as β(k) ∼ StickIBP(τ0). A key property of this construc-
tion is that there exists a Markov relation [17] among{
β(1),β(2), . . . ,β(K)
}
, i.e. β(k) is conditionally independent
of β(1:k−2) given β(k−1). Formally,
p
(
β(k) | β(1:k−1)
)
= τ0β−τ0(k−1)β
τ0−1
(k) 1
(
0 ≤ β(k) ≤ β(k−1)
)
(3)
where 1(Q) equals to one if Q is true and zero otherwise.
Given top k variables
{
β(1),β(2), . . . ,β(k)
}
, the other vari-
ables βl have the following density function [17]
p
(
βl | β(1:k)
)
=
τ0
K
β
−( τ0K )
(k) β
( τ0K )−1
l 1
(
0 ≤ βl ≤ β(k)
)
(4)
2.3 Restricted Hierarchical Beta Process
Restricted hierarchical beta process (R-HBP) is defined as a
hierarchical beta process where the parent beta process has
a concentration parameter equal to one. In other words, the
parent beta process in a R-HBP is a beta process for which
the predictive process is an Indian buffet process. Formally,
B∼ BP(1,B0) , Aj ∼ BP(α j,B) , Zi,:j | Aj ∼ BeP(Aj)
Alternatively, using Eqs (1-2), we can write the above as
β(k) ∼ StickIBP(τ0) (5)
π jk ∼ beta
(
α jβ(k),α j
(
1−β(k)
))
,Zi,:j ∼ BeP(π j) (6)
3 Hierarchical Factor Analysis using
R-HBP
We now consider joint factor analysis [7, 8] and use the R-
HBP prior to infer the dimensionalities of factor subspaces.
Our goal is to model multiple data matrices X1, ...,XJ
jointly using a factor matrixΦ= [φ1, ...,φK ]where φk ∈RM
denotes the k-th factor. Some of the factors in Φ may
be shared amongst the various data sources whereas oth-
ers factors are specific to individual sources. For each
j = 1, . . . ,J, X j ∈ RM×Nj has a representation H j ∈ RNj×K
in the subspace spanned by Φ along with the factorization
error E j. Formally,
Π :
⎧⎪⎨
⎪⎩
X1 = ΦHT1 +E1
· · · · · ·
XJ = ΦHTJ +EJ
(7)
We allow the number of factors (K) to grow infinitely when
more data is observed. To infer the value of K, we repre-
sent the matrix H j as an element-wise multiplication of two
matrices Z j and W j, i.e. H j = Z j W j, where Zikj = 1
implies the presence of factor φk for i-th data point X
:,i
j
from source j and Wikj represents the corresponding coeffi-
cient or weight of the factor φk. The collection of matrices
Z1, . . . ,ZJ are now modeled using R-HBP prior. In particu-
lar, we model i-th row of Z j as a draw from a Bernoulli pro-
cess parametrized by a beta process Aj, i.e. Zi,:j ∼ BeP(π j)
where π j 
[
π j1, . . . ,π jK
]
and π jk is defined in Eq (6). We
note that sampling π jk according to Eq (6) allows sharing
of the factors φk’s across data sources. This is because β(k)
(the stick-breaking weights of B, i.e. β(k) ∼ StickIBP(τ0))
are used for all data sources. For the factor analysis pa-
rameters, we propose two different models : a Gaussian-
Gaussian model (GGM) for real-valued data and a Poisson-
gamma model (PGM) for count data. The whole model can
be summarized as
PGM :
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Φik ∼ gamma(aφ ,bφ)
Wi,:j ∼Π
K
k=1gamma
(
awj ,bwj
)
X:,ij |Φ,Zi,:j ,Wi,:j
∼ Poisson
(
Φ
(
Zi,:j Wi,:j
)T
+λ j
) (8)
GGM :
⎧⎪⎨
⎪⎩
Φik ∼N
(
0,σ2φ
)
,Wi,:j ∼N
(
0,σ2wjI
)
X:,ij |Φ,Zi,:j ,Wi,:j ∼N
(
Φ
(
Zi,:j Wi,:j
)T
,σ2n jI
)
(9)
For reference purposes, we call the above model as Non-
parametric Hierarchical Factor Analysis (NHFA) and the
two variants as NHFA-PGM and NHFA-GGM.
4 Model Inference
For inference, we use a combination of slice sampling and
collapsed Gibbs sampling. The main variables of interest
for NHFA model are Z, W, Φ, π , β and α j (see Figure
1). In addition, we introduce an auxiliary variable ρ . The
purpose of this auxiliary variable is to turn the infinite rep-
resentation of beta process into a finite representation. We
integrate out π and sample Z, W, Φ and β . Notation-wise,
we use β = {βk : k = 1, . . . ,K}, π =
{
π j : j = 1, . . . ,J
}
and
a superscript attached to a variable followed by a ‘−’ sign
(e.g. m− jk , Zi,−kj etc) means a set excluding the variable
indexed by the superscript. In the following, we describe
the inference steps. Further details on some of the deriva-
tions are provided in the supplementary material [9].
The joint distribution of β and Z can be written as
p(β ,Z,ρ) = p(β ) p(ρ | Z,β )
ˆ
π
p(Z | π) p(π | β )dπ
(10)
Let us assume that the auxiliary variable ρ is uniformly
distributed as
p(ρ | Z,β ) = 1
β ∗
1(0 ≤ ρ ≤ β ∗) (11)
where β ∗ (a function of β(1:∞) and Z) is equal to the stick
weight of the smallest active factor, i.e.
β ∗ = min
k|∃i, Zikj =1
β(k) (12)
Using Eq (11), the conditional of Z given ρ and β can be
written as
p(Z | ρ,β ) ∝ 1
β ∗
1(0 ≤ ρ ≤ β ∗)
ˆ
π
p(Z | π) p(π | β )dπ
(13)
We note that given ρ , ∀i, Zikj = 0 if β(k) < ρ and therefore,
we only need to update Zikj for those values of k such that
β(k) ≥ ρ [17]. We now proceed to derive the full condi-
tional distributions required for Gibbs sampling.
4.1 Sampling ρ
Let K† denote the index such that all active features have
index k < K†. The index K† is also represented although it
is an inactive feature. We sample ρ according to Eq (11).
If the new value of ρ is such that β(K†) ≥ ρ , then we ex-
tend the stick breaking representation until β(K†) < ρ . For
the extended representation,Φ and W can be sampled from
their prior distributions while β(k) are sampled from the fol-
lowing conditional distribution
p
(
β(k) | β(k−1),Z:,≥k = 0
)
∝ p
(
β(k) | β(k−1)
)
p
(
Z:,≥k = 0 | β(k)
)
(14)
where Z:,≥k 
{
Zik′j | ∀ j, i and k′ ≥ k
}
. The likelihood
term in the above expression can be computed as
p
(
Z:,≥k = 0 | β(k)
)
=ΠJj=1p
(
Z:,kj = 0 | β(k)
)
p
(
Z:,>kj = 0 | β(k)
)
(15)
In the above expression, the first term of the right hand side
(R.H.S.) requires marginalizing out π jk and is computed as
p
(
Z:,kj = 0 | β(k)
)
=
ˆ 1
0
p
(
Z:,kj = 0 | π jk
)
p
(
π jk | β(k)
)
dπ jk
=
Γ(α j)Γ
(
α jβ¯(k) +Nj
)
Γ
(
α jβ¯(k)
)
Γ(α j +Nj)
(16)
where β¯(k)  1−β(k) . For each k≥ 1, let us use lk to define
the mapping βlk = β(k)and let Lk = {1, . . . ,K}\{l1, . . . , lk},
then the second term in the right hand side (R.H.S.) of Eq
(15) can be computed as the following
p
(
Z:,>kj = 0 | β(k)
)
= lim
K→∞
ˆ
p
(
βLk | β(k)
)
p
(
Z:,Lkj = 0 | βLk
)
dβLk
= lim
K→∞
ˆ
Πl∈Lk p
(
βl | β(k)
)
p
(
Z:,lj = 0 | βl
)
dβLk
= lim
K→∞
(ˆ β(k)
0
p
(
βl | β(k)
)
p
(
Z:,lj = 0 | βl
)
dβl
)K−k
(17)
In the above limmand, we first simplify the integral to the
followingˆ β(k)
0
p
(
βl | β(k)
)
p
(
Z:,lj = 0 | βl
)
dβl
=
Γ(α j)
Γ(α j +Nj)
Nj
∑
u jk=0
[
Nj
u jk
]
αu jkj
× Π
u jk
t”=1t”
Πu jkt ′=1
( τ
K + t
′)
[
1+
τ
K
ujk
∑
p=1
Πp−1t=1
( τ
K + t
)
p!
β¯ p
(k)
]
(18)
where
[ n
m
]
denotes the unsigned Stirling numbers of the
first kind. In the above expression, we note that the term
Γ(α j)
Γ(α j+Nj)
∑
Nj
u jk=0
[
Nj
u jk
]
αu jkj × (...) can be written as
Γ(α j)
Γ(α j +Nj)
Nj
∑
u jk=0
[
Nj
u jk
]
αu jkj ×
(
term involving u jk
)
=
Nj
∑
u jk=0
[
Nj
u jk
]
αu jkj
∑
Nj
u′jk=0
[
Nj
u′jk
]
α
u′jk
j
× ( term involving u jk)
=
Nj
∑
u jk=0
ω˜u jk ×
(
term involving u jk
)
where ∑
Nj
u jk=0
ω˜u jk is equal to 1. Continuing from Eq (18)
and substituting it in Eq (17), we can write
p
(
Z:,>kj = 0 | β(k)
)
= lim
K→∞
(
Nj
∑
u jk=0
ω˜u jk
Πu jkt”=1t”
Πu jkt ′=1
( τ
K + t
′)
(
1+
τ
K
Rujk
))K−k
which simplifies to (see supplementary material [9])
p
(
Z:,>kj = 0 | β(k)
)
= lim
K→∞
⎛
⎝1+ Nj∑
u jk=0
ω˜u jk
τ
(
Tujk −Hujk
)
K+ τHujk
⎞
⎠
K−k
= exp
(
τ
Nj
∑
u jk=0
ω˜u jk
(
Tujk −Hujk
))
(19)
where we have defined Rujk  ∑
u jk
p=1
Πp−1t=1 (
τ
K +t)
p! β¯
p
(k), Tujk 
∑
u jk
p=1
β¯ p
(k)
p and the harmonic number Hujk = ∑
u jk
h=1
1
h . Plug-
ging the likelihood of (19) and (16) into Eq (15) and using
Eq (14), we obtain
p
(
β(k) | β(k−1),Z:,≥k = 0
)
∝ τβ−τ(k−1)β
τ−1
(k) 1
(
0 ≤ β(k) ≤ β(k−1)
)×
ΠJj=1
Γ
(
α jβ¯(k) +Nj
)
Γ
(
α jβ¯(k)
) exp
(
τ
Nj
∑
u jk=0
ω˜u jk
(
Tujk −Hujk
))
∝ β τ−1(k) 1
(
0 ≤ β(k) ≤ β(k−1)
)×
ΠJj=1
Nj
∑
v jk=0
[
Nj
v jk
](
α jβ¯(k)
)v jk exp
(
τ
Nj
∑
u jk=0
ω˜u jk
u jk
∑
p=1
β¯ p
(k)
p
)
Introducing the auxiliary variables v=
(
v jk : ∀ j,k
)
, we get
p
(
β(k) | β(k−1),Z:,≥k = 0,v
)
∝ β τ−1(k)
(
β¯(k)
)∑ j v jk exp
(
τ
Nj
∑
u jk=0
ω˜u jk
u jk
∑
p=1
β¯ p
(k)
p
)
1
(
0 ≤ β(k) ≤ β(k−1)
)
(20)
The auxiliary variable v jk can be sampled as
p
(
v jk | v− jk
)
∝
[
Nj
v jk
](
α jβ¯(k)
)v jk (21)
Sampling from Eq (20) can be obtained using Adaptive
Rejection Sampling (ARS) procedure as the distribution is
log-concave in β(k). Sampling of auxiliary variable v jk is
straight-forward as it is sampling from a discrete distribu-
tion with finite support.
4.2 Sampling Z j
Given other variables, Zikj (for k = 1, . . . ,K† − 1) can be
sampled from the following Gibbs conditional posterior
distribution
p
(
Zikj = 1 | Zi,−kj ,Z− ji,Wij,β ,Φ,Xij,ρ
)
∝ p
(
ρ | Zikj = 1,Zi,−kj ,Z− ji,β
)
× p
(
Zikj = 1 | Z−i,kj ,β(k)
)
p
(
Xij | Zikj = 1,Zi,−kj ,Wij,Φ
)
=
n−i,kj +α jβ(k)
β ∗
p
(
Xij | Zikj = 1,Zi,−kj ,Wij,Φ
)
(22)
where n−i,kj = ∑i′ =iZ
i′k
j . In the above posterior expression,
we note the dependency of β ∗ on the sample of Zikj .
4.3 Sampling β(k)
To sample from the posterior of each β(k), we use
auxiliary variable sampling [3, 18]. We define m =(
mjk : ∀ j,k
)
, l=
(
l jk : ∀ j,k
)
and n jk =∑iZ
i,k
j where mjk ∈
{0,1, . . . ,n jk}, l jk ∈ {0,1, . . . ,Nj − n jk}, and sample β(k)
(for k = 1, . . . ,K†) and auxiliary variables m, l as below
p
(
β(k) | β−(k),m, l,Z,ρ
)
∝ β τ0
(K†)
βmk−1
(k)
(
1−β(k)
)lk 1(β(k+1) ≤ β(k) ≤ β(k−1))
(23)
p
(
mjk |m− jk, l,β ,Z,ρ
)
∝
[
n jk
m jk
]
(α jβk)mjk (24)
p
(
l jk | l− jk,m,β ,Z,ρ
)
∝
[
n¯ jk
l jk
](
α jβ¯k
)l jk (25)
where mk ∑ j m jk, lk ∑ j l jk, n¯ jk =Nj−n jk. For detailed
derivation, see supplementary material [9].
4.4 Sampling Parameters Φ, W j and λ j for
NHFA-PGM model
Under the model described in Eq (8), Gibbs conditional
posterior of Φ can be written as
p
(
Φi,: | Z1:J ,W1:J ,X1:J ,λ1:J ,aφ ,bφ ,s
)
∝ΠK
†
k=1
(
Φik
)aφ+∑ j,l silkj −1
exp
{
−
(
bφ +∑
j,l
Hlkj
)
Φik
}
(26)
The auxiliary variables s=
{
silkj , ∀ j, l
}K†+1
k=1
are drawn as
p
(
sil1j , . . .s
ilK†
j ,s
il(K†+1)
j | rest
)
∝
Xilj !
sil1j ! . . .s
ilK
j !s
il(K†+1)
j !
s.t. ∑K
†+1
p=1 s
il p
j =1
ΠK
†
k=1
(
ΦikHlkj
)silkj λ sil(K
†+1)
j
j
(27)
Gibbs sampling update for W ji conditioned on the remain-
ing variables is given as
p
(
Wl,:j | Z j,Φ,X j,λ j,awj ,bwj , t
)
∝ΠK
†
k=1
(
Wlkj
)aw j+∑i tilkj −1
× exp
{
−
(
bwj +∑
i
(
ΦDZl,:j
)ik)
Wlkj
}
(28)
where DZl,:j
denotes a diagonal matrix constructed from Zl,:j
and the auxiliary variables t =
{
til pj , for each i
}K†+1
p=1
are
sampled as below
p
(
til1j , . . . t
ilK†
j , t
il(K†+1)
j | rest
)
∝
Xilj !
til1j ! . . . t
ilK†
j !t
il(K†+1)
j !
s.t. ∑K
†+1
p=1 t
il p
j =1
ΠK
†
k=1
(
ΦlkHlkj
)tilkj λ til(K
†+1)
j
j
(29)
Gibbs sampling of λ j remains similar to the variables Φ
and W j. The required posterior distributions are given as
p(λ j | Z1:J ,W1:J ,Φ,X1:J ,r)
∝ λ
aλ j+∑
M
i=1∑
Nj
l=1 r
il
j −1
j exp
{
−
(
bλ j +MNj
)}
(30)
For each i, l, the auxiliary variables rilj can be sampled as
rilj | rest = Binomial
⎛
⎜⎝Xilj , λ j
Φi,:
(
Hl,:j
)T
+λ j
⎞
⎟⎠ (31)
4.5 Sampling Parameters Φ, W j, σwj and σn j for
NHFA-GGM model
Gibbs sampling updates for these parameters remains same
as the updates described in [8].
4.6 Sampling α j
Once again, Gibbs sampling updates for α j remains same
as the updates described in [8]. The hyperparameter α j
controls the variation of Aj (source-specific beta process)
around B (parent beta process). As α j vary from a low to
high value, its concentration on the random distribution B
increases. Since the random distribution B is shared across
different data sources, this increases the probability of shar-
ing more and more factors.
4.7 Predictive Likelihood
Let us denote the test data from the j-th source by ma-
trix X˜ j and the corresponding matrix factorization as X˜ j =
Φ
(
Z˜ j W˜ j
)
+ E˜ j, then the Monte Carlo approximation of
predictive likelihood can be written as
p
(
X˜ j | X1:J
)≈ 1
LR
R
∑
r=1
L
∑
l=1
p
(
X˜ j |Φ[l], Z˜[r]j ,W˜[r]j
)
(32)
where L is the number of training samples
{
Φ[l]
}
and R is
the number of test samples
{
Z˜[r]j ,W˜
[r]
j
}
.
5 Experiments
We carry out a variety of experiments to demonstrate the
effectiveness of the proposed NHFA model. To illus-
trate the behavior of our model, we first perform experi-
ments with a synthetic dataset, for which the true dimen-
sionality of subspaces and other parameters are known.
Through these experiments, we show the correct recov-
ery of these parameters. Next, we demonstrate the use-
fulness of our model for two real-world tasks – text mod-
eling and content based image retrieval. For both syn-
thetic and real-world tasks, the priors for hyperparameters
are chosen as the following : τ0 = 1, α j ∼ gamma(1,1).
For NHFA-GGM, both the shape and the scale parame-
ters of gamma priors for σφ , σn j and σw j were set to 1.
For NHFA-PGM, since we expect the results to be sparse
we set the shape parameters of hyperparameters as aφ = 1,
awj = 1 whereas the scale parameters were sampled as :
bφ ∼ gamma
(
1,1/μφ
)
, bwj ∼ gamma
(
1,1/μwj
)
, where
μφ  1MK ∑i,kΦik and μwj 
1
NjK ∑l,kW
lk
j . Supplementary
material provides further details.
5.1 Experiments-I : Synthetic Data
We create a synthetic dataset similar to [8] so that we can
show the benefits of our model vis-à-vis the model con-
sidered in [8]. For this dataset, we create twelve 100-D bi-
nary factors and distribute them across the two data sources
termed as D1 and D2. The first four factors were used by
the data points from D1, the next four factors were used
by the data points from D2 while the last four factors were
shared by data points across both D1 and D2. We gener-
ated the mixing configuration matricesZ1 andZ2 randomly
with discrete support {0,1}. The weight/coefficient matri-
ces of the two sources, i.e. W1 and W2 were sampled from
gamma distribution with shape and scale parameters 1 and
2 respectively. The using these parameters along with noise
(with rate parameter 0.1 for both sources), the data for both
D1 and D2 were generated from Poisson distributions ac-
cording to the generative model described in section 3.
To verify the correctness of the inference, we run the slice
sampler along with Gibbs updates as detailed in section 4
starting with the value of K† as one. We observe that the
sampler converges to the true value of the number of factors
(i.e. K† = 12) in less than 100 iterations. However, we run
the sampler longer to verify that the mode of the posterior
over the number of factors remains at this true value. It can
be seen from Figure 2 that the model correctly learns all the
factors and their scores automatically.
To compare the computational efficiency of our slice sam-
pler with the approximate Gibbs sampler of [8], we see that
both methods need to sample {β ,Z,Φ,W}. Sampling Φ
and W remain identical in both cases. Only sampling of β
and Z differ. In case of the approximate Gibbs sampler, β
conditioned on {m, l,Z} is drawn from a beta distribution
whereas in the slice sampler, β conditioned on {ρ,m, l,Z}
uses adaptive rejection sampling (ARS) (see Eq (23)). Al-
though not as fast as sampling from a beta distribution,
ARS is quite efficient due to sampling in one dimensional
space. When comparing sampling of Z, the slice sampler
is more efficient than the approximate Gibbs sampler. The
main difference lies in sampling the number of new factors
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Figure 2: Synthetic data experiments (a) true factors (b) inferred factors (c) Number of active factors vs. Gibbs iterations (d) true factor
scores for source-1 (e) true factor scores for source-2 (f) inferred factor scores for source-1 (g) inferred factor scores for source-2; for
an easy comparison with (d) and (e), columns of (f) and (g) are permuted according to the mapping between (a) and (b).
for i-th data point from j-th source (say Fji). In slice sam-
pling, Fji grows gradually based on the slice variable and
requires sampling of Fji new βk variables using ARS. On
the other hand, the approximate Gibbs sampler, to sample
Fji, approximates an intractable integral (Eq (3.22) in [8])
using Monte Carlo samples. For the synthetic experiments
described above, slice sampler takes about 100 iterations
to converge and runs in 6.67 minutes. On the other hand,
the approximate Gibbs sampler [8] requires about 1000 it-
erations to converge to the true number of factors taking
totally 52.3 minutes. This timing analysis is performed us-
ing a Windows PC with Intel i7@3.4 GHz and 8 GB RAM.
5.2 Experiments-II : Real Data
5.2.1 Results using NIPS 0-12 Dataset
Our first real-world dataset is the NIPS 0-12 dataset, which
contains the articles from the proceedings of Neural Infor-
mation Processing Systems (NIPS) conference published
between 1988 and 1999. In this dataset1, text articles are di-
vided into nine different sections/tracks plus one miscella-
neous section/track. We work with nine sections which are
Cognitive Science (CS), Neuroscience (NS), Learning The-
ory (LT), Algorithms and Architecture (AA), Implemen-
tations (IM), Speech and Signal Processing (SSP), Visual
Processing (VP), Applications (AP) and Control, Naviga-
tion and Planning (CNP). We treat each section as one data
source and generate nine different term-document matrices.
In doing so, we ensure that these matrices use a common
dictionary for terms2.
1A processed version of this dataset is made available by Y. W.
Teh at http://www.gatsby.ucl.ac.uk/~ywteh/research/data.html.
2It is possible to make a common dictionary by merging the
terms from all the sections.
Through this dataset, we intend to show the strength of our
model for transfer learning. For this, we choose section VP
as target data source while other sections (one at a time)
as auxiliary data sources. We follow this scheme for two
reasons. First, we believe that although there may be un-
derlying sharing across different sections, each section has
its own focus and differs in distribution. NHFA exploits the
sharing across different sections while still retaining the fo-
cus of individual section by maintaining a hierarchy. Sec-
ond, this allows us to compare our results with two base-
lines (i.e. Gupta et al [8] and Teh et al [18]) as they use the
same dataset with similar settings.
Out of 1564 articles in total across nine sections, we ran-
domly select 80 articles from each section and use them for
training. Similar to [8, 18], the test set is chosen from VP
section (consisting of 44 articles) and kept fixed through-
out the experimentation with NIPS 0-12 dataset. On av-
erage, the number of words per article are approximately
1000. We compute the perplexity on the test set and re-
port the performance in terms of perplexity per document.
Given the training data X1:J and a test set X˜ j from j-th data
source, perplexity per document (PPD) is defined as
PPD
(
X˜ j
)
= exp
(
− 1
N˜
log p
(
X˜ j | X1:J
))
(33)
where N˜ denotes the number of documents in the test set.
Baseline Methods To compare the proposed model with
other related works, we choose three baselines.
• Baseline-1a [“No auxiliary”]: This baseline is a linear
Poisson-gamma based factor analysis model which to-
tally relies on the target data and does not use any aux-
iliary data for training.
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Figure 3: Perplexity results using NIPS 0-12 dataset (a) perplexity for the test data from VP section vs. number of VP training
documents (averaged over 10 runs); for Baseline-1a, Baseline-1b and the proposed NHFA-PGM (b) mean average perplexity for the test
data from VP section (averaged over 10 runs) versus different NIPS auxiliary sections (except VP) using the proposed NHFA-PGM.
• Baseline-1b [“Auxiliary - without hierarchy”]: This
baseline is a linear Poisson-gamma based factor anal-
ysis model similar to the first baseline but also uses
auxiliary data simply by augmenting them with the
target data and does not maintain any hierarchy.
• Baseline-2 [NHFA-GGM (approx.)]: This baseline is
the hierarchical model recently proposed in Gupta et
al [8]. This model attempts to learn both shared and
individual subspace using a hierarchical model. The
data distributions for this model are similar to the
NHFA-GGM model proposed in section 2, however
it uses a series of approximations for inference.
• Baseline-3 [HDP]: This baseline is the hierarchical
Dirichlet process proposed in [18]. This model uses
a hierarchy for sharing topics across different groups.
Experimental Results We run the proposed NHFA-
PGM and the baseline models and compute the perplexity
per doc (PPD) values over 10 independent runs. For each
run, we select VP section as the target source while other
sections as auxiliary (one at a time) and compute perplex-
ity values for increasing number of target training articles
varying from 10 to 80 at a step of 10. By doing this, our
intention is to see at what point, the auxiliary data ceases to
improve the generalization performance.
Figure 3 depicts the perplexity results for the proposed
model and compares with baseline-1a and baseline-1b. It
can be seen from Figure 3a that the proposed NHFA-PGM
model achieves significantly lower perplexity compared to
the two baselines irrespective of the number of training ar-
ticles from VP section. When comparing the results be-
tween the baseline-1a and the baseline 1b, one can see that
as long as the number of training documents from VP sec-
tion are less than 50, the performance of baseline-1b is bet-
ter than that of baseline 1a. This goes according to our in-
tuition as the auxiliary source help learning some patterns.
But, as soon as there are enough training articles from the
VP section, simply combining auxiliary data does not help
and the performance of baseline-1b goes lower than that
of baseline-1a. This clearly shows that the baseline-1b is
prone to negative transfer learning whereas the same is not
true for the proposed NHFA-PGM model which retains low
perplexity values compared to baseline-1a. Figure 3b fo-
cuses on the results of NHFA-PGM model and provides
the mean average perplexity for each auxiliary section (a
single figure measure computed by averaging the perplex-
ity values along increasing number of training documents).
It can be seen from the figure that the top three auxiliary
sections that help maximum generalization are IM, SP and
AP in decreasing order of performance.
Table 1 lists a comparison of the proposed NHFA-PGM and
NHFA-GGM models with baseline-2 and baseline-3. One
can clearly see that since the NIPS 0-12 data matrices are
count data, both NHFA-PGM and the baseline-3 achieve
significantly lower perplexity compared to NHFA-GGM
and baseline-2. The proposed NHFA-PGM clearly out-
performs the baseline-3, suggesting that Poisson-gamma
model may be a better fit to the count data than topic mod-
els. When comparing the perplexity values of baseline-
2 and NHFA-GGM, NHFA-GGM achieves better perfor-
mance. This gain in performance is attributed to the exact
inference made possible by slice sampling.
Method Average Log
Perplexity (per doc)
NHFA-GGM (approx.) [8] 6232.5±164.0
Proposed NHFA-GGM 5945.3±16.8
HDP [18] 2862.5±268.3
Proposed NHFA-PGM 1102.9±6.5
Table 1: Comparison of various hierarchical models in terms of
average log perplexity per doc (PPD) using NIPS 0-12 dataset.
5.2.2 Results using NUS-WIDE Animal Dataset
Our second dataset is a subset of the NUS-WIDE [2]
dataset. This subset comprises of 3411 images involving 13
animals. We use six different low-level features [2] namely
64-D color histogram, 144-D color correlogram, 73-D edge
direction histogram, 128-D wavelet texture, 225-D block-
wise color moments. We construct a real-valued feature
matrix for each animal category and treat it as a sepa-
rate data source under our hierarchical framework. This
is done with a belief that features of different animal cat-
egories vary in their distributions. Out of 3411 images,
2054 images are used for training while the remaining im-
ages are held for testing. This is done for comparing with
[21, 22, 1, 8] where an identical training and test settings
were used.
Unlike NIPS 0-12 data, the feature matrices for NUS-
WIDE images are real valued. Therefore, we use NHFA-
GGM model (instead of NHFA-PGM model) to learn the
factor matrix Φ and H j (for j = 1, . . . ,13). Having learnt
the matrix Φ, we construct the test matrix X˜ from the
test data and compute its subspace coefficient matrix H˜ =[
h˜1, . . . , h˜N˜
]
such that X˜≈ΦH˜. To retrieve the similar im-
ages for the r-th test image, cosine similarity between its
subspace coefficient vector h˜r and the subspace coefficient
matrices of the training data (i.e. H j for each j = 1, . . . ,13)
is computed. The retrieved images are ranked in decreasing
order of their similarity values.
Evaluation Measures and Baselines To evaluate the
performance of the proposed method, we use standard
precision-scope curve3 and mean average precision (MAP).
We compare the result of the proposed NHFA-GGM with
the recent state-of-the-art multi-view learning techniques
[1, 21, 22] and “NHFA-GGM (approx.)” model [8] (the
model used as baseline-2 for NIPS 0-12 experiments).
Experimental Results Table 2 compares the proposed
NHFA-GGM with the recent works [1, 21, 22, 8] on im-
age retrieval using NUS-WIDE animal dataset. This com-
parison is based on the mean average precision (MAP) val-
ues presented in [1, 8]. We note that the dataset used for
generating these results (including the test set) is identi-
cal. For the works in [1, 21, 22], the MAP values are re-
ported using 60 topics. The NHFA-GGM (approx.) model
of [8] is a nonparametric model and reports the total num-
ber of shared and individual factors varying between 5 to
8. On the contrary, our proposed NHFA-GGM, which is
exact version of NHFA-GGM (approx.), uses 30 to 40 fac-
tors typically. It can be clearly seen from the Table 2, that
NHFA-GGM outperforms all the baselines. Focusing on
the exact and approximate models, we report the precision
scope curve which shows that NHFA-GGM model achieves
clearly higher precision at initial scope levels which is often
3Precision scope (P@N) curve reports precision values for top
N retrieved items.
quite important in search applications as users are typically
more interested in top few search results.
Method Mean Average
Precision (MAP)
DWH [21] 0.153
TWH [22] 0.158
MMH [1] 0.163
NHFA-GGM (approx.) [8] 0.1789±0.0128
Proposed NHFA-GGM 0.1945±0.0115
Table 2: Comparison of image retrieval results with recent state-
of-the art multi-view learning and hierarchical modeling tech-
niques using NUS-WIDE animal dataset.
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Figure 4: Comparison of the retrieval performances in terms of
precision-scope (P@N) curve for NHFA-GGM and NHFA-GGM
(approx.)[8].
6 Conclusion
We have presented a novel slice sampler for restricted
hierarchical beta process (R-HBP). A key feature of the
proposed sampler is that it keeps the inference tractable,
even when the prior and the likelihood are non-conjugate –
therefore, it can be applied for joint modeling of multiple
data sources in more elaborate settings. Another key fea-
ture of this sampler is that it offers an exact inference and
does not need a series of approximations used by standard
Gibbs samplers [11, 16, 8]. We have combined this sam-
pler with two hierarchical factor analysis data models – lin-
ear Poisson-gamma model and linear Gaussian-Gaussian
model for modeling count data and real-valued data re-
spectively. To show the utility of the proposed models,
we applied them for learning shared and individual sub-
spaces across multiple data sources where unlike paramet-
ric models, the subspace dimensionalities were learned au-
tomatically. Using two real world datasets (NIPS 0-12 and
NUS-WIDE animal datasets), we have demonstrated that
our method outperforms recent state-of-the-art methods for
text modeling and content based image retrieval. Further,
the slice sampling derived in this paper is general and can
be utilized for other matrix factorizations.
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