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REGULARITY OVER HOMOMORPHISMS AND A FROBENIUS
CHARACTERIZATION OF KOSZUL ALGEBRAS
HOP D. NGUYEN AND THANH VU
Abstract. Let R be a standard graded algebra over an F -finite field of charac-
teristic p > 0. Let φ : R → R be the Frobenius endomorphism. For each finitely
generated graded R-moduleM , let φM be the abelian groupM with the R-module
structure induced by the Frobenius endomorphism. The R-module φM has a nat-
ural grading given by deg x = j if x ∈ Mjp+i for some 0 ≤ i ≤ p − 1. In this
paper, we prove that R is Koszul if and only if there exists a non-zero finitely gen-
erated graded R-module M such that regR
φM <∞. This result supplies another
instance for the ability of the Frobenius in detecting homological properties, as
exemplified by Kunz’s famous regularity criterion. The main technical tool is the
notion of Castelnuovo-Mumford regularity over certain homomorphisms between
N-graded algebras. The latter notion is a common generalization of the relative
and absolute Castelnuovo-Mumford regularity of modules.
1. Introduction
Let R be a commutative noetherian ring andM a finitely generated R-module. In
commutative algebra, it is well-known that the homological properties of R greatly
affect the asymptotic homological behaviour ofM . For example, if R is regular local
then the Auslander-Buchsbaum-Serre theorem says that the minimal free resolution
M terminates after finitely many steps. For another example, consider Koszul al-
gebras. Assume that R is a graded algebra over a field k and R is generated by
finitely many elements of degree 1 (in other words, R is standard graded over k).
The graded maximal ideal of R is denoted by m. Then R is a Koszul algebra if the
Castelnuovo-Mumford regularity of k = R/m is zero. By definition, ifM is a finitely
generated graded R-module with the minimal graded free resolution
· · · → Fi → Fi−1 → · · · → F0 →M → 0,
then the Castelnuovo-Mumford regularity of M as an R-module is defined as follows
regRM = sup{ti(M)− i : i ≥ 0},
where for each i, ti(M) is the maximal degree of a minimal generator of Fi. In closed
form, ti(M) = sup{j : Tor
R
i (M,R/m)j 6= 0}. When R is a Koszul algebra, Avramov
and Eisenbud in [4] showed that regRM < ∞ for every M . For a recent survey on
Koszul algebras and related topics, we refer to [12].
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Conversely and perhaps more surprisingly, the asymptotic homological behaviour
of a single module M may force certain homological properties on R. For example,
take M = k the residue field; then Avramov and Peeva [8] showed that the finite-
ness of regR k implies the Koszul property of R. This is an analog of Auslander-
Buchsbaum-Serre’s characterization of regular local rings. Further results of this
type were also discovered for, e.g., complete intersections, Gorenstein rings or Cohen-
Macaulay rings.
But the residue field is not the only module for detecting homological properties
of R. For local rings of characteristic p > 0, results of Kunz [19] and more generally
of Rodicio [22] showed that φR is equally good as the residue field as a testing object
for the regularity property of R, where φ is the Frobenius endomorphism. Recall
that, if R is a ring of characteristic p > 0, the Frobenius endomorphism φ : R→ R
is given by φ(a) = ap for each a ∈ R. Given e ∈ Z, e ≥ 1, let φe be the e-th power
of φ. Denote by φ
e
M the abelian group M , considered as an R-module via scalar
restriction along φe. If R is local, Kunz [19] proved that R is a regular ring if and only
if φ
e
R is a flat R-module. Built on Kunz’s criterion, a result of Rodicio [22, Theorem
2] says that a local ring R is regular if and only if φR has finite flat dimension as
an R-module. For further information about the homological significance of the
Frobenius endomorphism, the reader may consult, e.g., [7], [9], [15], [20], [23]. Our
initial goal was to study an analog of Rodicio’s theorem for Koszul algebras.
To set up the result, we need first to equip gradings to modules with the R-
action induced by the Frobenius. If R is standard graded and M is graded, the
module φ
e
M has a natural grading as follows. Denote q = pe. Observe that φe
is also a homogeneous ring homomorphism from R to R(q) = ⊕j≥0Rjq, the q-th
Veronese subring of R. For each i = 0, 1, . . . , q− 1, the Veronese module Vi(q,M) =⊕
j∈ZMjq+i comes equipped with the grading deg x = j if x ∈ Mjq+i, as a module
over R(q). By scalar restriction along φe, each Vi(q,M) becomes a graded R-module,
and so does φ
e
M =
⊕q−1
i=0 Vi(q,M). We call this grading of
φeM the Veronese grading.
Recently, in [6], Avramov, Hochster, Iyengar and Yao gave a vast generalization of
Rodicio’s result. Namely, they showed in [6, Theorem 1.1] that for a local ring R with
charR > 0, R is regular if there exist an e > 0 and a non-zero finitely generated
R-module M such that φ
e
M has finite flat dimension. Suggested by this result,
we are able to prove the following analog of Rodicio’s result, namely a Frobenius
characterization of Koszul algebras. In the statement, recall that R is called F -finite
if φ : R→ R is a finite morphism (for example Z/(p) is an F -finite field).
Theorem 1.1. Let k be an F -finite field of characteristic p > 0 and R be a standard
graded k-algebra. Assume that there exist an e > 0 and a non-zero finitely generated
graded R-module M such that regR
φeM <∞. Then R is a Koszul algebra.
If k is F -finite, it is easy to show that φe is a finite endomorphism for every e ≥ 1;
see Remark 4.1. In this paper, we will also improve Theorem 1.1 by allowing k to
be of arbitrary characteristic and replacing the power φe of Frobenius by a certain
(possibly) non-finite endomorphism of R. To afford such a statement, for any ho-
momorphism of graded algebras ϕ : R → S and any complex of graded modules
M over S (satisfying mild conditions), we introduce the regularity of M over the
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homomorphism ϕ, denoted by regϕM . The regularity over a homomorphism is a
broad generalization of the Castelnuovo-Mumford regularity. It will be constructed
in Section 4 using ideas of Avramov, Iyengar and Miller [7], which were later devel-
oped in [6]. The main technical result in this paper, which generalizes Theorem 1.1,
is:
Theorem 1.2. Let R be a standard graded k-algebra. Let ψ : R → R be an en-
domorphism of order d ≥ 2, i.e. degψ(a) = d deg a for any homogeneous element
a ∈ R. Assume that there exists a non-zero finitely generated graded R-module M
such that regψM <∞. Then R is a Koszul algebra.
See Remark 6.5 for examples of endomorphisms of order at least 2 in characteristic
0.
Before going into the details, we would like to mention three features in the
proofs of Theorems 1.1 and 1.2. Firstly, although the statements of these results
do not involve complexes of modules, their proofs use heavily the derived categories
and homological algebra of complexes. The necessary background materials will be
presented in Section 2. Secondly, to derive the main Theorem 1.1 from Theorem
1.2, we need to compare the regularity of φ
e
M over R with the regularity of M over
the homomorphism φe. The foundation for this comparison is laid in Sections 3 (on
Veronese gradings) and 4 and its goal will be reached in Theorem 5.2(ii). Finally,
the proof of Theorem 1.2 is based on passing from the morphism ψ : R→ R to one
of its iterations. The passage is possible thanks to results in Section 5, particularly
Theorem 5.4 on regularity over compositions of homomorphisms. The fact that ψ
has order at least 2 allows the passage from the module M to certain complex over
a Veronese subring of R. After these modifications of morphism and module, we
use Theorem 1.3 to conclude that R is Koszul. The latter result was inspired by
Apassov’s work [1, Theorem R]. Below, the condition “M ∈ Df
+
(Gr S)” means that
the homology Hi(M) is finitely generated for each i and Hi(M) = 0 for i ≪ 0 (see
Section 2).
Theorem 1.3. Let ϕ : R → S be a homogeneous morphism of standard graded
algebras over the fields k and l respectively, where S is a Koszul l-algebra. Assume
that there exists a complex of graded S-modules M ∈ Df
+
(GrS) such that M 6≃ 0 and
regϕM <∞. Then R is a Koszul k-algebra.
The proofs of the main results can be found in Section 6. In the final section of
this paper, we provide a partial analog of Theorem 1.1 for local rings and raise some
related questions.
Acknowledgements. We wish to express our special gratitude to Srikanth B. Iyen-
gar for his critical comments and suggestions. His suggestion of Proposition 6.1
helped us to correct an error. More importantly, he brought to our attention the
method in [6] and a rough version of Theorem 5.4, all of which were decisive for us
to arrive at the main results in this paper.
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2. Preliminaries
Graded complexes. Let (R,m, k) be an N-graded k-algebra with graded maximal
ideal m, where k is a field. By convention, all the algebras in this paper are finitely
generated. Modules are identified with chain complexes concentrated in degree 0.
Throughout, complexes are chain complexes. The abelian category of complexes of
graded modules and degree 0 homomorphisms of complexes over R is denoted by
GrR. Let D(GrR) be its derived category. Let Df(GrR) be the full subcategory
of D(GrR) consisting of degreewise finite complexes, i.e. complexes M such that
Hi(M) is finitely generated for every i. We say that M is homologically bounded
below (or above) if Hi(M) = 0 for i≪ 0 (respectively, for i ≫ 0). The full subcat-
egory of Df(GrR) consisting of homologically bounded below complexes is denoted
by Df+(GrR). Similarly, the notation D
f
−
(GrR) stands for the full subcategory of
D
f(GrR) consisting of homologically bounded above complexes.
We would like to warn the reader that the subscripts may represent either homo-
logical degree or internal degree. Namely, for a complex of graded R-modulesM , Mi
denotes the module of M at homological degree i. On the other hand, for a graded
R-module N , Ni denotes the graded component of elements of internal degree i of
N . It should be clear from the context how one should interpret the meaning of the
subscript.
The notation ≃ signifies isomorphisms in Df(GrR). The notation Σ denotes the
functor shift for complexes: (ΣM)i = Mi−1 for each i ∈ Z. For a graded R-module
N and an integer i, the module N(i) is given by: N(i)j = Ni+j for each j. More
generally, for a complex of graded R-modules M and each integer i, the complex
M(i) is obtained by shifting the internal degree of each module of M suitably.
Denote by infM the infimum of the set {i : Hi(M) 6= 0}.
For a complex M ∈ Df+(GrR), let G be the minimal graded free resolution of
M in Df(GrR). Let Gi = ⊕jR(−j)
βi,j(M) for each i. The numbers βi,j(M) are
called the graded Betti numbers of M . The Poincare´ series is a good way to encode
information about the minimal free resolution of a complex. The Poincare´ series of
M is the formal power series PRM(t, y) =
∑
i∈Z
∑
j∈Z βi,j(M)t
iyj ∈ Z[[t, y]]. We refer
to [11], [24] for more detailed treatments of homological algebra of complexes and
to [16], [17] for the graded setting. See also [3] for an in-depth discussions of free
resolutions.
Regularity. Recall that if R is standard graded, then the relative Castelnuovo-
Mumford regularity over R of a complex M ∈ Df
+
(GrR) is defined by
regRM = sup{j − i : βi,j(M) 6= 0}.
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In the literature, sometimes regRM is referred to as the Ext-regularity; see for
example [16], [17]. We would like to emphasize that the notion of “Castelnuovo-
Mumford regularity” defined in the above two papers is the absolute one, when the
base ring is a commutative graded algebra (see Remark 4.4(ii)). However, most of
the time in this paper, we will only deal with relative regularity, which generally
only coincides with the absolute regularity for regular base rings.
The following simple lemma will be used several times in the sequel.
Lemma 2.1. Let R be a standard graded k-algebra.
(i) If 0→ M ′ → M →M ′′ → 0 is an exact sequence of finitely generated graded
R-modules, then there are inequalities
regRM ≤ max{regRM
′, regRM
′′},
regRM
′ ≤ max{regRM, regRM
′′ + 1},
regRM
′′ ≤ max{regRM, regRM
′ − 1}.
(ii) (See [10, Lemma 2.2(b)].) For an exact sequence of finitely generated graded
R-modules
· · · → Pi → Pi−1 → · · · → P0 → N → 0,
we have an inequality
regRN ≤ sup{regR Pi − i : i ≥ 0}.
Scalar restriction. We record the following simple fact for later usage. Let R→ S
be a ring homomorphism. Every S-module is automatically an R-module via scalar
restriction. Denote by D(R) the derived category of complexes of R-modules. We
say that a functor between triangulated categories is exact (or triangulated) if it
commutes with the translations and preserves the distinguished triangles (see [21,
Chapter 2] for more details).
Lemma 2.2. The scalar restriction functor from D(S) to D(R) is an exact functor.
3. The Veronese grading and fractional Veronese
When char k = p > 0, and R is an N-graded k-algebra, the Frobenius φ : R→ R
given by φ(a) = ap is a ring homomorphism. However, it is neither k-linear nor
homogeneous. There are two opposite ways to “homogenize” the Frobenius: con-
sidering Veronese subrings of R, and considering the so-called fractional Veronese
functor (·)(1/p). To obtain more general results, we will work with a class of ring
homomorphisms which strictly contains powers of the Frobenius, namely the homo-
morphisms with positive orders.
The Veronese grading. The following type of homomorphisms will frequently
appear in this paper.
Definition 3.1. Let ϕ : (R,m, k) → (S, n, l) be a homomorphism of algebras such
that deg ϕ(a) = d deg(a) for every homogeneous element a ∈ R where d ≥ 1 is an
integral constant. Then we say that d is the order of ϕ and write orderϕ = d.
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For example, the power φe of Frobenius endomorphism has order q = pe for
each e ≥ 1. Homogeneous morphisms are simply those of order 1. Clearly if ϕ
is a homomorphism of order d, then we have an induced homogeneous morphism
R→ S(d).
Let M be a graded S-module. Consider the d-th Veronese modules Vi(d,M) =
⊕u∈ZMdu+i for 0 ≤ i ≤ d − 1. These are graded modules over the Veronese ring
S(d). We will still use M to denote the graded S(d)-module ⊕d−1i=0Vi(d,M), which is
the abelian group M itself with a modified grading.
We denote by ϕM the R-module M = ⊕d−1i=0Vi(d,M) with the R-action induced by
scalar restriction along R→ S(d). Hence the grading of ϕM is given by
degMdu+i = u,
and we call it the Veronese grading. In the case char k = p > 0, S = R and ϕ = φe,
we obtain the Veronese grading for φ
e
M mentioned in the introduction.
Fractional Veronese. Let R be an N-graded algebra over k, such that R is gen-
erated in a single degree g ≥ 1. Let M be a graded R-module and s ≥ 1 an integer.
Define R(1/s) to be the ring R with a new grading given by: R
(1/s)
si = Ri for all i ∈ Z
and R
(1/s)
j = 0 for all j not divisible by s. We call R
(1/s) the s-th fractional Veronese
of R. A similar definition holds for M (1/s), and the latter is an R(1/s)-module. Fur-
thermore, R(1/s) is a k-algebra generated in degree sg, and the fractional Veronese
functor (·)(1/s) from Df(GrR) to Df(GrR(1/s)) is exact.
Endomorphisms of order ≥ 1 and fractional Veronese are not new notions, for
instances they appeared (without names) in the work of Koh and Lee [18, p. 686].
Fractional Veronese keeps all the information about the ring R and the module M ,
except for the grading. This is the difference between the fractional Veronese and
the Veronese functor.
Note that if ϕ : R → S has order d, then one gets an induced homogeneous ring
homomorphism R(1/d) → S, denoted by ϕ˜. Any S-module is naturally a module
over R(1/d). Given d ≥ 1 and an endomorphism ψ : R → R of order d, any graded
R-module is naturally an R(1/d)-module via ψ˜. We will construct a functor relating
graded modules as well as regularity of complexes over the rings R(1/d) and R.
Definition 3.2. Let N be a graded R(1/d)-module. The d-th Veronese modules of
N are naturally graded R-modules via the induced action: if a ∈ R and x ∈ Vi(d,N)
where 0 ≤ i ≤ d − 1, we define a ◦ x = ax, where the multiplication with scalar on
the right-hand side is that of R(1/d). In fact, if a ∈ Rs and x ∈ Ndr+i (so deg x = r
in Vi(d,N)), then a ∈ R
(1/d)
ds and hence ax ∈ Nd(s+r)+i. Thus deg(a ◦ x) = s + r
in Vi(d,N), as expected. We define Φ(N) to be the graded R-module ⊕
d−1
i=0 Vi(d,N)
with the above ◦ action. Then define the image via Φ of complexes of graded R(1/d)-
modules and morphisms between such complexes in a natural way.
The important properties of Φ are stated in the following
Lemma 3.3. The functor Φ from Df(GrR(1/d)) to Df(GrR) is an exact functor. It
is a left inverse of the fractional Veronese functor (·)(1/d). Moreover, the R-module
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Φ(R(1/d)) has a natural structure of a graded k-algebra and there is a homogeneous
isomorphism Φ(R(1/d)) ∼= R of graded algebras.
Proof. That Φ is exact follows from Lemma 2.2 applied to the natural homomor-
phism R→ R(1/d). For any gradedR-moduleM , one easily verifies that Φ(M (1/d))i =
Mi for all i ∈ Z. Hence Φ is a left inverse of d-th fractional Veronese.
Given j ∈ Z, there are equalities
Φ(R(1/d))j = ⊕
d−1
i=0 (R
(1/d))jd+i = (R
(1/d))jd = Rj .
The k-algebra structure of R(1/d) naturally induces such a structure for Φ(R(1/d)).
Hence we conclude that Φ(R(1/d)) ∼= R. Therefore the proof is completed. 
4. Regularity over homomorphisms
In this section, we begin studying the notion of regularity over a homomorphism.
Since the main applications we have in mind are for standard graded algebras in
positive characteristics, we restrict ourself to working over N-graded algebras which
are generated in a single positive degree. We believe that it is possible to define
regularity over homomorphisms for arbitrarily graded algebras, however that idea
will not be pursued here.
Remark 4.1. Assume that char k = p > 0 and k is F -finite. For every e > 0, φe is a
finite morphism. Namely, if R = k[x1, . . . , xn]/I is a presentation of R, where I is
a homogeneous ideal of the polynomial ring k[x1, . . . , xn], then
φeR is generated by
the classes of the generators of k as a φe(k)-module and the classes of xa11 · · ·x
an
n ,
where 0 ≤ aj ≤ q − 1 for all j = 1, . . . , n.
In this section, we will work with a (not necessarily finite) homomorphism ϕ :
(R,m, k)→ (S, n, l) of N-graded rings with order d ≥ 1. Assume that R is generated
in degree g and S is generated in degree h, where g, h ≥ 1. Let M ∈ Df
+
(Gr S) be a
complex of graded S-modules.
Homotopy annihilator. For our purpose, it is useful to recall the notion of the
homotopy annihilator of a complex due to Apassov [2].
Let P be a free resolution of M . For any a ∈ S, the multiplication with a induces
an element of Ext0S(P, P )
∼= Ext0S(M,M). Composition of morphisms gives the latter
the structure of a graded ring, therefore we have a homogeneous ring homomorphism
ηS : S → Ext
0
S(M,M). Denote by AnnD(S)M the homogeneous ideal Ker ηS, which
is called the homotopy annihilator of M . The homotopy annihilator is well-defined
in the derived category D(S) (and in the graded category Df(GrS)). If M is an
S-module then AnnD(S)M is the usual annihilator ideal AnnS M of M .
Since homotopic maps induce the same morphism on homology of a complex, we
see that AnnD(S)M ⊆ AnnS Hi(M) for all i ∈ Z. The proof of [7, (1.5.6)] applies
verbatim to give the following result, even though our complex M does not have
bounded homology.
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Lemma 4.2. Let L ∈ Df+(GrR) be any complex and y a finite sequence of homoge-
neous elements in S. Then we have
yS + (AnnD(R) L)S +AnnD(S)M ⊆ AnnD(S)(L⊗
L
R K[y;M ]),
where K[y;M ] denotes the Koszul complex on y with coefficients in M .
Regularity over homomorphisms. Let us define Betti numbers and Poincare´
series ofM over the homomorphism ϕ, following the construction in the local setting
in [6, Section 2].
Recall that ϕ induces a homogeneous homomorphism ϕ˜ : R(1/d) → S and R(1/d)
is generated in degree dg. Since S is generated in degree h, we infer that dg = hc
for some integer c ≥ 1. By abuse of notation, we write mS for the extension ideal
m
(1/d)S with respect to the homomorphism ϕ˜. By hypothesis, obviously mS ⊆ nc,
where nc ⊆ S denotes the c-th power of the ideal n. Note that nc is generated in
degree hc = dg. Let x = x1, . . . , xn be a minimal system of generators of the ideal
n
c modulo mS, such that deg xi = dg for all i = 1, . . . , n.
Let K[x;M ] = K[x;S]⊗LSM denote the Koszul complex ofM with respect to the
sequence x in S (see [7] for more information). For each i, Hi(k ⊗
L
R(1/d)
K[x;M ]) ∼=
TorR
(1/d)
i (k,K[x;M ]) is a finitely generated S-module. Moreover, by Lemma 4.2,
n
c = mS + xS ⊆ AnnD(S)(k ⊗
L
R(1/d) K[x;M ]),
hence Hi(k ⊗
L
R(1/d)
K[x;M ]) is also an S/nc-module. Therefore dimlHi(k ⊗
L
R(1/d)
K[x;M ]) < ∞ for all i. By definition, for each i, j ∈ Z, the (i, j) graded Betti
number of M over ϕ is
βϕi,j(M) = dimlHi(k ⊗
L
R(1/d) K[x;M ])j .
We will see that βϕi,j(M) is well-defined in Proposition 4.5. Given i, for all but
finitely many j, we have βϕi,j(M) = 0.
Definition 4.3. The regularity ofM over the homomorphism ϕ, denoted by regϕM ,
is defined as follows:
regϕM = sup
{
j − idg
dg
: βϕi,j(M) 6= 0
}
.
Remark 4.4. (i) If ϕ = idR is the identity of R, we will denote regidR M simply by
regRM . It is clear from the definition that for every m ∈ Z,
regRM(−m) = regRM +
m
g
.
If additionally R is standard graded then βϕi,j(M) is the usual (i, j)-Betti number of
M over R and regRM is the usual Castelnuovo-Mumford regularity of M .
(ii) Let (S, n) be a standard graded l-algebra and M a finitely generated graded
module over S. The absolute Castelnuovo-Mumford regularity of M is defined by
regM = sup{i+ j : H i
n
(M)j 6= 0},
where H i
n
(M) denotes the i-th local cohomology of M with support at n. Recall
that if Q is any polynomial ring over l and Q→ S is a surjection of standard graded
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l-algebras, then regM = regQM . Let τ be the natural map l → S, and x be a
minimal system of generators of n. Then
βτi,j(M) = dimlHi(K[x;M ])j ,
for all i, j. This implies that regτ M = regM . Hence the absolute regularity is a
special case of regularity over homomorphisms.
(iii) If R, S are standard graded algebras and ϕ : R→ S is a finite homogeneous
morphism, then regϕM is equal to regRM , the regularity ofM viewed as a complex
of R-modules via scalar restriction; see Remark 4.8 below.
The following proposition shows that graded Betti numbers and regularity of M
over ϕ do not depend on the choice of minimal generators of nc/mS. Moreover, we
can compute the regularity ofM over ϕ by choosing any (minimal or not) generating
set of nc modulo mS consisting of elements of degree dg. In the result below, the
equality between formal series is a graded analog of [7, Proposition 4.3.1]. We will
provide an argument for the sake of completeness.
Proposition 4.5. Let z = z1, . . . , zℓ be a sequence of elements having degree dg
which generates nc modulo mS. Denote βzi,j(M) = dimlHi(k ⊗
L
R(1/d)
K[z;M ])j for
each i, j ∈ Z, and
P ϕ,zM (t, y) =
∑
i
∑
j
βzi,j(M)t
iyj ∈ Z[[t, y]]
the corresponding generating function. Denote
regϕ,z M = sup
{
j − idg
dg
: βzi,j(M) 6= 0
}
.
Let n be the minimal number of homogeneous generators of nc/mS. Then for any
set x = x1, . . . , xn of minimal generators with degree dg of n
c modulo mS, we have
P ϕ,zM (t, y) = P
ϕ,x
M (t, y)(1 + ty
dg)ℓ−n,
and regϕ,z M = regϕ,xM .
Proof. Firstly, let u = u1, . . . , ur be a minimal system of generators having degree
g of m. Let x = x1, . . . , xn be a minimal system of generators having degree dg of
n
c modulo mS.
Denote by u the residue class of u ⊆ R(1/d) in k, then we have the third isomor-
phism in the following chain
k ⊗LR(1/d) K[z, ϕ(u);M ] ≃ k ⊗
L
R(1/d)
(
K[ϕ(u);S]⊗LS K[z;M ]
)
≃
(
k ⊗LR(1/d) K[u;R
(1/d)]
)
⊗LR(1/d) K[z;M ]
≃ K[u; k]⊗LR(1/d) K[z;M ]
≃
(
r⊕
u=0
Σuk(−udg)(
r
u)
)
⊗LR(1/d) K[z;M ]
≃
r⊕
u=0
Σu
(
k ⊗LR(1/d) K[z;M ]
)
(−udg)(
r
u).
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The fourth isomorphism holds sinceK[u; k] has differential 0. From the above chain,
we obtain
P
ϕ,z,ϕ(u)
M (t, y) = (1 + ty
dg)rP ϕ,zM (t, y).
This equality also implies that
P
ϕ,x,ϕ(u)
M (t, y) = (1 + ty
dg)rP ϕ,xM (t, y).
Secondly, note that nc is generated by the sequence z, ϕ(u). Similar statement holds
for the sequence x, ϕ(u). Choose v = v1, . . . , vm a minimal system of generators
with degree dg of nc. Let A be the graded Koszul complex on (ℓ + r − m) zeros,
regarded elements of degree dg of S. By standard arguments, we have
K[z, ϕ(u);M ] = K[v;M ]⊗S A.
This yields
P
ϕ,z,ϕ(u)
M (t, y) = (1 + ty
dg)ℓ+r−mP ϕ,vM (t, y).
Combining with the similar identity for P
ϕ,x,ϕ(u)
M (t, y) and the fact that ℓ ≥ n, we
get
P
ϕ,z,ϕ(u)
M (t, y) = (1 + ty
dg)ℓ−nP
ϕ,x,ϕ(u)
M (t, y).
This gives us the desired equality of formal power series
P ϕ,zM (t, y) = (1 + ty
dg)ℓ−nP ϕ,xM (t, y).
In detail, this means that for all i, j,
βzi,j(M) =
ℓ−n∑
u=0
(
ℓ− n
u
)
βxi−u,j−udg(M).
Therefore
regϕ,z M = sup
{
j − idg
dg
: βzi,j(M) 6= 0
}
= regϕ,xM,
as claimed. 
The regularity over a homomorphism is unchanged by tensoring with appropriate
Koszul complexes.
Lemma 4.6. For any finite sequence v of elements of degree dg in S, we have
regϕM = regϕK[v;M ].
Proof. Let x be a minimal generating set of elements of degree dg for the module
n
c/mS. Then
K[x;K[v;M ]] ∼= K[x, v;M ],
hence the conclusion follows by an application of Proposition 4.5. 
The following theorem is the main result in Section 4. It has the same spirit as
[7, Theorem 7.2.3] but the proof requires a precise bookkeeping of degrees, so we
will carry out the details.
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Theorem 4.7. Let y be a finite sequence of elements of degree dg in S. Assume
that there exists an integer r ≥ 1 such that
n
r ⊆ yS +mS +AnnD(S)M.
Then there is an equality
regϕM = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) K[y;M ])j 6= 0
}
.
Remark 4.8. If S/mS is an artinian ring, then we can choose y = ∅ in Theorem 4.7.
In particular,
regϕM = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) M)j 6= 0
}
.
If moreover, R→ S is a finite morphism so that M has degreewise finite homology
over R, then the last equality says that regϕM = regR(1/d) M .
We start by proving the following result; it was suggested by Lemma 1.2.3 in [7].
Lemma 4.9. Let X(−s)
θ
−→ X → C → be a triangle in Df(GrS) where s ≥ 1.
Assume that the self-composition map H(θ)r : H(X)(−rs) → H(X) is zero for
some r ≥ 1 and Hi(X) has finite length for each i. Then for each i, j, there are
inequalities
ℓ(Hi(C)j) ≤ ℓ(Hi(X)j) + ℓ(Hi−1(X)j−s),
ℓ(Hi(X)j) ≤
r−1∑
m=0
ℓ(Hi+1(C)j+(m+1)s),
where for a finite length S-module N , ℓ(N) denotes dimlN .
Proof. Denote αi,j = Hi(θ)j : Hi(X)j → Hi(X)j+s. For each i, j, we have exact
sequences
0→ Cokerαi,j−s → Hi(C)j → Kerαi−1,j−s → 0,
and
0→ Kerαi,j−s → Hi(X)j−s
αi,j−s
−−−→ Hi(X)j → Cokerαi,j−s → 0.
So there are formulas
ℓ(Hi(C)j) = ℓ(Cokerαi,j−s) + ℓ(Kerαi−1,j−s),
ℓ(Cokerαi,j−s) ≤ ℓ(Hi(X)j),
ℓ(Kerαi,j−s) ≤ ℓ(Hi(X)j−s).
(4.1)
From (4.1), it is clear that
ℓ(Hi(C)j) ≤ ℓ(Hi(X)j) + ℓ(Hi−1(X)j−s).
By hypothesis, αi,j+(r−1)s ◦ · · · ◦ αi,j+s ◦ αi,j = 0. Therefore examining the sequence
Hi(X)j
αi,j
−−→ Hi(X)j+s → · · · → Hi(X)j+(r−1)s
αi,j+(r−1)s
−−−−−−→ Hi(X)j+rs,
12 HOP D. NGUYEN AND THANH VU
we obtain
ℓ(Hi(X)j) ≤
r−1∑
m=0
ℓ(Kerαi,j+ms).
Combining with (4.1), we finish the proof of the lemma. 
Proof of Theorem 4.7. Denote L = K[y;M ]. Using Lemma 4.6, we have regϕM =
regϕ L. So it is enough to show
regϕ L = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) L)j 6= 0
}
. (4.2)
Let x = x1, . . . , xn be a minimal generating set of degree-dg elements of n
c modulo
mS. Denote L(ν) = K[x1, . . . , xν ;L] for all ν = 0, 1, . . . , n. We will show that for all
i ∈ Z and all ν = 0, 1, . . . , n:
(i) Hi(k ⊗
L
R(1/d)
L(ν)) is a finite S-module,
(ii) the S-module Hi(k ⊗
L
R(1/d)
L(ν)) is annihilated by nr.
Indeed, (i) is clear since M ∈ Df+(GrS). Using the hypothesis and Lemma 4.2, we
get
n
r ⊆ mS + yS +AnnD(S)M ⊆ mS +AnnD(S) L.
Now (ii) follows from the inclusions
n
r ⊆ mS +AnnD(S) L ⊆ mS +AnnD(S) L
(ν) ⊆ AnnD(S)(k ⊗
L
R(1/d) L
(ν))
for each ν.
For each ν, L(ν+1) is the mapping cone of the morphism λ(ν) : L(ν)(−dg)→ L(ν),
where the latter is the multiplication by xν+1. Moreover, we have a triangle in
D
f(GrS)
k ⊗LR(1/d) L
(ν)(−dg)
k⊗L
R(1/d)
λ(ν)
−−−−−−−→ k ⊗LR(1/d) L
(ν) → k ⊗LR(1/d) L
(ν+1) → .
For each i, j ∈ Z, denote βi,j(L
(ν)) = ℓ
(
Hi(k ⊗
L
R(1/d)
L(ν))j
)
, which is a finite number
thanks to (i). Let
r(ν) = sup
{
j − idg
dg
: βi,j(L
(ν)) 6= 0
}
.
Because of (ii), we can apply Lemma 4.9 to get the following inequalities
βi,j(L
(ν+1)) ≤ βi,j(L
(ν)) + βi−1,j−dg(L
(ν)). (4.3)
βi,j(L
(ν)) ≤
r−1∑
m=0
βi+1,j+(m+1)dg(L
(ν+1)). (4.4)
Now we will show that for every ν,
r(ν) = r(ν + 1).
First, take any i, j such that (j − idg)/dg > r(ν). Then obviously
(j − dg)− (i− 1)dg
dg
=
j − idg
dg
> r(ν).
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Therefore βi,j(L
(ν)) = βi−1,j−dg(L
(ν)) = 0. From (4.3), we also get βi,j(L
(ν+1)) = 0.
Hence r(ν + 1) ≤ r(ν).
Second, take any i, j such that (j − idg)/dg > r(ν + 1). Then for all m ≥ 0,
j + (m+ 1)dg − (i+ 1)dg
dg
=
j − idg
dg
+m ≥
j − idg
dg
> r(ν + 1).
So βi+1,j+(m+1)dg(L
(ν+1)) = 0 for m = 0, . . . , r − 1. Using (4.4), we infer that
βi,j(L
(ν)) = 0. Hence r(ν) ≤ r(ν + 1). So r(ν) = r(ν + 1), as claimed.
All in all, we obtain r(0) = r(1) = · · · = r(n). Finally, note that r(n) = regϕ L
and
r(0) = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) L)j 6= 0
}
,
so (4.2) is proved. The proof of the theorem is now completed. 
5. Factorizations, comparison theorem and composition of
homomorphisms
Factorizations. Let ϕ : (R,m, k) → (S, n, l) be again a homomorphism of order
d, R is generated over k in degree g and S is generated over l in degree h, where
d, g, h ≥ 1. Instead of working with ϕ, we can work with a morphism from a certain
polynomial extension of R to S.
In detail, let c ∈ N be such that dg = ch. Let y1, . . . , ym be a generating set
of n modulo mS for which deg yi = h for all i. Let R[t1, . . . , tm] be a polynomial
extension of R, where the ti are variables of degree g. Consider the morphism
ϕ′ : R[t1, . . . , tm]→ S mapping ti to y
c
i for each i. We have a commutative diagram
R[t1, . . . , tm]
ϕ′
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
R
99sssssssssss ϕ
// S
Clearly ϕ′ has order d and S/(mS+(t1, . . . , tm)S) is artinian. We will call such a pair
(R[t1, . . . , tm], ϕ
′) an artinian factorization of ϕ. Regularity of a complex computed
over ϕ or over a factorization are the same because of the following
Theorem 5.1 (Factorization). Let R[t1, . . . , tm] be an arbitrary polynomial exten-
sion of R (where m ≥ 1, the variables ti have degree g). Let ϕ
′ : R[t1, . . . , tm] → S
be a homomorphism of order d such that ϕ factors through ϕ′. Then for any
M ∈ Df
+
(GrS), there is an equality
regϕM = regϕ′ M.
Proof. Let ϕ˜ : R(1/d) → S be the induced homogeneous morphism. From the defi-
nition, clearly regϕM = regϕ˜M . Moreover, (R[t1, . . . , tm])
(1/d) ∼= R(1/d)[t′1, . . . , t
′
m],
a polynomial extension of R(1/d), where the new variables t′i have degree dg. There-
fore we can assume from the beginning that ϕ is a homogeneous morphism, namely
d = 1. So g = hc.
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Let F be the minimal graded free resolution of k over R. Denote Q = R[t1, . . . , tm]
and t = t1, . . . , tm. Clearly K[t;Q] ≃ R over Q. Since R → Q is flat, we have the
following isomorphisms in Df(GrQ)
F ⊗LR K[t;Q] ≃ k ⊗
L
R K[t;Q] ≃ k ⊗
L
R R ≃ k.
Let mQ be the graded maximal ideal of Q. Since ϕ factors through ϕ
′, we have
mS ⊆ mQS. Let x be a finite sequence of elements of degree g in S which minimally
generates nc modulo mS. Then we have isomorphisms in Df(GrQ):
k ⊗LQ K[x;M ] ≃ (F ⊗
L
R K[t;Q])⊗
L
Q K[x;M ]
≃ F ⊗LR (K[t;Q]⊗
L
Q K[x;M ])
≃ F ⊗LR K[ϕ
′(t),x;M ]
≃ k ⊗LR K[x;K[ϕ
′(t);M ]].
Note that x also generates nc modulo mQS, therefore, Proposition 4.5 and Lemma
4.6 imply the two equalities at the two ends in the following strand
regϕ′ M = regϕ′,xM = regϕK[ϕ
′(t);M ] = regϕM.
The middle equation follows from the isomorphisms above. The proof of the theorem
is now complete. 
Comparison Theorem. The first part of the next result shows the stability of
regularity over a homomorphism with respect to taking fractional Veronese. The
second part gives a connection between the fractional Veronese and the Veronese
grading, namely provides a comparison between the regularity ofM over R(1/d) → S
and that over the induced morphism R→ S(d).
Theorem 5.2. The following statements hold true for any complex M ∈ Df
+
(GrS):
(i) For any s ≥ 1, denote by ϕ(1/s) the induced homomorphism R(1/s) → S(1/s).
Then we have
regϕM = regϕ(1/s) M
(1/s).
(ii) (Comparison) Denote by ϕ̂ the induced homogeneous morphism R → S(d).
Then
regϕ̂M ≤ regϕM ≤ regϕ̂M +
d− 1
dg
.
Proof. Let x = x1, . . . , xn be minimal homogeneous generators of n
c modulo mS.
For (i): let x′ be the sequence x1, . . . , xn regarded as elements of S
(1/s). It is not
hard to see that in Df(GrS(1/s)),
K[x′;M (1/s)] = K[x;M ](1/s).
Denote tϕi (M) = sup{j : β
ϕ
i,j(M) 6= 0} for each i ∈ Z. Using the exactness of the
functor (·)(1/s), we have
k ⊗LR(1/ds) K[x
′;M (1/s)] ≃ k(1/s) ⊗LR(1/ds) K[x;M ]
(1/s)
≃ (k ⊗LR(1/d) K[x;M ])
(1/s).
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Therefore tϕ
(1/s)
i (M
(1/s)) = s · tϕi (M) for all i. The desired equality follows immedi-
ately.
For (ii): choose an artinian factorization (R[t1, . . . , tm], ϕ
′) of ϕ. By Theorem 5.1,
we get regϕM = regϕ′ M and regϕ̂M = regϕ̂′ M . Therefore we can replace R by
R[t1, . . . , tm] and assume that S/mS is artinian.
Applying Remark 4.8, we see that
regϕM = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) M)j 6= 0
}
,
and, as ϕ̂ : R→ S(d) is a map of degree 0, that
regϕ̂M = sup
{
j − ig
g
: Hi(k ⊗
L
R M)j 6= 0
}
.
Denote
ti = sup{j : Hi(k ⊗
L
R(1/d) M)j 6= 0},
si = sup{j : Hi(k ⊗
L
R M)j 6= 0},
for each i. Then regϕM = supi∈Z{(ti− idg)/dg}. Let G be the minimal graded free
resolution of k over R(1/d). Then by Lemma 3.3, Φ(G) is the minimal graded free
resolution of k over R. Hence
Φ(k ⊗LR(1/d) M) = Φ(G⊗R(1/d) M) ≃ Φ(G)⊗R M ≃ k ⊗
L
R M
as S(d)-complexes. Therefore Hi(k⊗
L
RM)j 6= 0 for some j if and only if Hi(k⊗
L
R(1/d)
M)dj+r 6= 0 for some 0 ≤ r ≤ d− 1. In particular, we get
si ≤
ti
d
≤ si +
d− 1
d
,
for each i. Combining with
regϕ̂M = sup
i∈Z
{
si − ig
g
}
,
the conclusion follows. 
Composition of homomorphisms. First we consider the behavior of regularity
over a homomorphism along polynomial extensions. Let S[t] be a polynomial exten-
sion of S where deg t = h. Let R[t′] be a polynomial extension of R where deg t′ = g.
Let ϕ[t] be the morphism R[t′] → S[t] which restricts to ϕ on R and ϕ[t](t′) = tc.
Clearly ϕ[t] also has order d. Denote M [t] =M ⊗S S[t] for each M ∈ D
f
+
(GrS). We
have
Proposition 5.3. For any M ∈ Df
+
(GrS), there is an equality
regϕ[t]M [t] = regϕM + (1−
h
dg
).
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Proof. First, consider the case S/mS is artinian. Then S[t]/(m + (t′))S[t] is also
artinian. We know from Remark 4.8 that
regϕM = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d) M)j 6= 0
}
,
regϕ[t]M [t] = sup
{
j − idg
dg
: Hi(k ⊗
L
R(1/d)[z] M [t])j 6= 0
}
,
where R(1/d)[z] ∼= (R[t′])(1/d) is a polynomial extension of R(1/d) with deg z = dg.
Denote A = R(1/d).
Since z maps to tc ∈ S[t], we have isomorphisms of graded free S[z]-modules
S[t] ∼=
⊕c−1
j=0 S[z]t
j ∼=
⊕c−1
j=0 S[z](−hj). Therefore M [t] ≃
⊕c−1
j=0(M [z])(−hj) as
S[z]-complexes. We obtain that k ⊗LA[z] M [t]
∼=
⊕c−1
j=0(k ⊗
L
A[z] M [z])(−hj). Let F be
the minimal graded S-free resolution of k ⊗LA M . Then because of the flatness of
S → S[z], F ⊗S S[z] is the minimal graded S[z]-free resolution of k ⊗
L
A[z] M [z]. In
particular
sup{j : Hi(k ⊗
L
A M)j 6= 0} = sup{j : Hi(k ⊗
L
A[z] M [z])j 6= 0}.
Hence regϕ[t]M [t] = regϕM + (h(c− 1)/dg), as desired.
Now consider the general case. Let (R[t′1, . . . , t
′
m], ϕ
′) be an artinian factorization
of ϕ. Then from Theorem 5.1, regϕM = regϕ′ M . Denote by (ϕ[t])
′ the induced
homomorphism R[t′1, . . . , t
′
m, t
′] → S[t]. The two morphisms ϕ′[t] and (ϕ[t])′ are
equal, so we have regϕ′[t]M [t] = reg(ϕ[t])′ M [t]. Now applying the previous case for
the morphism ϕ′, we obtain the desired conclusion. 
The next result is the key to constructing certain complexes in the proof of The-
orem 1.2.
Theorem 5.4 (Composition of homomorphisms). Let (R′,m′, k′)
π′
−→ (R,m, k)
π
−→
(S, n, l) be homomorphisms of graded algebras such that orderπ′ = d′ and order π =
d. Assume that R′, R, S are generated as an algebra in degrees g′, g, h ≥ 1, respec-
tively. Let L ∈ Df+(GrR) and N ∈ D
f
+(GrS) be such that L,N 6≃ 0, regπ′ L <∞ and
regπN <∞. Denote by P the complex of graded S-modules L
(1/d) ⊗L
R(1/d)
N . Then
we also have
regπ◦π′ P <∞.
The following diagram illustrates the statement of Theorem 5.4.
P = L(1/d) ⊗L
R(1/d)
N
R′
π′ //
π ◦ π′
((
R
π // S
L N
The dotted line between R and L simply means that L is a complex of R-modules,
and so on.
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Proof. Replacing π′, π by suitable artinian factorizations and polynomial extensions,
we can assume that R/m′R and S/mS are artinian rings.
Indeed, consider the diagram below where
(i) (R[t1, . . . , tm], τ) is an artinian factorization of π,
(ii) R′[z1, . . . , zm] is a polynomial extension of R
′ such that degree of each new
variable is g′,
(iii) the morphism π′ is extended to a homomorphism π′′ = π′[t1, . . . , tm] :
R′[z1, . . . , zm]→ R[t1, . . . , tm] mapping zi to t
c
i , where c is the unique integer
such that d′g′ = gc (clearly order π′′ = d′), and,
(iv) (R′[y1, . . . , yn, z1, . . . , zm], τ
′) is an artinian factorization of π′′.
R′[y1, . . . , yn, z1, . . . , zm]
τ ′
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
R′[z1, . . . , zm]
π′′ //
OO
R[t1, . . . , tm]
τ
**❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
R′
π′ //
OO
R
π //
OO
S
Let L′′ = L ⊗R R[t1, . . . , tm]. We will show that the statement of our result is not
affected if we replace R′ by R′[y1, . . . , yn, z1, . . . , zm], R by R[t1, . . . , tm] and L by
L′′.
Firstly, from Theorem 5.1 and Proposition 5.3,
regτ ′ L
′′ = regπ′′ L
′′ = regπ′ L+m(1− g/d
′g′) <∞
and
regπ N = regτ N <∞.
We also have L′′(1/d) ≃ L(1/d) ⊗L
R(1/d)
R(1/d)[t′1, . . . , t
′
m]; the latter ring is a polyno-
mial extension of R(1/d) with variables of degree dg. Denote by P ′ the S-complex
L′′(1/d) ⊗L
R[t1,...,tm](1/d)
N , we have isomorphisms in Df(GrS):
P ′ ≃ (L(1/d) ⊗LR(1/d) R
(1/d)[t′1, . . . , t
′
m])⊗
L
R(1/d) [t′1,...,t
′
m]
N
≃ L(1/d) ⊗LR(1/d) N ≃ P.
But τ ◦τ ′ is an artinian factorization of π◦π′, hence regπ◦π′ P = regτ◦τ ′ P
′. Therefore
we can make the artinian assumptions from above.
Furthermore, replacing R by R(1/d), R′ by R′(1/dd
′), N by N (1/d
′) and using The-
orem 5.2, we can assume that d = d′ = 1. Now P = L ⊗LR N and we have to show
that regπ◦π′ P <∞.
From the associativity of derived tensor product
(k′ ⊗LR′ L)⊗
L
R N ≃ k
′ ⊗LR′ (L⊗
L
R N),
one obtains the standard spectral sequence
TorRℓ (Tor
R′
ℓ′ (k
′, L), N)⇒ TorR
′
ℓ+ℓ′(k
′, P ).
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Since R/m′R is artinian, TorR
′
ℓ (k
′, L) has finite length as an R-module for any ℓ.
Consequently we have for all i, j ∈ Z:
dimlTor
R′
i (k
′, P )j ≤
∑
ℓ+ℓ′=i
diml Tor
R
ℓ (Tor
R′
ℓ′ (k
′, L), N)j
≤
∑
ℓ+ℓ′=i
∑
u
dimk Tor
R′
ℓ′ (k
′, L)u dimlTor
R
ℓ (k(−u), N)j
=
∑
ℓ+ℓ′=i
∑
u
dimk Tor
R′
ℓ′ (k
′, L)u diml Tor
R
ℓ (k,N)j−u.
The second inequality follows by filtering TorR
′
ℓ′ (k
′, L) appropriately.
Define tπ
′
i (L) = sup{j : Hi(k ⊗
L
R′ L)j 6= 0} and similarly t
π
i (N), t
π′◦π
i (P ). From
the last inequality, we get for all i,
tπ
′◦π
i (P ) ≤ sup
ℓ≥infN
{tπ
′
i−ℓ(L) + t
π
ℓ (N)}
≤ sup
ℓ≥infN
{g′(i− ℓ) + g′ regπ′ L+ gℓ+ g regπ N}
≤ g′i+ g′ regπ′ L+ g regπN + (g − g
′) inf N.
The last inequality follows since g′ ≥ g, which in turn holds because R′ → R is
degree-preserving. Finally, from Remark 4.8 and the last string we conclude that
regπ′◦π P ≤ regπ′ L+
g regπN + (g − g
′) inf N
g′
<∞.

6. Proofs of the main results
Proof of Theorem 1.3. Recall that R, S are standard graded algebras over k, l
respectively. Denote by m, n the corresponding graded maximal ideals. The main
work in the proof of Theorem 1.3 is done via the following statement, which was
suggested to the authors by Srikanth Iyengar.
Proposition 6.1. For any complex G ∈ Df+(GrR), we have
regRG ≤ sup
i∈Z
{regRHi(G)− i}.
Proof. Since Hi(G) = 0 for i ≪ 0, the minimal graded free resolution of G can be
chosen to be a bounded below complex F with Fi = 0 for i < inf G. Observe that
for any m ∈ Z, we have
(i) Σ−mF is the minimal free resolution of Σ−mG, hence,
regRΣ
−mG = sup
i∈Z
{regR Σ
−mFi − i} = regRG+m,
(ii) regRHi(Σ
−mG)− i = regRHi+m(G)− (i+m) +m, so
sup
i∈Z
{regRHi(Σ
−mG)− i} = sup
i∈Z
{regRHi(G)− i}+m.
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Therefore by replacing G by Σ−mG, both sides of the inequality in question increase
by m. Hence we can assume that inf G = 0.
Denote Bi = Bi(F ) = Im(Fi+1 → Fi), Zi = Zi(F ) = Ker(Fi → Fi−1) and Hi =
Hi(F ) = Hi(G). Since F is minimal, for each i ≥ 0, 0 → Bi → Fi → Fi/Bi → 0 is
the beginning of the minimal graded free resolution of Fi/Bi. Therefore
regR Fi ≤ regR Fi/Bi, (6.1)
and
regRBi ≤ regR Fi/Bi + 1.
On the other hand, we have the following exact sequence
0→ Hi → Fi/Bi → Bi−1 → 0. (6.2)
Hence
regR Fi/Bi ≤ max{regRHi, regRBi−1}.
Combining the last two inequalities, one has
regRBi ≤ max{regRHi + 1, regRBi−1 + 1}.
By induction on i ≥ 0, it is easy to see that
regRBi ≤ max{regRHi + 1, regRHi−1 + 2, . . . , regRH0 + i+ 1}. (6.3)
Now using (6.1), the sequence (6.2), and (6.3), we have for every i ≥ 0,
regR Fi ≤ regR Fi/Bi
≤ max{regRHi, regRBi−1}
≤ max{regRHi, regRHi−1 + 1, . . . , regRH0 + i}.
This implies that
regR Fi − i ≤ max
0≤j≤i
{regRHj − j}.
The proof of the result is now complete. 
Remark 6.2. The strict inequality in Proposition 6.1 may happen. For example,
take S = k[x]/(x2). Consider the Koszul complex on x of S:
G : 0→ S(−1)
·x
−→ S → 0.
G is the minimal resolution of G itself, so clearly regRG = 0. On the other hand,
H1(G) ∼= (xS)(−1), H0(G) = k, hence supi∈Z{regS Hi(G)−i} = regS H1(G)−1 = 1.
At this point, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let y be minimal generators of n modulo mS and denote
N = K[y;M ]. We have an equality between Poincare´ series; see [5, Lemma 1.5.3]:
P Sk⊗LRN
(t, y) = PRk (t, y)P
S
N(t, y).
Denote ti = sup{j : Hi(k ⊗
L
R N)j 6= 0}. By Lemma 4.2,
n = mS + yS ⊆ AnnD(S)(k ⊗
L
R N),
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thus Hi(k ⊗
L
R N) is an S/n-module for every i. But S is a Koszul algebra, hence
regS Hi(k ⊗
L
R N) = ti. Together with Proposition 6.1, we have
regS k ⊗
L
R N ≤ sup
i∈Z
{regS Hi(k ⊗
L
R N)− i}
= sup
i∈Z
{ti − i} = regϕM.
The last equality follows from the definition of regularity over a homomorphism.
Combining with the equality of Poincare´ series, the last inequality implies that
regS N + regR k ≤ regϕM . Since N ∈ D
f
+
(GrS) and N 6≃ 0, we infer that regS N >
−∞, and hence regR k <∞. By Avramov-Peeva’s theorem, R is Koszul. 
The proof of Theorem 1.3 also has the following corollary, which extends and gives
a new proof of the main result of [4].
Corollary 6.3. Let R → S be a finite homomorphism of Koszul algebras over k.
Let M be a finitely generated graded S-module. Then regS M ≤ regRM.
Proof. Replacing R by a suitable polynomial extension and using Theorem 5.1, we
can assume that R → S is surjective. It is also harmless to assume that regRM is
finite (which is actually the case since R is Koszul, but we will not recourse to this
fact). Hence from the proof of Theorem 1.3 where y is now ∅, we have
regS M = regS M + regR k ≤ regRM,
as claimed. 
Remark 6.4. There are several applications of Theorem 1.3. If R → S is a finite
morphism of standard graded k-algebras such that regR S < ∞, and S is a Koszul
algebra then R is also a Koszul algebra. A similar observation was made in [12,
Theorem 3.2]. In particular, in the case S = k and R→ k is the canonical surjection,
Theorem 1.3 gives the Avramov-Peeva’s characterization of Koszul algebras. (But
one does not obtain a new proof of this last result.)
Proofs of Theorems 1.2 and 1.1. Now we will prove Theorem 1.2. This theorem
combines with Remark 4.8 and Theorem 5.2(ii) to give Theorem 1.1, by letting
ψ = φe. The construction via derived tensor in the following argument grew out of
a beautiful idea in the proof of [6, Theorem 5.1].
Proof of Theorem 1.2. Let d be the order of ψ. Define inductively a complex M i ∈
D
f
+
(GrR) as follows: M1 =M , and for i ≥ 1
M i+1 = (M i)(1/d) ⊗LR(1/d) M.
For i ≥ 1, the action of R on M i+1 is defined as follows. Consider the diagram
R
ψi
−→ R
ψ
−→ R. In the derived tensor product, we view M as a complex over the
ring R on the right and M i as a complex over the middle ring of the diagram. The
action of R on M i+1 = (M i)(1/d) ⊗L
R(1/d)
M is induced by the action of R on the
second variable.
It is easy to see that M i 6≃ 0 for every i ≥ 1. We will show by induction that
for every i ≥ 1, regψi M
i < ∞. For i = 1, this is known from above. For i ≥ 2,
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it is enough to apply Theorem 5.4 for the homomorphisms R
ψi−1
−−→ R
ψ
−→ R and
complexes L = M i−1 and N = M .
Denote by regR the absolute Castelnuovo-Mumford regularity of R. Choose di ≥
(regR + 1)/2, then R(d
i) is Koszul; see [13, Theorem 2] and [12, Theorem 3.6 and
Remark 3.7]. From Theorem 5.2(ii) we have
reg
ψ̂i
M i ≤ regψi M
i <∞.
Applying Theorem 1.3 for the morphism R
̂ψi
−→ R(d
i) and the complex M i, we con-
clude that R is Koszul. 
Remark 6.5. The following example gives a class of graded algebras over a field k
of characteristic 0 which possess endomorphisms of order at least 2. Let Λ be a
positive affine monoid, namely, Λ is a finitely generated submonoid of Nm for some
m ≥ 1. Let R = k[Λ] be the affine monoid ring of Λ with the inherited Nm-grading.
Let a1, . . . , an be the minimal generating set of Λ, and denote by t
a1 , . . . , tan the
corresponding generators of R. For any d ≥ 2, the endomorphism of R mapping k
to itself and tai to tdai for all i = 1, . . . , n is an endomorphism of order d.
As a consequence of Theorem 1.1, we have:
Corollary 6.6. Let char k = p > 0, k be F -finite and R be a standard graded
k-algebra. If for some e > 0, regR
φeR <∞, then R is a Koszul algebra.
This result marked a starting point for the research in this paper. We came to this
result via an entirely different approach; because of the simplicity of this approach,
we record it below. The techniques involved were developed in [10, Section 5].
Alternative proof of Corollary 6.6. Denote Vi = Vi(q, R) for 0 ≤ i ≤ q − 1. By the
hypothesis, r = regR
φeR = max{regR Vi : i ∈ {0, 1, . . . , q − 1}} < ∞. Let M be a
finitely generated graded R-module. Denote M (q) = V0(q,M). Firstly, we will show
that
regRM
(q) ≤
⌈
regRM
q
⌉
+ r. (6.4)
Of course, it suffices to consider the case regRM <∞. Let G. be the minimal graded
R-free resolution of M . Then regRGi ≤ i+ ℓ for all i ≥ 0, where ℓ = regRM .
From the exactness of the complex G
(q). →M (q) → 0 and Lemma 2.1(ii), we have
regRM
(q) ≤ sup{regRG
(q)
i − i : i ≥ 0}. (6.5)
Assume that Gi = ⊕R(−j)
βij . Observe that R(−j)(q) = Vuj (−⌈j/q⌉) where uj =
q⌈j/q⌉ − j. Thus we get
G
(q)
i =
⊕
j
(
Vuj(−⌈j/q⌉)
)βij .
Hence it is clear that
regRG
(q)
i ≤
⌈
regRGi
q
⌉
+ r ≤
⌈
i+ ℓ
q
⌉
+ r.
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Together with (6.5), this implies that
regRM
(q) ≤ sup
{⌈
i+ ℓ
q
⌉
+ r − i : i ≥ 0
}
≤
⌈
ℓ
q
⌉
+ r =
⌈
regRM
q
⌉
+ r,
proving (6.4).
Note that (R(q
i))(q) = R(q
i+1). Therefore using the inequality (6.4) and induction
we have regRR
(qi) < ∞ for all i > 0. Hence choosing qi ≥ (regR + 1)/2 so that
R(q
i) is Koszul, and applying Theorem 1.3, we conclude that R is also Koszul. 
Examples. We close this section with some examples to illustrate Theorem 1.1.
Example 6.7. Let k = Z/(2), R be defined by monomial relations. In the following,
the notation Vi stands for Vi(2, R) for i = 0, 1.
(i) If R = k[x, y]/(xy), then V0 = R, V1 = R/(y)⊕R/(x) where the generators of
the second module are x¯, y¯, respectively. Therefore regR V0 = regR V1 = 0. The ring
R is Koszul.
(ii) More generally, consider R = Q/IG = k[∆], where G is a finite simple graph
on n vertices, Q = k[x1, . . . , xn] and IG = (xixj : {i, j} is an edge of G). Let ∆ be
the associated simplicial complex, i.e. a subset C of [n] belongs to ∆ if and only if∏
i∈C xi /∈ IG. Then for i = 0, 1,
Vi =
⊕
0≤t≤n−i
2
⊕
C∈∆
|C|=2t+i
[R/(xj : j ∈ N(C))](−t),
where N(C) denotes the sets of vertices of G which are neighbors in G of some
element in C. By convention N(∅) = ∅. We prove the equality for i = 0; similar
arguments apply to the remaining case. Observe that V0 is the direct sum of the
cyclic modules R
∏
i∈C xi, where C ∈ ∆ and |C| is even. Now for each such face C,
let t be the degree of
∏
i∈C xi in V0, we have an isomorphism R
∏
i∈C xi
∼= [R/(xj :
j ∈ N(C))](−t). The formula for V0 is now proved.
It is well-known that R is Koszul and for every subset I of [n], it holds that
regRR/(xi : i ∈ I) = 0. Hence for i = 0, 1, we have
regR Vi = max{t : there exists C ∈ ∆ such that |C| = 2t+ i}.
(iii) If R = k[x]/(x3), then V0 = k[x]/(x
2), V1 = k. The minimal graded free
resolution of V1 = k over R is
T. : · · ·
·x
−→ R(−3)
·x2
−→ R(−1)
·x
−→ R.
Concretely T2i = R(−3i), T2i+1 = R(−(3i+ 1)) for all i ≥ 0. In particular, regR k =
∞ and R is not Koszul.
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7. Remarks on the local case and open questions
Linearity defect. We can try to extend our main result Theorem 1.1 to the local
situation. First, let us recall some notations. Let (R,m, k) be a Noetherian local
ring with maximal ideal m and residue field R/m ∼= k. For each finitely generated
R-module M , let F be the minimal free resolution of M . Then F has the filtration
{F iF}i≥0 where F
iF is the following complex
· · · → Fi+1 → Fi → mFi−1 → · · · → m
iF0 → 0.
The linear part of F , denoted by linR F is the associated graded complex of the
filtration {F iF}i≥0. Concretely, (lin
R F )i = grm(F )(−i) for each i ≥ 0. The linearity
defect ldRM of M , introduced by Herzog and Iyengar [14], is defined by
ldRM = sup{i : Hi(lin
R F ) 6= 0}.
The ring R is called Koszul if ldR k = 0. In contrast to the graded case, it is an open
question whether for a local ring (R,m, k), ldR k < ∞ implies that R is a Koszul
ring; see [14, Question 1.14]. Our next result says that ldR
φeR < ∞ for some large
e implies ldR k <∞.
First we introduce an invariant which is modelled after the number ν(R) of Taka-
hashi and Yoshino in [23, Section 3].
Definition 7.1. For each maximal sequence of R-regular elements y = y1, . . . , yr ∈
m
2, where r = depthR, note that H0
m
(R/(y)) ∩ ms(R/(y)) = 0 for s ≫ 0. Denote
by ν(R) the smallest number s such that H0
m
(R/(y)) ∩ ms(R/(y)) = 0 for some
maximal sequence of R-regular elements y = y1, . . . , yr ∈ m
2.
Note that ν(R) ≤ ν(R) <∞. The following result is suggested by [23, Corollary
3.3] due to Takahashi and Yoshino.
Theorem 7.2. Let (R,m, k) be an F -finite local ring of characteristic p > 0. If
ldR
φeR <∞ for some e such that pe ≥ ν(R) then ldR k <∞.
Note that one has the following useful lemma.
Lemma 7.3. Let M be a finitely generated R-module. Let x ∈ m2 be an M-regular
element. Then
ldRM/xM = ldRM + 1.
Proof. Denote ldRM = ℓ. Let G be the minimal free resolution of M over R. The
morphism θ : G
·x
−→ G lifts the morphism M
·x
−→ M . Using mapping cone on the
exact sequence
0→M
·x
−→M →M/xM → 0,
then W = G⊕ ΣG is minimal free resolution of M/xM over R.
Since x ∈ m2, one has θ(G) ⊆ m2G. Therefore linR(W ) = linRG ⊕ Σ linRG.
Hence from ldRM = ℓ, we get Hℓ+1(lin
R(W )) = Hℓ(lin
RG) 6= 0 and Hi(lin
R(W )) =
Hi−1(lin
RG) = 0 for i ≥ ℓ + 2. So ldRM/xM = ldRM + 1, as desired. 
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Proof of Theorem 7.2. Denote s = ν(R), r = depthR, S = φ
e
R and n = φ
e
m. First
we show that there exists a maximal S-regular sequence y ∈ n2 such that k is
isomorphic to a direct summand of the R-module S/(y). Note that ν(S) = ν(R) = s
since S has the same ring structure as R. So we can choose a maximal S-regular
sequence y = y1, . . . , yr ∈ n
2 such that H0
n
(S/(y)) ∩ ns(S/(y)) = 0. Denote S =
S/(y). Consider the composition map τ : H0
n
(S) → S → S/φe(m)S. Since pe ≥ s,
we have φe(m)S ⊆ nsS and hence τ is injective. Now φe induces a finite map
k = R/m→ S/φe(m)S,
hence H0
n
(S) is also a k-vector space. In particular, τ is a splitting map of k-
vector spaces, which in turn implies that H0
n
(S) → S is also splitting. But clearly
H0
n
(S) 6= 0 since depthS = 0. Therefore we find a copy of k which is a direct
summand of S = S/(y).
Therefore ldR k ≤ ldR S/(y). Now from Lemma 7.3, we have
ldR S/(y) = ldR S + depthR.
Thanks to the hypothesis, this yields ldR k ≤ ldR S + depthR < ∞. The proof is
now complete. 
Final remarks. Finally, we introduce several questions related to the main results.
Question 7.4. Let R be a standard graded k-algebra where k is F -finite of positive
characteristic p. Is it true that if for some e > 0, regRR
(q) <∞, then R is Koszul?
Note that the analog of this question for regular rings is not true, that is, it can
happen that pdRR
(q) < ∞ for every e > 0, but R is not regular. For example,
let k = Z/(p) and R = k[x, y]/(xy). It is not hard to check that φe : R → R(q)
is an isomorphism for every e > 0. On the other hand, we do not know of any
counterexample to Question 7.4.
The majority of results for Frobenius of local rings are also applied more generally
to contracting endomorphisms; see, e.g., [6]. We can also define contracting endo-
morphisms for an N-graded ring R as follows: an endomorphism ψ : R→ R is called
contracting if for every homogeneous element a ∈ R, the sequence {ψi(a)}i≥1 con-
verges in the m-adic topology of R. For example, the Frobenius endomorphism and
more generally, the endomorphisms of order at least 2 considered in this paper are
contracting. The homomorphism ϕ : k[x, y]→ k[x, y] given by ϕ(x) = x2, ϕ(y) = y3,
where k[x, y] is standard graded, is contracting but has no order.
Question 7.5. Is it possible to define regularity for complexes over contracting ho-
momorphisms and generalize Theorem 1.2 to a corresponding statement in that gen-
eral setting?
For local rings, we wonder if the following improvement of Theorem 7.2 is true.
Question 7.6. Let (R,m, k) be an F -finite local ring of characteristic p > 0. Is it
true that whenever ldR
φeR <∞ for some e > 0, then ldR k <∞?
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