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Abstract
We develop and implement new probabilistic strategy for proving basic
results about long time behaviour for interacting diffusion processes on
unbounded lattice. The concept of the solution used is rather weak as we
construct the process as a solution to suitable infinite dimensional mar-
tingale problem. However the techniques allow us to consider cases where
the generator of the particle is degenerate elliptic operator. As a model
example we present situation, where the operator arises from Heisenberg
group. In the last section we mention some further examples that can be
handled using our methods.
Keywords: Interacting particle systems, infinite dimensional stochastic process, er-
godicity results
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1 Introduction
The study of interacting particle systems has a long and profound history, as
is well evidenced by excellent monographs [21] or [18]. Initially motivated by
the problems of statistical physics, the field has grown into an important area of
Markov processes in itself with interesting problems and rich interplay with other
subjects.
We investigate continuous spin systems with a diffusion particle on each site.
Most results establishing ergodicity properties for interacting particle systems
with unbounded state space are tied with the use of functional inequalities, see
[12]. As for the diffusions, there has been two independent successful approaches
to this problem in the 1990s, one by Zegarlin´ski [32] and other by Da Prato and
Zabczyk [9], each to their merit and deficiencies. The approach in [32] constructs
the desired semigroup using finite dimensional approximations and ergodicity re-
sults are established via log Sobolev inequality, while more probabilistic approach
in [9] uses the theory of SDEs on Hilbert spaces for construction and ergodicity
is tied with the dissipativity properties of underlying operators.
Both these works essentially cover only elliptic case. The question how to ad-
dress some subelliptic situation has been resolved under suitable condition in [10]
again using analytic techniques based on functional inequalities (very recently the
results were extended to cover even broader class of operators in [19] and [20]).
Because in such cases even ergodicity of the finite system is highly non-trivial,
important part of the result lies in conquering this problem.
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This article presents a new probabilistic approach to investigate these issues. The
results obtained go in some way successfully beyond Hilbert space methods of [9].
We can cover degenerate multiplicative noise as we show in the case of Heisenberg
group (or Grushin plane). However we cannot prove the uniqueness of invariant
measure, let alone convergence towards it. Notice however that such results usu-
ally require some assumptions about smallness of the interactions, they should
be tied with the condition on weights of the space the system live in, see [9] for
example. Therefore it appears even probable, that under assumptions we work,
the uniqueness of invariant measure for the system may not hold.
The setting is the following; assume we have a space (Rn)Z
d
, the dynamics of the
system can then be described by the operator of the form∑
i∈Zd
Ai + qiBi, (1.1)
where each Ai is the second order operator acting on Rn and on i-th coordinate
of the lattice Zd and Bi first order operator acting on i-th coordinate. We assume
that we have interactions qi only in drift term and they are of finite range.
We construct the infinite dimensional process using finite dimensional approxi-
mations by solving appropriate stochastic differential equations. Of course such
approach is well known and nothing new in the field, see e.g. [16], [11]. The
main novelty of our approach in comparison with these mentioned lies in two
facts - we use martingale problem as a concept of solution, which allows us to
bypass strong boundedness of coefficients assumption in [16], secondly we benefit
from now well established Meyn-Tweedie [24] theory to prove ergodicity results
in finite dimension.
In section 2 we give a proof of these finite dimensional results. Using tight-
ness arguments we construct the process corresponding to (1.1) as a solution to
martingale problem. The key and most technical part is section 4, where we
show under additional assumptions about interaction functions that the limit of
our approximations is unique and consequently establish Markov property of our
process. The existence of the invaraint measure for the constructed process is
established in the end.
For clarity and brevity of exposition we illustrate our techniques with the specific
example of the operators corresponding to Heisenberg group. However it should
be noted, that many parts of our results are independent of the specific diffusions
considered, so in the last section we also mention some other natural situation
that can be dealt with our methods.
1.1 Statement of the results and strategy of the proof
Let H = R3 = (x, y, z) be the Heisenberg group (for the detailed treatment of
Heisenberg group as an example of Stratified Lie group see [8], for nice and brief
account of the relation to the matrix Heisenberg group see [3]) and X, Y the
generators of Lie algebra on H, i. e.
X = ∂x − 1
2
y∂z
2
Y = ∂y +
1
2
x∂z .
We denote D = x∂x + y∂y + 2z∂z (so that [X,D] = X , [Y,D] = Y ) the so-called
dilation operator.
Consider the d dimensional lattice (R3)Z
d
, i. e. spin system where we have a
copy of Heisenberg group at every point. We study the existence and long time
behaviour of diffusion associated with the operator
L =
∑
i∈Zd
Lλi + qxiXi + qyiYi, (1.2)
where X·i is the vector field acting on the i-th coordinate, q·i is the interaction
function with finite range, i. e. function whose value depends on all neighbours
within some fixed length r, Lλi = X2i + Y 2i − λiDi and λi are positive constants.
We can summarize the results obtained as follows.
Theorem 1.1 (Inifinite dimensional results). Let Zd be d dimensional lattice
equipped with the max metric, i. e. ‖i‖max = max1≤j≤d |ij| for i ∈ Zd, r > 0
given constant and Πn = {i ∈ Zd : ‖i‖max ≤ nr}. Let q·i , i ∈ Zd be smooth
functions depending on (2r + 1)d variables. Let L be the operator given by
L =
∑
i∈Zd
Lλi + qxiXi + qyiYi
subject to the assumptions :
• (H1) ∃C > 0 : sup
u∈(R3)(2r+1)d |q·i(u)| ≤ C, i ∈ Zd
• (H2) sup
u∈(R3)(2r+1)d
∑(2r+1)d
j=1 |∂q·i∂j (u)u·i|+ |
∂q·i
∂j
(u)| ≤ C, i ∈ Zd
• (H3) inf i∈Zd λi > 0, supi∈Zd λi <∞.
Introduce the weighted metric space
S = {a ∈ (R3)Zd :
∑
i∈Zd
‖ai‖8Hu(i) < +∞},
where ‖ai‖H = ((ai,x + ai,y)2 + a2i,z)
1
4 and the weights satisfy :
• (H4)∑i∈Zd u(i) < +∞, u(i) > 0, i ∈ Zd
• (H5) ∃v(i) > 0, i ∈ Zd,∑i v(i) < +∞,∑i u(i)v(i) < +∞
• (H6) ∃δ ∈ (0, 1) ∃K > 0 s. t.
u(j) ≥ K
i!1−δ
j ∈ Πi \ Πi−1, i ∈ N.
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We naturally set ‖a‖S = 8
√∑
i∈Zd ‖ai‖8Hu(i).
Then for any a ∈ S there exists probability measure P a on Ω = C([0,∞), S)
(space of continuous functions form [0,∞) with values in S) such that for the
canonical process At(ω) = ωt we have P
a(A0 = a) = 1 and the process
f(At)− f(A0)−
∫ t
0
Lf(Au)du
is martingale for f ∈ C2,Cylc under the measure P a, where C2,Cylc stands for cylin-
drical twice continuously differentiable functions with compact support. The pair
(At, P
a) is a Markov process and there exist an invariant measure ν for the semi-
group Ptf(a) = E
af(A(t)), a ∈ S.
The Theorem consists of several non-trivial ingredients, namely the existence of
solution to the martingale problem is proved in Theorem 3.7, Markov property
in Theorem 4.6 and the existence of invariant measure for the model is proved in
Chapter 5.
To reach these results, we firstly proceed by investigating the case of diffusion
on Heisenberg group. Concretely we analyse the asymptotic behaviour of the
Markov process on R3 with generator
L = X2 + Y 2 − λD + qxX + qyY.
Under suitable assumptions on q′·s the process can be constructed by ordinary Ito¯
stochastic equation and using the theory of Meyn and Tweedie ([23], [24], [14])
we establish exponential convergence in the total variation norm to the invariant
measure in section 2. This result can be immediately translated to the exponential
ergodicity of diffusion on (R3)n with the generator
n∑
i=1
Lλi + qxiXi + qyiYi.
We prove in explicit the following result.
Theorem 1.2 (Finite Dimensional results). Let (R3)n, n ∈ N be the state space
and consider the operator
Ln =
n∑
i=1
Lλi + qxiXi + qyiYi, (1.3)
under the corresponding assumptions (H1), (H3). If we denote An the diffusion
corresponding to the operator (1.3), i. e. the unique solution to the Ito¯ SDE with
coefficients
b =(qx1 − λ1x1, qy1 − λ1y1,−2λ1z1 +
1
2
(qy1x1 − qx1y1), . . .
. . . , qxn − λnxn, qyn − λnyn,−2λnzn +
1
2
(qynxn − qxnyn))
4
σ =


M1 0 · · · 0
0 M2 · · · 0
... 0
. . .
...
0 · · · 0 Mn

 , where Mi =


√
2 0
0
√
2
−yi√
2
xi√
2

 ,
then there exists unique invariant measure µn for the process A
n. For the function
W kn = 1+
∑n
i=1 v(i)((x
2
i + y
2
i )
2 + z2i )
k, k ∈ N, where v(i) > 0,∑i v(i) <∞, there
exist constants ck > 0 and Ck > 0 such that
LnW
k
n (an) ≤ −ckW kn (an) + Ck ∀an ∈ (R3)n. (1.4)
In addition there exist constant Kkn, α
k
n > 0, such that the following (Bb stands
for bounded Borel functions)
sup
{f∈B(R3n) : ‖f‖∞≤1}
|Eaf(An(t))− µn(f)| ≤ KknW kn (a)e−α
k
nt (1.5)
holds for any a ∈ (R3)n.
Next we consider an exhausting sequence Λn ⊂⊂ Zd,Λn ր Zd of the lattice, on
(R3)Λn we construct diffusion An that its generator extends the operator
Ln =
∑
i∈Λn
Lλi + qnxiXi + qnyiYi.
Unfortunately unlike in [16] we are in a situation with unbounded coefficients, so
we are unable to prove a limit of approximations in strong sense. Nevertheless
we show tightness in appropriate weighted space S, S ⊂ (R3)Zd , i. e. we are able
to prove that the distributions of the processes A˜n = (An, 0i∈Z\Λn) form a tight
sequence in Ω = C([0,∞), S). From tightness follows the construction of fam-
ily of measures P a, a ∈ S such that canonical process on Ω solves the martingale
problem for (1.2). Our results are not completely satisfying since we do not prove
the uniqueness of martingale problem for the operator (1.2).
Nevertheless under additional assumptions we can prove that our approximation
procedure yields a unique measure. This is used to show that canonical process is
a proper Markov process under constructed measure. Furthermore exploiting the
results obtained for bounded lattice we prove the existence of invariant measure
for the unbounded lattice.
In certain aspects therefore - such as requiring no further assumptions on λ in rel-
evant examples - our results compare favourably to the ones in [10], [19]. However
it should be noted that our methods are only able to handle bounded interactions
q′·s and we also work with much simpler generators than the authors in the above
mentioned articles. One could also argue that our proofs are simpler, although
that perhaps depends more on the background of the reader.
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2 Finite dimensional case
We start by analyzing the diffusion on R3 associated with the second order oper-
ator
L = X2 + Y 2 − λD + qxX + qyY. (2.1)
We will work under the following assumptions (B1) :
• qx, qy ∈ C∞(R3,R), λ > 0
• ∃ C > 0 : ||qx||∞ ∨ ||qy||∞ ≤ C
Under these assumptions we can construct the diffusion as a solution to the SDE
dA(t) = b(At)dt+ σ(At)dWt.
Elementary computations with vector fields and matrices reveal that the coeffi-
cients can be chosen as
b = (qx − λx, qy − λy,−2λz + 1
2
(qyx− qxy))
σ =


√
2 0
0
√
2
−y√
2
x√
2

 −→ 1
2
a =
1
2
σσ∗ =

 1 0 −y20 1 x
2−y
2
x
2
1
4
(x2 + y2)

 . (2.2)
The results of Meyn and Tweedie about exponential convergence of Markov pro-
cesses can be stated in our diffusion context in the following way (for the precise
reference see [22, Theorem 2.5] or very readable lecture notes by Rey-Bellet [7])
Theorem 2.1 (Harris - Meyn - Tweedie). Let Xt be a Markov process on R
n
with transition probability Pt and generator L. Suppose that following hypotheses
are satisfied
(1) The Markov process is irreducible aperiodic, i. e. there exists t0 (and then
for all t > t0) such that
Pt0(x,A) > 0,
for all x ∈ Rn and open sets A.
(2) For any t > 0 the Markov semigroup Pt(x, dy) has a density pt(x, y)dy which
is a continuous function of (x, y).
Assume there exists Lyapunov function
V : Rn− > [1,∞), V (x) ‖x‖→+∞−−−−−→ +∞
and constants C, c > 0 such that
LV + cV ≤ C. (2.3)
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Then there exists unique invariant measure µ for the process Xt and there exist
constants K,α > 0 such that (Ptf(a) = E
af(Xt))
sup
{f :|f(x)|≤V (x)}
|Eaf(Xt)− µ(f)| ≤ KV (a)e−αt
for any a ∈ Rn.
Every verification of the stated result is non-trivial and depends on deep results
about diffusions in Rn. In the remainder of the section we show that the pro-
cess A given by SDE with the coefficients (2.2) indeed satisfies the condition
of the above theorem. The existence and smoothness of transition probability
density is the immediate consequence of the Ho¨rmander theorem in probabilis-
tic settings. The version that is sufficient for our purposes was first established
following Ho¨rmander work in [17].
Theorem 2.2 (Ho¨rmander probabilistic setting, Ichihara - Kunita). Assume Xt
is the unique strong solution to the Stratonovich SDE
dXt = b(Xt)dt+
d∑
i=1
σ(Xt) ◦ dWt,
where b, σi, 1 ≤ i ≤ d ∈ C∞(Rn,R). Suppose that following (Ho¨rmander) condi-
tion is satisfied
dim (Lie{σ1, . . . , σd}) = n ∀x ∈ Rn.
Then there exists probability density function Pt(x, dy) = pt(x, y)dy such that
pt(x, y) ∈ C∞((0,∞),Rn,Rn).
In our case (2.2) the drift in the Stratonovich form is actually the same as in
Ito¯ form. In any case the Lie algebra generated by the diffusion satisfies the
Ho¨rmander condition as elementary computation reveals that [X, Y ] = ∂z and
consequently
dim
(
Lie
{(√
2, 0,
−y√
2
)
,
(
0,
√
2,
x√
2
)})
= 3,
thus according to the above cited theorem we have the smoothness of transition
probability density for (2.2).
To investigate the irreducibility of diffusion, we would like to use Stroock - Varad-
han support theorem ([30]), so the question is whether that we can solve the
corresponding control problem. The version that accounts for unbounded coeffi-
cients we use, was proved in [13].
Let F be the subset of the absolutely continuous functions u : [0, t] → Rd with
u(0) = 0 such that F contains every infinitely differentiable function form [0, t]
to Rd vanishing at zero. For the ordinary differential equation
x˙u(t) = b(xu(t)) +
d∑
i=1
u˙i(t)σi(x
u(t))
xu(0) = x0 ∈ Rn
(2.4)
we denote O(t, x0) = {y ∈ Rn : xu(t) = y, u ∈ F}.
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Theorem 2.3 (Stroock - Varadhan support theorem, [13]). Let Xt be the solution
to the Stratonovich SDE
dXt = b(Xt)dt+
d∑
i=1
σi ◦ dW, X(0) = x, (2.5)
where the coefficients satisfy linear growth assumptions, b is Lipschitz and σi, 1 ≤
i ≤ d are smooth with bounded derivatives. Let Pt be the transition probability
function related to (2.5) and O(t, x) be the orbit to the corresponding equation
(2.4). Then supp Pt(x, ·) = O(t, x).
Lemma 2.4. Let Pt be the transition function for the equation (2.2). Then
supp Pt(x, ·) = R3 for any t > 0 and x ∈ R3.
Proof. We make of use the classical Girsanov transform [28, pp. 166] to simplify
the control problem. Concretely the statement that the support of diffusions
Xt, Yt
dXt = b(X)dt + σ(X)dW
dYt = b˜(Y )dt+ σ(Y )dW, (2.6)
where σ and b are as in (2.2) and
b˜ = (−λx,−λy,−2λz)
is the same, provided we can find such u : R3 → R2×1 that
σu = b− b˜.
However it is easy, since b− b˜ = (qx, qy, 12(qyx− qxy)) and hence

√
2 0
0
√
2
−y√
2
x√
2


(
qx√
2
qy√
2
)
=

 qxqy
1
2
(qyx− qxy)

 .
Hence to establish the theorem it suffices to prove the irreducibility of transition
function corresponding to (2.6). Since the equation (2.6) satisfies the Theorem
2.3, we only need to prove controllability of the system
x˙ =
√
2u˙1 − λx
y˙ =
√
2u˙2 − λy
z˙ = − y√
2
u˙1 +
x√
2
u˙2 − 2λz
(2.7)
for u ∈ H , i. e. to show that from any starting point (x0, y0, z0) we can choose
such u ∈ H that x(t) = xt, y(t) = yt, z(t) = zt, where (xt, yt, zt) ∈ R3 are
prescribed ending points. If we simply choose control u˙1(s) = as + b, u˙2(s) =
cs + d, then the problem (2.7) is reduced to solving three linear equations with
four parameters, so the Lemma is proved.
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The proof of existence of Lyapunov function for the operator (2.1) satisfying (2.3)
is elementary, albeit bit tedious.
Lemma 2.5. Let L be the operator defined by (2.1) under the assumptions (B1).
For the function V k = ((x2 + y2)2 + z2)k, k ∈ N, there exist constants ck, Ck > 0
such that
LV k + ckV k ≤ Ck ∀(x, y, z) ∈ R3. (2.8)
Proof. We first compute the case for V k, k = 1 (and omit the index in such case)
and then proceed to general k. Using that Vxz = Vyz = 0 we calculate
LV + cV = Vx(qx − λx) + Vy(qy − λy) + Vz(−2λz + 1
2
(qyx− qxy))
+ Vxx + Vyy + Vzz
1
4
(x2 + y2) = 4x(x2 + y2)(qx − λx)
+ 4y(x2 + y2)(qy − λy) + 2z(−2λz + 1
2
(qyx− qxy)) + 16(x2 + y2)
+
1
2
(x2 + y2) + cx4 + cy4 + 2x2y2c+ cz2
≤ (x4 + y4 + z2 + 2x2y2)(c− 4λ) + o(x4) + o(y4) + o(z2).
(2.9)
To obtain last inequality one uses bounds for q·’s and then Young inequality, e.
g. |Czx| . |z| 32 + |x|3(we use . throughout the paper to denote the statement
A . B ⇐⇒ ∃C > 0 : A ≤ CB). The resulted inequality obviously implies that
for any λ > 0 we can choose c > 0 in such way, that LV + cV is bounded. For
V k we get
LV k + ckV k = V k−2k
(
V Vx(qx − λx) + V Vy(qy − λy)
+ V Vz(−2λz + 1
2
(qyx− qxy)) + (k − 1)V 2x + V Vxx
+ (k − 1)V 2y + V Vyy +
1
4
(x2 + y2)(V Vzz + (k − 1)V 2z )
− y(k − 1)VxVz + x(k − 1)VyVz + ck
k
V 2
)
.
(2.10)
In a similar manner as we obtained (2.9), (2.10) can be estimated as
LV k + ckV k ≤ V k−2k
(
(
ck
k
− 4λ)(x8 + y8 + z4)
+ x4y4(
4ck
k
− 8λ) + o(x8) + o(y8) + o(z4)).
Notice that we not only proved boundedness of LV k + ckV k, but even obtained
LV k + ckV k ‖(x,y,z)‖→+∞−−−−−−−−→ −∞.
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The Meyn - Tweedie theory as stated in Theorem 2.1 now ensures exponential
convergence to equilibrium for diffusion corresponding to the operator (2.1).
Proof of Theorem 1.2. The proof differs only slightly from what we just showed
for the case of R3 thanks to the structure of our coefficients b and σ and assump-
tions (H1), (H3). As for the support problem, the situation is pretty much the
same as in Lemma 2.4, and the smoothness of transition probability follows again
immediately from Ho¨rmander type theorem 2.2.
It remains to show that for W k there exist constants ck, Ck > 0 such that
LnW
k
n + ckW
k
n ≤ Ck
holds uniformly regardless of n. By denoting V ki = ((x
2
i + y
2
i )
2 + z2i )
k and Li =
X2i + Y
2
i − λiDi + qxiXi + qyiYi, we can write
LnW
k
n + ckW
k
n = ck +
n∑
i=1
u(i)(LiV ki + ckV ki ). (2.11)
The analysis of expression LiV ki + ckV ki was done in previous Lemma 2.5. Notice
that thanks to the assumption inf i∈Zd λi > 0 and the fact that bound for q·’s is
uniform, the ck can be chosen in such way, that the following is true
∃C˜k > 0 : ∀1≤i≤n LiV ki + ckV ki ≤ C˜k.
We install this into (2.11) and using hypothesis
∑∞
i=1 u(i) < ∞ we infer the
desired bounds
LnW
k + ckW
k ≤ ck +
n∑
i=1
u(i)C˜k
≤ ck + C˜k
∞∑
i=1
u(i) := Ck < +∞.
Hence indeed the Theorem 2.1 can be applied to prove the statement.
Remark. It should be noted that the constants in the formula (1.5) cannot be
chosen in such a way, that they would be independent of the dimension, even
though the constants in (1.4) are. It cannot be expected that one could prove the
convergence in the total variation norm in the infinite dimension for interacting
particle system. Let us add a simple reason for this fact.
Observation. Let ̟ and ̺ be two probability measures on R, such that µ 6= ν.
Then ‖̟n − ̺n‖TV n→∞−−−→ 1, where ‖ · ‖TV means total variation norm.
Proof. As ̟ 6= ̺, there exists f ∈ Cb(R), such that ̟f 6= ̺f .
Say ǫ = |̟f − ̺f | > 0. Define sets An = {x ∈ Rn : | 1n
∑n
i=1 f(xi) − ̟f | < ǫ2}.
Weak Law of large numbers asserts ̟n(An)→ 1, while ̺n(An)→ 0.
Therefore even for the system without any interactions, one cannot have the
constants independent of the dimension, unless the convergence to the invariant
measure happens in finite amount of time.
10
3 Construction of the infinite dimensional mea-
sure
There are several papers dealing with infinite dimensional martingale problems
([2], [4], [31]) that establishes uniqueness as well, but all are based in elliptic
settings and none can be directly applied to our case.
The following version of Arzela` - Ascoli theorem follows easily from the general
version proved in [25, Theorem 47.1].
Theorem 3.1 (Arzela` - Ascoli). Let Y be a complete metric space and fn ∈
C([0,∞), Y ) sequence of equicontinuous functions. Endow C([0,∞), Y ) with the
topology of uniform convergence on compacts. If {fn(t)} is precompact in Y on
a dense set of t ∈ [0,∞), then {fn} is precompact in C([0,∞), Y ).
To prove equicontinuity we use a variant of Kolmogorov continuity theorem (see
[5, chap. 8] for details).
Theorem 3.2. Let Xn be continuous processes taking values in some metric space
(S, ρ). Suppose for any T > 0 there exists constants C(T ), ǫ > 0 and p > 0 such
that
sup
n
E ρ(Xns , X
n
t )
p ≤ C(T )|t− s|1+ǫ 0 ≤ s ≤ t ≤ T.
Then {Xn} is equicontinuous family of processes with probability 1.
The space on which we construct our measure is dictated to us by our Lyapunov
function for (2.1), so that we will be able to utilize the uniform bound (1.5).
However we also have to choose space such that the Theorem 3.2 will be satisfied.
For the sake of completeness let us clarify, that function of V type indeed equips
R3 with the metric.
Lemma 3.3. Endow R3 with the following operation d :
d(a, b) = 4
√
((ax − bx)2 + (ay − by)2)2 + (az − bz)2.
(R3, d) is then a metric space.
Proof. The only non-trivial part is the triangle inequality. Hence we want to
prove
4
√
((ax − bx)2 + (ay − by)2)2 + (az − bz)2 ≤
4
√
((ax − cx)2 + (ay − cy)2)2 + (az − cz)2
+ 4
√
((cx − bx)2 + (cy − by)2)2 + (cz − bz)2.
(3.1)
Notice that (3.1) is clearly valid if either terms on z axis are zero, or both x and
y terms are zero. Therefore it remains to prove that if for A,B,C,D,E, F ≥ 0
4
√
A ≤ 4
√
B +
4
√
C
4
√
D ≤ 4
√
E +
4
√
F,
(3.2)
11
then
4
√
A +D ≤ 4√B + E + 4√C + F . (3.3)
The left side in (3.3) is clearly maximized, if the left sides in (3.2) is maximized.
This happens, if we have equality in (3.2). Hence it suffices to prove
4
√
(
4
√
B +
4
√
C)4 + (
4
√
E +
4
√
F )4 ≤ 4
√
B + E +
4
√
C + F,
but this follows from ordinary Minkowski inequality for 4 - norm on R2.
We will denote by ‖·‖H the function that assigns to a ∈ R3 value corresponding to
the metric just defined, so that ‖a‖H = 4
√
((a2x + a
2
y)
2 + a2z. Given d dimensional
lattice Zd, we introduce the weighted space
S = {a ∈ HZd :
∑
i∈Zd
‖ai‖8Hu(i) < +∞}.
For now it suffices to assume about the weights (H4)
• ∑i∈Zd u(i) < +∞, u(i) > 0.
From the Lemma above we can infer following usual considerations that S with
the metric ‖a − b‖S = 8
√∑
i∈Zd ‖ai − bi‖8Hu(i), a, b ∈ S is complete separable
metric space and so consequently Ω = C([0,∞), S) is Polish too. Let us describe
compact sets of S.
Lemma 3.4. Let M ⊂ S. Assume that M is bounded and the following condition
∀ǫ > 0 ∃n0 ∈ N ∀a ∈M :
∞∑
i=n0
‖ai‖8Hu(i) < ǫ.
Then M is precompact in S.
Proof. We show that from any sequence {an} one can extract a Cauchy sequence.
By assumptions for a given ǫ > 0 we find n0, so we control the rest of the sequence,
and on the first n0−1 coordinates simply choose a Cauchy sequence step by step,
which is possible by the boundedness assumption.
3.1 Moments estimates and tightness of approximations
Let Λn, |Λn| = N < +∞ be the exhausting sequence of Zd, i. e. Λn+1 ⊇ Λn,⋃
nΛn = Z
d. We wish to construct martingale solution for the operator
L =
∑
i∈Zd
Lλi + qxiXi + qyiYi . (3.4)
Suppose we have maximum metric on Zd and we assume there exists constant
r > 0 such that q·i depends only on neighbours within distance r. More precisely
we assume about interaction functions q’s (H1) :
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• q·i ∈ C∞((R3)Πi,R), where Πi = {j ∈ Zd : |j − i|max ≤ r}
• ∃C > 0 : ‖q·i‖ < C.
About constants λi we assume (H3) :
• inf i∈Zd λi > 0, supi∈Zd λi < +∞.
On each space (R3)N we consider diffusion An with generator that coincides on
C2c ((R
3)Λn) functions with
Ln =
∑
i∈Λn
Lλi + q
n
xi
Xi + q
n
yi
Yi. (3.5)
The interaction functions q·i in general depend on n, but in case point i ∈ Zd
has all neighbours in distance r, we put qn·i = q·i, otherwise the functions have to
be redefined, but we keep their smoothness and boundedness by C, so that they
obey (H1).
Set A˜n = (An, 0i∈Zd\Λn), then each A˜
n(t) has values in S and therefore A˜n lives
in Ω = C([0,∞), S).
Lemma 3.5. Let a ∈ S. For n ∈ N define An as above with initial condition
An(0) = πΛn(a) and subsequently define A˜
n. Assume (H1), (H3), (H4). Let
T > 0 be given, then there exist constants C(T ) > 0
sup
n
∀0≤s≤t≤T E‖A˜n(t)− A˜n(s)‖8S ≤ C(T )|t− s|2 (3.6)
∀δ > 0 ∀t ≥ 0 ∃N0(t, δ) : sup
n
E
∞∑
i=N0(t)+1
‖A˜n(t)‖8u(i) < δ. (3.7)
Proof. First notice that the assumptions lead to the existence of constant K such
that (bn, σn being the coefficients of SDE for An)
|bni,x(a)| ∨ ‖σni,x(a)‖R2N ≤ K(1 + |ai,x|)
|bni,y(a)| ∨ ‖σni,y(a)‖R2N ≤ K(1 + |ai,y|)
|bni,z(a)| ∨ ‖σni,z(a)‖R2N ≤ K(1 +
3∑
j=1
|ai,j|).
(3.8)
Suppose 0 < s < t ≤ T , we have (remind |Λn| = N)
E‖A˜n(t)− A˜n(s)‖8S = E
N∑
i=1
‖Ani (t)−Ani (s)‖8Hu(i)
=
N∑
i=1
E(((Ani,x(t)− Ani,x(s))2 + (Ani,y(t)−Ani,y(s))2)2 + (Ani,z(t)− Ani,z(s))2)2u(i)
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.N∑
i=1
u(i)
(
E(Ani,x(t)− Ani,x(s))8 + E(Ani,y(t)− Ani,y(s))8 + E(Ani,z(t)− Ani,z(s))4
)
.
(3.9)
The x term is now estimated using (3.8), Burkholder - Davis - Gundy and Ho¨lder
inequalities
E(Ani,x(t)− Ani,x(s))8 = E
(∫ t
s
bni,x(A
n(u))du+
∫ t
s
σni,x(A
n(u))dW (u)
)8
. |t− s|7E(
∫ t
s
|bni,x(An(u))|8du) + |t− s|3E(
∫ t
s
‖σni,x(An(u))‖8du)
. |t− s|2 + |t− s|
∫ t
s
E|Ani,x(u)|8du.
Similarly handling the y and z we get
E(Ani,y(t)−Ani,y(s))8 . |t− s|2 + |t− s|
∫ t
s
E|Ani,y(u)|8du)
E(Ani,z(t)− Ani,z(s))4 . |t− s|2 + |t− s|
∫ t
s
3∑
j=1
E|Ani,j(u)|4du.
Individual terms we treat
E|Ani,x(u)|8 = E
∣∣∣∣|ai,x|+
∫ u
0
bni,x(A
n(v))dv +
∫ u
0
σni,x(A
n(v))dW (v)
∣∣∣∣
8
. |ai,x|8 + 1 +
∫ u
0
E|Ani,x(v)|8dv,
analogically one gets
E|Ani,y(u)|8 . |ai,y|8 + 1 +
∫ u
0
E|Ani,y(v)|8dv
E|Ani,z(u)|4 . |ai,z|4 + 1 +
∫ u
0
3∑
j=1
E|Ani,j(v)|4dv.
Altogether we derived existence of some constant K(T ) > 0 such that
E|Ani,x(u)|8 + E|Ani,y(u)|8 +
3∑
j=1
E|Ani,j(u)|4 ≤ K(T )(‖ai‖8H + 1)
+K(T )
∫ u
0
(
E|Ani,x(u)|8 + E|Ani,y(u)|8 +
3∑
j=1
E|Ani,j(u)|4
)
du.
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Invoking the Gro¨nwall’s inequality we can deduce existence of some constant
K1(T ) > such that ∀u ∈ [s, t]
E|Ani,x(u)|8 + E|Ani,y(u)|8 +
3∑
j=1
E|Ani,j(u)|4 ≤ K1(T )(1 + ‖ai‖8H). (3.10)
Hence
E(Ani,x(t)−Ani,x(s))8 + E(Ani,y(t)−Ani,y(s))8 + E(Ani,z(t)−Ani,z(s))4
. |t− s|2 + |t− s|2K1(T )(1 + ‖ai‖H).
Installing back to (3.9) we obtain thanks to (A2) and the fact that a ∈ E the
existence of some constants L(T ), C(T ) > 0 such that
E‖A˜n(t)− A˜n(s)‖8S ≤
N∑
i=1
u(i)|t− s|2L(T )(1 + ‖ai‖8H)
≤ C(T )|t− s|2,
which we wanted to prove (3.6).
To prove (3.7) we simply utilize the key estimate (3.10), which gives us
E
∞∑
N0(t)+1
‖Ani (t)‖8Hu(i) .
∞∑
N0(t)+1
u(i)K1(t)(1 + ‖ai‖8H),
therefore for given δ > 0 it suffices to chooseN0(t) such that the sum
∑∞
i=N0(t)+1
u(i)(1+
‖ai‖8H) is sufficiently small.
Corollary 3.6. Let A˜n as in Lemma 3.5. Then P ◦(A˜n)−1, n ≥ 1 is tight sequence
of measures in Ω.
Proof. The estimate (3.6) implies according to Theorem 3.2 that equicontinuity
condition is satisfied. Since boundedness is immediately implied by equicontinuity
and boundedness at zero, to prove precompactness on a dense subset it remains
to show by Lemma 3.4 that for given ǫ > 0
P

∀t∈Q∩(0,∞) ∀δ∈(0,∞∩Q ∃N0(t,δ) : ∞∑
i=N0(t,δ)+1
‖Ani (t)‖8Hu(i) < δ

 > 1− ǫ. (3.11)
For any ǫ > 0 and given fixed t and δ application of Chebyshev inequality in
conjunction with the estimate (3.7) yields
P

 ∞∑
i=N0(t,δ)+1
‖Ani (t)‖8Hu(i) < δ

 = 1− P

 ∞∑
i=N0(t,δ)+1
‖Ani (t)‖8Hu(i) ≥ δ


≥ 1− E
∑∞
i=N0(t,δ)+1
‖Ani (t)‖8Hu(i)
δ
> 1− ǫ.
Considering we have only countably many δ’s and t’s, standard argument shows
that (3.11) is indeed fulfilled.
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3.2 Solution to the Martingale problem
Now we show that weak limit of sequence {P ◦ (A˜n)−1} can be used to construct
martingale solution to the operator (3.4).
We let At(w) = w(t), w ∈ Ω be the canonical process on Ω = C([0,∞), S)
with σ-algebra F = σ(w(s), s ≥ 0), Ft = σ(w(s), 0 ≤ s ≤ t) denotes the usual
filtration. We further introduce spaces Ωn = C([0,∞), (R3)Λn), Bnt (ωn) = ωn(t)
the canonical process on Ωn and the mappings
χn : (R
3)Λn → S, in(a1, . . . , aN) = (a1, . . . , aN , 0i∈Zd\Λn)
ψn : Ωn → Ω, ωn → [t→ (ωn(t), 0i∈Zd\Λn)].
For given a ∈ S we denote An,a and A˜n,a the processes constructed in previous
section to accentuate their dependence on a, i. e. An,a is the solution to SDE
with generator extending the (3.5), An(0) = πΛn(a) and A˜
n = (An, 0i∈Zd\Λn)
. In addition we denote by P a the weak limit of measures P ◦ (A˜n,a)−1, that
we just proved in Corollary 3.6 to exist. To simplify the notation we denote
P˜ an = P ◦ (A˜n,a)−1 and P an = P ◦ (An,a)−1, the matching expectations will then
be denoted Ea, E˜an, respectively E
a
n . Notice that P˜
a
n = P
a
n ◦ ψ−1n , as following
calculation reveals : for C ∈ F
P˜ an (C) = P (A˜
n,a(·) ∈ C) = P ((An,a, 0)(·) ∈ C) = P (ψn(An,a) ∈ C)
= P an ◦ ψ−1n (C).
We introduce two family of functions. We say that f ∈ C2,Cylc (S), if there
exists Φf ⊂⊂ Zd such that there is g ∈ C2c ((R3)Φf ,R) (c stands for com-
pactly supported) and f(a) = g(πΦf (a)), analogically f ∈ C2,Cyl(S), if such
g ∈ C2((R3)Φf ,R). With this notation we arrive at the following theorem.
Theorem 3.7 (Existence of solution to the martingale problem). Let a ∈ S.
Then there exists measure probability measure P a on Ω such that :
P (A0 = a) = 1 (3.12)
f(At)− f(A0)−
∫ t
s
Lf(Au)du (3.13)
is Ft-martingale under P a for any f ∈ C2,Cylc (S) and Ft-local martingale under
P a for any f ∈ C2,Cyl(S).
Proof. Define P a as above, so that we have P˜ an
w−→ P a. Then with the aid of
Portmanteau theorem
P (A0 = a) = 1−
∑
k
P a(‖A0 − a‖S > 1
k
)
≥ 1−
∑
k
lim inf
n
P (‖A˜n,a(0)− a‖S > 1
k
) = 1−
∑
k
0,
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thus we see that (3.12) is satisfied. Let f ∈ C2,Cylc (S) be given. To prove that
(3.13) is martingale it suffices to prove by standard technique (see [15, Lemma
3.1]) that for arbitrary G ∈ C(C([0, s], S), [0, 1]), s < t
Ea
[(
f(At)− f(As)−
∫ t
s
Lf(Au)du
)
G(ω·)
]
= 0. (3.14)
By weak convergence P˜ an
w−→ P a the formula in (3.14) is a limit of
E˜an
[(
f(At)− f(As)−
∫ t
s
Lf(Au)du
)
G(ω·)
]
. (3.15)
We compute
E˜anf(At(ω)) = E˜
a
nf(ωt) = E
a
nf([ψnωn]t) = E
a
n(f ◦ χn)(Bnt (ωn))
E˜anG(ω·) = E
a
nG((ψnωn)·) = E
a
n(G ◦ ψn)((ωn)·).
(3.16)
Since f is cylindrical the operator L acting on f in fact reduces to Lf , i. e. the
operator
Lf =
∑
i∈Φf
Lλi + qxiXi + qyiYi.
Consider that for n large enough every point from Φf has all neighbours in Λn
and hence Lf equals to Ln on Φf , where Ln is the operator corresponding to A
n
as defined in (3.5). Then we adjust
E˜an
∫ t
s
Lf(Au) = E
a
n
∫ t
s
Lff([ψnωn]u) = E
a
n
∫ t
s
Lff(χn(B
n
u(ωn))
= Ean
∫ t
s
Ln(f ◦ χn)(Bnu(ωn)).
Altogether we found out that (3.15) is equal to
Ean
[(
(f ◦ χn)(Bnt )− (f ◦ χn)(Bns )−
∫ t
s
Ln(f ◦ χn)(Bnu)du
)
(G ◦ ψn)((ωn)·)
]
,
but since we know that P an solves the martingale problem for Ln on Ωn, this
expression equals to zero and therefore also (3.14) is zero.
To deduce that for f ∈ C2,Cyl(S) (3.13) is local martingale, is the same as in
finite dimension thanks to the cylindricity assumption.
4 Uniqueness of approximating procedure
In the previous section we only showed that our approximation scheme is tight,
however now we show under additional assumptions that limit point is unique.
To make the calculations as simple as possible (although still far from trivial) we
distinguish specific approximation scheme related to the size of our interactions.
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Recall that 0 < r <∞ is the parameter of length of interactions for the functions
q’s. We define boxes
Πn = {i ∈ Zd : max
j≤d
|ij| ≤ nr}, N = |Πn| = (2nr + 1)d.
We need to impose on the interactions additional assumption (H2) :
• sup
u∈(R3)(2r+1)d
∑(2r+1)d
j=1 |∂q·i∂j (u)u·i|+ |
∂q·i
∂j
(u)| ≤ C, i ∈ Zd
This assumption ensures that the equation for An has globally Lipschitz drift.
More precisely we need the following observation.
Lemma 4.1. Let Λn ⊃ Πk+1 and we denote bk = (b1, . . . , bK) (notice that this
does not depend on n, since we assume Λn ⊃ Πk+1) the first K = |Πk| coordinates
of drift for the equation
dAn = bn(An)dt+ σn(An)dWt,
also for an element cn ∈ (R3)Λn we denote cnk = (cn1,x, . . . , cnK,z). Then there exists
constant L > 0 s. t.
‖bk(an)− bk(dn)‖2(R3)Πk ≤ L‖ank+1 − dnk+1‖2(R3)Πk+1 , ∀an, dn ∈ (R3)Λn. (4.1)
L is independent of k, n.
Proof. The proof is elementary and follows from assumptions (H1), (H2), (H3).
The terms in the drift that complicate Lipschitz condition - and force us to use
k + 1 in (4.1) - are the ones containing q·’s, since they depend on all nearest
(2r + 1)d neighbours. As an example, how one obtains (4.1) in these cases, we
handle using the notation just introduced e. g. the term qyx. Because of the
finite range of our interactons qi,x(·)ani,x is a smooth function of (2r+1)d variables
for i, 1 ≤ i ≤ K, hence application of mean value theorem together with (H2)
yields (
qi,y(a
n)ani,x − qi,y(dn)dni,x
)2 ≤ ‖∇qi,y(·) ·i,x ‖∞‖anr⊃i − dnr⊃i‖(R3)(2r+1)d
≤ C‖anr⊃i − dnr⊃i‖(R3)(2r+1)d ,
where we denoted r ⊃ i = {j ∈ Zd : |j − i|max ≤ r}.
We then take into account that every point i ∈ Zd has the same finite fixed
amount of neighbours. Hence handling the other terms in the obvious way, we
indeed arrive at the existence of some L > 0 such that
‖bk(an)− bk(dn)‖2(R3)Πk ≤ L‖ank+1 − dnk+1‖2(R3)Πk+1 , ∀an, dn ∈ (R3)Λn.
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In addition we need to restrict our class of starting points a ∈ S, so that the
space includes only configurations that does not grow too fast, i. e. we introduce
(H6) :
• ∃ δ ∈ (0, 1) ∃K > 0 s. t.
u(j) ≥ K
i!1−δ
j ∈ Πi \ Πi−1, i ∈ N.
Comparing this assumption with the restrictions on weights that Da Prato and
Zabczyk need to impose [9, pp. 10], we see that our conditions include faster
growing configurations.
The key to proofs in this section are two technical Lemmas about behaviour of
solutions An to the SDE’s related to the operator Ln. If we take some fixed
given set Γ ⊂ Zd and two supersets Γn,Γk ⊃ Γ, such that we have corresponding
solutions An, Ak of SDE’s on (R3)Γn resp. (R3)Γk , then we cannot claim that
(Ani )i∈Γ and (A
k
i )ı∈Γ have the same distribution, because we have to redefine the
interaction functions at the boundary of the sets Γn,Γk, and hence (A
n
i )i∈Γ and
(Aki )i∈Γ differ as they depend on all A
n resp. Ak via interactions. Therefore
we can never have precise equality, even though the part of equations on (R3)Γ
will have the same coefficients, once both Γn and Γk includes all neighbours of Γ.
Nevertheless one intuitively would expect, that the further we are from boundary,
the smaller the effect of redefining should be on Γ. Next Lemma formalizes and
justifies this intuition. Then we can also interpret technical assumption (H6) by
saying, that the effect of redefining at the boundary will be small, provided we
do not start from very fast growing initial configurations.
In all what follows in this chapter we assume conditions (H1) - (H4), (H6).
Lemma 4.2. Let a ∈ S and Πk be defined as above. Suppose we have two exhaust-
ing sequences {Λl}, {Λm} of Zd and correspondingly two sequences of processes
{Am,a}, {Al,a}. We denote by Am,ak the part of Am,a that lives on (R3)Πk , i. e.
A
n,a
k = (A
n
1,x, . . . , A
n
K,z). For any ǫ > 0 and T > 0 there exists N > 0 such that
for any l, m ≥ N
E sup
t∈[0,T ]
‖Al,ak (t)−Am,ak (t)‖2(R3)Πk ≤ ǫ. (4.2)
Proof. We will be little imprecise and write ak = (a1,x, . . . , aK,z) for the re-
striction of a to (R3)Πk , in order to not overload the notation we also write
aj = (aj,x, aj,y, aj,z) when j ∈ Zd. Also when dealing with the norms on spaces
Rn for different n we omit the index in the norm, as it should not lead not
confusion and instead enhance readability. Using the Lemma 4.1 and routine
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calculations for SDE’s we compute
E sup
t∈[0,T ]
‖Al,ak (t)−Am,ak (t)‖2
. E sup
t∈[0,T ]
(∥∥∥∥
∫ t
0
bk(A
l,a)− bk(Am,a)ds
∥∥∥∥
2
+
∥∥∥∥
∫ t
0
σk(A
l,a)− σk(Am,a)dWs
∥∥∥∥
2
)
. T
(
E
∫ T
0
‖bk(Al,a)− bk(Am,a)‖2ds+ E
∫ T
0
‖σk(Al,a)− σk(Am,a)‖2ds
)
. T
(∫ T
0
E‖Al,ak+1(t1)− Am,ak+1(t1)‖2dt1
)
.
Therefore we obtained the existence of constant C > 0 so that
E sup
t∈[0,T ]
‖Al,ak (t)−Am,ak (t)‖2 ≤ CT
∫ T
0
E‖Al,ak+1(t1)− Am,ak+1(t1)‖2dt1.
Assuming l, m large enough so we can repeat the procedure above, we get
E‖Al,ak+1(t1)− Am,ak+1(t1)‖2 ≤ Ct1
∫ t1
0
E‖Al,ak+2(t2)− Am,ak+2(t2)‖2dt2
· · · ≤ Cn−1t1
∫ t1
0
t2
∫ t2
0
· · ·
∫ tn−1
0
E‖Al,ak+n(tn)−Am,ak+n(tn)‖2dtn . . . dt1.
(4.3)
Thanks to the Linear growth of coefficients of our SDE (3.8), there is someKT > 0
such that
E‖Al,ak+n(tn)− Am,ak+n(tn)‖2 ≤ KT (1 + ‖an+k‖2).
Using this and then calculating the iterated integrals, we obtain from (4.3) the
estimate
E sup
t∈[0,T ]
‖Al,ak (t)− Am,ak (t)‖2 ≤
(CT 2)n
(2n− 1)!!KT (1 + ‖an+k‖
2),
where (2n− 1)!! = (2n− 1) · (2n− 3) · · ·3 · 1 denotes the odd (double) factorial.
Using the obvious
‖an+k‖2(R3)Πn+k ≤
(2(n+k)r+1)d∑
j=1
3 + ‖aj‖8H,
we need to prove only
lim
n→∞
Ln
n!
(2(n+k)r+1)d∑
j=1
(1 + ‖aj‖8H) = 0
for arbitrary constant L > 0. Clearly it suffices to show
lim
n
∑(2(n+k)r+1)d
j=1 ‖aj‖8H
n!1−
δ
2
= 0, (4.4)
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where δ is from the assumption (H5). We compute using the (H5) and trivial
‖aj‖8Hu(j) ≤ ‖a‖8S
lim
n
∑
j∈Λn+k+1\Λn+k ‖aj‖8H
n!1−
δ
2 ((n + 1)1−
δ
2 − 1)
≤ ‖a‖
8
S
K
lim
n
(2(n+ k + 1)r + 1)d − (2(n+ k)r + 1)d)(n + k + 1)!1−δ
n!1−
δ
2
= 0. (4.5)
The fact that (4.5) implies (4.4) is well known as Stolz - Cesa`ro Theorem (see
[26, pp.85]).
Lemma 4.3. Let k ∈ N, a ∈ S and t > 0 be given. Let Am,a be approximating
sequence defined with respect to exhausting boxes Πm. For any ǫ > 0 there exists
η > 0 such that ∀m ≥ k
‖b− a‖S < η =⇒ E‖Am,ak (t)−Am,bk (t)‖2 < ǫ. (4.6)
Proof. Since we know that our SDE has continuous dependence on initial con-
dition, the Lemma is nontrivial only for infinite number of m and hence we
concentrate in our computations on large m. Again for simplification we will not
write the index to the norms through computations. Similarly to the last Lemma
we get for some constants C > 0 and Kt > 0 (to make last sum meaningful let
us formally define (−1)!! = 1)
E‖Am,ak (t)−Am,bk (t)‖2 ≤ C‖ak − bk‖2 + Ct
∫ t
0
E‖Am,ak+1(t1)− Am,bk+2(t1)‖2dt1
≤ C‖ak − bk‖2 + C2t2‖ak+1 − bk+1‖2
+ Ct
∫ t
0
Ct1
∫ t
0
E‖Am,ak+2(t2)− Am,bk+2(t2)‖2dt2dt1
≤ C‖ak − bk‖2 + C2t2‖ak+1 − bk+1‖2 + · · ·+ C
nt2n−2
(2n− 3)!!‖ak+n−1 − bk+n−1‖
2
+ E sup
0≤s≤t
‖Am,ak+n(s)−Am,bk+n(s)‖2
(Ct2)n
(2n− 1)!!
≤
n∑
j=1
Cjt2j−2‖ak+j−1 − bk+j−1‖2
(2j − 3)!! +Kt

 ∑
i∈Λk+n
3 + ‖ai‖8H + ‖bi‖8H

 (Ct2)n
(2n− 1)!! .
Same calculations like in Lemma 4.2 together with Stolz - Cesa`ro Theorem gives
lim
n→∞
Kt

 ∑
i∈Λk+n
3 + ‖ai‖8H + ‖bi‖8H

 (Ct2)n
(2n− 1)!! = 0. (4.7)
Because
lim
n→∞
Cnt2n−2nl
((2n− 1)!!) δ2
= 0
21
for l > 1, we obtain using previously established convergence results that
∞∑
j=1
Cjt2j−2‖ak+j−1 − bk+j−1‖2
(2j − 3)!! < +∞. (4.8)
Therefore combining (4.7) and (4.8) for given ǫ > 0 we can choose N ∈ N such
that
∞∑
j=N
Cjt2j−2‖ak+j−1 − bk+j−1‖2
(2j − 3)!!
+ sup
j≥N
Kt

 ∑
i∈Λk+j
3 + ‖ai‖8H + ‖bi‖8H

 (Ct2)j
(2j − 1)!! <
ǫ
2
.
For the first N − 1 terms we can choose η > 0 in (4.6) thanks to the continuous
dependence on parameters for the Am,a in such way that
N−1∑
j=1
Cjt2j−2‖ak+j−1 − bk+j−1‖2
(2j − 3)!!
+ sup
j≤N−1
E sup
0≤s≤t
‖Am,ak+j(s)−Am,bk+j(s)‖2
(Ct2)j
(2j − 1)!! <
ǫ
2
,
and the Lemma is established.
The first crucial property that follows from Lemma 4.2) is independence of the
limit measure P a on the choice of convergent subsequence. By the well known
properties of weak convergence this implies that the sequence {P˜ an} itself weakly
converges. In addition this limit doesn’t depend on the choice of approximating
sequence Λn.
Theorem 4.4. Let A˜m,a, A˜n,a be the sequences of approximating processes on Ω,
a ∈ S. Then there exists probability measure P a on Ω such that
lim
m→∞
P ◦ (A˜m,a)−1 = lim
l→∞
P ◦ (A˜l,a)−1 = P a.
Proof. By Corollary 3.6 we know that any two such sequences has weakly conver-
gent subsequence. So it remains to show that the limit point is the same for any
two weakly convergent subsequences (to simplify notation we call the convergent
subsequences again m and l) {P ◦ (A˜l,a)−1}, {P ◦ (A˜m,a)−1}. To prove this it
clearly suffices to show that for any f ∈ Cb(Ω)
lim
l
Ef(A˜l,a(·)) = lim
m
Ef(A˜m,a(·)). (4.9)
First let f ∈ CCylb,Lip(Ω), i. e. there exists k ∈ N and g ∈ Cb,Lip(ΩΠk) such that
f(ω) = g((πΠkω)·), ΩΠk = C([0,∞), (R3)Πk) and g is Lipschitz, that is there
exists constant L > 0 s. t.
|g((ωk)·)− g((ω˜k)·)| ≤ ‖ωk − ω˜k‖ΩΠk ∀ωk, ω˜k ∈ ΩΠk .
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Then we get for m, l large enough
|Ef(A˜l,a(·))− Ef(A˜m,a(·))|2 = |Eg(Al,ak (·))− Eg(Am,ak (·))|2
≤ E|g(Al,ak (·))− g(Am,ak (·))|2 ≤ E‖Al,ak (·)−Am,ak (·)‖2,
hence Lemma 4.2 implies (4.9) holds for f ∈ CCylb,Lip(Ω).
Next let f ∈ CCylb (Ω), then there eixsts bounded sequence fn ∈ CCylb,Lip(Ω) such
that fn → f . Finally for f ∈ Cb(Ω) consider cylindrical approximation by {fn},
that is fn(ω·) = f((πΠnω)·) and the result follows by Lebesgue Theorem.
4.1 Markov property
To translate Lemma 4.3 into desired properties, we need to recall result about
strengthening of weak convergence. Its proof follows immediately from Skorokhod
representation theorem (see also [29, pp. 168]).
Lemma 4.5. Let P be a Polish space and µn, µ probability measures on P . Sup-
pose µn
w−→ µ. Let fn, f ∈ C(P ) such that fn are uniformly bounded and
xn → x in P =⇒ fn(xn))→ f(x). (4.10)
Then µnfn → µf.
With this Lemma in hand we can now show that canonical process on Ω is a
genuine Markov process under the measures P a.
Theorem 4.6. Let At(w) be canonical process on Ω = C([0,∞), S) and P a the
unique limiting measure produced by Corollary 3.6. (At, P
a) is then a Markov
process.
Proof. Denote S the σ-algebra on S. We need to show these two properties
(I) a→ P a(At ∈ C) is measurable for any C ∈ S (4.11)
(II) P a(As+t ∈ C|Fs) = φ(As), φ(·) = P ·(At ∈ B), ∀ C ∈ S, 0 ≤ s ≤ t. (4.12)
To prove (4.11) we show that a→ Eaf(A(t)) is continuous function for any f ∈
C
Cyl
b,Lip(S), the measurability for general f ∈ Cb(S) will then follow through same
procedure as in Theorem 4.4. By the uniqueness just proved, we can consider
approximation {An} living on the boxes Πn. So let f(a) = g(πΠk(a)), we then
calculate
|Eaf(At)− Ebf(At)|2 = | lim
n
E[f(A˜n,a(t))− f(A˜n,b(t))]|2
≤ lim sup
n
E|g(An,ak (t))− g(An,ak (t))|2 ≤ lim sup
n
‖An,ak (t)− An,bk (t)‖2.
From Lemma 4.3 we derive that this estimate establishes the desired continuity.
To prove (4.12) one strives to establish ∀f ∈ Cb(S)
Ea[f(As+t)|Fs] = EAsf(At). (4.13)
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If we denote ϕ(·) = E·[f(At)], this then means - for any C ∈ Fs∫
C
f(As+t)dP
a =
∫
C
ϕ(As)dP
a.
We consider first f ∈ CCylb,Lip(S), then we know from the first part of the proof that
ϕ(·) is continuous. By approximation this reduces to necessity of demonstrating
Ea[f(As+t)h(ω·)] = Eaϕ(As)h(ω·), (4.14)
where h is arbitrary, but fixed continuous bounded Fs - measurable function.
By weak convergence P˜ an → P a the left side of (4.14) is a limit of (the same
calculations as we made in the proof of Theorem 3.7 are hidden there)
E˜an[f(As+t)h(ω·)] = E
a
n[(f ◦ χn)(Bns+t)(h ◦ ψn)((ωn)·)].
The finite dimensional result, i. e. the fact that P an solves the martingale problem
on Ωn, tells us that
Ean[(f ◦ χn)(Bns+t)(h ◦ ψn)((ωn)·)] = Ean[ϕn(χn(Bns ))(h ◦ ψn)((ωn)·)],
if ϕn(χn(B
n
s )) = E
χn(Bns )
n [(f ◦ χn)(Bnt )]. We observe that
ϕ(a) = Eaf(At) = lim
n
E˜anf(At) = lim
n
Ean[(f ◦ χn)(Bnt )],
hence (4.14) will established using Lemma 4.5, provided we can prove the impli-
cation
an → a in S =⇒ E˜ann [f(At)]→ Ea[f(At)]. (4.15)
For given ǫ > 0 we find N from weak convergence such that
|Ea[f(At)]− E˜an[f(At)]| <
ǫ
2
∀n ≥ N.
Like in the first part we also have the estimate
|E˜ann [f(At)]− E˜an[f(At)]|2 ≤ lim sup
n
‖An,ank (t)−An,ak (t)‖2,
so Lemma 4.3 implies we can find δ > 0, N˜ ∈ N such that
‖a− an‖ < δ =⇒ |Ea[f(At)]− E˜ann [f(At)]| < ǫ ∀n ≥ N˜ .
Therefore from Lemma 4.5 we conclude that (4.14) holds for f ∈ CCylb,Lip(S). We
infer the validity of (4.13) for general f ∈ Cb(S) by routine approximation pro-
cedure.
This result gives us that if we set Pt(a, C) = P
a{At ∈ C}, then Pt is a genuine
transition probability function and Ptf(a) = E
af(A(t)) is the Markov semigroup
acting on all f ∈ Bb(S) (Borel bounded functions) satisfying the Chapman -
Kolmogorov equality [6, chap. I].
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5 Existence of invariant measure for the semi-
group
We now derive the tightness of measures {νn} and consequently show that any
limit point is an invariant measure for the semigroup.
We need to enlarge our space S to assure that it can accommodate invariant
measure. The assumption we need in our case turns out to be (H5) :
• ∃v(i) > 0, i ∈ Zd,∑i v(i) < +∞,∑i u(i)v(i) < +∞.
For the remainder of the article let us work under assumptions (H1) - (H6).
Theorem 5.1. The sequence of measures {νn} is tight.
Proof. We want to show that for given ǫ > 0 there is compact set Kǫ in S such
that ∀n ∈ N one has νn(Kǫ) ≥ 1− ǫ.
Let us recall the estimate (1.4)
LnW
2
n(an) ≤ −cW 2n(an) + C. (5.1)
Remind that νn = µn ◦ i−1n and µn is an invariant measure. Hence we have the
equality
µn(LnW
2
n) = 0. (5.2)
Clearly
µn(LnW
2
n) = µn(LnW
2
nILnW 2n>0) + µn(LnW
2
nILnW 2n≤0),
and from (5.1) it follows that µn(LnW
2
nILnW 2n>0) ≤ C, so that
µn(LnW
2
nILnW 2n≤0) ≥ −C. (5.3)
Notice that in our notation it holds
W 2n(an) =
N∑
i=1
V 2i (ai)v(i) =
N∑
i=1
v(i)‖ai‖8H.
For given ǫ > 0 we define the set Kǫ as
Kǫ =
{
a ∈ S : i ∈ Zd : ‖ai‖8Hu(i) ≤ u(i)
(
C + 1
cǫv(i)
+
C
cv(i)
)}
.
Thanks to the assumption (H5) this set is compact in S according to Lemma
3.4. We calculate
νn(K
C
ǫ ) = µn(ψn(K
C
ǫ )) = µn
(
b ∈ (R3)Λn : ∃i ∈ Λn : ‖bi‖8H >
C + 1
cǫv(i)
+
C
cv(i)
)
.
Hence for an ∈ ψn(KCǫ ) we have
LnW
2
n(an) ≤ −c
(
C + 1
cǫv(i)
+
C
cv(i)
)
v(i) + C ≤ −C + 1
ǫ
.
Therefore if νn(K
C
ǫ ) > ǫ would hold, we would get the contradiction with (5.3).
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Theorem 5.2. There exists an invariant measure for the Markov process (A, P a)
from Theorem 4.6.
Proof. We fix some weakly convergent sequence of measures {νn} and its limit
point ν. To show that ν is invariant, we prove that for any f ∈ Cb(S)∫
S
Ptf(a)dν(a) =
∫
S
f(a)dν(a). (5.4)
We show (5.4) holds for f ∈ CCylb,Lip(S), the general case then follows easily by
approximation as before. Recall that νn = µn ◦ χ−1n and that µn is the invariant
measure for process An on (R3)Πn, so that the equality∫
(R3)Πn
Ein(en)n h(B
n
t )dµn(en) =
∫
(R3)Πn
h(en)dµn(en) ∀h ∈ Cb((R3)Λn)
holds. Remembering the calculations (3.16) we compute∫
S
f(a)dν(a) = lim
n
∫
S
f(a)dνn(a) = lim
n
∫
(R3)Πn
(f ◦ χn)(an)dµn(an)
= lim
n
∫
(R3)Πn
Eχn(an)n (f ◦ χn)(Bnt )dµn(an) = lim
n
∫
S
Ean(f ◦ χn)(Bnt )dνn(a)
= lim
n
∫
S
E˜anf(At)dνn(a)
?
=
∫
S
Eaf(At)ν(a) =
∫
S
Ptf(a)dν(a).
We can erase the question mark using the Lemma 4.5 with exactly the same line
of reasoning that was required for the proof of (4.12) in previous Theorem.
6 Examples of other operators
We list some other relevant examples, that can be handled using our strategy
without any additional difficulty :
• Of course the elliptic case lies naturally within our framework. Take Eu-
clidean space R3 with standard Laplacian ∆, D = x∂x+ y∂y + z∂z , X = ∂x
(etc. for Y , Z), Lλ = ∆− λD and consider operator
L =
∑
i∈Zd
Lλi + qi,xXi + qi,yYi + qi,zZi
acting on (R3)Z
d
. Lyapunov function here can be chosen just x2k+y2k+z2k,
for k = 2 we get the same tightness as we had in Corollary 3.6.
• The Grushin plane [1] : Take R2 as the basic space and consider vector
fields X = ∂x, Y = −x∂y . D is given by D = x∂x + y∂y and operator
L =
∑
i∈Zd
X2i + Y
2
i − λiDi + qi,xXi + qi,yYi
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on (R2)Z
d
. For the Lyapunov function works V = x4k + y2k, the tightness
(3.6) works again for k = 2. The σ and u in Girsanov theorem to simplify
the control problem can be chosen in the following way
σ =
(√
2 0
0
√
2x
)
u =
( qx√
2
qy
x
)
.
Then we have
σu = b− b˜ = (−λx,−λy).
• We cannot quite handle the example of Martinet distribution as in [10].
Take R3 and let X = ∂x−y2∂z, Y = y∂y. The problem that arises lies in the
nonlinear term in z-axis. We can not hope for our strategy to be successful,
as in the last section definitely linear growth together with strong Lipschitz
condition is required. But at least the finite dimensional case is almost
conquered by our methods - If one puts D = x∂x + y∂y + z∂z and consider
L = X2 + Y 2 − λD + qxX + qyY
as operator on R3, then the SDE corresponding to this operator has coeffi-
cients
b = (qx − λx, qy − λy,−λz − qxy2), σ =


√
2 0 0
0
√
2 0
0 0
√
2y2

 .
Due to nonlinearities, not even global existence of process is a priori clear.
However, if we set Vk = x
2k+y6k+z2k, we calculate that Vk is the Lyapunov
function giving global existence and invariant measure. The smoothness of
density holds from Theorem 2.2 as well. However to our best knowledge,
we are unable to investigate the irreducibility of the process.
In general we can say, that our strategy is successful whenever we can establish
finite dimensional results as in (1.2) with Lyapunov function, that will enable us
to construct the diffusion using tightness arguments as in chapter three. To finish
the strategy with desired results, it is then essential that we can impose on the
interaction such constraints that leads to the conditions of type (4.1).
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