ABSTRACT
A helicopter model has been identified and validated for flight conditions defined by altitudes, speeds, loadings and centre of gravity positions. To identify the helicopter models, 2-3-1-1 multistep control inputs were performed by the pilot to excite all helicopter modes. Then, each estimated signal has to remain in tolerance margins defined by the Federal Aviation Administration. Three methods were used to observe the system outputs from its states: a fuzzy logic method, a linear method optimised with a neural network algorithm and a classical method. Because of random effects when gathering data, classical method did not give good enough results. The fuzzy logic method was not robust enough so that output plots showed peaks that could be felt by the pilot. Then, because the model could be implemented in a simulator for the pilot training, the pilot feedback is very useful in order to compare the reality with the results of the mathematical model. When the outputs are obtained from the measured state variables, the linear method gave the best results.
NOMENCLATURE
CG centre of gravity CL closed-loop DOF degree of freedom FAA Federal Aviation Administration L/H/A/F Light / Heavy / Aft / Forward MISO multiple input single output Identification results and error statistics were provided. The off-line identification performed better due to sufficient training time and data. Results indicated that neural network based black -box methods would be suitable for modelling the nonlinear dynamics of the helicopter and could be further applied for the design of automatic flight control system (AFCS).
A set of optimisations was presented in learning algorithms commonly used for training radial basis function (RBF) neural networks (18) . These optimisations were applied to a RBF neural network used in identifying helicopter types, processing their rotor sounds. The first method used an optimum learning rate in each iteration of training process. This method increased the speed of learning process and also achieved an absolute stability in network response. Another modification was applied to quick propagation (QP) method as a generalisation that attained more learning speeds. Finally, the general optimum steepest descent (GOSD) method was used, which contained both improvements in learning RBF networks. All modified methods were employed in training a system that recognised helicopters' rotor sounds exploiting a RBF neural network.
A study of a novel acoustic helicopter identification system was described (19) . The system consisted of a pattern classifier that learned to distinguish helicopter types based on the relationship between the spectral amplitudes of the main rotor fundamental frequency and its first seven harmonics. Two pattern classifiers were evaluated; a statistically based Bayes classifier, and an adaptive neural network classifier. Measured noise of three helicopters was used to train and test the classifiers. After an initial calibration or training process, the Bayes classifier correctly identified the helicopters 67% of the time. The neural network classifier was correct 65% of the time. These results demonstrated that the spectral amplitudes of the main rotor tones can be used for helicopter identification if another source of information was also available in the identification. The paper described statistical algorithms for pattern classification, the neural network, and the measured helicopter noise used to evaluate the classifiers.
In this paper, two major problems are solved. The first deals with determination of the dynamic behaviour of the helicopter by a linear model. In the second problem, three methods were compared with the aim to observe the system output from the measured (open-loop study) and the estimated states (closed-loop study) of the system. The parameters used as states are the linear velocities, the angular rates and the Euler angles, while the observed parameters are the linear accelerations.
The flight test data and the data preprocessing method are presented first. Next, the theories used to determine the state equation in open-loop and the optimisation procedure required to obtain the estimated signals in closed-loop are detailed. Principles of neural network and fuzzy logic methods described in the literature9 were used in the identification of the rotorcraft model based on flight tests. All results are found to be in accordance with the Federal Aviation Administration (FAA) rules. In a third section, the second objective of this project is underlined, with the aim to determine a method for the linear acceleration observations. Three methods are used to obtain results: the classical equations of motion, a fuzzy logic method and a linear method based on neural network optimisation. Upon analysing the results, the linear method was the best for helicopter modelling.
Research was also performed in the same team, based on flight test data for this helicopter. The subspace method was used (13) to identify the helicopter main rotor, tail rotor and engine parameters from flight test data. Ground dynamics formulations for this helicopter was validated using landing flight tests (14) .The work presented in this paper on the rotorcraft model identification and validation could further be continued by building robust controllers for consistent handling qualities (10) . 
INTRODUCTION
System identification is a process that provides a model that best characterises (in some least-square sense) a system's measured responses to controls (1) . Parametric modelling requires a priori assumptions about the model such as its order, its degree of coupling, the structure of the equations of motion and the initial estimates of key parameters. In order to answer to these problems, a fully-coupled rigid body parametric model was studied, which has six degrees of freedom (DOF) with three translations (longitudinal, lateral and vertical) and three rotations (pitch, roll and yaw).
Two methods are usually used to identify a model: the time domain and the frequency domain (1) . A comparison of the frequency and time domain methods was given (11) . Frequency-domain identification used spectral methods to determine frequency responses between selected input and output pairs. Then, least-squares fitting techniques were used to obtain closed-form analytical transferfunction linear input-to-output models. Time-domain identification required the selection of a state-space model structure, which may be linear or nonlinear. Model parameters were identified by least-square fitting of the response time-histories or by maximum likelihood methods.
Various neural network methodologies were used until now for helicopter model identification. These methodologies are here described to show their differences with respect to the methodology given in this paper. An artificial neural network (ANN) based helicopter identification system was proposed (16) . The feature vectors were based on both the tonal and the broadband spectrum of the helicopter signal. ANN pattern classifiers were trained using various parametric spectral representation techniques. Specifically, linear prediction, reflection coefficients, and line spectral frequencies (LSF) were compared in terms of recognition accuracy and robustness against additive noise. Finally, an eight-helicopter ANN classifier was evaluated.
Neural Network Identification (NNID) for modelling the dynamics of a miniature Eagle helicopter was presented (17) . Off-line and on-line identification was carried out for both coupled and decoupled dynamics of the helicopter from the flight test data.
FLIGHT TESTS DATA PRESENTATION
The main advantages and inherent limitations of the frequency and time-domain methods were presented (11) . Then, the frequency sweep was defined1 as the typical input for frequency-domain and the multistep input for time domain methods. Three types of modelling methods existed (12) : white box, grey box, and black box methods. The first category required the user to provide the equations necessary to set up the model. This structure was very powerful when model was theoretical but it did not give good result when the environment gave random effects. At the other extreme, the black box method could be used for any data type and without prior knowledge of the system dynamics. The weakness of this method is that the reproducibility of its results is doubtful. The grey box method is a mixture of both methods. Information about the whole system might be known, while relationships between subsystems are not known. The control inputs are not the same, but in order to properly identify a system, the manoeuvre of the helicopter in response to control inputs must provide as much information as possible about the dynamic characteristics of the helicopter. Generally, for time-domain identification, standard input signals are applied which are doublet or 3211 multi-step inputs with time widths of 3s, 2s, 1s and 1s.
The 3-2-1-1 input has a much wider spectrum compared to the spectrum of the impulse or doublet inputs. The main advantage of the 3-2-1-1 input lies in its simplicity and its ability to manually realise it. Two minor aspects of 3-2-1-1 inputs are (1) their asymmetry about the trim deflection, and as a consequence, they have non zero energy at zero frequency, and (2) the first step being of larger duration, namely three units of t may lead to motions far from the initial trim conditions before the application of following steps. These undesirable effects can be minimised by modifying the input amplitudes or by time twisting the steps. The 2-3-1-1 input prevents the vehicle from going far from the trim condition, before the application of the larger duration time step.
In order to know which pilot command is relative to a flight test, the four commands are plotted which allows concluding the primarily command used by the pilot. Indeed, it is easy to distinguish a 2-3-1-1 command from another input type. Indeed, it is easy to distinguish a 2311-command from another input type.
For frequency-domain identification, frequency sweeps are usually used. The time-domain identification was performed because of the 2311-control inputs.
The flight test data are sorted by different categories: the pilot command which can be a collective, a longitudinal, a lateral or a pedal control, the flight mission which can be a level flight, an ascending flight, a descending flight or an auto-rotational flight, the helicopter loading depending on the gross weight and the longitudinal centre of gravity (CG), the altitude which varies between 3,000ft and 6,000ft and the speed which is between 30 knots and 130 knots.
A pilot manipulates the helicopter flight controls in order to correctly fly the helicopter. As previously said, four commands are used:
• The collective command changes angle of all main rotor blades at the same time and independently of their positions in order to control the altitude; • The longitudinal cyclic command varies the main rotor blades pitch in order to control the altitude or to move forward or backward; • The lateral cyclic command varies the main rotor blades pitch in order to move sideways; • The anti-torque pedals command changes the pitch of the tail rotor blades, increasing or reducing the thrust produced by the tail rotor and causing the nose to yaw in the applied pedal direction. Figure 3 . Example of the effect of the four concatenated commands.
According to the FAA, three different flight tests must be chosen to validate the estimated model. The signals must be found within the tolerance margins for at least three seconds.
The pilot flies the helicopter for different missions which are level flight, ascending, descending, and autorotation flight. Level flight tests are used to identify the models. To evaluate the quality of the models, the FAA established rules. For each variable and mission, tolerance margins are defined. In order to validate the identified model, the model is computed for another set of data in input. The model responses are compared to the measured ones. If they are 'too' different, then the model is not robust enough and the model should be again designed. Table 1 regroups the parameters' tolerance margins for various flight missions according to the FAA rules. In order to quantify the model performance, two coefficients can be calculated: the correlation coefficient which defines the trend of a signal and the fit coefficient which measured the error between the measured and the estimated signals.
The correlation coefficient
The first method used to validate the model is the correlation coefficient. The correlation coefficient Corr (which has values between -1 and 1) is given by the following equation:
Where Cov is the covariance, Var is the variance, y s is the measured output and y is the estimated output.
The correlation coefficient R equal to one (R = 1) denotes perfect linear dependency (no scatter) between the measured and the calculated or estimated outputs. A correlation coefficient equal to minus one (R = -1) denotes inverse linear dependency between the measured and the estimated outputs. A correlation coefficient of zero (R = 0) denotes a linear independency between the measured and the estimated outputs. The correlation coefficient computes the goodness of the model in a statistical sense, but provides little information about model error. More information about model error can be obtained by calculation of the fit coefficient.
The fit coefficient FIT
The fit coefficient is used to define the fit of the estimated signals compared to the measured signals. This coefficient is defined as follows:
Where:
Gathered data basically limits, both in terms of scope and accuracy, the model development and parameter estimation were described (6) . One of the most important aspects of data gathering is the choice of adequate inputs form to excite the aircraft motion in some optimum sense. Milliken (7) presented the optimum input as the input which excites the best the frequency range of interest. Generally, dynamic motion is excited by applying control pulse, step, multistep, or harmonic inputs. A variety of manoeuvres was usually necessary to excite dynamic motion about different axes using independent inputs on every control, such as 2311, frequency sweep, doublet inputs (6) . In Fig. 2 , the flight test four controls given by the collective, the longitudinal cyclic, the lateral cyclic and pedals are plotted versus time The pilot performed a collective command, as seen in Fig. 2 . The four steps of this command type are seen with different time lengths Δt for the 2s, 3s, 1s and 1s, denoted by 2Δt, 3Δt, Δt and Δt. The other commands are not constant during the flight test, which is due to the high correlation between all helicopter command inputs and can be explained by the fact that the aerodynamic behaviour of a helicopter cannot be split into longitudinal and lateral motion as for an aircraft study.
In order to identify the helicopter longitudinal and lateral models, a new set of data is constructed. The four pilot commands are concatenated so that for all signals, the first quarter shows the influence of the collective primary control, the second quarter shows the influence of the longitudinal cyclic control, the third quarter shows the influence of the lateral cyclic control and the last quarter shows the influence of the pedals control, as shown in Fig. 3 .
In fact, the flight missions are split into four categories: • Level flight, when the altitude rate denoted by h is between -750ft/min and +750ft/min. The altitude rate is defined by the following expression:
All flight tests in this category are arranged in the 'Level Flight, ±500ft/min' list.
• Ascending flight, when the altitude rate is higher than 750 ft/min. All flight tests in this category are arranged in the '+1,000ft/min' list.
• Descending flight, when the altitude rate is lower than -750 ft/min and the engines are on. All flight tests in this category are arranged in the '-1,000ft/min' list.
• Auto-rotational flight, when the altitude rate is lower than -750ft/min and the engines are off. All flight tests in this category are arranged in the 'Autorotation' list. Two parameters must be known to sort the flight test data according to the helicopter loading:
• The gross weight which can be 'light' or 'heavy'. If the gross weight is less than 5,600lb, then the helicopter is considered to be light (L). If the gross weight is more than 6,000lb, then the helicopter is heavy (H).
• The longitudinal centre of gravity which can be 'aft' or 'forward'. If the longitudinal CG is more than 224 inches from the helicopter nose, then the longitudinal CG is set to the aft (A) of the helicopter. If the longitudinal CG is less than 220in, then it is set to the forward (F) of the helicopter. Thus, four gross weight conditions are presented: (L), (H), (A) and (F). Four combinations are considered in order to study the aerodynamic behaviour of the helicopter: HA, HF, LA and LF. In this paper, the results obtained from the HA and HF flight conditions are presented for altitudes varying from 3,000ft to 6,000ft.
In order to evaluate the model's robustness, another input control is chosen. To validate the model at certain flight conditions, the control input must be related to these flight conditions. 
Outputs
Where io is a vector with dimensions (n x 1). Details on the state equation in open loop using the regression method are given in Appendix, Equations (1) Table 2 .
For this flight condition, the numerical results are very good as shown by the fit and correlation coefficients values that are higher than 97%. This model is identified and validated according to the FAA tolerance margins rules.
Moreover, all the estimated signals stay within the tolerance margins defined by the FAA, which increases the model goodness.
IDENTIFICATION OF THE STATE EQUATION IN CLOSED-LOOP BY USE OF AN OPTIMISATION PROCEDURE
The A and B matrices found in open-loop systems do not guarantee the good results obtained in closed loops. Indeed, a system is stable if and only if the eigen-values are negative if the system is continuous, or if and only if the eigen-values are inside a unitary circle centreed on the origin of the plan if the system is discrete. When the eigenvalues do not satisfy these constraints, then the model is not stable, the system tends to oscillate and the responses tend to diverge. An optimisation procedure is necessary to obtain good matrices in closed-loop. The open-loop system matrices are used to provide an initial guess for the optimisation.
The procedure is based on the neural networks theory. A model can be identified by providing a set of examples, i.e. input/target In Equation (3), the variable y s represents the estimated signal, i.e. the model output, y is the measured or the real signal and s is the signals length. The fit is expressed as a percentage, and the U coefficient represents the ratio of the root-mean-square fit error and the root-mean-square values of the estimated and measured signals summed together. Its value is always found to be between 0 and 1 where 0 indicates a perfect fit and 1 the worst fit.
IDENTIFICATION OF THE STATE EQUATION IN OPEN-LOOP USING THE REGRESSION METHOD
The parametric fully coupled 6 DOF linear models are considered appropriate for rigid body dynamics description (2) . Generally, a state space system with discretised dynamics is defined with the following equation:
. . . (4) Where is the state vector (x) and u∈ℜ m is the input vector (u), which is the pilot commands vector. Matrices A and B are the 'state matrix' and the 'input matrix', respectively.
The state variables x are the subset of system variables that can represent the entire state of the system at any given time. The state variables are chosen to be the linear and angular velocities u, v, w, p, q and r and the Euler angles of the helicopter around the X-axis and Y-axis 2 , which are denoted by φ and θ. These variables are sufficient to identify the rigid body dynamics of parametric fully-coupled 6 DOF (Degree of Freedom) models. The heading angle ψ is dropped because it does not influence a helicopter's dynamic response.
The input variables u is the pilot controls. The pilot can command four different flight controls: the collective pitch control which changes the angle of all of the main rotor blades at the same time and independently of their positions, the longitudinal cyclic control which varies the main rotor blades' pitch in order to control the altitude or to move forward or backward, the lateral cyclic control which varies the main rotor blades' pitch in order to move sideways, and the anti-torque pedals control which changes the pitch of the tail rotor blades, increasing or reducing the thrust produced by the tail rotor and causing the nose to yaw in the direction of the applied pedal.
Two methods are used to determine the A and B matrices. First, a regression method is set up to define the matrices in open-loop, and then an optimisation procedure is considered in order to obtain the optimal matrices in closed-loop.
For a discrete-time study, the states at a sample time depend on the states and the input controls at the previous sample time so that a regression method can be used to estimate the A and B matrices. As above mentioned, the state vector x and the controls vector u are defined as follows:
A number of s equations with (n + m) parameters should be estimated. The n number of inputs is n and the number of outputs is m. The k th equation defining the state element x i at step time k + 1 is:
The input vector is defined as follows: biases). For more details, please see Equations (30) - (60) in Appendix 1. Manual tuning is done when initial conditions are null. Empirical results are found for a majority of flight conditions: a slightly change of the Euler angles initial conditions has a great influence on the linear velocities, which can be explained by the equations of motion in which the u, v, w evolutions are influenced by θ and φ (15) . Table 3 shows the reduction of the points outside the tolerance margins when a manual tuning is done. The initial guesses are the initial conditions set to zero. pairs of proper system behaviour (3) . A neural network is composed of elements operating in parallel. The values of the connections between them are adjusted based on a comparison of the network output and the target output. This method is called backpropagation and the training is based on the Levenberg-Marquadt algorithm.
Another method to satisfy the project constraints is to tune the model by adjusting the initial conditions of the system. This technique is also called a 'proof-of-match' of the model. Thus, the neural network optimisation enables the system to be stable and the 'proof-of-match' enables the estimated state parameters to match with the measured ones.
A neural network is composed of an input p, a weight W, a bias b and a transfer function f called an activation function as shown in Figure 13 :
The mathematical relation between each of these parameters can be formulated as in Equation (9):
. . . (9) In order to obtain an output a with Q elements, i.e. a dimension [Q x 1], Q neurons should be arranged in parallel. Therefore, the network can be composed by several layers in series, with different activation functions. The only constraint for these functions is that they are to be differentiable. For a multilayer network, Equation (9) must be adapted in order to consider all of the activation functions. For example, the equation relating the input and output of a two-layer network (m = 2) with only one neuron (Q = 1) is:
A neural network with several outputs and several layers is presented in Fig. 14:
The back propagation algorithm is a gradient descent optimisation procedure in which a mean square error performance index is minimised by adjusting the network aparameters (weights and 
Figure 12
State evolutions in open-loop for lid i 3 For each case, the number of signals that are within the tolerance margins are presented within brackets [] with the instant when the signals go out of the tolerance margins. For example, [8 / 8] represents a perfect match for the model outputs versus the required FAA tolerance margins while [7 / 8] shows that one signal output (8-7) is outside the FAA tolerance margins.
By analysing results shown in Table 4 , it can be observed that in open-loop, the estimated signals remain within the tolerance margins during all the controls duration. For each case, in open-loop, the model identified with 2311-command inputs is validated three times and the estimated signals are closer to those measured by more than three seconds. The FAA rules are respected in open-loop.
In closed-loop, for most of the flight conditions, all estimated signals are found within the tolerance margins. For the cases when measured signals are outside the tolerance margins, only one signal over eight does not stay within the tolerance margins. Yet, for all cases, the estimated signals remain within the tolerance margins at
All flight conditions synthesis
In order to synthesise the obtained results for all flight conditions, an analysis should be performed on the tolerance margins to be respected during manoeuvres. In Table 4 , results are shown for the identification and the three validations.
The first column presents the flight condition dependent on the helicopter loading, its altitude and speed. The second column shows the studied parameters which are the mission type, the control lengths in seconds and the tolerance margin values to be respected in open-loop (OL) and in closed-loop (CL). The other columns are the summary of the plots obtained in open-and in closed-loop.
For the flight mission type, two parameters are given: the command excited by the pilot, that can be the collective, the longitudinal cyclic, the lateral cyclic or the pedals command, and the arrows which symbolise the type of mission. Level flight (±500fpm) is represented by →, ascending flight (+1,000fpm) by ↓ and descending flight (-1,000fpm) by ↓. Autorotation is represented by the term 'Auto rot'.
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Time nonlinear method, and then, a linear method. In both methods, the same inputs were used as the ones in the classical equations. In a discrete study, the states variables at sample times k and k + 1 were considered. The fuzzy logic method is used to identify the MISO open loop models. Used to represent highly nonlinear relationships between input and output data, this algorithm can be split into two parts: numerical data clustering, and equation coefficients relating the input to the output data.
The purpose of the numerical data clustering is to define subsets so that data in the same subset are as similar as possible. Each point has a degree of belonging to clusters. Data clustering is used for statistical data analysis. This process summarises data in order to produce a concise system behaviour representation. Two parameters are used: the clusters' centres and the standard deviation of the input and output signals.
Parameter definition
In order to define the clusters, all the input and output signals are needed. The input and output data are gathered in a unique variable called X: least during the first three seconds. The FAA rules are also respected in closed-loop.
Thus, with the obtained results, it was found that the dynamic behaviour of the helicopter can be described by a linear state space model.
OUTPUT EQUATION DETERMINATION
Generally, in order to obtain the linear accelerations from the state parameters, the following classical equations of motion are used:
Very good results were not obtained when Equation (11) was applied. In Fig. 19 , the plots of the linear accelerations are traced for the flight condition: Heavy Aft flight, altitude at 6,000ft and speed of 50kts. In each plot, the solid green line corresponds to the classical method results and the dashed black lines are the tolerance margins:
Graphically, it is observed that the signals from the classical method do not remain within the tolerance margins during all time histories. Table 5 presents the average of the percentage of points outside the tolerance margins for all flight conditions when classical equations are used to observe the linear accelerations: Where:
Thus, because of the negative exponential, the higher the potential value is, the closer the point selected at the i th sample time is to all points of the X signals.
After calculation of all the potential values, the maximum potential value is selected; its value is defined by maxPotVal and its index by maxPotIndex. For the first cluster, the highest potential value is called refPotVal. Then, the maximum potential value maxPotVal and its index maxPotIndex are associated to the signals points that have the same indices:
. . . (18) The highest potential value is associated with the following ratio:
For the first cluster, the highest potential value is assigned to the reference potential value so that the ratio is equal to one. The other potentials are lower than the reference potential value, so that the ratio decreases to zero and another cluster could be found. Because the ratio decreases and tends to zero, the limits are fixed in order to accept or reject a point as a cluster. Two thresholds are introduced (4) : the accept ratio for the potential above which the data point will be definitively accepted as a cluster centre and the reject ratio for the potential below which the data point will be definitively removed from the cluster centre's list. If the ratio falls in the region between the two thresholds, a new minimum distance minDist is defined in order to determine if the data point has a potential high enough and far enough from the previous cluster centres:
Where: centers(i,:) ). × accumMultp) 2 If maxPotRatio + minDist < 1, then the point is not a cluster and the potential value is set to zero. Otherwise, this point is added to the cluster's list. The new potential values are functions of the previous potential values as shown in the following equation:
A part of the previous maximum potential value is subtracted from each data point as a function of its distance from the previous cluster centre. With the use of the negative exponential, the point near the previous cluster centre will have a greatly reduced potential and will not be used as a cluster centre. The factor new_sqshMultp will represent the distance from a centre and will enable a high potential reduction.
When the potential of all data points has been updated with Equation (22), all negative potential values are arranged to zero and a data point with the highest remaining potential values is selected. The loop is realised until all potential values become equal to zero. This algorithm part is summarised in Fig. 20: Where s is the points number of the set of signals, (n + m) is the number of inputs and outputs, and where X in and X out are the input and output signals.
Standard deviation
The standard deviation σ is defined as follows:
Where radii specifies the cluster size in each data dimension, and where minX and maxX are the minima and maxima of the input and output signals. Because all signals have the same power, radii is fixed as the same constant for all data. Thus, a value of the standard deviation is obtained for all input and output data.
The centres of clusters
The algorithm steps are the following: signal normalisation; calculation of the potential value for each sample time; selection of the highest potential, called the reference potential; and comparison of the highest potential value with the reference value. Depending on this ratio value, is concluded the validity of this point as a cluster. Finally, during the fifth and last step, the new potential values will be calculated and the same steps as previously will be performed, until all potential values decrease to zero.
In order to define the true relationships between the input and output data, these data are normalised in the same range of values, i.e. the signals are bounded between the two values. Since no specific range is specified, the minima and maxima values are used to normalise data:
If the minima and maxima values have a zero range, a small range relative to these data is calculated, which is different from zero:
The normalisation is validated by use of the following three 'if-then' rules:
Each data point could be a cluster centre (4) , therefore the potential of each data point is calculated with a measure of the likelihood that each data point has with its surrounding data points. Classic  29·39  63·41 45·24  12·11  39·39  22·96  24·52  47·45  18·73  20·34 43·94 13·31  Fuzzy  0·09  0·23  2·48  0  0  0  0  0  0  0  0  0  Linear NN  3·28  0·58 11·82  0  0  1·68  0·75  0·13 9,614·81  0·77  0·07  4·78 Output equation Because there is a recurrence relationship between the inputs (state variables at sample time k and k + 1) and the outputs, the same method is used as the method above explained. No optimisation is necessary because the observed outputs depend only on the estimated states.
Independently of the state equation, the fuzzy logic and linear methods estimate the output variables using the measured states x(k), as shown in Fig. 22 : It is observed that linear accelerations do not depend on the Euler angles, so that the Euler angles are not considered as inputs of the fuzzy and linear blocks.
Figures 23 to 26 show the estimated outputs calculated from three methods: in solid green lines, the classical equations, in solid blue lines, the linear method, and in solid red lines, the nonlinear method.
The classical equations give the worst results compared to the fuzzy logic and the linear methods. With a high percentage of points outside the tolerance margins, is denoted that using the classical equations leads to a high negative coefficient fit, which means that the estimated signals have the opposite trends of the measured signals. If pilot's impressions are taken into account, this reaction will not be appreciated. When observed outputs are estimated from the measured states signals, the fuzzy logic method gives better results than the other methods. The percentage of points outside the tolerance margins is close to zero. Thus, the identification and validation of the output block is done by use of real inputs, and the Each cluster centre is considered as a fuzzy rule that describes the system behaviour. In the classical form, rules or membership functions take only the value of 1 (member) or 0 (non-member). However, with fuzzy algorithms, membership functions can take infinity of values which indicate the membership of an element in a subset. Based on a negative exponential, the Gaussian membership functions give more accurate optimised models (4) . Thus, the fuzzy rules are defined as follows:
Where centres and σ's are estimated in the first part of the algorithm. The fuzzy rules are used to define the normalised matrix muMatrix which represents the concordance degree between all data points and data used as centre clusters for representing the system behaviour.
By use of this matrix, it is possible to calculate the coefficients of the linear algebraic equation relating the input to the output data. Since the muMatrix matrix is not square, the following equation has been used in order to obtain the coefficients:
These coefficients can also be obtained by the least squares method (5) . The second part of the algorithm can be summarised in Fig. 21 : the global model. When the behaviour of the fuzzy logic block is studied, where the inputs are the estimated states signals, is noticed that the estimated outputs are not very good. Sudden jumps are observed in the estimated outputs which can be felt by a pilot in a simulator. Contrary to the fuzzy logic method, the linear method is more stable when changing the measured states by the estimated states. This is a good argument, because each flight test is different even if it is realised with the same flight conditions. The linear block absorbs the small differences in signals. Thus, in order to properly observe the linear accelerations of the system, the linear block is more appropriate because of its robustness.
CONCLUSIONS
A helicopter model was identified for 22 flight conditions. Each flight condition was defined by an altitude (from 3,000ft to 6,000ft), a speed (from 30 knots to 115 knots), a helicopter loading (heavy or fuzzy logic method seems to be the best method.
GLOBAL MODEL
The two blocks presented in sections 2 and 3 are regrouped in order to create a global model in which the observed outputs are computed from the estimated states. The following scheme is then simulated:
By use of this simulation, the robustness of the best block found in section 3 is tested to observe the linear accelerations.
Figures 28 to 31 show the estimated outputs calculated from three methods: in solid green lines, the classical equations, in solid blue lines, the linear method, and in solid red lines, the nonlinear method. The estimated outputs are the acceleration results when the output block inputs are the estimated states. Table 7 summarises the percentage of points outside the tolerance margins for all of the studied flight conditions.
As in the output equation study, the classical equations give the worst results compared to the fuzzy logic and the linear methods in 
APPENDIX
The parameter vector gathers the elements of the A and B matrices and is formed by the parameters to be estimated. The elements of the ith line of A and B matrices at the k th step time are denoted as follows: [a i1 a i2 a i3 a i4 a i5 a i6 a i7 a i8 b i1 b i2 b i3 b i4 ] The i th state at the k th sample time can be written, based on Equation (7) from the paper:
Where e is the error to be minimised. For s measurements:
These s equations are summarised with the following formulation:
. (A4)
(1) ... e(s -1)]
T In order to minimise the error, the following cost function J is defined:
Where W is a weighted matrix which is diagonal. If the diagonal terms w(k) are equal to one, then it means that the error coefficients have the same weight. If not, then it means that the error coefficients are different. This weighted matrix was chosen (8) , so that the element on the i th line and the j th column is defined as follows:
Where γ < 1 is the forgetting factor and s is the measurements number.
As s-k gets larger and γ does not equal to one, the weighting factor approaches zero, therefore older points receive little weight. As s-k goes to zero, the weighting factor approaches one and the most recent data are favoured. The smaller γ is, the faster the algorithm can track, but the more the estimates vary, even the true parameters are time-invariant. The cost function is further obtained:
In order to minimise the cost function, its derivative is defined as equal to zero: light) and a position of the helicopter CG (aft or forward). To identify the models, 2-3-1-1 multistep control inputs were performed by the pilot to excite all helicopter modes. Four types of pilot controls were used: the collective, the longitudinal cyclic, the lateral cyclic and the pedals controls. In order to identify the longitudinal and lateral motions of the helicopter, a new data set was constructed by concatenating the data related to each of the four control input.
The state evolution from the pilot controls was determined. The state variables were the linear and angular speeds and the xand y-axis Euler angles. This problem was treated in open-loop (the estimated state signals were defined by the pilot controls and the measured state signals) and in closed-loop (the estimated state signals were defined only by the pilot controls).
A recursive method was used to define the relationship between the states and the pilot controls. An optimisation based on neural network theory was then applied in order to increase the goodness of the model in closed-loop. Then, a tuning of the initial state conditions was implemented in order to satisfy the FAA rules. Indeed, to guarantee the goodness of a model, the FAA has defined several rules to be satisfied by the model. The first rule regarded the tolerance margins the estimated signals have to remain within. These tolerance margins were defined for each variable and for each helicopter mission (level flight, ascending flight, descending flight and autorotation). The second rule was about the model validation. All identified models must be validated by at least three different flight tests not used for the models identification and the estimated signals must remain in the tolerance margins at least during three seconds. For the 22 flight conditions, the state evolution in open-loop and in closedloop satisfies the FAA rules so that the method to generate the state equation was validated. The first conclusion was that the dynamical behaviour of the helicopter would be defined by a six DOF linear model.
The second problem was about the outputs observation from the state variables. The outputs variables were the linear accelerations. It has been shown that the classical equations of motion did not give good results, which is explained by the fact that the theoretical equations did not cope with the random effects of the environment when data are measured. Thus, two methods were defined and a comparison between these two methods was done in order to find a powerful method to observe the system outputs from the system states: a fuzzy logic method, a linear method optimised with a neural network algorithm (linear NN). In order to do proper comparisons among results obtained with the three methods, all blocks have the same inputs and the same outputs. Then, because the model could be implemented in a simulator for the pilot training, the pilot feedback is very useful in order to compare the reality with the results of the mathematical model. Thus, the comparison among the three methods was based on the plots particularities. A list of criteria was defined with weighted coefficients. When the outputs are obtained from the measured state variables, the linear NN and fuzzy logic methods give noticeably the same results but the linear method obtained a better score.
A clear conclusion about this second problem can be given when the global model is set up. Indeed, the global model is the most realistic and could be implemented in a simulator to reproduce the reality. The outputs must be defined by the estimated state variables and not by the measured ones. The estimated states variables depend only on the pilot controls (closed loop study). With this model, the results are clearer. The fuzzy logic method is not robust enough so that the outputs plots shows peaks, which can be felt by the pilot. A better final score is obtained by the linear method more than the fuzzy logic method.
The last step is to use the conclusions of both problems in order to generate the dynamical behaviour of the helicopter for any flight condition. 
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Hence, by substituting Equation (A18) into Equation (A12), the estimated parameter matrix is defined as:
AB(N) given by given by Equation (A21) is replaced into Equation (A20) to obtain:
The K matrix is written as:
. . . (A23) Equation (A22) becomes:
The concise form of is obtained:
By substituting Equation (A23) into Equation (A18), the new expression of P is written as:
To implement this method in Matlab, the algorithm is as follows:
• Initialisation of the forgetting factor γ so that 0 < γ ≤ 1, which corresponds to an exponential weighting.
• Initialisation of the matrices P and AB where P is chosen as a diagonal matrix so that its diagonal terms have high values. • Calculation of the K matrix:
• Calculation of the AB matrix:
• Calculation of the P matrix:
• Go to the third step and perform the iteration procedure again. For the open-loop system, no state feedback is used. The state variables are functions of the real state variables and the pilot controls at the previous step time. The regression method previously described is used to estimate the state variables. For each time step, the parameters matrices A and B are obtained. Each pair of matrices was tested for the entire signals, and the pairs giving the best results were selected. An index was defined to characterise the matrix performance. This index is used in the fuzzy logic method to find the potential value of each point:
. The parameter vector is estimated as follows:
The matrix IO(N + 1) can be written as:
The term IO T WIO of the expression of AB (see Equation (A12)) is developed by introducing a recurrence relationship:
The matrix P is defined as follows:
By substituting the expression of P in Equation (A14) for k = N, the expression of P becomes:
In order to obtain a recurrence expression of P, the following analytical formula is used:
The expression of P (N + 1) is rewritten as follows:
With the same reasoning, the term IO T WX des is given by Equation (A12):
A new expression of A B is reformulated by use of Equations (A18) and (A19): The highest this index is, the better the performance of the selected matrix. Since the matrix value was determined, the state space dynamics is time-invariant:
. . . (A28) that can be written under the following matrix form:
. . . (A29)
Details of the back propagation algorithm are given in Equations (A30) to (A60).
The performance index at iteration k is defined as follows:
.
. . (A30)
Where y des is the target output and a is the neural network output which is compared to the desired output. The steepest descent algorithm considered for the approximate mean square error modelling is:
. . . (A31(a) )
. . (A31(b))
Where m is the number of the considered layer and η is the learning rate called the network training speed. For a multilayer network, the error is an indirect function of the weights in the hidden layers, so that these derivatives are calculated differently:
. . . (A32(a) The F sensitivity is defined as any effect of the system function or any other system characteristic caused by a change in one or more system parameters. The larger the system sensitivity, the stronger is the effect of small changes on the system performances. It is defined: . . . 
s F n
By summarising, the input is propagated forward through the network during the first step. Then, during the second step, the sensitivities are propagated back through the network. Finally, during the third step, the biases and weights are updated. When the algorithm begins to diverge, the system is oscillating back and forth. If the trajectory could be filtered by averaging the updates to the parameters, then the oscillations might be smoothed out and a stable trajectory would be produced by use of a low-pass filter. By introducing the momentum coefficient γ which corresponds to the lowpass filter effect, following equations are obtained:
. . . (A46(a) )
. . (A46(b))
The algorithm used in neural network theory to identify system behaviour is applied here. Indeed, the system has eight states variables and four control inputs, therefore a total of 12 inputs (R = 12), please see Fig. 14 . Due to the fact that matrix A has dimensions [8 × 8] , the network must have eight neurons arranged in parallel (Q = 8 in Fig. 14) . The state equation is defined as Equation (A29). Equation (A29) in Appendix 1, and equation (A10) in the paper, show that (1) the biases must be null, (2) the activation function must be linear in order to ensure the relation f(a) = a and (3) the network must have only one layer. The adjustment of the weights values i.e. the A and B matrices elements can be done with an optimisation on-line algorithm in which the weight values are updated. By focusing on this particular case of the neural network theory, the A and B matrices must be updated as follows: In order to increase the on-line optimisation power, the pilot controls and desired states are concatenated. After several tests, it was observed that five cycles are sufficient to obtain good results. Then, at each sequence, the algorithm parameters (learning rate and momentum) are divided by two at each cycle in order to ensure the convergence of the optimisation algorithm.
As mentioned above, a recurrence relationship exists between the state variables of a system. For k = 0: 
