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Stationarity and ergodic properties for some observation-driven
models in random environments
Paul Doukhan ∗ Michael H. Neumann † Lionel Truquet ‡
Abstract
The first motivation of this paper is to study stationarity and ergodic properties for a general
class of time series models defined conditional on an exogenous covariates process. The dynamic
of these models is given by an autoregressive latent process which forms a Markov chain in ran-
dom environments. Contrarily to existing contributions in the field of Markov chains in random
environments, the state space is not discrete and we do not use small set type assumptions or uni-
form contraction conditions for the random Markov kernels. Our assumptions are quite general
and allow us to deal with models that are not fully contractive, such as threshold autoregressive
processes. Using a coupling approach, we study the existence of a limit, in Wasserstein metric,
for the backward iterations of the chain. We also derive ergodic properties for the corresponding
skew-product Markov chain. Our results are illustrated with many examples of autoregressive
processes widely used in statistics or in econometrics, including GARCH type processes, count
autoregressions and categorical time series.
1 Introduction
Non-linear time series have many important applications in various fields such as finance ([41], [28]),
economics ([23]) or climate analysis and ecology ([35]) among others. Many textbooks now provide
a thorough study of theoretical properties of non-linear autoregressive processes. See for instance
[27], [14] or [13]. A particularly tricky problem often encountered in studying non-linear time series
models is to prove the existence of a stationary and ergodic path which is often the minimal con-
dition needed for considering statistical applications such as likelihood inference. Deriving stability
properties of non-linear autoregressive processes using either Markov chain techniques or conver-
gence results for iterated random systems has then attracted an important effort in the time series
literature.
However, it is difficult to find mathematical results concerning inclusion of covariates and in
particular existence of stationary and ergodic paths when exogenous covariates are incorporated in
the dynamic. In contrast, the use of exogenous covariates is almost systematic for practitioners
who use such models. In the applied statistical literature or in econometrics, there is a recent and
growing interest in studying standard time series models with exogenous regressors and a few recent
contributions already discussed this problem. See for instance [31], [1], [20], [9], [18], [39] or [10].
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However, these contributions consider quite specific models and mainly with strong contraction
assumptions in the sense that the transition kernels satisfy Lipschitz type properties with Lipschitz
coefficients not depending on the exogenous process.
The aim of this paper is to fill an important gap for this problem by deriving ergodic properties
for more general non-linear structures and only using weak contraction conditions. We focus on an
important class of models called observation-driven. An observation driven-model (of order 1) is
a bivariate time-homogeneous Markov chain ((Yt, λt))t∈Z taking values in R
2 or possibly in more
general Cartesian products and where (λt)t∈Z is an unobserved latent process such that for a Borel
set A,
P (Yt ∈ A|λt) = p (A|λt) , λt = f (λt−1, Yt−1) ,
with p (·|·) a probability kernel and f a measurable function. This important class of models is
widely popular as it contains the well-known GARCH processes ([3], [21]), models for time series of
counts (see for instance [19], [29], [12], [17], [15], [8]) or models for categorical time series (see [16],
[18], [39]). Deriving conditions under which there exists a unique invariant probability measure for
such Markov chain models has then attracted a particular attention. An important difficulty arises
for such discrete-valued process (Yt)t∈Z because the latent process (λt)t∈Z, which is itself a Markov
chains with a non-discrete state space, does not satisfy the standard φ−irreducibility properties.
This leads various authors ([19], [29], [12], [15]) to develop new elegant methods to study these
models, in particular coupling techniques or perturbation methods than can be applied to count
autoregressions.
In this paper, we consider observation-driven models defined conditionally on a covariate process
X := (Xt)t∈Z. See Section 2 for a precise definition. In Econometrics, defining a dynamic conditional
on an external stochastic process refers to the notion of strict exogeneity and the process X is said
to be strictly exogenous; see [36] and [5] for a discussion about this notion. In probability, the
notion of Markov chain in random environments is more likely used. Unfortunately, the literature
of Markov chains in random environments is not relevant for solving our problem. The seminal
paper of [7] only discusses discrete state spaces. The case of continuous state spaces is considered
in [26] but the results are mainly appropriate for bounded state spaces and models that satisfy
Doeblin’s type condition, which is not adapted here. Unbounded state spaces are considered in [37]
using contraction methods but the contraction condition is uniform with respect to X, a condition
we want to relax. Moreover, we will also consider threshold models that are not fully contractive but
semi-contractive. By semi-contractive, we mean that the function f given above satisfies contraction
properties only with respect to its first argument. This situation was considered recently in [15]
and we will provide a non-trivial extension of their proof technique for studying observation-driven
models in random environments. Let us mention that our approach could also be used to study
higher-order observation-driven models (i.e. with several lag variables in the function f) but for
readability, we prefer to only focus on first-order models which are the mostly used in practice.
The paper is organized as follow. In Section 2, we give our main result. Its proof is provided in
Section 3. In particular, the main difficulty is to study the convergence of the so-called backward
iterations of the chain (λt)t∈Z conditional on X in Wasserstein metric. A discussion of the proof
strategy, which is based on coupling, is given at the beginning of the section. Finally, we provide
in Section 4 many examples of discrete and non-discrete observation-driven models satisfying our
assumptions.
2
2 General result
Let g, k, d be three positive integers and E,F,L be some Borel subsets of respectively Rg, Rk and
Rd. We denote by B(E), B(F ) and B(L) their corresponding Borel sigma-fields. We consider a
probability kernel p from (F,B(F )) to a (E,B(E)) as well as a stationary and ergodic stochastic
process X = (Xt)t∈Z taking values in L. Our aim is to construct a process ((Yt, λt))t∈Z taking
values in E × F and such that for A ∈ B (E) and t ∈ Z,
P (Yt ∈ A|X,Yt−1, λt, Yt−2, λt−1 . . .) = p(A|λt), λt = f (λt−1, Yt−1,Xt−1) , (1)
where f is a measurable mapping from F × E × L to F .
With such a formulation, the process (λt)t∈Z is, conditionally on X, a time-inhomogeneous
Markov chain. In particular, if h : F → R is a continuous and bounded function, we have
E [h (λt) |λt−1,X] =
∫
h (f(λt−1, y,Xt−1) p (dy|λt−1) .
We then introduce the random kernels PXt(ω) for ω ∈ Ω and t ∈ Z such that
PXt(ω)h(s) =
∫
h (f (s, y,Xt(ω))) p(dy|s).
Since our main goal is to study ergodic properties for the process (Yt)t∈Z, we will also consider the
transition kernel RXt , t ∈ Z, for the bivariate Markov chain in random environments (Yt, λt)t∈Z |X.
These kernels are defined by
RXt(ω)h(y, s) =
∫
h
(
y′, f (s, y,Xt(ω))
)
p
(
dy′|f (s, y,Xt(ω))
)
for any continuous and bounded function h : E × F → R.
We remind that for two probability measures µ and ν defined on the same measurable space
(G,G), their total variation distance is defined by
dTV (µ, ν) = sup
A∈G
|µ(A)− ν(A)| .
We remind that the total variation distance can also be expressed in term of coupling,
dTV (µ, ν) = inf P (X 6= Y ) ,
where the infimum is taken over all pairs of random variables (X,Y ) such that PX = µ and PY = ν.
We also remind that if P is a Markov kernel on G and ℓ : G → R+ is a measurable function, the
function Pℓ is defined by the equality Pℓ(z) =
∫
P (z, dz′)ℓ(z′), z ∈ G. Finally, for a nonnegative
real number u, we set log+(u) = log (u ∨ 1) where u ∨ 1 = max(u, 1). We will use the following
assumptions.
A1 There exists a norm | · | on F and a measurable function κ : L→ R+ such that E log+ κ(X0) <
∞, E log κ(X0) < 0 and that for all y ∈ E, s, s′ ∈ F , x ∈ L and t ∈ Z,∣∣f(s, y, x)− f(s′, y, x)∣∣ ≤ κ(x)|s − s′|.
3
A2 There exist three measurable functions γ, δ : L → R+, V : L → R+ and α ∈ (0, 1] such that
E log+ δ(X0) <∞, E log+ γ(X0) <∞, E log γ(X0) < 0, V (s) ≥ |s|α for s ∈ L and
PxV (s) ≤ γ(x)V (s) + δ(x) for (s, x) ∈ F × L.
A3 There exists a polynomial function φ, with positive coefficients, vanishing at 0 and such that
for every (s, s′) ∈ F 2,
dTV
(
p(·|s), p(·|s′)) ≤ 1− exp (−φ (|s− s′|)) .
We now present our main result.
Theorem 1. Suppose that Assumptions A1-A3 hold true. Then there exists a stationary and
ergodic process ((Yt, λt,Xt))t∈Z solution of (1) and the probability distribution of such a process is
unique.
Discussion of the assumptions
1. Assumption A1 requires a contraction property for the function f only with respect to its
first argument. In particular, the function f is not required to be continuous with respect to
its second argument. This semi-contractivity property will be particularly useful for defining
threshold models or for getting sharp result for autoregressive categorical time series. For
deterministic environments (i.e. without exogenous regressors), [15] recently used such a
condition. We provide here an analogue for random environments. Note that the condition
E log (κ(X0)) < 0 is quite weak and cannot be removed in general for studying stationarity
for such models. For instance, for the simple case f(s, y, x) = a(x)s+ b(x) where the X ′ts are
i.i.d., the condition E log (κ(X0)) = E log |a(X0)| < 0 is necessary for getting the existence of
a stationary solution (λt)t∈Z; see [2], Theorem 5.
2. Assumption A2 requires a drift condition for each Markov kernel PXt(ω). The drift parameters
can be random and are allowed to only have a logarithmic moment. Condition E log (γ(X0)) <
0 is necessary and sufficient to ensure that products of type
∏n
i=0 γ (Xt−i) vanish at infinity
a.s. The latter property is important to get a standard drift condition of the form
PXt−n(ω) · · ·PXt(ω)V ≤ η (Xt−n(ω), . . . ,Xt(ω))V + ζ (Xt−n(ω), . . . ,Xt(ω)) ,
with η (Xt−n(ω), . . . ,Xt(ω)) :=
∏n
i=0 γ (Xt−i(ω)) < 1 after iterating n = n(ω) successive
random Markov kernels. Such a condition will be also central in our proof.
3. Our proof of Theorem 1 is based on the maximal coupling. In particular, a crucial step in
our proof is to evaluate how close are two distributions p (·|s) and p (·|s′) in total variation.
Assumption A3 requires these two distributions to be non singular unless the distance |s− s′|
goes to infinity. For observation-driven models with deterministic environments, this kind of
assumption has already been used in [15], with a polynomial function φ of order one (i.e.
φ(h) = Kh, h ∈ R+) is used. However, for some of the examples considered in the present pa-
per, such as probit autoregressive processes or autoregressive processes with a Gaussian noise,
the two distributions have to be asymptotically singular at a faster rate than the exponential
rate. This explains the slightly more general assumption we use here.
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3 Proof of the main result
3.1 Maximal coupling and proof strategy
Our approach will consist in studying first the Markov chain in random environments associated to
the random Markov kernels PXt(ω), t ∈ Z. In the spirit of the approach already used by Kifer [26]
or Stenflo [37], our aim is to show that under Assumptions A1-A3, one can use a path-by-path
approach and show that for P−almost all ω ∈ Ω, there exists a limit for the backward iterations
δsPXt−n(ω) · · ·PXt−1(ω) when n → ∞. To this end, we will use a Wasserstein metric. This limit,
denoted by πt(ω), will be shown to be a probability distribution on (L,B(L)) not depending on
s ∈ L. Related to the dynamic (1), πt plays the role of the conditional distribution of λt given the
covariate process X. It satisfies the invariance equation πtPXt = PXt+1 a.s.
To get such a result, we will use the maximal coupling and work first in the forward sense. We
define two processes ((Yt, λt))t≥0 and ((Y
′
t , λ
′
t))t≥0 and a probability measure Pω such that λ0 = s,
λ′0 = s
′ and for t ≥ 0,
Pω
(
Yt 6= Y ′t |λt, λ′t
)
= dTV
[
p (·|λt) , p
(·|λ′t)] .
See for instance [11], Theorem 2.12, for a proof of the existence of such a coupling. We then define
λt+1 = f (λt, Yt−1,Xt−1(ω)) , λ′t+1 = f
(
λ′t, Y
′
t−1,Xt−1(ω)
)
.
We will also denote by Eω the mathematical expectation corresponding to Pω. Our first aim is to
show that the probability
Pω
(
Yn+i = Y
′
n+i; i ≥ 0 and
∞∑
i=1
∣∣λn+i − λ′n+i∣∣ ≤ cn(ω)
)
(2)
is close to 1 for a suitably chosen sequence cn(ω) decreasing to 0.
To this end, we will follow the approach used in Doukhan and Neumann [15] for deterministic
environments. The important difficulty will be to adapt this approach taking into account the
random parameters in Assumptions A1-A2. The rest of the section will be organized as follows.
1. In Section 2, we consider a subsampling of the bivariate time-inhomogeneous Markov chain
((λt, λ
′
t))t≥0. In particular we introduce a sequence of some random times (τi(ω))i≥1 only
depending on the random environment. Along this sequence, the drift parameters of this new
Markov chain remain under control, as they are deterministic. We then control the tail of
the distribution of some d−delayed return times ρω,j (with ρω,j+1 − ρω,j ≥ d = dn(ω)) of
the process Zω :=
((
λτi(ω), λ
′
τi(ω)
))
i≥0
near the origin (more precisely in a ball with a non
random radius). This will be obtained in Lemma 3.
2. When the process Zω is inside this ball at a given time ρω,j , we use Assumptions A1 and A3
to get a lower bound for the Pω-probability of the event Aj :=
{
Yt = Y
′
t : t ≥ τρω,j (ω)
}
. The
semi-contraction condition A1 will be here of major importance. Then the probability that
none of these events Aj occur before time n will be small when n→∞. Moreover if such an
event Aj occurs, the difference
∣∣∣λτρω,j (ω) − λτρω,j (ω)∣∣∣ will be quite small and this will help to
fix the delays dn(ω) and the rate cn(ω) to control (2). This will done in Section 3.3.
3. Finally, in Section 3.4, we use the lower bound obtained for the probability (2) to control the
convergence of the backward iterations of the chain and we prove Theorem 1.
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3.2 Subsampling of the chain
For simplicity, we write κt, γt, δt for respectively κ(Xt), γ(Xt), δ(Xt).
Lemma 1. Assume that Assumptions A1-A3 hold true. Set for a positive integer h and t ∈ Z,
W
(1)
t = δt−1 +
∞∑
i=1
γt−1 · · · γt−iδt−i−1,
W
(2)
t = sup
j≥h
γt−1 · · · γt−j ,
W
(3)
t = sup
j≥h
κt−1 · · · κt−j ,
W
(4)
t =
∞∑
s=0
φ (κt+s · · · κt) .
Then the process
((
W
(1)
t ,W
(2)
t ,W
(3)
t ,W
(4)
t
))
t∈Z
is stationary and ergodic. Moreover, if h is large
enough, there exists C > 1 such that
P
(
W
(1)
1 ≤ C,W (2)1 ≤ 1− 1/C,W (3)1 ≤ 1− 1/C,W (4)1 ≤ C
)
> 0.
Proof of Lemma 1 Note first that stationarity and ergodic properties for the random vectors
process follow from the representation
Gt :=
(
W
(1)
t ,W
(2)
t ,W
(3)
t ,W
(4)
t
)
= H
(
(Xt−j)j∈Z
)
,
for a suitable measurable function H : FZ → R4. Stationarity and ergodicity of the process (Gt)t∈Z
then follows from that of (Xt)t∈Z.
Next, from the log-moment assumptions given in A2-A3, the ergodic theorem ensures that
lim
h→∞
sup
j≥h
γt−1 · · · γt−j = 0 a.s.
A precise justification of this almost sure convergence can be found in [4], see the proof of Lemma
1.1. The same property holds true if we replace γ with κ. Hence for h sufficiently large, we
have P
(
W
(2)
1 < 1,W
(3)
1 < 1
)
> 0. Next, we show that W (1)t is finite a.s. Under the log-moments
assumptions given in A2 and the stationarity and ergodicity of the process ((γt, δt))t∈Z, it is widely
known that the stochastic recursions
Ut = γt−1Ut−1 + δt−1, t ∈ Z,
have a unique solution given by Ut = W
(1)
t and the latter series is almost surely convergent. See [4]
for a proof. As a consequence, for any t ∈ Z, W (1)t <∞ a.s.
Finally, let us show that W (4)t is finite a.s. Set
W
(4)
2,t :=
∞∑
s=1
κt+s−1 · · · κt−1 =
∞∑
s=1
exp
[
s∑
k=0
log κt+k−1
]
.
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From A2 and the ergodic theorem, lims→∞
∑s
k=0 log κt+k−1 = −∞ a.s. and then W (4)2,t is a.s. finite.
Since from A3, φ is a polynomial function such that φ(h) = O(h) in a neighborhood of h = 0, we
also deduce that W (4)t is finite a.s.
Now for C > 0, let pC := P
(
W
(1)
1 ≤ C,W (4)1 ≤ C,W (2)1 ≤ 1− 1/C,W (3)1 ≤ 1− 1/C
)
. Then,
lim
C→∞
pC = P
(
W
(1)
1 <∞,W (4)1 <∞,W (2)1 < 1,W (3)1 < 1
)
= P
(
W
(2)
1 < 1,W
(3)
1 < 1
)
> 0.
There then exists C > 1 s.t. pC > 0 which leads to the result.
We now consider the successive random times τ0 := 0 < τ1 < τ2 < · · · such that τi − τi−1 > h
a.s. and
W (1)τi ≤ C,W (2)τi ≤ 1− 1/C,W (3)τi ≤ 1− 1/C,W (4)τi ≤ C a.s.
From the ergodic properties stated in Lemma (1), the number of such random times is almost surely
infinite.
We set Zω,i = λτi(ω) and Z
′
ω,i = λ
′
τi(ω)
. We also set
Wω,i =
V (Zω,i) + V
(
Z ′ω,i
)
2
.
Lemma 2. Under the probability measure Pω, the three processes (Zω,i)i≥0,
(
Z ′ω,i
)
i≥0
((
Zω,i, Z
′
ω,i
))
i≥0
are time-inhomogeneous Markov chains. Moreover, for almost every ω and for i ≥ 2,
Eω [V (Zω,i) |Zω,i−1] ≤ (1− 1/C)V (Zω,i−1) + C,
Eω
[
V
(
Z ′ω,i
) |Z ′ω,i−1] ≤ (1− 1/C)V (Zω,i−1) + C
and
Eω [V (Zω,1)] ≤ (1− 1/C)V (s) + C, Eω
[
V
(
Z ′ω,1
)] ≤ (1− 1/C)V (s) + C.
Proof of Lemma 2 The three processes (Zω,i)i≥0,
(
Z ′ω,i
)
i≥0
and
(
Z ′ω,i
)
i≥0
are subsequences
of the Markov chains (λt)t≥0, (λ
′
t)t≥0 and respectively ((λt, λ
′
t))t∈Z, they then keep the Markov
property. For proving the second part of the lemma, we use Lemma 1 and the definition of the
random times τi, i ≥ 0. For i ≥ 2, we have from A2,
Eω [V (Zω,i) |Zω,i−1] ≤
τi(ω)−1∏
s=τi−1(ω)
γs(ω)V (Zω,i−1) +W
(1)
τi(ω)
≤ W (2)τi(ω)V (Zω,i−1) +W
(1)
τi(ω)
≤ (1− 1/C)V (Zω,i−1) + C.
The same bound holds true for the other quantities.
Next we set
ρω,1 = inf
{
i ≥ 0: V (Zω,i) + V
(
Z ′ω,i
) ≤ C1}
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and for j ≥ 2 and a positive integer d,
ρω,j = inf
{
i ≥ ρω,j−1 + d : V (Zω,i) + V
(
Z ′ω,i
) ≤ C1} .
Let Wω,i =
V (Zω,i)+V (Z′ω,i)
2 . We also have
Eω
[
Wω,i|Zω,i−1, Z ′ω,i−1
] ≤ κWω,i−1 + C.
Then,
Eω [Wω,i|Wω,i−1] ≤ κWω,i−1 +C.
We also set Ft = σ ((Yt, Y ′t ) : t ≥ 0) and Tω,j = τρω,j (ω) for j ≥ 1. Observe that Tω,j − 1 is a
(Ft)t≥0-stopping time. Moreover setting for i ≥ 1, Gωi = Fτi(ω)−1, the random variables ρω,j are
(Gωi )i≥1-stopping times. Note also that Gωρω,j = FTω,j−1.
In what follows, we set x = V (s)+V (s
′)
2 . In the following lemma, we obtain a control of some
exponential moments for the stopping times ρω,j, j ≥ 1.
Lemma 3. Let C1 = C(2C + 2), η =
2
2−1/C and C3 = 1 + C
2 + (C − 1)C1.
1. If x > C1, we have Eω [η
ρω,1 ] ≤ x.
2. For all i ≥ 1, Eω
[
ηρω,i+1−ρω,i |FTω,i−1
] ≤ C3ηd.
Proof of Lemma 3 From Lemma 2,
((
Zω,i, Z
′
ωi
))
i≥0 is a Markov chain satisfying drift conditions
with fixed parameters (i.e. not depending on the index i). Lemma 3 in [15] gives a similar control
of such exponential moments for time-homogeneous Markov chains. However, their proof only uses
the same kind of drift condition and it is also valid for time-inhomogeneous Markov chains, provided
that the drift condition does not depends on the time index. Since their arguments are exactly the
same, we omit the details.
3.3 Lower bound for the probability (2)
We set
Mn(ω) = sup {i ≥ 0: τi(ω) ≤ n}
From the ergodicity of the process (Ut)t∈Z defined by Ut =
(
W
(i)
t
)
1≤i≤4
, it is clear thatMn(ω)→∞.
If d = dn(ω)→∞ is a sequence such that dn(ω) = o (Mn(ω)), we introduce the stopping time
ρ(n)ω = inf
{
i ≥ 0:
∣∣∣λτi(ω) − λ′τi(ω)∣∣∣ ≤ C1/α1 (1− 1/C)dn} .
Our aim is to bound Pω
(
ρ
(n)
ω ≥Mn(ω)
)
.
Consider a sequence Nn(ω)→∞ and such that Nn(ω) = o (Mn(ω)). For simplicity of notations,
we simply note Mn(ω), dn(ω) and Nn(ω) by Mn, dn and Nn. We also note τρω,j+s(ω) by Tω,j,s. Note
that Tω,j,0 = Tω,j which has been previously defined. We have the bound
Pω
(
ρ(n)ω ≥Mn
)
≤ Pω (ρω,Nn+dn ≥Mn) + Pω
(
Ac1 ∩ · · · ∩AcNn
)
,
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where for 1 ≤ j ≤ Nn,
Aj =
{
Yt = Y
′
t : Tω,j ≤ t < Tω,j,dn
}
.
Indeed, on the event Aj ∩
{
ρ
(n)
ω ≥Mn, ρω,Nn+dn < Mn
}
, we have from A1 and the definition of the
random times τi,∣∣∣λTω,j,dn − λ′Tω,j,dn ∣∣∣ ≤ ∏
Tω,j≤t<Tω,j,dn
κt(ω)
∣∣∣λTω,j − λ′Tω,j ∣∣∣
≤ C1/α1
∏
1≤s≤dn
∏
Tω,j,s−1≤t<Tω,j,s
κt(ω)
≤ C1/α1
∏
1≤s≤dn
W
(3)
Tω,j,s
(ω)
≤ C1/α1 (1− 1/C)dn
and the intersection of Aj with the event
{
ρ
(n)
ω ≥Mn
}
is then empty. In the previous bounds, we
used the inequality ∣∣∣λTω,j − λ′Tω,j ∣∣∣ ≤ (V (λTω,j)+ V (λ′Tω,j))1/α ≤ C1/α1 .
Next, from A3, the function φ is non-decreasing and if C1 = max
(
1, C
1/α
1
)d(φ)
where d(φ) denotes
the degree of the polynomial function φ, we have the bound φ
(
C
1/α
1 h
)
≤ C1φ(h) for all h ≥ 0. We
then get from A3,
Pω
(
Aj |FTω,j−1
) ≥ Pω (YTω,j+s = Y ′Tω,j+s; s ≥ 0|FTω,j−1)
= lim
ℓ→∞
ℓ∏
s=0
Pω
(
YTω,j+s = Y
′
Tω,j+s|FTω,j−1, YTω,j+i = Y ′Tω,j+i; 0 ≤ i ≤ s− 1
)
≥ lim
ℓ→∞
ℓ∏
s=0
exp
(
−φ
(
s−1∏
i=0
κTω,j+i(ω)
∣∣∣λTω,j − λ′Tω,j ∣∣∣
))
≥ exp
(
−φ
(
C
1/α
1
)
− C1W (4)Tω,j(ω)
)
≥ exp
(
−φ
(
C
1/α
1
)
− C1C
)
:= C2.
We deduce the bound
Pω
(
Ac1 ∩ · · · ∩AcNn
) ≤ (1− C2)Nn .
Using Lemma 3, we also get
Pω (ρω,Nn+dn ≥Mn) ≤ η−MnEω
[
ηρω,1+
∑Nn+dn
i=2 (ρω,i−ρω,i−1)
]
≤ η−MnEω [ηρω,1 ]CNn+dn−13 ηdn(dn+Nn−1).
Note that
Eω [η
ρω,1 ] ≤ 1 + Eω [ηρω,11x>C1 ] ≤ 1 + x.
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We then obtain the following bound.
Pω
(
ρ(n)ω ≥Mn
)
≤ (1− C2)Nn + (1 + x)Cdn+Nn−13 ηdn(Nn+dn−1)−Mn . (3)
Next, writting φ(h) =
∑d(φ)
j=1 φjh
j , we set C4 = C1φ(1)+CC1. Setting S
(n)
ω = τρ(n)ω
(ω), on the event{
ρ
(n)
ω < Mn
}
=
{
S
(n)
ω < τMn(ω)(ω)
}
, we have
Pω
(
Y
S
(n)
ω +i
= Y ′
S
(n)
ω +i
; i ≥ 0|F
S
(n)
ω
)
=
∞∏
i=0
Pω
(
Y
S
(n)
ω +i
= Y ′
S
(n)
ω +i
|F
S
(n)
ω −1, YS(n)ω +j = Y
′
S
(n)
ω +j
; 0 ≤ j ≤ i− 1
)
≥
∞∏
i=0
exp
(
−φ
(
κ
S
(n)
ω +i−1(ω) · · · κS(n)ω (ω)
∣∣∣λ
S
(n)
ω
− λ′
S
(n)
ω
∣∣∣))
≥ exp
(
−φ
(
C
1/α
1 (1− 1/C)dn
)
− C1(1− 1/C)dnW (4)
S
(n)
ω
)
≥ exp
(
−C4(1− 1/C)dn
)
.
Moreover, using the inequality h ≤ φ−11 φ(h), we have on the event
{
Y
S
(n)
ω +i
= Y ′
S
(n)
ω +i
; i ≥ 0
}
,
∞∑
i=1
∣∣∣λ
S
(n)
ω +i
− λ′
S
(n)
ω +i
∣∣∣ ≤ ∞∑
i=1
i−1∏
ℓ=0
κ
S
(n)
ω +ℓ
(ω)
∣∣∣λ
S
(n)
ω
− λ′
S
(n)
ω
∣∣∣
≤ C1/α1 φ−11 (1− 1/C)dnW (4)S(n)ω
≤ CC1/α1 φ−11 (1− 1/C)dn .
We then deduce the following result.
Proposition 1. There exist C˜ > 0 and ρ˜ ∈ (0, 1), only depending on C,C1, φ and α such that
Pω
(
Yn+i = Y
′
n+i; i ≥ 0 and
∞∑
i=1
∣∣λn+i − λ′n+i∣∣ ≤ C˜ρ˜√Mn(ω)
)
≥ 1− C˜(1 + x)ρ˜
√
Mn(ω).
Proof of Proposition 1 We choose dn = [
√
Mn(ω)/2] and Nn = [
√
Mn(ω)/2] where [x] denotes
is the integer part of a real number x. There exist C˜ > 0 and ρ˜ ∈ (0, 1) large enough for getting
the bounds CC1/α1 φ
−1
1 (1− 1/C)dn ≤ C˜ρ˜
√
Mn(ω) and
exp
(
−C4(1− 1/C)dn
)
·
(
1− (1− C2)Nn − (1 + x)Cdn+Nn−13 ηdn(Nn+dn−1)−Mn(ω)
)
≥ 1−C˜(1+x)ρ˜
√
Mn(ω).
Setting
An =
{
Yn+i = Y
′
n+i; i ≥ 0 and
∞∑
i=1
∣∣λn+i − λ′n+i∣∣ ≤ CC1/α1 φ−11 (1− 1/C)dn
}
,
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Bn =
{
Y
S
(n)
ω +i
= Y ′
S
(n)
ω +i
; i ≥ 0 and
∞∑
i=1
∣∣∣λ
S
(n)
ω +i
− λ′
S
(n)
ω +i
∣∣∣ ≤ CC1/α1 φ−11 (1− 1/C)dn
}
,
we have, using our previous computations, (3) and the definition of C˜ and ρ˜,
Pω(An) = Pω
(
An ∩
{
S(n)ω < τMn(ω)(ω)
})
≥ Pω
(
Bn ∩
{
S(n)ω < τMn(ω)(ω)
})
≥ Eω
[
Pω
(
Bn|FS(n)ω −1
)
1{
S
(n)
ω <τMn(ω)(ω)
}
]
≥ exp
(
−C4(1− 1/C)dn
)
Pω
(
S(n)ω < τMn(ω)(ω)
)
≥ 1− C˜(1 + x)ρ˜
√
Mn(ω).
This leads to the proposed lower bound.
3.4 Convergence of the backward iterations and proof of Theorem 1
Next, we consider on F the metric ∆(s, s′) = |s− s′| ∧ 1 and the corresponding Wasserstein metric
of order 1,
W1 (µ, ν) = inf
{∫
∆(s, s′)γ(ds, ds′)
}
,
where the infimum is on the set of probability measures γ on F × F possessing marginals µ and
ν. In what follows, we denote by δs the Dirac mass at point s ∈ F . We also remind that if µ
is a probability measure on F and P is a Markov kernel on F , the probability µP is defined by
µP (A) =
∫
µ(ds)P (s,A) for any A ∈ B(F ).
Proposition 2. There exist C > 0 and ρ ∈ (0, 1), only depending on C,C1, φ such that
W1
(
δsPX0(ω) · · ·PXn−1(ω), δs′PX0(ω) · · ·PXn−1(ω)
) ≤ C (1 + V (s) + V (s′)|) ρ√Mn(ω).
Proof of Proposition 2 We use Proposition 1. Since
∆(s, s′) ≤ C˜ρ˜
√
Mn(ω) + 1{|s−s′|>C˜ρ˜√Mn(ω)},
we have
W1
(
δsPX0(ω) · · ·PXn−1(ω), δs′PX0(ω) · · ·PXn−1(ω)
) ≤ Eω [∆ (λn, λ′n)]
≤ C˜ρ˜
√
Mn(ω) + Pω
(∣∣λn − λ′n∣∣ > C˜ρ˜√Mn(ω))
≤ C˜ρ˜
√
Mn(ω) + C˜(1 + x)ρ˜
√
Mn(ω).
We then get the result by setting ρ = ρ˜ and C = 2C˜.
Proposition 3. Let Assumptions A1-A3 hold true. There then exists a unique process (πt)t∈Z of
identically distributed random probability measures on F such that and such that πtPXt = πt+1 a.s.
Moreover, almost surely, for any s ∈ F ,
lim
n→∞W1
(
δsPXt−n · · ·PXt−1 , πt
)
= 0.
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Proof of Proposition 3 For simplicity, we now work on the canonical space Ω = LZ and we
assume that Xt(ω) = ωt. We will simply denote PXt(ω) by P
ωt . We are going to show that there
exists a random probability measure µω such that for any s ∈ F ,
lim
n→∞W1 (δsP
ω−n · · ·Pω−1 , µω) = 0 a.s..
First, it is easily seen from Proposition 2 that for s, s′ ∈ F ,
W1 (δsPω−n · · ·Pω−1 , δs′Pω−n · · ·Pω−1) ≤ C
(
1 + V (s) + V (s′)|) ρ√Mn(θ−nω), (4)
where θ : LZ → LZ is the shift operator defined by θω = (ωt+1)t∈Z. We set Ut =
(
W
(i)
t
)
1≤i≤4
and C = [0, C] × [0, 1 − 1/C]2 × [0, C] where all the quantities are defined in Lemma 1. Set also
Ln(ω) = Mn (θ
−nω) and . Note that τi (θ−nω)−n are precisely the successive time points t between
−n and 0, distant at least of h units of times and such that Ut(ω) ∈ C. Then, from the ergodicity
of the process (Ut)t∈Z, limn→∞Ln(ω) = limn→∞Mn(ω) = ∞. Note that from (4), if the random
probability measure µω exists, it cannot depend on s. Let tn(ω) := τ1 (θ−nω)− n be now the first
time point t ≥ −n such that Ut(ω) ∈ C. Now for m ≥ n, and s1, s2 ∈ F ,
W1 (δs1Pω−m · · ·Pω−1 , δs2Pω−n · · ·Pω−1)
≤
∫ ∫
δs1P
ω−m · · ·Pωtn(ω)−1(ds3)δs2Pω−n · · ·Pωtn(ω)−1(ds4)W1 (δs3Pωtn(ω) · · ·Pω−1 , δs4Pωtn(ω) · · ·Pω−1)
≤
∫ ∫
δs1P
ω−m · · ·Pωtn(ω)(ds3)δs2Pω−n · · ·Pωtn(ω)(ds4)C (1 + V (s3) + V (s4)) ρ
√
Ln(ω)−1.
In the last bound, we used (4) and the inequality L−tn(ω)(ω) = Ln(ω)− 1. Note the from the drift
condition A2 and the definition of tn(ω), we have
δs1P
ω−m · · ·Pωtn(ω)V ≤ (1− 1/C)V (s1)|+ C ≤ V (s1) + C.
We then obtain
W1 (δs1Pω−m · · ·Pω−1 , δs2Pω−n · · ·Pω−1) ≤ C (1 + 2C + V (s1) + V (s2)) ρ
√
Ln(ω)−1.
Setting s1 = s2 = s, one can see that the sequence
(
µωn,s
)
n≥1 defined by µ
ω
n,s = δsP
ω−n · · ·Pω−1 is a
Cauchy sequence in the complete space of probability measures endowed with the metric W1. We
can then define a limit µω = limn→∞ δsPω−n · · ·Pω−1 . As previously mentioned, this probability
measure does not depend on s. We then set πt(ω) = µθ
tω. Clearly, the sequence (πt)t∈Z is a
stationary sequence of random probability measures. It is only necessary to check the equality
µθ
tωPωt = µθ
t+1ω for t = 0. To this end, let g : F → R be a bounded and Lipschitz function. Then
g is also a Lipschitz function from (L, d) to R. Moreover, Pω1g is also a Lipschitz function from
(L, d) to R. Indeed, it is a bounded function and from A2-A3, we have∣∣Pω1g(s)− Pω1g(s′)∣∣ ≤ L(g)κ|s − s′|+ ‖g‖∞dTV (p(·|s), p(·|s′))
≤ (L(g)κ+K‖g‖∞) |s− s′|,
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where L(g) denotes the Lipschitz constant of g and ‖g‖∞ = sups∈F |g(s)|. Since convergence in
Wasserstein metric W1 entails convergence of the integrals of Lipschitz functions, we get
µωPω0g = lim
n→∞ δzP
ω−n · · ·Pω−1(Pω0g) = lim
n→∞ δzP
ω−n · · ·Pω0g = µθωg a.s.
We then deduce the equality µωPω0 = µθω.
Next, we show uniqueness. Let (πt)t∈Z be another process of identically distributed random
variables and such that πtPXt = πt+1. We have π0 = π−nPX−n · · ·PX−1 a.s. and for a given s ∈ F ,
E|π0g − δzPX−n · · ·PX−1g| ≤ E
∫
s′
π−n(ds′)|δs′PX−n · · ·PX−1g − δsPX−n · · ·PX−1g|
≤ 2Eπ0({|s′| > M})
+ L(g)E sup
|s′|≤M
W1
(
δs′PX−n · · ·PX−1 − δsPX−n · · ·PX−1
)
.
The first term of this last bound can be made arbitrarily small when M is large, using Lebesgue’s
Theorem. Moreover, for a fixed positive M , the second term goes to 0 as n goes to infinity, using
(4) and Lebesgue’s theorem. Since, δsPX−n · · ·PX−1g → π0g, we deduce that π0g = π0g a.s. and
since g is an arbitrary Lipschitz function, π0 = π0 a.s.
3.5 Proof of Theorem 1
If Rω0 = RX0(ω) be the Markov kernel defined just after (1). As explained, conditional on X, any
solution (Yt, λt) of (1) is a time-inhomogeneous Markov chain with transition kernels (Rωt). It is
easily seen that if (νt)t∈Z is a sequence of identically distributed random measures on E × F and
such that νt(ω)Rωt = νt+1(ω) a.s. then
νt(ω)(dy, ds) = p(dy|s)µθtω(ds) a.s. (5)
Indeed, if for B ∈ B(F ), ν(2)t (ω)(B) = νt(ω) (E ×B) (the second marginal of νt(ω)), the invariance
relation leads to
νt(ω)(dy
′, ds′) = p(dy′|s′)ν(2)t (ds′), ν(2)t (ω)Pωt(ds′) = ν(2)t+1(ω)(ds′).
From, the uniqueness property in Proposition 3, we get (5). In what follows, set νω = ν0(ω). Let
us now prove Theorem 1. For the existence part, we consider the finite-dimensional distributions
ζωu,t(dyu, dsu , · · · , dyt, dst) = νθ
uω (dyu, dsu)
t−1∏
i=u
Rωi ((yi, si), (dyi+1, dsi+1)) ,
for u ≤ t in Z. Using Kolmogorov’s extension theorem, there exists a unique probability measure
ζω on (E × F )Z compatible with such a family. On Ω˜ = (E × F )Z × Ω, the probability measure
dQ ((y, s), ω) = dζω ((y, s)) dP(ω) is solution of (1), in the sense that if Yt((y, s), ω) = yt and
λt ((y, s), ω) = st, we have
Q (Yt ∈ A|X,Yt−1, λt, Yt−2, λt−1 . . .) = p(A|λt), λt = f (λt−1, Yt−1,Xt−1) .
Stationarity of such a solution results from the equalities
ζθ
nω
u,t = ζ
ω
u+n,t+n,
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for u ≤ t in Z and n ∈ N. Let us now show uniqueness. If ((Yt, λt,Xt))t∈Z is a stochastic process
satisfying (1), we will have almost surely,
P (Yt ∈ A,λt ∈ B|X) = νθtω(A×B), (A,B) ∈ B(E)×B(F ).
Indeed, the (conditional) marginal distribution is a random probability measure νt such that
νt(ω)R
θtω = νt+1(ω) for almost every ω. Hence we have νt(ω) = νt(ω) for almost every ω. The
probability distribution of
(
(Yt, λt)t∈Z , (Xt)t∈Z
)
then coincides with Q.
We know prove ergodicity of the unique stationary solution. The uniqueness property derived
previously can be used for proving ergodicity. We consider a Markov kernel Q on (E × F ) × Ω
defined by
Q
(
(z, ω), (dz′, dω′)
)
= Rω(z, dz′)δθω(dω′).
Note that the measure γ((dy, ds), dω) = p(dy|s)µω(ds)P(dω) is invariant forQ. A Markov chain with
transition Q is usually referred as a skew-product Markov chain. See [26] or [30]. Moreover, we are
going to show that γ is the unique Q−invariant probability measure for which the second marginal,
denoted by γ2, is absolutely continuous with respect to P, the distribution of the environment. From
the Radon-Nikodym theorem, there exists a measurable function f : Ω → R+ such that dγ2(ω) =
f(ω)dP(ω). For such a measure γ, we use a measure disintegration γ(dz, dω) = γc(ω, dz)f(ω)P(dω)
where γc is a probability kernel from Ω to E × F . See for instance [24] for a proof of existence for
such probability kernel. Necessarily, we get from the invariance equation, for P−almost ω,∫
γc(ω, dz)R
ω(z, dz′) = γc
(
θω, dz′
)
and f(θω) = f(ω).
Ergodicity of P entails that f = 1 P−a.s. Moreover γc
(
θt, ·) has a distribution not depending on t
and then coincides P−a.s. with νt, using a uniqueness property proved just before. Suppose now
that γ is not ergodic. There then exists a measurable set A such that Q((z, ω), A) = 1 for γ−almost
(z, ω) ∈ A and γ(A) ∈ (0, 1). From the invariance of γ, we also have Q((z, ω), Ac) = 1 for γ−almost
(z, ω) ∈ Ac. The measure γA(B) = γ(A ∩ B)/γ(A) is then another probability measure invariant
for Q and such that its second marginal is absolutely continuous w.r.t. P. This contradicts the
uniqueness property. Hence γ is ergodic. Since γ is the probability distribution of (Y0, λ0, (Xt)t∈Z),
we easily deduce the ergodicity of the process ((Yt, λt,Xt))t∈Z.
4 Examples
We now give many time series models satisfying Assumptions A1-A3. First we give a simple
sufficient condition for checking the drift condition A2. For simplicity, we say that a function
κ : L→ R is in Mlog if it is measurable and if E log+ (|κ(X0)|) <∞. In what follows, i ∈ {0, 1}.
A2(i) There exist functions κ, κ˜, δ˜ : F → R+ in Mlog such that E log κ(X0) < 0 and for (s, y, x) ∈
F ×E × L,
|f(s, y, x)| ≤ κ(x)|s|+ κ˜(x)|y|i + δ˜(x).
The proof of the next result is straightforward.
Proposition 4. Suppose that for some i ∈ {1, 2}, Assumption A2(i) holds true and there exists
D > 0 such that for any s ∈ F , ∫ |y|ip(dy|s) ≤ |s| + D. Condition A2 is then satisfied with
V (s) = 1 + |s|.
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We also provide a general result for checking A1-A2 when the latent process (λt)t∈Z satisfies a
threshold dynamic.
Proposition 5. Suppose that the assumptions of Proposition 4 hold true and assume that E ⊂ R.
Assume furthermore that there exists functions κj , κ˜j , γj ∈ Mlog and some intervals I(x), x ∈ I, of
the real line such that
f(s, y, x) =
{
κ1(x)s+ κ˜1(x)y
i + γ1(x), if y ∈ I(x)
κ2(x)s+ κ˜2(x)y
i + γ2(x), if y /∈ I(x)
1. If E log (κ(X0) + κ˜(X0)) < 0 with κ(x) = max {|κ1(x)|, |κ2(x)|} and κ˜(x) = max {|κ˜1(x)|, |κ˜2(x)|},
conditions A1-A2 are fulfilled with V (s) = 1 + |s|.
2. If for every x ∈ L, I(x) is a bounded interval, the same conclusions hold true as soon as
E log (κ(X0)) < 0 and E log (|κ2(X0)|+ |κ˜2(X0)|) < 0.
Notes
1. When κj and κ˜j are deterministic for j = 1, 2, we simply have to assume the condition
max{|κ1|, |κ2|}+max {|κ˜1|, |κ˜2|} < 1
for the first point of Proposition 5 while for the second point, we only need the conditions
|κ1| < 1, |κ2|+ |κ˜2| < 1.
2. Our framework allows random coefficients that depend on the exogenous covariates. Note that
this point is important if we want to take in account of some interactions between lag values
of the response and the covariates. For instance, κ˜j(x)yi = κ˜jxyi for deterministic coefficients
κ˜j , j = 1, 2.
3. Note that from Jensen’inequality, any condition of type E log (κ(X0)) < 0 is satisfied as soon
as Eκ(X0) < 1.
For the various examples given in the rest of this section, A3 will be the main assumption to
check. Assumptions A1-A2 can be checked using Proposition 4 or Proposition 5 for instance.
4.1 Categorical time series
We first consider binary processes with E = {0, 1} and F = R. For a cdf F on R, we set p(1|s) =
1− p(0|s) = F (s) and assume that
P (Yt ∈ A|X,Yt−1, λt, Yt−2, λt−1 . . .) = F (λt) , λt = f (λt−1, Yt−1,Xt−1) .
Here, we will enlighten that the semi-contractivity assumption A1 is sufficient to also get the drift
condition A2. We state our result for the two main cases considered in the literature, when F is the
standard Gaussian c.d.f. (probit autoregressive model) or F (s) = exp(s)1+exp(s) (logistic autoregressive
model).
Proposition 6. Suppose that Assumption A1 holds true and that there exists s0 ∈ F such that
x 7→ f(s0, y, x) is in Mlog for y = 0, 1. Then the conclusions of Theorem 1 are valid for the probit
or the logistic autoregressive model.
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Note. Binary and categorical time series of this type have been introduced in the applied econo-
metrics literature. See for instance [25], [32] or [33]. In [39], conditions ensuring existence of a
stationary and ergodic solution when covariates are included in such dynamics are given. However,
at least for the probit/logistic model and the multinomial autoregressions discussed below, we ob-
tain here sharper results. Indeed, [39] used uniform Lipschitz type properties with respect to the
covariate process X. As a consequence, it is not possible to consider the simple model
λt = κλt−1 + κ˜Xt−1Yt−1 + γ,
when the process X is unbounded. In contrast, this case is covered by our result and the conditions
|κ| < 1 and E log+ |X0| < ∞ are sufficient for ensuring existence and uniqueness of a stationary
solution.
Proof of Proposition 6 We first check A2 for V (s) = 1 + |s|. This is automatic using A1 and
the additional assumption since
|f(s, y, x)| ≤ max
y∈{0,1}
|f(s0, y, x)| + κ(x)|s − s0| ≤ κ(x)|s| + max
y∈{0,1}
|f(s0, y, x)|+ κ(x)|s0|,
where κ is defined in A1. We next discuss A3.
1. For the probit model, we have F (λ) = Φ(λ) =
∫ λ
−∞
1√
2π
e−u
2/2 du. We have that
dTV (p(· | λ), p(· | λ′)) = 1
2
{|(1− Φ(λ))− (1− Φ(λ′))| + |Φ(λ)− Φ(λ′)|}
= |Φ(λ)− Φ(λ′)|.
In this case, we have for any x ∈ R and h ≥ 0, |Φ(x+ h)− Φ(x)| ≤ 2Φ(h/2) − 1 = 1− 2(1−
Φ(h/2)). Around h = 0, we have 2(1−Φ(h/2)) ≥ exp(−d1h), provided that d1 > 1/
√
2π. Fix
such d1 and suppose that such the latter inequality is valid for 0 ≤ h ≤ ǫ = ǫ(d1). Next using
an integration by parts, we have for h ≥ 2,
2 (1− Φ(h/2)) ≥ 2 exp(−h
2/8)√
2πh
.
If d2 > 1/8 is fixed, one can choose M > ǫ such that for h ≥M ,
2 (1− Φ(h/2)) ≥ exp(−d2h2).
For ǫ ≤ h ≤M , we have for a sufficiently large real number d3,
2 (1− Φ(h/2)) ≥ 2 (1−Φ(M/2)) ≥ exp(−d3ǫ2) ≥ exp(−d3h2).
Setting d = max(d1, d2, d3), one can choose φ(h) = d(h+ h2).
2. For the logistic model, we have F (λ) = exp(λ)/ (1 + exp(λ)). In this case, one can use
φ(s) = |s| in A3. A proof will be given below directly for the multinomial case.
Now we extend our results to categorical time series. Set E = {0, 1, . . . , N − 1} and F = RN−1.
For i = 1, . . . , N − 1, we set p(i|s) = exp(si)S(s) with S(s) = 1 +
∑N−1
j=1 exp(sj). Then p(0|s) = S(s)−1.
The corresponding model, called multinomial autoregressive model, is introduced for instance in
[32].
Proposition 7. Suppose that Assumption A1 holds true and there exists s0 ∈ F such that x 7→
f(s0, y, x) is in Mlog for any y ∈ E. Then the conclusions of Theorem 1 are valid for multinomial
autoregressive model.
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Proof of Proposition 7 Checking A2 is exactly as in the proof of Proposition 6. We then check
A3. Observe that
dTV
(
p(·|s), p(·|s′)) = 1
2
N−1∑
i=0
∣∣p(i|s)− p(i|s′)∣∣ .
w.l.o.g. we assume that S(s) ≥ S(s′) and we set
I+ =
{
1 ≤ i ≤ N − 1 : p(i|s) > p(i|s′)}
and I− = {1, . . . , N − 1} \ I+. We have
dTV
(
p(·|s), p(·|s′)) = 1
2
∑
i∈I+
[
p(i|s)− p(i|s′)]+ 1
2
∑
i∈I−
[
p(i|s′)− p(i|s)]
+ S(s′)−1 − S(s)−1
=
∑
i∈I+
[
p(i|s)− p(i|s′)]
=
∑
i∈I+
p(i|s)
[
1− S(s)
S(s′)
es
′
i−si
]
≤
∑
i∈I+
p(i|s)
[
1− es′i−si
]
≤ max
i∈I+
[
1− es′i−si
]
.
When s 6= s′, I+ is not empty and if i ∈ I+, then esi−s′i > S(s)S(s′) ≥ 1 and then si > s′i. We conclude
that
max
i∈I+
[
1− es′i−si
]
≤ 1− e−‖s−s′‖∞ .
This proves A3 with φ(h) = h and the infinite norm on L (and then any norm on L by equivalence).
4.2 Count time series
We first consider the Poisson conditional distribution, p(·|s) = Pois(s). Here we set E = N and
F = R+. We then have
P (Yt ∈ A|X,Yt−1, λt, Yt−2, λt−1 . . .) = Pois (λt) , λt = f (λt−1, Yt−1,Xt−1) .
Note that here,
∫
yp(dy|s) = s and one can check the assumptions of Proposition 4 or Proposition
5 with V (s) = 1 + s.
Proposition 8. Suppose that Assumptions A1 and A2(1) hold true. Then the conclusions of
Theorem 1 are valid.
Note. When, the function f is linear, i.e. f(s, y, x) = κ(x)s + κ˜(x)y + γ(x), with nonnegative
functions κ, κ˜, γ, we get an extension of the classical INGARCH model considered in [19] by allowing
exogenous covariates in the dynamic. But using Proposition 5, one can also deal with Poisson
threshold autoregressive processes. This kind of model has been considered without exogenous
covariate for instance in [12] or [42]. In this case, our assumptions are similar for getting existence
of an ergodic solution. We then also get a non-trivial extension by allowing exogenous covariates in
the random intensity λt of this model.
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Proof of Proposition 8 From Proposition 4, Assumption A2 is satisfied. We only need to check
A3. For s < s′ and independent U ∼ Pois(s), V ∼ Pois(s′ − s), we have that U + V ∼ Pois(s′).
Therefore,
dTV (p(·|s), p(·|s′)) ≤ P (V 6= 0)
= 1 − e−|s−s′|.
Hence A3 is satisfied with φ(h) = h.
Next, we study another count autoregressive model which is quite popular because it replaces
the Poisson distribution by a distribution that takes into account the over-dispersion of count data.
This model, called negative binomial, is studied for instance in [8]. We remind that the negative
binomial distribution NB(r, q) with parameter r ∈ N∗ and q ∈ (0, 1) can be defined as a mixture
of Poisson distribution, for instance it equals the probability distribution of the random variable
N ε
r
s where ε follows a gamma distribution with parameters (r, 1) and is independent from a Poisson
process N with intensity 1 and s = qr1−q , which equals to the mean of this distribution. Here for a
given positive integer r, we assume that
p (·|s) = NB
(
r,
s
s+ r
)
.
Proposition 9. Let Assumptions A1-A2(1) hold true. Then the conclusions of Theorem 1 are
valid for the negative binomial autoregressive model.
Proof of Proposition 9 Since
∫
yp(dy|s) = s, Proposition 4 ensures the validity of A2. We then
check A3. Denoting by fε the probability density of ε, we have
dTV
(
NB(r, q), NB(r, q′)
) ≤ P(N ε
r
s 6= N ε
r
s′
)
= 1− P
(
N ε
r
|s−s′| = 0
)
= 1−
∫
exp
(
−u
r
|s− s′|
)
fε(u)du
= 1−
(
1
1 + 1r |s − s′|
)r
≤ 1− exp (−|s− s′|) ,
using the expression of the Laplace transform of the gamma distribution. We then get A3 with
φ(h) = h and the proof of the proposition is then complete.
4.3 GARCH type processes
GARCH processes are defined by the recursions
Yt = εtσt, λt := σ
2
t = f
(
σ2t−1, Yt−1Xt−1
)
,
where (εt)t∈Z a sequence of i.i.d. random variables such that E (ε0) = 0, E
(
ε20
)
= 1 and the
sequences (εt)t∈Z and (Xt)t∈Z are independent.
Proposition 10. Suppose that Assumptions A1-A2(2) hold true with f lower bounded by a positive
constant c−. Assume furthermore that the noise ε0 has a probability density fε non-decreasing on
(−∞, 0] and non-increasing on [0,∞). Then the conclusions of Theorem 1 hold true.
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Notes
1. The main restriction with our approach is the additional constraint on the variation of the den-
sity fε. Without this restriction, we did not find an argument for checking A3. This condition
on the density, which is probably not optimal, is not so restrictive. One can always consider
standard symmetric densities such as that of Gaussian, Laplace or Student distributions. But
non-symmetric densities are also possible.
2. Despite our restriction on the noise density, our approach can be used to define models with a
complex structure for the conditional variance σ2t , in particular threshold models. There exist
several versions of ARCH or GARCH threshold models in the literature. See for instance [22],
[6] or [34] for ARCH versions and [43] for a GARCH version. Our version allows exogenous
covariates and the threshold is not necessarily 0 as in [43]. Moreover, it is not difficult to
generalize Proposition 5 to allow multiple threshold, in the spirit of [22] for the ARCH. In this
case, our result is also interesting even without exogenous covariates.
Proof of Proposition 10 From Proposition 4, Assumption A2 holds true. It is only necessary
to check A3. Here F = [c−,∞) and we have p(dy|s) = 1√sfε (y/
√
s) dy. Since fε is non-decreasing
on (−∞, 0) and non-increasing on (0,∞), we have for c2− ≤ s′ ≤ s and w =
√
s, w′ =
√
s′,
1
2
∫ ∣∣∣∣ 1wfε ( uw)− 1w′ fε ( uw′)
∣∣∣∣ du = 1− ∫ (1xfε ( uw)
)
∧
(
1
w′
fε
( u
w′
))
du
≤ 1− 1
w
∫
fε
( u
w
)
∧ fε
( u
w′
)
du
= 1− 1
w
∫
fε
( u
w′
)
du
= 1− w
′
w
≤ 1− exp
(
−w − w
′
c−
)
≤ 1− exp
(
−s− s
′
2c
3/2
−
)
.
This completes the proof.
4.4 Conditionally homoscedastic autoregressive processes
Finally we consider the transition kernel
p (dy|s) = fε(y − s)dy,
where fε denotes the probability density of a random variable ε0. This case covers the model
Yt = λt + εt, λt = f (λt−1, Yt−1,Xt−1) (6)
when the two processes (Xt)t∈Z and (εt)t∈Z are independent and (εt)t∈Z is a sequence of i.i.d.
random variables with probability density fε. Note that when f(s, y, x) = g(y, x), we obtain an
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autoregressive model that includes for instance the well-known threshold autoregressive model, see
for instance [38] and [40], with lag 1 but with exogenous covariates. When f(s, y, x) = a(x)s +
g(y, x) − a(x)y, we obtain
Yt = g (Yt−1,Xt−1) + εt − a (Xt−1) εt−1,
which includes ARMA(1,1) models with varying-coefficients.
Proposition 11. Suppose that Assumptions A1-A2(1) hold true, E|ε0| < ∞, the density fε is
symmetric around 0, continuous at point 0, non-increasing on (0,∞) and non-decreasing on (−∞, 0]
and such that for some h1, C,C
′ > 0 and a positive integer C ′′ > 2 such that
f(y) ≥ C exp
(
−C ′yC′′
)
, y ≥ h1 > 0.
Then the conclusions of Theorem 1 are valid.
Proof of Proposition 11 Using Proposition 4, one can check A2. To check Assumption A3, we
use the equalities
dTV
(
p(·|s), p(·|s′)) = 1− ∫ fε(y − s) ∧ fε(y − s′)dy = 1− ∫ fε(y) ∧ fε(y − (s′ − s))dy.
We then need to derive a lower bound for
I(h) =
∫
fε(y) ∧ fε(y − h)dy, h ≥ 0.
Using the symmetry of the density, it is easily seen that
I(h) =
∫ ∞
h/2
fε(y)dy +
∫ h/2
−∞
fε(y − h)dy = 2− 2F (h/2),
where F (h) =
∫ h
−∞ fε(y)dy. Note next that for h ≥ h1, we have
1− F (h) ≥ J(h) =
∫ ∞
h
C exp
(
−C ′yC′′
)
dy =
∫ ∞
h
CyC
′′−1 exp
(
−C ′yC′′
)
y1−C
′′
dy
and using an integration by part, we have
J(h) ≥
C exp
(
−C ′hC′′
)
C ′C ′′hC′′−1
− J(h)
C ′C ′′ (C ′′ − 2) hC′′−21
.
Then there exists a positive constant D′ > 0 large enough such that
J(h) ≥ 1
2
exp
(
−C ′hD′
)
.
Moreover, at point 0, we have 1 − F (h) = 1/2 − fε(0)h + o(h). If C2 > 2fε(0), there then exists
h0 ∈ (0, h1)
1− F (h) ≥ 1
2
exp (−C2h) , 0 ≤ h ≤ h0.
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Finally, if h0 ≤ h ≤ h1, we have
1− F (h) ≥ 1− F (h1) ≥ 1
2
exp
(
−C ′hD′1
)
≥ 1
2
exp
(
−C ′h
D′
1
hD
′
0
hD
′
)
.
Setting D = max
(
C2/2, C
′hD
′
1 /(2h0)
D′
)
, we get
I(h) ≥ exp
(
−D
(
h+ hD
′
))
, h ≥ 0,
which gives A3 with φ(h) = D
(
h+ hD
′
)
. 
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