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Let G be a self-complementary graph of order p > 8. It is shown that for 
every integer 1, 3 < E < p - 2, G has an I-cycle. Further, if G is hamiltonian, 
then G is pancyclic. 
We consider only finite graphs without loops or multiple edges. 
Clapham [ 1] proved that every self-complementary graph (abbreviated 
S.C. graph) has a hamiltonian chain. It can be easily seen that for every 
admissible integer p (i.e., p = 4n or 4n + l), there are S.C. graphs of 
orderp in which the length of the longest cycle = p - 2. In this paper we 
show that if p > 8, then every S.C. graph G of order p has I-cycles for 
every I, 3 < I< p - 2. Further, if G is hamiltonian, then G is pan-cyclic. 
The proof uses the techniques developed in Clapham [I]. 
Let G be a S.C. graph and u be a permutation of the vertices whit 
maps G onto its complement G. Such a permutation is referred to as a 
complementing permutation of G. (For properties of self complementary 
graphs and complementing permutations, see [2-41). Let p = 4n and 
u = u’1G-2 ... ok be the decomposition of the permutation CJ into disjoint 
cycles and let the length of oi be equal to pi = 4ni, 1 < i < k. Let 
U( = (ail ) uiz )“.) aiDi). We may assume that (ai1 : aa> E E(G) (for if not, 
(aiz , ai4) E E(G) and we can relabel the vertices appropriately), and this- 
implies that (Q, CQ+~) E E(G) for all odd j. We call the vertices. 
a, ) ai ,..., aio,-1 the odd vertices of o’i and the vertices ai, ) aia ,..., aiDi 
the even vertices of Us . 
LEMMA 11. Let G be a S.C. graph of order p = 4n (> 4) with a com- 
plementing permutation (J consisting of a single cycle. Then for every 
integer 1, 3 < I < p - 2, G has an I-cycle. Further if I # 3, then an l-cycle 
can be chosen with the property that two consecutive odd vertices of D 
appear consecutively in this l-cycle. 
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Proof. We may assume that cr = (1,2,..., p), where V(G) = { 1,2 ,..., p}. 
We further assume that (i, i + 2) E E(G) whenever i is odd, where i + 2 
is to be taken modulo p. And we may suppose that (1,2) E E(G) (for if 
not, (1, p) E E(G) and we may use c+, which is (l,p, p - l,..., 2), instead 
of (T, and relabel the vertices), and this implies that (i, i + 1) E E(G) 
for all odd i. We shall specify Z-cycles in each case below by giving an 
ordering of 2 of the vertices of G, having established that there are edges 
joining consecutive vertices in this cyclic ordering. 
Case 1. (1,4) GE(G). 
Then (i, i + 3) E E(G) whenever i is odd. Let 1 < k < 2n and 
I-p-k.Then 
(2, 1, 4, 3, 6 ,..., p - 2k - 1;p - 2k + 1,p - 2k + 3 ,..., p - 1) 
is an l-cycle of G in which the consecutive odd vertices i - 2k + 1, 
p - 2k + 3 appear consecutively. To show the existence of Z-cycles 
3 < I < 2n, we consider two subcases: 
Case l(a). (1, 5) E E(G). 
Then (i, i + 4) E E(G), whenever i is odd, so that the subgraph of G 
spanned by the odd vertices of u is a pan-cyclic graph of order 2n and 
it is not difficult to obtain the required I-cycles for every 1, 4 < 1 < 2n 
and also for I = 3. 
Case l(b). (1, 5) 6 E(G). 
Then (i, i + 4) E E(G), whenever i is even. Now let k be even and 
3 < k < 2n. Then (1, 3 ,..., 2k + 1; 2k + 2, 2k - 2, 2k - 6 ,..., 2) is a 
((3k/2) + 2)-cycle in which the consecutive odd vertices 2k - 1, 2k + 1 
appear consecutively. Further, since (2i, 2i - 3) and (2i, 2i - 1) are in 
E(G) for all even i < k we get, by incorporating in the above cycle some 
of the vertices (2i : i even <k) suitably, l-cycles in G whenever 
(3k/2) + 2 < 1 < 2k, in which 2k - 1, 2k + 1 appear consecutively. 
Now it is not difficult to check by varying even k between 3 and 212 - 2, 
that for every 1, 8 < I< 2n, we have a required l-cycle. Taking k = 2 
we obtain the 5-cycle (1, 3, 5, 6,2), and incorporating vertex 4 we have 
the B-cycle (1,4, 3, 5,6,2). Further, (1, 3,4), (1, 3,6,2), and (1, 3, 5, 7, 
.lO, 6,2) are cycles of length 3, 4, and 7, respectively. 
Case 2. (1,4) #E(G). 
Then (i, i + 3) E E(G), whenever i is even. We again consider two cases: 
Case 2(a). (1, 5) E E(G). 
Then, as in Case l(a), Z-cycles of G exist whenever 3 6 I < 212. For 
1 = 2n, (1, 5, 9 ,..., p - 3; p - 1, p - 5 ,..., 3) is a 2n-cycle in which 1, 3 
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appear consecutively. Further, (4i - 6,4i - 7) and (4i - 6,4i - 3) E E(G) 
and also (4i - 4,4i - 1) and (4i - 4, 4i - 5) E E(G) for all i, 2 .< i < n. 
We get I-cycles, 2n d I < p - 2, from the above k-cycle by suitably 
incorporating into it the required number of vertices from {2,4,6,, .., p - 41, 
such that 1, 3 appear consecutively in each of the resulting cycles. 
Case 2(b). (I, 5) $ E(G). 
Then (i, i + 4) E E(G) whenever i is even. Now if n > 3, (p - 1; 
P - 3,~ - 6, p - 7,p - IO,..., 2, 1; 3, 4, 7, 8,...,1p - 4) is a (p - 2)- 
cycle in which 1, 3 appear consecutively. If n = 2, then (7, 52, 1, 3,4) 
is a 6-cycle. Since (p - 3, p - 5, p - 7,..., 3) is a path of G in that order, 
we can obtain l-cycles in which 1, 3 appear consecutively for every even 
I < p - 2. Further, since (p,p - 1) and (p,p - 4) E E(G), p can be 
incorporated in between the vertices p - 1 and p - 4 in Ihe above cycle 
to get &-cycles with the required property for all. odd 1, 1 < p - 1. Finally 
(p> p - 3, p - 4) is a 3-cycle. This completes the proof of the lemma. 
Remark 1.1. It may be observed that the p - 2 cycie given above 
has two pairs of consecutive odd vertices appearing consecutively in it. 
Since ~9 is an automorphism of 6 we may conclude that for any two 
consecutive odd vertices of U, there is an t-cycle, 3 < 1 < p - 2, in which 
they appear consecutively. Further, the same is true even if I= 3 except 
possibly in the case 2(b). 
LEMMA 2. Let G be a S.C. graph of order p = 4~z (> 4) with a com- 
plementing permutation CT consisting of a single cycle. Them for every l, 
p - 4 < 1 < p - 1, G has a chain of length I” in which the consecutive oda’ 
vertices of u appear consecutively and the end vertices of which are consecu- 
tive even vertices of CI. 
Proof. Let 0 = (1,2,..., p) and as usual assume that (i, i + l)? 
(i, i + 2) E E(G) whenever i is odd. If I = p - 1, then the bamiltonia~ 
chain given in Glapham [I] is the required one. 
Case 1. (1, 4) E E(G). 
Let p - 1 > 1 > 2n + 1, then (2; 1, p - 1, p - 3 ,..., 21 - p f 1; 
2J - p + 2,21- p - I, 21 - p )...) 3: 4) is an E-chain in which the con- 
secutive odd vertices 1, p - 1 appear consecutively and the end vertices 
of which are consecutive even vertices of 0‘. Now if p i 8, then we have 
&chains, p - 4 < I< p - 1, as asserted. If p = 8, then the required 
chains for i = 5,6, 7 are the ones given above and for 17 = 4 the required 
chain is (2, 1, 5, 3, 4) or (2, 6, 3, 1, 4) according to whether (1, 5) E E(G) 
Qr 0, -3 + E(G). 
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Case 2. (1,4) $ E(G). 
Then (i, i + 3) E E(G) whenever i is even. We consider two cases: 
Case 2(a). (1, 5) E E(G). 
If I=p-2, then (2,l;p-3,p-6,p-7 ,..., 5;7,8,11,..., p,3,4) 
is an I-chain with the required property provided n > 2. Now 
(p - 3, p - 7), (7, 11) E E(G) so that the deletion of one or both of the 
vertices p - 6, 8 from the above ordering yields l-chains for 1 = p - 3 
and p - 4 respectively. If PZ = 2, then (2, 1, 6, 5, 7, 3,4), (2, 1, 6, 5, 3, 4), 
and (2, 1, 7, 3,4) are l-chains for 1 = 6, 5, and 4, respectively. 
Case 2(b). (1, 5) 4 E(G). 
If l=p-2 and n>2, then (2; 5, 6, 9 ,..., p - 3;p - 1, 1, 3;p, 
p - 4,p - 5,p - 8 ,..., 8, 7,4) is a chain in G omitting the vertex p - 2 
and hence is a (p - 2)-chain. Since (2, 6), (4, 8) E E(G), the vertices 5, 9 
can be deleted in the above chain to give l-chains, 1 = p - 3,p - 4. If 
YE = 2, then (2, 5, 7, 1,3, 8,4), (2, 1, 3, 5, 7,4), and (2, 6, 5, 3, 4) are 
l-chains I = 6, 5, and 4 respectively. 
Remark 2.1. Since o2 is an automorphism, we can conclude that 
(1) for any two consecutive odd vertices of u, there is an Z-chain, 
p--4<E<p- 1, in which they appear consecutively and the end 
vertices of which are consecutive even vertices of a; 
(2) for any two consecutive even vertices of (T, there is a Z-chain, 
p - 4 < t < p - 1, in which they are end vertices and in which two 
consecutive odd vertices of (T appear consecutively. 
(3) We state, without proof, that Lemma 2 is true for all I, 
3 < I < 4n - 1, but this is not used in this paper. 
Suppose that G is a S.C. graph of order p = 4n and O, a complementing 
permutation of G consisting of more than one cycle. We label the vertices 
such that in each cycle consecutive odd vertices are joined by an edge. 
Define now a directed graph D(a) whose vertex set is the set of all cycles 
of o and the cycles CT~ and uj (i +j) are joined by an arc (oi , QJ if there 
is an edge in G from some even vertex of ci to some odd vertex of Us . 
This definition is due to Clapham [l]. It is shown in [1] that D(a) is a 
complete directed graph and hence, by Redei’s theorem the cycles of (3 
can be written in such an order that Q = cr102 ... ‘TV where (gi , ui+J is 
an arc of D(a) for all i, 1 < i < k - 1. Further, if (ui , uj) is an arc of 
D(a), then every even vertex of CT~ is joined to some odd vertex of o’j ; 
and every odd vertex of of is joined to some even vertex of cri . 
THEOREM 3. Let G be a S.C. graph, and (T, a complementing permutation 
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~fG.Letl~,l~iik,beintegerssuch-that3~~~-44~~,(p,--, 
1 <i<k- 1;andlk=20r4&lI,<p,-2ififcr,isasinCase2(b)and 
pr>4;2<l,<p,-22if ak is not as in Case 2(b) and pk > 4; Ik = 2 
ifple = 4. Then G has a cycle. of length ~~=, li + (k - I>. 
Proof. We use a technique of Clapham [I]. Let Gi be the subgraph 
of G induced by the vertices of ui , 1 < i < k. Then G, is a S.C. gra 
and o1 is a complementing permutation of GI s Therefore, by (l), (2) 
Remark 2.1, there is a II-chain in GI with its end vertices at consecutive 
even vertices uIi , 01i+2 , say of ai . Since (crl ) aJ is an arc of D(O), there 
is an edge (ali, c2J, j odd; and thus also an edge (ol,i+z ) (T~,~+& where 
as always the index of a vertex is to be taken module the length of the 
cycle in which the vertex appears. Now, by (I) of Remark 2.1, in 
there is an &-chain with gzj , ~~~~~ appearing consecutively, since j is o 
and p - 4 < Iz \<pz - 1. We can construct a (II + I, + I)-chain by inserting 
the II-chain for G1 between a,j , a2j+2 in the &chain for 6, . It shoulld be 
clear now how this chain in G, and Gz is inserted in an &-chain in G, ) 
and so on up to G,,-, . Now it is clear that we have a Cfit li + (k - 
chain whose end vertices are consecutive even vertices of cikel . Let t 
end vertices of this path be Gkml,@ , CT~-~,~+~ . Now since (Q~~+~ , 03 E D(Q), 
there are edges (ak-l,s , ak,,J, (ak--1,9+2 , o.k,m+2j for some m odd; and this 
chain can be inserted in an &-cycle of G, in which ~r~,~ , ak,m+2 appear 
consecutively since m is odd (if lrc = 2, then take the edge (u~,~ ) a,,,,,) 
in place of the &-cycle) to get a cycle in G of length CF=, li + (k - lj, 
and this completes the proof. 
COROLLARY 3.1. By taking Ii = pi - 1, i f k, and li, = pk - 2 or 2 
according to whether pk > 4 or pz = 4, we get a p - 2 cycle of G and 
by (1) of Remark 1.1 this cycle may be chosen such that two consecutive 
odd vertices of u1 and also two consecutive odd vertices of (sk appear con- 
secutively oy1 it. Further, for any i, 1 < i < k - 1, the p - 2 cycle has 
some even vertex of ai and some odd vertex of ai+ appearing consecutively. 
By adopting the same method of proof as in Theorem 3 one can prove 
the following: 
LEMMA 4. Let G be a S.C. graph of order 4n and a, a comple~~ent~~g 
permutation of G. Let Ii be integers such that 3 < pi - 4 < Ii < pi - 1) 
1 ,( i < k. Then G has a chain of length xi”=, li + (k - 1) the end vertices 
of which are consecutive even vertices of cik . 
LEMMA 5. Let G be a S.C. graph of order p = 4n (> 4) having a com- 
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plementing permutation (T consisting of n distinct cycles. Then, for every 
integer 1, 3 < 1 < p - 2, G has an l-cycle. 
Proof. The proof is by induction on n. The result can be verified for 
n = 2. Assume the result for n - 1 and let G be a graph of order 4n 
having a complementing permutation u = 0~0~ *a* (T, where for the sake 
of simplicity we assume that ~~ = (4i - 3,4i - 2,4i - 1,4i) and that 
(4i - 3,4i - 1) E E(G) for all i, 1 < i < n. We also assume that 
O, , u2 ,..., u, is a hamiltonian chain in the directed graph D(u) and that 
(4i - 2,4i + 1) and (4i, 4i + 3) E E(G), 1 < i < n - 1. Let Gi = G(cri), 
call Gi type 1 if (4i - 3,4i - 2) E E(G), otherwise call Gi type 2. Now 
G - q is a S.C. graph of order p - 4. So, by induction hypothesis, 
G - u1 and hence G has I-cycles for every I, 3 < 1 <p - 6. Thus we 
need to exhibit Z-cycles in G for only the values I = p - 5, p - 4, p - 3. 
Let p be the p - 6 cycle of G - q obtained by the construction given 
in the proof of Theorem 3. We note that p contains all the edges of the 
graph G, . We consider various cases. 
easel. G,,G,areoftypel. 
Case l(a). (2,6) E E(G). 
Then 2 can be incorporated in between 6 and 5 of p to get a p - 5 
cycle; and then 4 in between 7 and 8 of the resulting p - 5 cycle to get 
ap - 4 cycle; and finally deleting 5 from ,u and incorporating the vertices 
2, 1, 3, 4 in that order between 6 and 7 we obtain a p - 3 cycle in G. 
Case l(b). (2, 6) 6 E(G) and (2,7) E E(G). 
Then (3, 7), (1, 5), (2,7), (4, 5) E E(G). Then the vertex 2 or the vertices 
1, 3 or the vertices 2, 1, 3 may be incorporated between 5 and 7 of p 
obtaining cycles of length p - 5, p - 4, p - 3, respectively. 
Case l(c). (2,6), (2,7) $ E(G). 
Then vertex 1 can be incorporated in between 6 and 5 of p to get a 
p - 5 cycle. The vertices 1, 3 or the vertices 2, 1, 3 can be incorporated 
in between 5 and 7 of p to get p - 4 and p - 3 cycles. 
Case 2. G, is of type 2 and G, is of type 1. 
This case is similar to Case 1. 
Case 3. G, is of type 1 and G, is of type 2. 
This case can be disposed of by considering the cases 
(4 C&S> E E(G); 
@I (2,8> # E(G) but (297) E E(G); 
(4 (2, 9, (2>7) $ E(G). 
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Case 4. Both G, and G, are of type 2. This case is simiiar to Case 3. 
Now we prove the main theorem. 
THEQREM 6. Let G be a S.C. graph of order p = 4n (> 4). Therz fir 
eoery integer l, 3 < I < p - 2, G has a?% I-cycle. 
ProoJ Let u be a complementing permutation of G and G = crluz *.~ oJC 
be a hamiltonian chain in D(o). The proof is by induction on ic. If k = I, 
then the result follows from Lemma 1. If each pi = 4, then the result 
follows from Lemma 5. Thus assume that pi0 > 4 for some iO , 1 < ic < k. 
Casel. pk=4. 
Then G - (T& is a S.C. graph of orderp - 4 and, by induction hypothesis, 
G - ok and hence G has an l-cycle for every integer a, 3 < F < p - 6. To 
complete the proof in this case, define li = pi - I if i i & and i < k, 
&,=pi,-I-jifI=p-2-jj,0<j<3;andi,=2.ByTheorem3, 
G has a cycle of length Cf=, Ii + (k - 1) = p - 2 - j, 0 < j < 3. 
Case 2. pk > 4 and pi0 > 4 for some $, < k. 
Then G - crk is a S.C. graph of orderp - pk and, by induction hypothe- 
sis, G has an l-cycle for every 1, 3 < 2 < p - ph - 2. Now by putting 
&=p,-1 if I<i<k; and lI,=plr-j where Z<j<p,-4 or 
j = pit - 2, we have by Theorem 3, l-cycles in G for every I between 
p-pi,f4and p - 2 and also for I = p - ps + 2. Thus it is enough 
to prove the existence of an E-cycle in G only for 1= p - p, -t j9 
j~(--,0,1,3).Nowletl~=p,-Iififi,andi<k,~i~=~~,-33j 
ifjE(-1,&l}, li, =pi, -4ifj=3, Ik =2ifj~{-I,& I>, andI, =6 
if j = 3. Then 
5 Ii + (k - 1) = p - 17s + j, .iEi--l,O, 1,3), 
id 
and the proof in this case is complete by Theorem 3. 
Case 3. plc 3 8 and pi = 4 for every i + k. 
G - ul is a S.C. graph of orderp - 4 and hence G has l-cycles for every I, 
3 < I < p - 6. Now by Remark 1 .l, there are l-cycles in Grc in which 
two consecutive odd vertices of u‘lc appear consecutively in the cycle for 
I = plc - j, j E (2, 3,4) and also for j = 5 unless ulc is as in Case 2(b) of 
Lemma 1 and plc = 8. Then the hamiltonian chain in G - uk eata be 
combined with a plc - j cycle in gk to obtain the required l-cycles, 
1 = p - 3,p - 4, p - 5. Now if pk. = 8 and F~ is as in Case 2(b) of 
Lemma I, then a hamiltonian chain in G - oI - (TV: can be combined 
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with a suitable 7 cycle of Gk (see Case 2(b) of Lemma 1) to obtain a 
(p - 5)-cycle in G, and this completes the proof of the theorem. 
Suppose now G is a S.C. graph of order p = 4n + 1 (2 9) and (5, 
a complementing permutation of G. Then a has a unique fixed point, 
& (say), and G - 4, is a S.C. graph of order p - 1. So, by the main 
Theorem 6, G - .$,, and hence G has an l-cycle for every I, 3 < I < p - 3. 
To show the existence of a p - 2 cycle in G, let u - &, = ul, g2 ,..., crk, 
where (oi , oitl) E D(u - &), 1 < i < k. Observe that &, is joined in G 
to all the odd vertices of g’i or to all the even vertices of o’i , 1 < i < k. 
Let p be the p - 3 cycle of G - & given in Corollary 3.1. Now if & is 
joined to an odd vertex of (Jo , or to an even vertex of cri and an odd 
vertex of uifl , then & can be incorporated appropriately in the p - 3 
cycle to obtain a p - 2 cycle of G. Thus we may assume that f,, is joined 
to all the even vertices of every ci , 1 < i < k. If spme eiO > 4, then & 
can be incorporated at the end vertices of a chain of length p - 4 in 
G - & given by Lemma 4, to get a cycle of length p - 2 in G. Thus we 
may assume that pi = 4 for all ii 1 < i < k. Let qkW1 = (a1 , u2 , ua ) uJ, 
Ok = h , % , v3 , %) where 6~ , ~31, (h , 7~3) E E(G). If (~3 , %) or 
(u2 , u4) E E(G), then a hamiltonian chain in G - &, - U% given by 
Lemma 5 together with the vertices u 2 , &, , v4 yield a p - 2 cycle.’ Other- 
wise, the set {ul , u3 , v, , v3} generates a complete graph. Now a 
hamiltonian chain in G - co - gk.-l - ok given by Lemma 5 combined 
with the vertices {z.+ , vl , u2 , E,, uq , va , u3} in that order yields a p - 2 
cycle, and thus we have the following: 
THEOREM 7. Let G be a S.C. graph of order p: (2 8), then for every 
integer 1, 3 < 1 < p - 2, G has an l-cycle. 
THEOREM 8. Let G be a hamiltonian S.C. graph of order p > 8, then G 
is pan-cyclic. 
Proof. In view of Theorem 7 it is enough to show that G has a 
(p - 1)-cycle. Suppose, if possible, that G has no (p - 1)-cycle. Let 
c = (ul ) 2.42 ,...) u,) be a hamiltonian cycle of G. Then (ui , zdi+J $ E(G), 
1 < i < p. We consider two cases: 
Case 1. p = 4n + 1. 
Suppose (ul, UJ $ E(G), then in H = G, .the complement of G, 
(Ul , u5, % , u9 ,-.*, ul) is a (p - 1)-cycle and hence G has (p - 1)-cycle 
which is not possible. Thus we may assume that (ui , ui+J E E(G), 
1 < i <p. If (ul, ~3 E E(G), then (ul , uq , us , t12 , ug , U, ,..., u,) is a 
(p - I)-cycle in G, which, again, is not possible. Thus (ui , uif3) $ E(G), 
1 < i <p. But then in H, (ul , uq , u6 , us ,..., +.I , z+-~ , uDe6 ,..., u5 , u2 , 
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u, , zt,J is a (p - I)-cycle (p > 8) and hence G has a (a - I)-cyclk, a 
contradiction. 
Case 2. p = 4n. 
Suppose (ul i u5) E E(G). Then (u2 , u,) $ E(G), for otherwise (uI ) u5 Y 
%I 3 % 9 u2 , u7 , us ,..., u,) is a (p - 1)-cycle in 6. Also (u, , UJ $k E(Glj, 
for otherwise (z+, , 24, , u,-~ ,..., uq , u2 ) u7 , ug )...) u,-~ , UJ is a (p - I)- 
cycle in I?. Now in H, (u2, uq , u6 ,..., u, , u3, ul, k~,-~, up,_89 .. . . u,) Is a 
(p - l)-cycle, which is impossible. Thus (uI , u5) # E(G), and by 
symmetry (2~ , 2~~) $ E(G), 1 < i 4 p. Put A = {uI , uQ ,.‘.) ~,-~j and 
B = (2.4, ) u,g )..., us>. Then, in HA it is not difficult to show that given 
any two distinct vertices u, v of H,., there are chains of length (p/2) - I 
and also of (p/2) - 2 with u, v as the end vertices. The same is true for 
HB as well. Now we claim that both HA and HB are complete graphs. 
Suppose (uI , uJ E E(G) with i odd. Then (u, , ui+2), (u,+ , uiJ $ E(G). 
Now a chain of length (p/2) - 1 in HA whose end vertices are LQ+.~ , up-I 
can be combined in H with a chain of length (p/2) - 2 in Pr, whose end 
vertices are uz , uieI to obtain a (p - I)-cycle in a ~o~tradiet~o~. 
Thus HA and HB are complete graphs. Then this implies that G is a 
bipartite graph and hence G is not a S.C. graph, since p > 4, a contra- 
diction. This completes the proof of the theorem. 
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