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Abstract
This work focuses on the seismic response of a volcano to different magmatic processes
with the aim of sheding light on their driving physics as tracked by seismicity. We study
seismic time series recorded at basaltic volcanoes and identify generic seismicity patterns
characteristic of (i) inter-eruptive, (ii) reservoir feeding, (iii) reservoir leak, and (iv) dyke
injection phases of volcanic activity. Seismicity recorded during repose phases mimics the
behavior of ”ordinary” tectonic seismicity. During the last phase immediately before an
eruption, the stationary seismicity rate accompanying the dyke injection we observe on
different volcanoes, reveals that the fluid-driven crack propagation is a scale independent
stationary process. This is reminiscent of the brittle creep damage recorded in strain driven
settings and it prevents any prediction of the eruption time. It argues for the stationary
seismicity rate accompanying the intrusion to be a proxy for a constant magma supply rate
from the magma reservoir. Through a numerical model of dyke propagation we validate
the hypothesis of constant magma flow rate feeding the dyke in the volcano dynamics
setting. The impact of such a model allows us to bound a minimum size for the magma
reservoir and a maximum value for the magma overpressure at Piton de la Fournaise
volcano. The exploration of the seismic sequence driven by the 2000 Izu Islands (Japan)
dyke intrusion allows us to quantify the stress perturbations induced over space and time by
this giant intrusive episode. We show that the dyke intrusion can be assimilated to a ”slow
event” mainshock, which allows to follow the evolution of the brittle damage of the rock
matrix during fracture propagation. On Ubinas andesitic volcano, we resolve an average
acceleration of Long Period (LP) seismicity prior to both, explosions and LP events. It
brings new evidence for LP events to be brittle damage events within a fluid-filled conduit.
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Resume´
Dans ce travail nous e´tudions la re´ponse sismique d’un volcan a` diffe´rents processus mag-
matiques, avec l’objectif de remonter a` la physique qui les dirige. Les se´ries temporelles de
sismicite´ enregistre´es sur des volcans basaltiques nous ont permis d’identifier des motifs car-
acte´ristiques d’activite´ sismique pendant les phases (i) inter-e´ruptive, (ii) d’alimentation du
re´servoir, (iii) de fissuration du re´servoir et fuite du magma, et (iv) d’injection de dyke. La
sismicite´ enregistre´e pendant les phases de repos reproduit le comportement de la sismicite´
tectonique ordinaire. Pendant la dernie´re phase imme´diatement pre´cedente l’e´ruption, nous
observons un taux de sismicite´ stationnaire sur diffe´rents volcans, qui accompagne l’injection
du dyke. Il nous re´ve`le que la propagation de la fracture, guide´e par le fluide, est un processus
stationnaire, inde´pendant de le´chelle. De telles caracte´ristiques e´voquent l’endommagement en-
registre´ lors d’essais de fluage a` de´formation controˆle´e, et impliquent l’impossibilite´ de pre´dire le
temps d’occurrence de l’e´ruption. Cela sugge`re que le taux de sismicite´ stationnaire qui accom-
pagne une intrusion est proportionnel a` un taux constant d’approvisionnement de magma du
re´servoir. Grace a` un mode`le nume´rique de propagation de dyke, nous avons valide´ l’hypothe`se
qu’un flux constant de magma qui alimente le dyke est en accord avec la dynamique du volcan.
L’application de ce mode` nous permet alors de contraindre une taille minimale pour le re´servoir
magmatique et une valeur maximale pour la surpression du magma dans le re´servoir du Piton
de la Fournaise (Re´union). L’exploration de la se´quence sismique induite par l’intrusion d’un
dyke en 2000 aux Iˆles Izu (Japon) nous permet de quantifier les perturbations de contrainte
induites en temps et en espace par ce gigantesque dyke. Nous montrons que l’intrusion d’un
dyke peut eˆtre assimile´e a` un ”´eve´nement lent”. Cela nous permet de suivre l’e´volution de
l’endommagement de la matrice rocheuse au cours de la propagation de la fracture. Pour le
volcan ande´sitique Ubinas (Pe´rou), nous identifions une acce´leration moyenne de sismicite´ Long
Pe´riode (LP) pre´ce´dant les explosions et autres LP. Cela apporte de nouvelles e´vidences que les
LP correspondent a` un endommagement fragile au sein d’un conduit rempli de fluide.
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General Introduction
Volcanoes are complex dynamical systems [e.g. Sparks, 2003; Lahaie and Grasso,
1998] within which several non-linear, stochastic processes coexist and interact, eventually
resulting in an eruption [e.g. Grasso and Bachelery , 1995; Lahaie and Grasso, 1998; Melnik
and Sparks, 1999; Sparks, 2003]. Such non-linear and unsteady interactions potentially lead
to volcano behaviors which are inherently unpredictable [Melnik and Sparks, 1999]. Indeed,
although possible systematic evolutionary trend and quite periodic behaviors may exist,
deterministic eruption prediction still fails in forecasting if, how and when a reactivated
volcano will erupt [e.g. McGuire and Kilburn, 1997; Sparks, 2003; Grasso and Zaliapin,
2004].
Physical properties of magmas are strongly dependent on temperature, melt compo-
sition, water content, degassing and crystallization processes [e.g. Melnik and Sparks, 1999;
Sparks, 2003]. Besides, the edifice rock materials within which magma moves and interacts,
are composite and heterogeneous, hosting fracture networks with hierarchical structure [e.g.
Grasso and Bachelery , 1995]. During magma chamber evolution and magma transport via
dyke propagation, several processes take place, such as pressure changes, heat transfers
and chemical reactions. Hence, magma undergoes profound changes in physical properties
during its ascent to the volcano surface. Such pressure, temperature changes and chemical
reactions, which characterize active magmatic systems, interact with their surroundings, in-
ducing ground deformation, rock failure, hydrothermal or groundwater system disturbance,
degassing and other effects. These phenomena generate geophysical and geochemical ob-
servables (e.g. seismicity, ground deformation, gas emissions) on volcano surface, which
thus allow observers to indirectly detect mass movements within volcanoes.
This has motivated the setting up and installation of several types of monitoring
equipment networks on volcanoes, with the aim of improving the understanding on the
physics of volcano processes and eventually to develop forecasting procedures on eruption
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occurrence.
In this work, among the monitored observables, we consider volcano seismicity as
the surface expression of magma processes occurring at depth within the edifice. Our
goal is to understand the physics and dynamics governing volcano processes eventually
leading to an eruption, as tracked by seismicity. The idea at the base of this work is
to isolate simple volcano processes and to detect characteristic patterns of contemporary
seismicity, as described by its spatio-temporal distributions. From this mechanical response
of the volcanic system to a perturbation induced by a given volcano process, we derive
implications on the physics driving such active process. Further, we aim at exploring
and quantifying the peculiarities of volcano seismicity as described by its spatio-temporal
characteristics and organization during different phases of volcanic activity.
Seismicity at volcanoes manifests itself into two distinct type of processes, those
originating in the fluid (i.e. gases and geothermal fluids) and those originating in the solid
matrix. The first provide information about the state of the fluid, while the earthquakes
related to the processes originating into the solid are associated to brittle shear failures
within the rock matrix [e.g. Chouet , 1996; McNutt , 2002; Sparks, 2003, and references
therein]. The first category includes different types of events, such as Long Period (LP),
Very Long Period (VLP) and tremor activity, while the brittle failures of the rock matrix
are called Volcano Tectonic (VT) events, due to their similarity to tectonic earthquakes.
[e.g. Minakami , 1960, 1974; Chouet , 1996; McNutt , 2002].
VT earthquakes are considered as prominent precursors and contemporaries of magma
creating its pathway towards the surface [e.g. Sparks, 2003; Collombet et al., 2003; Chastin
and Main, 2003; Grasso and Zaliapin, 2004]. The origin of VT seismicity has to be sought
in the deformation of heterogeneous volcanic rock mass induced by pressure and tempera-
ture variations, or mass movements within the edifice [e.g. Rubin and Gillard , 1998]. VT
earthquakes are thus the brittle response of the solid matrix to the stress perturbations
induced by magma processes within the volcanic edifice. Their importance as surface ob-
servables for underlying magma processes lies thus in the fact that they are thought to
act as gauges that map stress concentrations distributed over a large volume surrounding
magma conduits and reservoirs [Grasso and Bachelery , 1995; Chouet , 1996; Rubin and
Gillard , 1998].
This manuscript focuses essentially on the study of Volcano Tectonic events, their
relationships with their driving magma processes, and their spatio-temporal occurrence
14
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peculiarities. Particular attention is addressed to the mechanisms that govern earthquake
generation and its spatio-temporal organization as a result of (i) the forcing imposed by
the active volcano process and (ii) the interactions between earthquakes. This leads us to
derive some deductions and implications about the peculiarity of volcano seismicity when
compared to ”classic” tectonic seismicity.
The first introductory chapter is meant to provide a theoretical background on all
the geophysical objects and tools that are used throughout the following pages. After this
initial overview, we enter the heart of our work. Since a large amount of our effort has
been devoted to the study of dyke intrusions at basaltic volcanoes, we decided to divide
the manuscript into two major parts. The first focuses on such very last phase preceding a
basaltic eruption, i.e. the magma ascent via dyke injection from a shallow reservoir towards
the surface. In the second part, the relationship between induced seismicity and different
driving volcano processes is explored. Further, the temporal patterns of seismic occurrence
accompanying several processes are studied and compared.
In the second chapter we describe the brittle response of a basaltic volcano to dyke
intrusions, with the aim of deriving entailments about the physics controlling this very
last phase before the eruption onset. Dykes are the most efficient mean of moving magma
from depth to the volcano surface. Such sheet-like fluid-filled fractures are created through
fluid-induced fracturing, held open by the fluid pressure, and rose by fluid dynamics [Lister ,
1990a,b; Lister and Kerr , 1991; Rubin, 1995; Menand and Tait , 2002; Roper and Lister ,
2005]. Dykes propagate within the host rocks under the action of ambient stress and mostly
act against the confining pressure rather than the strength of the materials [e.g. Rubin
et al., 1998]. We show that dyke-induced seismicity at basaltic volcanoes is characterized
by a scale independent stationarity in terms of seismic and energy release rates, such that
any prediction for eruption time is prevented. This stationarity, which evidences the dyke
injection is a steady-state brittle creep process, suggests a constant volume change induced
into the edifice by the magma intrusion in the unit time. It argues for the stationary
seismicity rate accompanying the intrusion to be a proxy for the constant magma supply
rate from the reservoir.
Although already employed in dyke propagation modeling [Lister , 1990a,b], such hy-
pothesis of constant magma flux withdrawn from the reservoir to feed the dyke growth,
has been considered ”geologically non appropriate” [Meriaux and Jaupart , 1998; Roper and
Lister , 2005] face to the other boundary condition of a constant overpressure in the reser-
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voir [Rubin, 1993a,b; Meriaux and Jaupart , 1998; Roper and Lister , 2005]. On the other
hand, Ida [1999] claims that only in the case of an extremely large and compressible magma
reservoirs, the melt pressure is actually able to keep constant as the dyke propagates. This
puzzle motivates our third chapter, where we employ a two-phase dyke propagation numer-
ical model to test the validity of the constant magma flux hypothesis and to explore under
which geophysical conditions this is realistic. We demonstrate that such two apparently
mutually excluding boundary conditions have no reason to be. In the numerical model we
test, we do not impose one rather than the other initial condition. This two-phase dyke
propagation model allows us to follow the dynamics of dyke propagation from an over-
pressured magma source to the eruption site without a-priori on the reservoir behavior. In
addition, the application of the model to a real and well-observed case of dyke propagation
enables us to bound physical parameters characterizing the magma reservoir at the Piton
de la Fournaise volcano (La Re´union).
Results illustrated in chapter three drive us to conclude that seismicity contemporary
to dyke intrusion is controlled by the volume change induced to the system in the unit time
by the intruding magma. This suggests that dyke-induced seismicity is controlled by the
stressing rate change generated by the intruding dyke, as indeed Toda et al. [2002] show
for the 2000 Izu Islands volcano-induced seismic swarm.
If the dyke-induced seismicity is generated by the stressing rate change, we can quan-
titatively follow the stress history to which the system is subject during the intrusion.
This is achieved in the fourth chapter by assuming a simple Coulomb stress model for
seismicity and a rate and state formulation for the friction [Deterich, 1994]. It allows
us to estimate the amount of seismicity directly triggered by the intruding dyke during
the 2000 Izu Islands swarm. The high quality data recorded during this volcano-induced
seismic swarm, the most energetic swarm ever recorded [e.g. Toda et al., 2002], allow us
to study the spatio-temporal response of the system to a long-lasting stress perturbation
and to compare it with the response we would expect for a sudden stress change (i.e. the
occurrence of a large earthquake). Results suggest that a dyke intrusion is comparable to
a ”silent slip” event, where a forcing is applied for a finite time. This induces in the system
a kind of ”damped” behavior. The active stressing rate continuously feeds the system all
along the seismic crisis. As a result, seismicity continues to be triggered and the system
cannot truly relax until the external forcing has vanished. Once this happens, an Omori
style seismic relaxation is observed. Keeping this in mind, the spatio-temporal character-
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istics of dyke-induced seismicity are very similar to those of aftershocks following a given
mainshock in tectonic environments.
In the second part of the manuscript we explore the seismic signature of other sim-
ple volcano processes and we speculate on the physics of the driving process and on the
peculiarities of volcano seismicity with respect to tectonic seismicity.
In the fifth chapter we review different time scales and patterns of VT seismicity
prior to eruptions at basaltic volcanoes. We isolate three major phases within the reservoir
dynamics leading to an eruption, (i) the long term (years) reservoir replenishment, (ii) the
medium term (weeks) leak of the reservoir, and (iii) the dyke injection from the reservoir
to the surface. We compare the brittle damage during these three phases and derive
implications for the competing processes and relative scalings between quantities at stake.
In the sixth chapter we consider VT seismicity recorded during inter-eruptive phases
on different dynamic style volcanoes. The patterns of earthquake organization in time
we observe are compared with those of both, VT seismicity during dyke injection phases
and ”classic tectonic” seismicity. Our aim is to test how earthquakes interact in response
to volcano dynamics, and to explore why such behavior is different form that of ”classic”
tectonic seismicity. We identify the origin of such peculiarity in the rate of forcing acting in
each case. It allows us to discuss implications about the process that triggers the observed
seismicity, as represented by the volcano process, or the interactions between earthquakes.
In particular we give an explanation to the puzzling question on why existing declustering
techniques fail in quantifying the seismicity directly driven by the external forcing when
applied to the case of an intruding dyke.
The seventh and last chapter is dedicated to the processes occurring within the fluid
in a pressurized magmatic system. Average accelerations of LP seismicity rate prior to
explosions seems promising for forecasting goals. In these last pages we thus enjoy ourselves
by applying a forecast algorithm to predict explosion occurrence on Ubinas volcano (Peru´).
The aim of the play is to use Long Period (LP) seismicity to predict explosion occurrence
and thus to activate an alarm on an impending explosion few hours in advance.
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Introduction Ge´ne´rale
Les volcans sont des syste`mes dynamiques complexes [e.g. Sparks, 2003; Lahaie and
Grasso, 1998] au sein desquels plusieurs processus stochastiques non-line´aires coexistent et
interagissent, conduisant e´ventuellement a` une e´ruption [Grasso and Bachelery , 1995; Lahaie
and Grasso, 1998; Melnik and Sparks, 1999; Sparks, 2003]. Ces interactions non-line´aires et
instables me`nent potentiellement a` des comportements du volcan qui sont impre´dictibles par
nature [Melnik and Sparks, 1999]. En effet, bien que tendances d’e´volution syste´matiques et
comportements assez pe´riodiques peuvent exister, une pre´diction de´terministe des e´ruptions
e´choue encore en pre´voir si, comment et quand un volcan re´active´ e´ructera [e.g. McGuire and
Kilburn, 1997; Sparks, 2003; Grasso and Zaliapin, 2004]. Les proprie´te´s physiques du magma
de´pendent fortement de la tempe´rature, de la composition du fluide, du contenu en eau, du
de´gazage et des processus de cristallisation [e.g. Melnik and Sparks, 1999; Sparks, 2003].
D’ailleurs, les mate´riaux rocheux qui constituent l’e´difice a` l’inte´rieur desquels le magma se
de´place et interagit, sont composites et he´te´roge`nes. Ils he´bergent des re´seaux de fractures
organise´s hie´rarchiquement [e.g. Grasso and Bachelery , 1995].
Pendant l’e´volution de la chambre magmatique et le transport du magma a` travers la
propagation de dykes, plusieurs processus ont lieu, tels les changements de pression, les trans-
ferts de chaleur et les re´actions chimiques. Le magma donc, subit de changements profonds
dans ses proprie´te´ physiques pendant son ascension vers la surface du volcan. Ces changements
de pression et tempe´rature et ces re´actions chimiques, qui caracte´risent les syste`mes magma-
tiques actifs, interagissent avec leur entourage, induisant de´formations, fracturation des roches,
perturbations des syste`mes hydrothermales ou des nappes phre´atiques, de´gazage et autres ef-
fets. Ces phe´nome`nes engendrent toute une se´rie d’observables ge´ophysiques et ge´ochimiques
(tels sismicite´, de´formation de surface, e´mission de gaz) a` la surface du volcan. Cela permet aux
observateurs de de´tecter de manie`re indirecte les mouvements de masse a` l’inte´rieur de l’e´difice.
Cela a pousse´ a` la cre´ation et l’installation de diffe´rents types de re´seaux de monitorage pour les
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volcans, avec l’objectif d’ame´liorer la compre´hension de la physique des processus volcaniques
et e´ventuellement de de´velopper des proce´dures de pre´diction sur l’occurrence des e´ruptions.
Dans ce travail, entre les observables surveille´s, nous conside´rons la sismicite´ volcanique comme
l’expression superficielle des processus magmatiques qui ont lieu en profondeur dans l’e´difice.
Notre but est d’utiliser la sismicite´ enregistre´e en surface pour comprendre la physique et la
dynamique qui gouverne les processus volcaniques menant a` une e´ruption. L’ide´e a` la base de
ce travail est d’isoler de simple processus volcaniques et de de´tecter des motifs caracte´ristiques
dans la sismicite´ qui les accompagne, en conside´rant ses distributions spatio-temporelles. A
partir de cette re´ponse me´canique du syste`me volcanique a` une perturbation induite par un
processus volcanique donne´, nous de´rivons des implications sur la physique qui gouverne ce
processus actif.
D’autre part, nous visons a` explorer et quantifier la particularite´ de la sismicite´ volcanique
en utilisant ses caracte´ristiques et organisation spatio-temporelles pendant plusieurs phases de
l’activite´ volcanique. La sismicite´ des volcans se manifeste en deux types diffe´rents de processus,
ceux qui ont origine dans le fluide (i.e. gaz et fluides ge´othermales), et ceux qui sont ge´ne´re´s
dans la matrice rocheuse. Les premiers nous fournissent informations sur l’e´tat du fluide, tandis
que les se´ismes lie´s aux processus qui ont lieux dans le solide sont associe´s a` la fracturation fragile
de la matrice rocheuse [e.g. Chouet, 1996; McNutt, 2002; Sparks, 2003, et re´fe´rences indiqe´es].
La premie`re cate´gorie inclut plusieurs types d’e´ve´nement tels les Longue Pe´riode (LP), les Tre`s
Longue Pe´riode (VLP) et le tre´mor, tandis que les se´ismes issus de la fracturation de la matrice
rocheuse sont connus comme e´ve´nements Volcano Tectonic (VT), a` cause de leur similarite´ avec
les se´ismes tectoniques [e.g. Minakami , 1960, 1974; Chouet, 1996; McNutt, 2002]. Les se´ismes
VT sont conside´re´s comme des pre´curseurs et contemporaines importants de la remonte´e du
magma qui cre´e son chemin vers la surface du volcan [e.g. Sparks, 2003; Collombet et al., 2003;
Chastin and Main, 2003; Grasso and Zaliapin, 2004]. L’origine des e´ve´nements VT doit eˆtre
recherche´e dans la de´formation des masses rocheuses he´te´roge`nes constituant l’e´difice induite
par les variations de pression et tempe´rature, ou par les mouvements de masse a` l’inte´rieur
de l’e´difice volcanique meˆme. L’importance de ce type d’e´ve´nements en tant qu’observables
superficiels des processus magmatiques profonds re´side dans le fait qu’ils sont conside´re´s comme
une mesure qui dessine la distribution des concentrations de contrainte dans un volume large
autour des conduits et re´servoirs magmatiques [Grasso and Bachelery , 1995; Chouet, 1996;
Rubin and Gillard , 1998].
Ce manuscrit se concentre essentiellement sur l’e´tude des e´ve´nements Volcano Tec-
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toniques, de leurs relations avec les processus magmatiques qui les ge´ne`rent, et des particularite´s
spatio-temporelles d’occurrence. Une attention particulie`re est adresse´e aux me´canismes qui
gouvernent la ge´ne´ration des se´ismes et leur organisation spatio-temporelle, qui re´sulte (i) du
forc¸age impose´ par le processus volcanique actif et (ii) des interactions entre les se´ismes. Cela
nous ame`ne a` de´river quelque de´duction et implication sur la particularite´ de la sismicite´ vol-
canique vis a` vis de la sismicite´ tectonique ”classique”. Le premier chapitre introduit le contexte
the´orique de tous les objets ge´ophysiques et les outils qui vont eˆtre utilise´s tout le-long de pages
suivantes. Suite a` cette vue d’ensemble initiale, nous entrons dans le vif du sujet. Puisque une
partie importante de notre travail a e´te´ consacre´e a` l’e´tude des intrusions de dyke aux volcans
basaltiques, nous avons de´cide´ de se´parer le manuscrit en deux parties majeures. La premie`re est
concentre´e sur cette toute dernie`re phase pre´ce´dente une e´ruption basaltique, i.e. l’ascension
du magma vers la surface a` travers d’un dyke. Dans la seconde partie nous explorons la relation
entre la sismicite´ induite et les diffe´rents processus volcaniques qui la ge´ne`rent. En plus, les
motifs temporels d’occurrence sismique qui accompagnent les diffe´rents processus sont e´tudie´s
et compare´s.
Dans le deuxie`me chapitre nous de´crivons la re´ponse fragile d’un volcan basaltique a`
une intrusion de dyke, avec l’objectif de de´river des implications sur la physique qui controˆle
cette dernie`re phase avant le de´but de l’e´ruption. Les dykes sont le moyen le plus efficace
de transporter du magma d’en profondeur a` la surface. Ces fractures tre`s fines et allonge´es,
remplies de fluide sont cre´es par fracturation hydraulique, garde´es ouvertes par la pression
du fluide, et faites monter par la dynamique des fluides [Lister , 1990a,b; Lister and Kerr ,
1991; Rubin, 1995; Menand and Tait, 2002; Roper and Lister , 2005]. Les dykes se propagent
dans la matrice rocheuse sous l’action de la contrainte re´gionale et exercent leur pression
principalement contre la pression de confinement, plutoˆt que contre la re´sistance des mate´riaux
[e.g. Rubin et al., 1998]. Nous montrons que la sismicite´ induite par un dyke dans des volcans
basaltiques est caracte´rise´e par une stationnarite´ inde´pendante de l’e´chelle en termes de taux
de sismicite´ et de taux d’e´nergie sismique. Cette stationnarite´, qui e´vidence que l’intrusion
d’un dyke est un processus stable de fluage fragile, sugge`re que l’intrusion magmatique induit
un changement de volume constant dans l’unite´ de temps dans l’e´difice. Cela soutient l’ide´e
que le taux de sismicite´ stationnaire qui accompagne l’intrusion est repre´sentatif d’un taux
d’approvisionnement de magma du re´servoir constant. Bien que cette hypothe`se de retrait a`
taux constant de magma du re´servoir magmatique pour alimenter un dyke qui monte vers la
surface aie e´te´ employe´e jadis dans la mode´lisation de la propagation des dykes [Lister , 1990a,b],
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elle a ensuite e´te´ conside´re´ ”ge´ologiquement non-approprie´e”[Meriaux and Jaupart, 1998; Roper
and Lister , 2005] face a` une condition limite de surpression constante dans le re´servoir [Rubin,
1993a,b; Meriaux and Jaupart, 1998; Roper and Lister , 2005]. D’autre part, Ida [1999] affirme
que seulement dans le cas d’un re´servoir magmatique extreˆmement large et compressible, la
pression du fluide peut effectivement rester constante pendant que le dyke se propage.
Cet e´nigme nous motive dans notre troisie`me chapitre ou` nous utilisons un mode`le
nume´rique de propagation de dyke en deux phases pour tester et valider l’hypothe`se de flux
constant de magma et pour explorer sous quelles conditions ge´ophysiques cela est re´aliste. Nous
de´montrons que ces deux conditions limites, apparemment mutuellement exclusives, n’ont pas
raison de l’eˆtre. Dans le mode`le nume´rique que nous testons, nous n’imposons pas une condition
initiale plutoˆt que l’autre. Ce mode`le en deux phases nous permet de suivre la dynamique de la
propagation d’un dyke a` partir d’une source magmatique sur-pressurise´e vers le site d’e´ruption
sans aucun a`-priori sur le comportement du re´servoir. En plus, l’application de ce mode`le a` un
cas re´el et bien contraint de propagation de dyke nous permet de donner une estimation sur les
parame`tres physiques qui caracte´risent le re´servoir magmatique au Piton de la Fournaise (La
Re´union). Les re´sultats montre´s dans le troisie`me chapitre nous ame`nent a` la conclusion que
la sismicite´ qui accompagne l’intrusion d’un dyke est controˆle´e par le changement de volume
induit dans le syste`me dans l’unite´ de temps par le magma qui remonte vers la surface. Cela
nous sugge`re que la sismicite´ induite par le dyke est controˆle´e par le changement de taux de
contrainte ge´ne´re´ par le dyke en intrusion, comme montre´ par Toda et al. [2002] pour le cas de
l’essaim sismique induit par l’intrusion de dyke qui a eu lieu en 2000 aux ıˆes Izu (Japon).
D’autre part, si la sismicite´ induite par le dyke est ge´ne´re´e par le changement de taux de
contrainte, nous pouvons suivre la de manie`re quantitative l’histoire de contrainte a` laquelle le
syste`me est sujet pendant l’intrusion. Ceci est atteint dans le quatrie`me chapitre en assumant
un simple mode`le de Coulomb pour la sismicite´, et une formulation ”Rate and State” pour la
friction [Deterich, 1994]. Cela nous permet d’estimer la quantite´ de sismicite´ qui est directement
de´clenche´e par l’intrusion du dyke qui accompagne l’essaim sismique du 2000 aux ıˆles Izu. La
qualite´ des donne´es enregistre´es pendant cet essaim sismique, qui s’est ave´re´ eˆtre l’essaim
sismique d’origine volcanique le plus e´nerge´tique jamais produit [e.g. Toda et al., 2002], nous
permet d’e´tudier la re´ponse sismique du syste`me a` une perturbation de contrainte de longue
dure´e et de la comparer a celle que nous aurions attendu d’un changement de contrainte
soudaine (par exemple l’occurrence d’un gros se´isme). Les re´sultats sugge`rent que l’intrusion
d’un dyke est comparable a` un e´ve´nement silencieux, dont le forc¸age est applique´ pendant un
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temps de dure´e finie. Cela induit une sorte de comportement amorti dans le syste`me. Le taux
de contrainte actif, alimente continuˆment le syste`me tout le long de la crise sismique. Il en
re´sulte que la sismicite´ continue a` eˆtre de´clenche´e et que le syste`me ne peut se relaxer qu’au
moment ou` le forc¸age externe cesse. Une fois que cela arrive, nous observons une relaxation de
la sismicite´ qui suit la loi d’Omori. A la lumie`re de cela, les caracte´ristiques spatio-temporelles
de la sismicite´ induite par le dyke sont tre`s proches de celles des re´pliques qui suivent un
”mainshock”pour les environnements tectoniques.
Dans la deuxie`me partie du manuscrit nous explorons la signature sismique d’autres pro-
cessus volcaniques simples et nous en de´rivons des implications sur la physique et la dynamique
des processus qui la gouvernent et sur la particularite´ de la sismicite´ volcanique par rapport a`
la sismicite´ tectonique. Dans le quatrie`me chapitre nous passons en revue les diverses e´chelles
de temps et les motifs de sismicite´ VT avant les e´ruptions des volcans basaltiques. Nous dis-
tinguons trois phases majeures pour la dynamique du re´servoir qui me`ne a` une e´ruption, (i) le
remplissage du re´servoir a` grande e´chelle (anne´es), (ii) la fissuration du re´servoir a` moyenne
e´chelle (semaines), et (iii) l’injection du magma du re´servoir a` la surface (heures). Nous com-
parons la re´ponse fragile pendant ces trois phases et nous en de´rivons des implications sur les
processus en compe´tition et les e´chelles respectives entre les quantite´s en jeu.
Dans le sixie`me chapitre nous conside´rons la sismicite´ VT enregistre´e pendant les phases
inter-e´ruptives sur plusieurs volcans a` style dynamique diffe´rent. Les motifs observe´s d’organisation
temporelle de la sismicite´ sont compare´s avec ceux de la sismicite´ VT pendant les phases
d’injection et de la sismicite´ tectonique ”classique”. Notre objectif est de tester comment les
se´ismes interagissent entre eux en re´ponse a` la dynamique du volcan et d’explorer en quoi et
pourquoi tel comportement est diffe´rent de celui de la sismicite´ tectonique classique. Nous
identifions l’origine de cette particularite´ dans le taux de forc¸age actif pour chaque cas. Cela
nous permet de discuter les implications sur le processus qui de´clenche la sismicite´ observe´e,
repre´sente´ par le processus volcanique ou les interactions entre les se´ismes. En particulier nous
donnons une explication a` la de´routante question de pourquoi les techniques de declustering
actuelles e´chouent a` quantifier la sismicite´ ge´ne´re´e directement par le forc¸age externe quand
applique´es au cas d’une intrusion de dyke.
Le septie`me et dernier chapitre est de´voue´ aux processus qui ont lieu a` l’inte´rieur du
fluide dans un syste`me magmatique pressurise´. Nous observons des acce´le´rations moyennes de
taux de sismicite´ Long Pe´riode avant les explosions. Cela est tre`s prometteur pour des fins
de pre´diction. Dans ces dernie`res pages nous nous de´lectons en appliquant un algorithme de
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pre´diction a` fin de pre´dire l’occurrence des explosions sur le volcan Ubinas (Pe´rou). Le but du
jeu est d’utiliser la sismicite´ LP pour pre´dire l’occurrence d’une explosion, et donc pour activer
une alerte sur une explosion imminente quelques heures en avance.
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Chapter 1
Theoretical background
Re´sume´
Ce chapitre est un chapitre introductif oriente´ a` cre´er des bases et a` pre´senter tous les outils
qui sont employe´s tout le long des pages de ce manuscrit. Nous commenc¸ons en donnant un
cadre historique sur la sismologie volcanique et en de´crivant la richesse et la varie´te´ de signaux
sismiques observe´s dans les environnements volcaniques. Ensuite nous passons a` de´tailler les
processus de transport de masse au sein des e´difices volcaniques, de la re´colte du fluide en
poches dans la crouˆte a` l’arrive´e du magma a` la surface. Nous passons aux processus de
ge´ne´ration des se´ismes, avec un aperc¸u de me´canique de la fracture et puis de me´canique des
se´ismes. Nous introduisons la sismicite´ induite par un dyke en propagation, pour finir sur les
aspects statistiques de l’occurrence des se´ismes.
1.1 Volcano seismology
Earthquakes were associated with volcanic eruptions from ancient times. Pliny the
Younger gave the first scientific description of the 79 A.D. eruption at Mt. Vesuvius,
which led to the destruction of the Roman cities of Herculaneum and Pompeii and the
death of tens of thousand people. When Pliny the Elder observed the eruption from
Misenum, at a distance of 30 km, he set out on the first expedition devoted to the study
of a volcanic process. He died in the attempt. Pliny the Younger stayed at home, where
he had a spectacular view of the eruption, and wrote the first eye-witness account of
25
Introduction
the phenomenon [Sigurdsson et al., 2000]. In his report, Pliny the Younger wrote about
numerous earthquakes related to this eruption [Zobin, 2003].
Vesuvius volcano takes a leading role in the history of the study of seismic signals as-
sociated with volcanic activity. It was the first volcano whose earthquakes were mentioned
in scientific literature, it was the first volcano to have a Volcanological Observatory in 1848,
and it was the first to be monitored using seismological equipment. The Palmieri electro-
magnetic seismograph, built in 1862, was the first seismic instrument to record volcano
seismicity [http://www.ov.ingv.it/inglese/storia/storia.htm].
”Volcano Seismology”was born as a science when the Japanese seismologist Fusakichi
Omori begun to investigate seismic signals related to the 1910 eruptions of Usu-San and
Asama [Omori , 1911, 1914, 1912], and the 1914 eruption of Sakurajima volcano [Omori ,
1914, 1922]. Omori defined the volcanic earthquake as ”seismic disturbance, which is due
to the direct action of the volcanic force, or whose origin lies under, or in the immediate
vicinity of a volcano, whether active, dormant, or extinct.” [Omori , 1912]. Omori disposed
of a three-component seismic station, installed near the craters of Usu-San. This station
allowed him to record volcanic earthquakes and micro-tremors. The micro-tremors were
observed only during volcanic activity. In particular, Omori [1911] pointed out a good
correlation between the appearance of micro-tremors and the occurrence of volcanic explo-
sions. He also observed that many eruptions at Japanese volcanoes were preceded by a
large number of earthquakes. With regard to this, he wrote that ”In such cases, seismo-
graph observations close to the center of volcanic activity would give people a warning on
the approaching outburst”. Analysis of volcanic earthquakes became thus the main instru-
ment for monitoring volcanic activity [Zobin, 2003]. Afterwards, Volcano Observatories
were created for other Japan, Kamchatka and Hawaii volcanoes.
Observations from continuously operating seismographs allowed Minakami [1960,
1974] to propose a classification of volcanic earthquakes into four types, according to their
hypocenter location, their relationship with eruptions, and the nature of the earthquake
motion. Although some of the classification criteria proposed by Minakami [1974] have
been relaxed, dropped or changed over the years, such classification has been the basis of
volcano seismology up to present. The different types of events recorded on volcanoes are
listed as follows (figure 1.1):
1. High Frequency or Volcano Tectonic (VT) events: they are associated with shear
failure or slip on faults; their frequency content is typical of tectonic earthquakes,
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with clearly defined P- and S-phase [e.g. Minakami , 1960, 1974; Chouet , 1996; Rubin
and Gillard , 1998; McNutt , 2002]. They are considered as the sign of renewed volcanic
activity since they usually accompany volcano processes typically occurring in form
of swarms [McNutt , 2002].
2. Low Frequency or Long Period (LP) events: they have emergent onset, with unclear
S-phase. Their triggering mechanism is still not well understood [e.g. Neuberg et al.,
2000], even if most studies devoted to investigate the source of this type of events have
relied on fluid-filled resonator models [e.g. Aki et al., 1977; Chouet , 1986, 1988; Neu-
berg et al., 2000; Kumagai et al., 2005]. They are therefore thought to be generated
by fluid pressurization processes such as bubble formation and collapse [e.g. Neuberg
et al., 1998; McNutt , 2002]. The frequency content of LP events usually ranges from
0.2 to 5 Hz and is characterized by narrow spectral peaks [e.g. OaˆA˘Z´Brien and Bean,
2004].
3. Explosion earthquakes: they accompany explosive eruptions, and are characterized
by the presence of an air shock phase on the seismograms, since the energy is released
partly as seismic waves, and partly as acoustic or air waves [Minakami , 1974; McNutt ,
2002; Zobin, 2003]. Typically, the wavefield generated by volcanic explosions includes
a low-frequency signal (1-3 Hz) followed by a higher-frequency seismic wave field (5-10
Hz) [e.g. Ripepe et al., 2001]
4. Volcanic tremor: it is a continuous harmonic or spasmodic signal with duration
from minutes to days or longer. The wave form is similar to that of LP events, in
which the main part consists of surface waves. Many authors have in fact concluded
that tremor is a series of subsequent LP events [e.g. Neuberg et al., 2000; McNutt ,
2002]. It is commonly assumed to be related to fluid transfer, either magma or gas.
Various spectral characteristics have been observed, depending on the volcano, or its
period of activity. Volcanic tremor almost always accompanies eruptive lava flows
at basaltic volcanoes like Piton de la Fournaise [Aki and Ferrazzini , 2000; Battaglia
et al., 2005a], Kilauea [Fujita et al., 1995] or Etna [Gresta et al., 1991; Alparone
and Privitera, 2001]. Battaglia et al. [2005a] propose a model of volcanic tremor at
Piton de la Fournaise volcano in which higher frequencies are directly generated at
the eruption sites, while lower frequencies seems to be related to processes occurring
deeper within the plumbing system. Tremor events are commonly found to contain
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the same temporal and spectral components as LP events, indicating that the source
mechanism might be the same, differing only in duration [e.g. Chouet , 1988].
5. Hybrid events: they share attributes from high and low frequency events. In partic-
ular they have an impulsive first arrival, a high frequency beginning preceding the
low-frequency coda [e.g. Miller et al., 1998]. They are thought to results from brittle
faulting in zones of weakness intersecting a fluid-filled crack, and thus to involve both,
double-couple and volumetric source components [e.g. Lahr et al., 1994].
6. Very Long Period (VLP) earthquakes: their frequency content is of still lower range
than the LP events, i.e. periods of 3-20 sec, and they have fairly small amplitudes.
They have been associated to either, eruptions, or vigorous fumarolic activity [e.g.
Neuberg et al., 1994; Aster et al., 2003].
7. Superficial events: they are local signals generated by shallow processes, which include
non-volcanic processes such as glacial events, shore ice movement and landslides, as
well as volcanic processes such as outburst floods and lahars (volcanic mudflows),
pyroclastic flows, and rockfalls from crumbling lava domes.
The goals of volcano seismicity include the study of the physical processes acting at volca-
noes, the understanding of the dynamics driving such processes, the determination of the
physical properties of the active magmatic systems. The perspective leads to the under-
standing of the eruptive processes and behaviours and assessing of volcanic hazard. Key
developments in volcano seismology have been the attempts to link the different types of
earthquake listed above to particular volcanic phenomena [Sparks, 2003].
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Figure 1.1: Examples of volcanic earthquakes waveforms. (A) Long Period event, Deception
Island, Antarctica; (B) Hybrid event, Deception Island, Antarctica; (C) Tremor activity,
Deception Island, Antarctica (from [OaˆA˘Z´Brien and Bean, 2004]); (D) Volcano Tectonic
event, Piton de la Fournaise, Reunion Island; (E) Explosion, Ubinas, Peru´.
29
Introduction
1.2 Mass Transport Processes at Volcanoes
At volcanoes, processes of mass transport include porous flow in partially molten
and deformable rocks, flow through fractures in elastic/brittle rocks, and diapiric ascent.
Among these, transport in narrow fractures, or dykes, is the most efficient mean of moving
magma through cold lithosphere [for a review on magma transport see Rubin, 1995].
Measurements of seismic velocities at volcanoes indicate that the melt initially collects
in reservoirs within the crust, where density discontinuities create favorable conditions for
magma accumulation, i.e. where the density of the melt equals that of the surrounding rocks
(named the Level of Neutral Buoyancy) [e.g. Ryan, 1987; Lister , 1990a,b; Hill et al., 2002].
Magma processes within the reservoir, such as buoyancy, refilling from depth, exolution of
volatile components, crystallization, or bubble rising, induce pressure growth within the
chamber. When the reservoir pressure exceeds a critical value, a fissure is created in the
walls of the reservoir and propagates upwards [Lister , 1990a]. Such a fissure may reach
the surface directly, leading to an eruption, or feed a shallower magma chamber, as it is
frequently the case at basaltic volcanoes [e.g. Tilling and Dvorak , 1993; Hill et al., 2002].
From this latter, only a portion of the magma is subsequently erupted through secondary
dykes rising to the surface (figure 1.2).
Dykes are tabular sheets through which magma rises across the solid matrix, their
growth involve parting the host rock along pre-existing or magma-created fractures [Rubin,
1993b]. The surrounding solid matrix, subject to the ambient stress and usually considered
to be elastic, is pushed apart with relatively little internal deformation, resulting in typical
dyke thickness/length ratios of about 1/1000 [Rubin, 1993b]. Individual dykes in homoge-
neous media grow thus as self-similar cracks normal to the direction of the least principal
stress, acting mostly against the confining pressure rather than the intrinsic strength of the
rock [Rubin et al., 1998]. The direction of crack growth is modified, however, by local stress
concentrations [Pollard , 1973; Hill , 1977]. The propagation velocity is mostly controlled
by the magma viscosity and can vary in the range 0.01− 10 m/s at basaltic volcanoes [e.g.
Klein et al., 1987; Rubin, 1995; Peltier et al., 2005, 2007], which allows dykes to propagate
great distances before freezing [Rubin, 1993b, and references therein].
The difficulty of making direct observations of the plumbing system at volcanoes has
limited our knowledge about the parameters and physical balances governing the magma
movement at volcanoes [Lister and Kerr , 1991]. The principal forces at stake in controlling
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Figure 1.2: Sketch illustrating the anatomy of a continental volcano [from Hill et al., 2002].
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the crack propagation are the following [e.g. Lister , 1990b; Lister and Kerr , 1991; Rubin,
1995]:
• the pressure required to open the crack against elastic forces;
• the hydrostatic pressure due to the density difference between the magma and the
host rock, i.e. the buoyancy force;
• the viscous pressure drop caused by flow in the crack;
• the magma driving overpressure;
• the tensile stress required for fracture extension against the strength of the host rock;
• the regional pre-existing stress field.
Several authors have applied analytical models of fluid-filled fracture to dyke em-
placement and propagation to the eruption site. These models leans on different initial
conditions, which have been tested over the years.
Pioneer works [e.g. Weertman, 1971a; Rubin and Pollard , 1987; Pollard , 1988] neglect
dynamical effects such as the viscous pressure drop in the fluid, and focus on computing
the stress field around a static fluid-filled crack and on evaluating the conditions under
which the crack extends. Crack growth occurs when the stress intensity factor at the tip
of the crack exceeds the critical value for the material. The vertical extent of the fluid-
filled fracture cannot exceed a certain value without causing the upper tip of the crack to
propagate or the lower tip to close [Weertman, 1971a]. For geological settings, this value is
of order a hundred meters [Lister , 1990a]. This is not realistic for common tabular dykes,
which are able to feed eruptions whose volume of lava emitted is often larger than the
volume of the feeding dyke. The solutions proposed in these studies can be considered
as equilibrium shapes of stationary fluid-filled cracks. They are therefore valid only once
magma has come to rest, but is still molten [Lister and Kerr , 1991].
Initial attempts to include dynamic effects have been carried out neglecting buoyancy
forces [Spence and Sharp, 1985; Emerman et al., 1986; Spence and Turcotte, 1985]. The
problem of density difference between melt and rock mass, therefore, is not considered.
This makes them relevant only when considering propagation through sill (i.e. lateral
dyke) [Lister and Kerr , 1991].
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On the other hand, through an experimental approach in which various liquidus are
injected into gelatin, Takada [1990] concludes that buoyancy is the quantity that governs
dyke propagation. In his experiments, Takada [1990] tests two boundary conditions for
crack growth: constant injection rate of fluid into the gelatin, and a constant volume for
the fluid-filled crack.
Spence et al. [1987] and Lister [1990a] give then analytic solutions governing the
steady upward propagation of a two-dimensional buoyancy-driven dyke from a prescribed
constant flow rate source. Lister [1990a] shows that the width and rate of propagation of
the crack are determined by the geometry of the source feeding the crack and the magma
supply rate. Lister [1990a,b] show that the pressure associated with elastic deformation
and the strength of the country rock only affect the vicinity of the dyke tip. This allows for
simple solutions of dyke shape far from its tip [Spence and Turcotte, 1990]. Lister [1990b]
derives then expressions for the lateral extent and the lateral cross-section of a dyke rising
from a localized source, as well as for the rate of a fluid-filled crack laterally propagating
in a stratified solid at the Level of Neutral Buoyancy (LNB).
Lister and Kerr [1991] study of the effect of fluid viscosity, elasticity and buoyancy on
the fluid-filled crack propagation, concluding that none of these effects can be neglected.
They demonstrate that magma ascent is mainly driven by buoyancy. Indeed, after the
vertical extent of the dyke exceeds a value of order a hundred of meters, the buoyancy
forces are much greater than fracture resistance of rocks. From then on, the dominant
resistance to further crack growth is provided by the viscous pressure drop in the melt as
it flows towards the dyke tip. Near the dyke tip, on the other hand, the balance between
viscous and elastic pressures controls crack growth. However, the authors show that is
fluid dynamics who governs dyke propagation, and the ascent ceases near the LNB of the
magma. Here dykes can propagate laterally driven by the buoyancy forces arising from the
density difference between the magma and the underlying and overlying rocks.
Judging the boundary conditions of constant magma supply from the reservoir into
the dyke [Lister , 1990a,b; Lister and Kerr , 1991] geologically inappropriate, Meriaux and
Jaupart [1998] propose a dyke propagation driven by buoyancy from a constant over-
pressure reservoir through an elastic plate of finite thickness. In this configuration both, the
dyke width and the magma injection rate (which depends on the conduit width) increases
as dyke ascends to the surface. They identify two different fracturing mechanism during
crack growth, (i) the fracture initiation (sub-critical crack growth) and (ii) the subsequent
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propagation by tensile hydrocracking. Consequently, elastic stresses in the dyke conduit
cannot be neglected as the dyke extends.
Ida [1999] point out however that a very large volume reservoir would be required for
the magma overpressure in the reservoir to remain constant as the dyke propagates.
Me´riaux et al. [1999] consider dyke propagation within host rock with distributed
damage. They conclude that the rate of magma-driven propagation is indeed determined
by fluid dynamics [as proposed by Lister and Kerr , 1991]. This is because the host-rock
response is linear except in the damaged tip region. A part from this small zone, therefore,
the rock resistance can be neglected, and the resistance to dyke propagation is given by
the viscous head loss.
The same conclusion is attained by Menand and Tait [2002], who go back to the
problem of dyke growth from a constant overpressure chamber, but from an experimental
point of view. They conclude that, initially, the crack growth is controlled by a balance
between the chamber over-pressure and the fracture toughness of the host rock. Once the
buoyancy pressure overcomes the source pressure, a steady state is achieved, in which the
fissure develops a bulbous head fed by a thinner tail. This steady state depends on the
source overpressure.
Recently Roper and Lister [2005] considered analytically the case of crack propagation
under the influence of buoyancy and overpressure in an infinite impermeable solid. They
find solutions which depend on the length of the crack relative to the buoyancy length,
which measures the relative importance of the elastic pressure gradient and buoyancy. In
both cases, short and large cracks, the overpressure at the source acts to make the width
of the crack grow in proportion to its length. This leads to an increase in the flux, whose
driving force is dominated either, by the elastic pressure gradient for short cracks, or by
buoyancy for large cracks. In agreement with the experimental results obtained by Menand
and Tait [2002], Roper and Lister [2005] find that, for large cracks, the solution develops
a head-and-tail structure: in the tail the elastic pressure gradient is negligible and the
flow is buoyancy-driven. In the head the elastic pressure gradient becomes comparable to
buoyancy.
In conclusion, the studies that have been carried out since the early 70’s have led to
fundamental understandings of the processes driving and accompanying dyke ascent from
the reservoir to the surface. In particular they have established that the influence of of
the toughness of rocks on dyke propagation only affects fracture growth at an initial stage.
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Subsequently the resistance of the country rock can be neglected and the fluid dynamics
determine the propagation rate of the dyke. It means that the dyke ascent is driven by
buoyancy, which allows for pushing the host rock aparts against elastic stresses, while
resistance to dyke growth is given by the viscous head loss. One point is still debated, i.e.
whether the feeding of the dyke from the magma reservoir can occur at constant magma
injection rate, or whether the best initial condition is given by a constant overpressure at
the dyke inlet.
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1.3 Origin, Mechanics and Characteristics of Earth-
quake Occurrence
The aim of this section is to describe the state of the art about theory of earthquake
occurrence, in order to provide the reader with a background about all the tools we use
throughout the following chapters. Most of the tools we describe here come from the
”classic” tectonic seismicity, and have been adapted here to suit volcano seismology. We
briefly describe useful notions of fracture mechanics, the processes related to earthquake
generation and the statistical features of seismic occurrence.
1.3.1 Notions of Fracture Mechanics
Understanding about rock strength properties dates back to ancient times, but the
pioneer work of Griffith [1921, 1924] poses this wonder at a more fundamental level, in
the form of an energy balance for crack propagation [for a detailed description see Scholz ,
2002; Janssen et al., 2003]. According to the Griffith’s theory, then modified by Irwin
[1958] and Rice [1968], in order the crack growth to occur, the potential energy G released
by the extension of the crack is sufficient to provide the energy necessary for fracture Gc
(i.e. the instantaneous elastic stress field surrounding the crack tip defined on the basis of a
global energy change [Rice, 1968]). Owing to practical difficulties of this energy approach,
later in the 1950’s, Irwin develops the stress intensity approach, according to which the
crack extension occurs when the crack-tip stress intensity factor K reaches a critical value
Kc. The factor K gives the magnitude of the elastic stress field, and depends on the crack
size and loading configuration [e.g. Janssen et al., 2003; Rubin, 1993a, 1995], while Kc is
the rock fracture toughness. The macroscopic strength of a material is thus related to the
intrinsic strength of the material through the relationship between the applied stresses and
the crack-tip stresses [Scholz , 2002]. According to the displacement field generated by the
crack extension, the fracture can be divided into three basic types, or modes (figure 1.3).
Mode I is tensile, or opening, Mode II is in-plane shear, and Mode III is anti-plane shear.
Faults correspond to mode II fractures, in which the displacements are in the plane
of the discontinuity. Dykes, on the other hand, correspond to mode I fractures, in which
the displacements are normal to the discontinuity walls. Earthquakes recorded on Earth
surface are thus the expression of natural shear and opening mode cracks.
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Figure 1.3: The three modes of crack surface displacements, from Janssen et al. [2003]
1.3.2 Mechanics of Earthquakes
According to the Elastic Rebound theory [Reid , 1911], the tectonic plate motion
induces stress accumulations on faults, due to the fact that friction on the fault plane
”locks” it and prevents the sides from slipping. Eventually the strain accumulated in the
rock is more than the rocks on the fault can withstand, and the fault slips, resulting in an
earthquake that relaxes all the available energy. However, strain released by earthquakes
can occur in a variety of forms resulting from e.g. the nature of crust materials and the
local stress field [e.g. Kanamori , 1973].
According to more recent views, earthquakes are indeed triggered as a consequence
of stress perturbations. Such stress perturbations are, however, due to both, external
forcing (i.e. either tectonic plate motion, or volcano processes in tectonic and volcanic
environments, respectively) and earthquake interactions. From the simple view point of
an isolated homogeneous fault loaded at constant stress rate, characteristic earthquakes
occur periodically by rupturing the whole fault, with a period equal to ratio of the stress
drop divided by the rate of stress loading [e.g. Scholz , 2002, and references therein]. These
earthquakes are the signatures of the tectonic loading [e.g. Helmstetter , 2002]. However,
statistical and geological studies show that faults are complex structures organized into
complex and interacting networks [for a review see Bonnet et al., 2001]. There are in-
deed abundant evidences of fault (and thus earthquake) interacting through their static
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stress field, which results in earthquakes triggered by the static stress change induced by
a previous event. However, the physics driving these interactions is not fully understood
and various different mechanisms have been proposed [e.g. Helmstetter et al., 2005, and
references therein].
The manner in which fracture system properties at different scales relate to each
other, has thus recently received increased attention motivated by the promise of statis-
tical prediction that scaling laws offer [e.g. Bonnet et al., 2001]. Recent studies on tec-
tonic earthquake occurrence through a stochastic model of seismicity (see section 1.3.4),
demonstrate that earthquakes have a key role in the triggering of other earthquakes [e.g.
Helmstetter and Sornette, 2002a; Helmstetter , 2003; Helmstetter and Sornette, 2003].
Assuming the validity of the stress triggering mechanism for earthquakes, the Coulomb
stress change ∆σf defined below, will enhance or retard the potential for rupture to nucleate
on a given fault.
∆σf = S = ∆τ − µ(∆σn −∆P ). (1.1)
where ∆τ is the shear stress change on a fault (positive in the direction of fault slip),
∆σn and ∆P are the changes in normal stress and pore pressure on the fault (positive
for compression), and µ is the friction coefficient. Failure is encouraged if ∆σf is positive,
and inhibited if ∆σf is negative. Both, increased shear and unclamping of faults promote
failure [Stein, 1999]. Coulomb stress changes refer to static stress changes that occur
instantaneously and permanently [Steacy et al., 2005].
Computations of Coulomb stress change indeed show that enhancement of seismicity
rather occurs in areas of stress increase, while seismic quiescence is observed in stress
drop shadow areas [e.g. King et al., 1994; Harris, 1998; Stein, 1999; King and Cocco,
2000]. Steacy et al. [2005], commenting on Toda et al. [2005] results, affirm that triggering
primarily represent clock-advanced failure, rather than creation of new fractures.
Observations of aftershocks occurring in stress shadow areas seem to contradict the
stress triggering mechanism [Hardebeck et al., 1998; Catalli et al., 2008]. However, Helm-
stetter and Shaw [2006]; Marsan [2006] demonstrate that small-scale slip variability, which
might not be directly measured, may explain the absence of quiescent regions in the first
period of aftershock activity.
Based on this model and on the observation that stress and earthquake rate changes
are not linearly correlated, Deterich [1994] proposes a constitutive law for the rate of
earthquake production, leaning on experimentally derived rate- and state-dependence of
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fault friction. He models the seismicity as a sequence of nucleation events whose occurrence
depends on the distribution of initial slip conditions on the fault and on the stress history
to which the fault is subjected. An evolving variable representative of the state of the fault
over time allows to quantify the rate of earthquake production resulting from an applied
stress history.
According to this formulation, the earthquake rate R in a specified magnitude range
is given by
R =
r
γ
.
Sr
, (1.2)
where
dγ =
1
Aσ
[dt− γdS], (1.3)
γ is a state variable, t is time, the constant r is the steady-state earthquake rate at the
reference stressing rate
.
Sr, A is a dimensionless fault constitutive parameter, and S is the
Coulomb stress function of equation (1.1). See appendix B for details on equations about
the effect of stressing history on Earthquake rate).
On the bases of this formulation, Dieterich et al. [2000] uses seismicity rate changes
to compute stress changes prior and contemporary to the 1983 flank eruption at Kilauea
volcano. The results they obtain well agree with the deformation model obtained for
the same episode by Cayol et al. [2000]. It evidences that accompany this eruption are
promoted by Coulomb stress changes induced by the expansion of a dyke-like magma
system within the Kilauea rift zones, coupled with aseismic creep. Toda et al. [2002] show
a linear relationship between the stressing rate change induced by the 2000 dyke opening
at Izu Islands (Japan), and the increase in seismicity rate. Feuillet et al. [2004] show that
earthquakes recorded at Alban Hills volcano (Italy) are promoted by elastic stress changes
induced by a magmatic intrusion.
All these argue for the fact that just as earthquake occurrence perturb the stress
state in surrounding areas, so does mass transport and volcano processes at volcanic en-
vironments. Here, stress perturbations induced by magmatic processes may thus promote
faulting and earthquake activity. Indeed, major volcanic events are generally associated
with dramatic increases of seismic activity. Conversely, a volcanic system may be per-
turbed by stress changes induced by neighboring earthquakes [e.g. Dieterich et al., 2003;
Hill et al., 2002; Lemarchand and Grasso, 2007].
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1.3.3 Dyke-Induced Seismicity
The Volcano Tectonic (VT) seismicity associated to mass movements within a volcano
is driven by the superposition of two contemporary acting processes: the ambient stress
accumulation and the stress perturbation induced by the propagating dyke [Rubin and
Gillard , 1998]. By calculating plane-strain solutions in the context of a shallow propagating
dyke, Rubin and Gillard [1998] investigate the likelihood of earthquake occurrence for the
following cases (see figure 1.4):
1. Fault slip away from the tip cavity.
2. Fault slip near the tip cavity
3. Shear failure of intact rock
Rubin and Gillard [1998] show that the most dyke-induced VT seismicity should be inter-
preted as resulting from slip along suitably aligned existing fractures for any of the first
two cases. On the other hand, shear fracture of previously intact rock seems unlikely. They
conclude that the distribution of (recorded) dyke-induced seismicity reflects the distribu-
tion of ambient stresses that are near to failure, and does not necessarily reflect the extent
of the dyke.
This conclusion confirms the results found by Grasso and Bachelery [1995] on sta-
tistical arguments about scaling attributes of volcanic-induced earthquakes, dykes, fissures
lengths and erupted lava volumes. Such scaling organization of the dynamic magma in-
duced observables on the volcano makes the authors argue about dealing with a system
near to the critical point.
All these argue for rejecting fracturing recorded on surface as the trajectory of dyke
movement.
On the other hand, Hill [1977] propose a model of magma-filled dyke clusters em-
bedded in brittle volume of the crust. As the dyke grows and the volume reaches a critical
state, the shear failures accompanying dyke propagation would occur on a system of con-
jugate faults joining en echelon offset dyke tips at oblique angles (see figure 1.5). Such
a model would imply to observe a migration of earthquakes accompanying dyke propa-
gation from depth. However, no case of documented upward and monotonic migration
of the seismicity illustrating the ascent of magma could be found, with exception of the
early phase of the 1998 Piton de la Fournaise (PdlF) eruption case, discussed by Battaglia
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et al. [2005b]. According to the Hill [1977] model, Battaglia et al. [2005b] suggest that
the observed seismicity may indicate the position of the uppermost extremity of the dyke,
propagating from a possible deep magma storage zone towards the surface. Generally,
however, the PdlF eruptions are fed from the shallow magma reservoir system [e.g. Le´nat
and Bache`lery , 1990; Peltier et al., 2005, 2007], and no earthquake migration contemporary
to magma rising is observed. Eruptions are heralded by a few hours of precursory diffuse
VT seismicity occurring in form of swarms [e.g. Toutain et al., 1992; Grasso and Zaliapin,
2004; Peltier et al., 2007].
Gambino et al. [2004], through a precise relocation of the seismic activity preceding
the 2002-2003 eruption at Mt. Etna, observe that earthquakes accompanying magma
ascent are peripheral with respect to the dyke rise under the central cone. They conclude
that magma-induced strains are dissipated away from the summit region, such that the
observed seismicity may reflect stress redistributions along pre-existent regional structures
due to magma-induced edifice deformation.
The seismicity we record at the volcano surface represents therefore a global response
of the solid matrix to the deformation induced within the edifice by the acting volcano
process.
1.3.4 Statistical Features of Seismicity and ETAS model
Evidence of earthquake interaction comes from the fact that earthquakes are gener-
ally part of a sequence. From the classical seismology view point, a seismic sequence is
constituted by ”foreshock”and ”aftershock” sequences closely associated with a larger event
called ”mainshock”. The existence of aftershocks (i.e. triggered seismicity) is particularly
evident following large earthquakes in tectonic areas. The seismicity rate considerably in-
creases following the mainshock, and decays ∼ as the inverse of time [Omori , 1894; Utsu,
1961]. Aftershock activity eventually dies off and the background seismicity return to be
predominant. Prior to the next major earthquake, foreshocks are expected to appear [e.g.
Mogi , 1968], even if less numerous than aftershocks [Ogata, 1988].
Earthquake sequences where no clear mainshock-aftershock pattern is recognizable
are called ”swarms” [e.g. Scholz , 2002].
At volcanoes, subsurface mass movements are are generally accompanied by earth-
quake swarms of either, VT and LP events [e.g. Chouet , 1996; Saccorotti et al., 2002; Toda
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Figure 1.4: Schematic diagram of blade-like dyke and the three types of deformation that
could be induced by the propagating dyke, see the text for details. x indicates the dyke
propagation direction; σ3 is the confining pressure. The three type of inelastic deformation
Rubin and Gillard [1998] consider are: (1) slip on existing faults away from the tip cavity;
(2) slip on existing faults adjacent to the tip cavity; (3) shear failure of intact rock adjacent
to the tip cavity [from Rubin and Gillard , 1998].
42
Earthquake Occurrence
Figure 1.5: Schematic representation of dykes and conjugate fault planes with respect to
greatest and least principal stresses σ1 and σ3. A and B illustrate typical patterns of crack
interactions near adjacent dyke tips in homogeneous media. From Pollard [1973].
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et al., 2002; Feuillet et al., 2004; Wright et al., 2006; Pedersen et al., 2007]. A clear and
straightforward relationship between the volcanic process and associated seismic swarm is
however lacking. This is due to the fact that temporal characteristics of earthquake swarms
are complex and locally variable [e.g. Toda et al., 2002; Matsuu´ra and Karakama, 2005].
Due to the difficulty in classifying an earthquake as a foreshock, an aftershock, or a
mainshock even in tectonic environments, the classic formulation has been revolutionized in
recent studies, where the distinction of foreshock-mainshock-aftershock events is removed.
Such a discrimination in fact, has no reason to be, since all earthquakes, no matter their
magnitude, trigger their own aftershocks, which in turn trigger other aftershocks and so on.
Contrary to aftershocks then, which exist at all scales [Mogi , 1967; Scholz , 1968], individual
foreshock sequences are rare and mostly irregular [e.g. Helmstetter et al., 2003a]. Nonethe-
less, foreshock sequences following an inverse Omori’s law emerge from stacking over many
mainshocks when conditioning on the time of the mainshock [Helmstetter et al., 2003a]. In
this framework, mainshocks are ”aftershocks of conditional foreshocks” [Helmstetter et al.,
2003a].
In this spirit, the Epidemic Type Aftershock Sequence (ETAS) model introduced by
Kagan and Knopoff [1981, 1987] and Ogata [1988] allows to explore the temporal cluster-
ing of the seismic activity without any a-priori on event classification. ETAS model is a
stochastic point process describing the seismic activity within a seismically active region.
It is a generalization of the modified Omori law and takes into account the secondary
aftershock sequences triggered by all events. In this model, therefore, all events can simul-
taneously play the role of mainshock, aftershock, and possibly foreshock [e.g. Helmstetter
and Sornette, 2002a; Helmstetter et al., 2003a].
According to the ETAS model, the seismicity can be described, in time, simply as
the superposition of two types of earthquakes: a background uncorrelated activity λ0, and
the events triggered by a prior earthquake. An observed aftershock sequence, therefore,
is the the result of the activity of all events triggering events, which in turn trigger other
events, and so on taken together [Helmstetter and Sornette, 2002a]. The works of Felzer
et al. [2002]; Helmstetter and Sornette [2002a]; Helmstetter [2003]; Helmstetter and Sornette
[2003]; Helmstetter et al. [2003a] have brought major advances about this subject, by
demonstrating that all earthquakes are able to trigger other events, in an amount which is
related to their magnitude.
ETAS model is built on the basis of three well-known statistical laws for earthquakes:
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1. the Gutenberg-Richter distribution of earthquake sizes, or magnitudes M [Gutenberg
and Richter , 1949]:
P (M) = b ln(10)10−b(M−M0), (1.4)
where b is an empirical coefficient and M0 is a lower bound magnitude corresponding
to the completeness of the catalog. At tectonic environments the b-value is gener-
ally observed to be close to 1 (the observed range is 0.6 − 1.1). In volcanic areas,
however, higher b-values have been observed, apparently in zones adjacent to magma
bodies identified by other techniques, or in zones of high either, thermal gradients,
or heterogeneity [for a review see McNutt , 2002]. It questions about the use of the
b-value as a diagnostic tool for inferring changing processes or mapping magma bod-
ies [e.g. Wyss et al., 1997]. In the ETAS model event magnitudes are drawn from
the Gutenberg-Richter law. It implies that the magnitude of a triggered event is
statistically independent of the magnitude of the event that have triggered it.
2. the modified Omori law for the aftershock rate R decay following a mainshock [Omori ,
1894; Utsu, 1961]:
R(t) =
K
(t + c)p
, (1.5)
where K, c and p are empirical constants and t is time since the mainshock occurrence.
p-values largely vary for different aftershock sequences (the observed range is 0.3− 2
[e.g. Utsu et al., 1995]). In tectonic environments, however, they are usually found
in the range 0.8− 1.2 [e.g. Utsu et al., 1995; Helmstetter and Sornette, 2002a].
3. the productivity law, relating the number of aftershocks nM triggered by a mainshock
of magnitude M :
nM ∼ 10αM . (1.6)
where the exponent α has been estimated within the range 0.8− 1 for Southern Cal-
ifornia seismicity [Helmstetter , 2003]. This parameter controls the relative role of
small compared to large earthquakes in triggering the seismicity, i.e. how fast the
average number of daughter earthquakes per mother event increases with the magni-
tude of the mother [Helmstetter and Sornette, 2002a; Helmstetter , 2003; Helmstetter
et al., 2005]. Precisely, the number of triggered events born from a mother event of
magnitude M has the form:
nM = K10
α(M−M0), (1.7)
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4. the fractal structure of faults along which earthquakes are clustered in space [Kagan,
1991]:
P (r) ∼ rD−1 (1.8)
where P (r) is the time-independent density of distances r between hypocenters, and
D is the fractal dimension of the fault network. The area affected by the stress vari-
ation induced by an earthquake increases with the rupture length, while the stress
drop induced by the same earthquake is independent of its magnitude [Utsu, 1961;
Kagan, 2002; Kanamori and Anderson, 1975; Helmstetter , 2003]. Assuming that the
aftershocks are triggered by the stress change induced by the mainshock, the density
of triggered earthquakes is independent of the mainshock magnitude for distances r
proportional to the rupture length L from the mainshock. Analogously, the distance
between the mother and the daughter events is assumed to be independent of the
magnitude of the first and of the delay between the first and the seconds [Helmstet-
ter and Sornette, 2002a; Helmstetter , 2003]. However, larger earthquakes influence
seismicity in a wider area, proportional to the mainshock rupture area [Kagan, 2002;
Helmstetter et al., 2005]. Consequently, the increase in the number of triggered events
with the mainshock magnitude simply arises from the increase in the aftershock zone
size with the rupture length [Helmstetter , 2003]. This latter is usually related to the
magnitude as follows [Kanamori and Anderson, 1975]:
L ∼ 100.5M (1.9)
On the other hand, since aftershocks are distributed on a fractal structure, the number
of aftershocks triggered by a mainshock of magnitude M is [Helmstetter , 2003]:
nM ∼ rD (1.10)
where r is the characteristic length of the aftershock zone [Helmstetter , 2003]. Com-
bining the last two equations we get
nM ∼ 100.5DM . (1.11)
D is the fractal dimension of the spatial distribution of aftershocks. D values have
been observed in the range 1.5− 2.8 [Guo and Ogata, 1997; Helmstetter , 2003]. For
California seismicity, Helmstetter [2003] finds D = 1.6, i.e. D = 2α, where α has
been described in point 3. It implies that the aftershock productivity α can be related
to the fractal structure of the spatial distribution of seismicity [Helmstetter , 2003].
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In conclusion, according to the ETAS model, an earthquake can trigger other earthquakes
of any magnitude (drawn from the Gutenberg-Richter law). That is, the triggered events
can be larger, equal, or smaller than the earthquake that triggered them. Felzer et al.
[2002]; Helmstetter and Sornette [2002a]; Helmstetter [2003]; Helmstetter and Sornette
[2003]; Helmstetter et al. [2003a] show that secondary aftershocks (i.e. events triggered
by previous earthquakes which are already aftershocks) dominate an aftershock sequence,
so that subsequent large aftershocks are more likely to be triggered indirectly by a previous
aftershock of the mainshock.
The ETAS model is currently considered as a null hypothesis for earthquake statistics
and earthquake predictability, and it should therefore be rejected first before evidence for
new effects is demonstrated [Saichev and Sornette, 2007].
According to the ETAS model, the seismicity rate can be written in time as follows:
λ(t) = λ0 +
∑
t<ti
K eα(Mi−M0)
(t− ti + c)p . (1.12)
where λ0 is the background event rate, and the second term contains the cascading process
that gives birth to the triggered seismicity [e.g. Ogata, 1988; Utsu et al., 1995; Helmstetter
and Sornette, 2002a]. The background seismicity is modeled as a stationary Poisson process
whose events are statistically independent from each other [e.g. Ogata, 1988; Helmstetter
and Sornette, 2002a].
The λ0 term represents the direct response of the solid matrix to the external forcing
process, i.e. the tectonic loading or, at volcanic environments, the acting volcano process,
such as mass movements or pressure and temperature variations within the volcano. Like-
wise, Collombet et al. [2003] suggest that, on volcanoes, aftershock events are noise that
prevent a direct mapping of the seismicity rate onto the volcanic processes.
With the aim of quantifying the underlying physical processes that drive seismicity,
various attempts of quantifying these two types of seismicity have been made, giving birth
to a series of declustering techniques. Pioneer techniques are based on space-time distance
between the events [e.g. Reasenberg , 1985; Frohlich and Davis , 1990; Davis and Frohlich,
1991] and are heavily parameter dependent since based on arbitrary rules [Marsan and
Lengline´, 2008].
Recently more sophisticated methods of stochastic declustering have been proposed.
They work on determining the probability that a given earthquake triggered another given
earthquake [Zhuang et al., 2002]. In this case, however, the result is model-dependent, as
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the influence of a given earthquakes is constrained to follow a specific law, whose parameters
have to be inverted [Marsan and Lengline´, 2008].
Marsan and Lengline´ [2008] propose a new model in which probability of directly and
indirectly triggered aftershocks can be estimated with no a-priori model. Taking advantage
of the characteristic shape of the interevent time distribution of earthquakes [Corral , 2003,
2004a,b; Molchan, 2005], Hainzl et al. [2006], propose a different style of declustering
technique, based simply on the memory between successive earthquakes, which influences
the distribution of interevent times.
One must note, however that a limit of all these techniques arise from the assumption
that background seismicity is stationary over time, which represent a very strong and
often unacceptable assumption when considering seismic sequences driven by highly non-
stationary processes such as many volcano processes.
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Brittle creep damage as the seismic
signature of dyke propagations
within basaltic volcanoes
Paola Traversa and Jean-Robert Grasso
Laboratoire de Ge´ophysique Interne et Tectonophysique,
CNRS - OSUG - Univeriste´ Joseph Fourier, BP 53 38041 Grenoble Cedex 9, France
Paper published under the reference: Bull. Seismol. Soc. America (2009) 99 (3), 2035-
2043.
Abstract
Contemporary to 9 dyke intrusions on Piton de la Fournaise, Etna and Miyakejima vol-
canoes, we recover stationary seismicity rate and energy release over time, whatever the
dyke reaches the surface or not. This generic seismicity pattern for the dyke propagation
of low viscosity magma argues for the fluid driven crack propagation to be a scale indepen-
dent stationary process. This prevents any prediction of the time to eruption during the
dyke propagation phase using seismicity rate alone. The seismic signature of the volcano
deformation triggered by dyke injections corresponds to brittle creep damage in a strain
51
driven setting. Whether mechanical properties of host rock structure or geometrical effects
influence this generic stationary response is not resolved by the seismic data. Since a few
if any aftershocks are resolved contemporary to dyke intrusions, the seismicity is purely
driven by the dyke dynamics, i.e. a proxy for the dyke volumetric growth.
Re´sume´
Pendant neuf intrusions de dyke aux volcans du Piton de la Fournaise (La Re´union), Etna (Sicile)
et Miyakejima (Japon), nous retrouvons des taux de sismicite´ et d’e´nergie libe´re´e stationnaires
au cours du temps, peu importe si le dyke atteint la surface ou non. Ce motif ge´ne´rique de
sismicite´, qui caracte´rise la propagation des dykes de magma peu visqueux, sugge`re que la
propagation d’une fracture conduite par le fluide est un processus inde´pendant de l’e´chelle et
stationnaire. Cela rend impossible toute pre´diction du temps de de´but de l’e´ruption pendant la
phase de propagation du dyke en utilisant le seul taux de sismicite´. La signature sismique de la
de´formation d’un volcan sous l’effet d’une injection de dyke correspond a` de l’endommagement
en forme de fluage fragile dans un cadre a` de´formation controˆle´e. Si les proprie´te´s me´caniques
de l’encaissant ou des effets ge´ome´triques influencent cette re´ponse stationnaire ge´ne´rique ne
peut pas eˆtre re´solu avec les donne´es de sismicite´. Puisque peu ou pas de re´pliques ont e´te´
observe´es contemporainement a` l’intrusion du dyke, la sismicite´ est directement gouverne´e par
la dynamique du dyke, cet a` dire elle est une mesure de la croissance volume´trique du dyke.
2.1 Introduction
Abrupt changes in seismic activity have often proved to be a clear observable attesting
ongoing magmatic processes in volcanic areas around the world [e.g. Rubin and Gillard ,
1998; Aki and Ferrazzini , 2000; Toda et al., 2002; Smith et al., 2004; Aloisi et al., 2006;
Pedersen et al., 2007]. The seismicity associated with intrusive events has been related to
the distribution of ambient stresses near to failure [e.g. Rubin and Gillard , 1998; Pedersen
et al., 2007], or to the variations in the stressing rate induced by the intruding magma [e.g.
Toda et al., 2002].
A few analogical [e.g. Menand and Tait , 2002; Rivalta et al., 2005; Rivalta and Dahm,
2006, among many others] and analytic models [for a review see Rubin, 1995] of dyke
propagation have also been proposed, allowing to improve the understanding of this process.
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However, a clear and unambiguous relationship between dyke propagation and induced
seismicity is still missing.
In this study we use the seismic response of volcanoes to low viscosity magma transfers
in order to constrain the mechanical processes that drive fluid transfers during the last stage
before an eruption, i.e. the dyke propagation. We analyze seven dyke intrusions on the
(PdlF) Piton de la Fournaise volcano, Reunion Island, Indian Ocean, during the period
1988-1992, which preceded a 6 years repose period. We compare these patterns to the
intrusion feeding the 2002 Etna eruption, Sicily, Italy, and the 2000 Miyakejima intrusion,
Izu Island, Japan.
During the considered period, seismicity accompanying dyke propagations at PdlF
volcano is dominated by Volcano-Tectonic (VT) events [Aki and Ferrazzini , 2000, e.g.].
The same holds for the Etna 2002 and Miyakejima 2000 intrusions [Patane´ and Saccorotti,
personal communication, 2007 and JMA catalogue]. On these 3 volcanoes and during
their dyke propagations, the VT events map the brittle damage induced in the host rock
structure by the magma movement on his way toward the volcano surface [e.g. Grasso
and Bachelery , 1995; Rubin and Gillard , 1998]. The brittle damage we record during dyke
propagations as seismic events is the sum of diffuse events corresponding to the deformation
of the heterogeneous volcano rock mass to dyke intrusion, plus the localized cracking at
the dyke tip during its opening. From theoretical argument, the latter is expected to be, in
most cases, too high frequency and too small in size to be recorded at the volcano surface
[e.g. Cornet , 1992; Rubin, 1995].
We first characterize the seismicity and energy rate patterns during seven dyke in-
trusions at PdlF. Second, we validate on Etna and Miyakejima volcanoes how generic, for
low viscosity dyke intrusions, the PdlF dyke propagation patterns are. Third, we derive,
from the observed seismicity patterns, mechanical implications for the dynamics of the
dyke intrusions.
2.2 Data
Although the PdlF eruptions still remain difficult to predict in time, space and size
domains [e.g. Grasso and Zaliapin, 2004], the distinguishing mark of the pre-eruptive his-
tory at PdlF is the existence of a so-called seismic crisis preceding each eruption. These
crises are swarms of shallow VT events which are the hallmark of the few hours ultimate
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stage before the magma reaches the volcano surface [Aki and Ferrazzini , 2000, and refer-
ences therein]. They are characterized by seismicity rates more than ten times larger than
the ones normally recorded during the last week before each of the eruption onsets [Grasso
and Zaliapin, 2004, e.g.].
We analyse the 7 crises that occurred on the period 1988-1992 at PdlF volcano,
six of them leading to surface lava flow (see table 2.1). During this period, the seismic
crises are only recorded by three summit stations of the PdlF seismic network. Time
series of earthquake occurrences were extracted from analogical signal recordings (see Data
and Resources Section), each event being characterized by an arrival time and a signal
duration. This latter is converted into a local magnitude using, Md = −0.9 + 2 log 10(τ),
τ being the seismic signal duration [OVPF (Observatoire Volcanologique du Piton de la
Fournaise), personal communication]. Accurate earthquake locations were not available
for most of these events, but previous studies on the seismicity at PdlF volcano during
the study period show that, when available, the few located events are shallow, primarily
above sea level, and below the summit crater, i.e. within one or two km below the summit
caldera [e.g. Le´nat and Bache`lery , 1990; Aki and Ferrazzini , 2000]. During the period
1988-1992, the absence of deep seismicity and the short duration, i.e. 0.5-4.5 hrs, of the
pre-eruptive seismic swarms, suggest a shallow origin of the magma storage area [e.g. Le´nat
and Bache`lery , 1990].
The intrusion onset is defined by the arrival time of the first event of the accompanying
seismic crisis. These onsets are easily identified since the seismicity rate jumps from a
maximum of 10 events/day to 2-5 events/minute for each crisis onset. The end of the
crisis is defined by the emergence of the volcanic tremor on the recorded signals, which
is contemporary to surface fluid flow within 10-20 minute time lags [Aki and Ferrazzini ,
2000, and OVPF, personal communication]. The durations of the seismic crisis range from
0.5 to 4.5 hrs, with a 1.6-2.6 maximum magnitude range (table 2.1).
On Mt. Etna volcano we analyse seismic events in the 20:12, 10/26/2002 - 04:00,
10/27/2002 (LT) period. This period includes an initial vertically ascending dyke on the S-
SW flank followed by a migration of the injection path toward the NE flank [e.g. Aloisi et al.,
2006]. On Miyakejima, following previous studies, we considered the period characterized
by the lateral migration of the magma towards the northwest of the island up to the first
summit eruption, i.e. 9:00, 06/27/2000 - 18:40, 07/08/2000 (LT) [e.g. Ueda et al., 2005].
There is no recorded Long Period (LP) event during the 2002-2003 Etna eruption
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Table 2.1: Seismicity during dyke injections
Intrusion∗ (mm/yy) Duration (hr) M†c M
‡
max N
§
M≥Mc
〈R‖〉 (N/day) b− value♯ V ∗∗erupt (x 10
6 m3)
PdlF (05/88) 0.5 0.5 2.6 58 2735 1.0± 0.1 30
PdlF (08/88) 2.3 0.7 2 153 1518 1.4± 0.1 < 4
PdlF (12/88) 4.5 0.7 2.2 199 1079 1.0± 0.1 8?
PdlF (01/90) 0.3 0.2 1.6 34 2661 0.9± 0.2 < 1
PdlF (07/91) 0.75 0.5 2.3 50 1529 1.0± 0.1 8?
PdlF (12/91) 0.5 0.5 2.1 44 2209 0.9± 0.2 < 1
PdlF (08/92) 0.7 0.2 2.1 97 3656 1.0± 0.1 5
ET (10/02) 6.3 2.4 4.2 70 267 1.2± 0.1 Intrusion
MI (07/00) 278.6 3.0 6.5 1923 166 0.97 ± 0.01 Mostly phreatic
∗ Piton de la Fournaise, PdlF; Etna, ET; Miyakejima, MI.
†Mc is the completeness magnitude.
‡Mmax is the maximum magnitude.
§NM≥Mc is the number of events with M ≥Mc.
‖〈R〉 is the average seismicity rate.
♯b-value of the Gutenberg-Richter law (values and errors calculated by maximum likelihood [Aki , 1965]).
∗∗Verupt is the volume of lava erupted. See the Data and Resources section for the source of the values for the PdlF intrusions.
The values for Etna intrusions are from Aloisi et al. [2006].
[Patane´ and Saccorotti, personal communication, 2007]. LP events are 0.7% of the seismic-
ity during Miyakejima intrusions as listed from the Japan Meteorological Agency (JMA)
catalogue.
At PdlF, on the period 1988-1992, the magnitude frequency distribution of each of
the seismic crises induced by dyke injections follows the Gutenberg Richter law over three
orders of magnitude. The b-values are in the 0.9 - 1.4 range, with a 1.0 average value
(table 2.1). This value reminds the b ∼ 1 value estimated for the PdlF volcano seismicity,
apart from intrusion phases, on the same 1988-1992 period [Grasso and Bachelery , 1995].
Gutenberg Richter distributions are also recovered for the seismicity during Etna and
Miyakejima dyke intrusions (table 2.1).
2.3 Seismicity patterns during dyke intrusions
2.3.1 Direct and indirect magma driven seismicity during dyke
intrusions
In terms of conditional intensity, the seismic activity can be described, in time, as
the superposition of two types of earthquakes: a background uncorrelated seismicity λ0
and the events triggered by another earthquake. The former is modelled as a stationary
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Poisson process whose events are statistically independent from each other, and the latter
by a power law decay of event rate following the occurrence of a given event [e.g. Utsu
et al., 1995; Helmstetter and Sornette, 2003]. The seismicity rate R can thus be expresses
as following:
R = λ0 +
∑
t<ti
λi(t). (2.1)
This triggered seismicity (the so-called aftershocks) emerges from a cascading process of
earthquake interactions. Rough estimates of these two types of earthquakes for tectonic
seismicity lead to 30-90% of the tectonic earthquakes to be aftershock events. The result
accuracy remains strongly dependent on the declustering techniques used, [e.g. Helmstetter
and Sornette, 2003].
In volcanic contexts, the background seismicity is driven by mass movements, pres-
sure and temperature variations within the volcano. Likewise, Collombet et al. [2003]
suggested that, on volcanoes, aftershocks events are noise that prevents a direct mapping
of the seismicity rate onto the magma transfer. During dyke intrusions, we cannot recover
the Omori power law pattern of seismicity following single events (fig. 2.1), arguing for
either, a negligible amount of aftershocks, or the correlated seismicity to be hidden under
a considerably high background event rate. In both cases, the VT events we work with on
the PdlF, Etna and Miyakejima volcanoes, are almost purely driven by the dyke propaga-
tions rather than by earthquake interactions. Unfortunately we cannot not obtain a robust
estimate of the two portions of seismicity during dyke intrusion with any of the available
declustering techniques. This may be due to non-stationarities in the temporal evolution
of the two reciprocal quantities during the intrusion. Such non-stationarities have been
reported by Lombardi et al. [2006] for the Izu Island 2000 seismic swarm when considering
the whole seismic sequence. All this argues for the dyke-induced seismicity to be peculiar
with respect to tectonic seismicity.
Note that we tested that this lack of aftershock pattern is not recovered when an-
alyzing PdlF, Etna and Miyakejima volcano seismicity apart from their dyke injections
periods.
2.3.2 Seismicity rate patterns of dyke propagations
On PdlF, the normalized time evolutions of the cumulative number of earthquakes for
each dyke intrusion do not show any specific change in pattern toward eruption time (fig.
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Figure 2.1: Aftershock rates vs time since mainshock. a) PdlF Aug. 31 1988 eruption; b)
Etna 2002 eruption; c) MI 2000 dyke intrusion; d) Etna seismicity apart from any intrusion
(10/29/2002 aˆA˘S¸ 12/31/2003). t = 0, mainshock occurrence, t > 0, averaged seismicity
rates following mainshocks. Mainshocks are events (i) of any magnitude not preceded by
another event for a time equal to the median of the inter-occurrence times and (ii) occurring
within 10% - 90% of the intrusion duration window to avoid border effects [Helmstetter
2007, personal communication]. Curves are averaged over: (i) all mainshocks from a given
magnitude class, and (ii) all magnitude classes. The power law decay of seismicity rate
quantifies the percentage of aftershock, which is negligible for a), b) and c) and close to
20-25% for d), with a 1/t0.7 decay within 0.2 days after the mainshock.
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2.2). The upward and downward bending patterns appear as not significant when tested
against a Poisson process. As shown in figure 2.3 and 2.4, most of them are within the
fluctuations we reproduce when sub-sampling Poisson time series two orders of magnitude
larger in size than single datasets. From each generated Poisson time series, we draw one
hundred subsets having the same small size as datasets (34 ≤ N ≤ 199). The envelopes of
the one-hundreds-subsets mostly contain data fluctuations, preventing from discriminating
observed from Poisson distributions. When tested for single PdlF seismic datasets (fig. 2.3)
five distribution fluctuations over seven are not significant when tested against a random
Poisson process. It indicates a more than 70% probability that data distributions are
described by a Poisson process. There is no correlation between the shape of the seismicity
rate curves and either the erupted volumes or the durations of the seismic swarms (fig. 2.2,
2.3, table 2.1).
When stacking seismic time series before PdlF eruptions in the period 1988-1992,
Collombet et al. [2003], resolve an average power law increase in the average daily VT
seismicity rate 10-15 days prior to the eruption. Excluding the very eruption day data, the
authors focus their attention to the reservoir fracturing phase. On the same period of study,
and by using the same stacking techniques on the following dyke injection phase, average
VT rate does not show any power law accelerating pattern towards eruption time. Red
dashed curve in fig. 2.2 indicates a power law pattern with an a exponent of 0.7 [Collombet
et al., 2003]. The same result holds for Etna 2002 and Miyakejima 2000 dyke intrusions
(fig. 2.4), while time durations, induced seismicity rates and maximum earthquake sizes
span on 3 orders of magnitude (table 2.1). Note that from now on, we treat the average of
the 7 dyke injection at PdlF as a single intrusion in order to ease comparisons among the
three volcanoes.
To compare the earthquake productivity per surface and volume unit during dyke
injections on the three volcanoes, we normalize each seismicity rate by its completeness
magnitude, magnitude span, dyke surface and volume (tables 2.1 and 2.2). We find that
no matter whether the system is open (i.e. Etna and PdlF volcanoes) or closed (i.e.
Miyakejima), the seismic productivities are close together during dyke injection, ∼ 103
eqs/day/km2. It suggests that a dyke propagation produces similar fracture densities
during its propagation no matter the volcano system is defined as open or not. Any
possible viscosity effect on seismicity rate cannot be quantified for these 3 volcanoes.
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Figure 2.2: Normalized cumulative seismicity rate versus normalized time: 7 intrusions at
PdlF: May 18 1988, thin dark blue line; Aug 31 1988, thin purple line; Dec 14 1988, thin
green line; Jan 18 1990, thin pink line; July 18 1991, thin light blue; Dec 07 1991, thin
yellow line; Aug 27 1992, thin black line; Average pattern for the 7 intrusions at PdlF,
thick black line. For reference: dashed red: power law pattern with exponent 0.7. tstart
and tend are the beginning and the end of the seismic crisis, respectively; Nc and Nmax are
the cumulative and the total number of earthquakes for the considered crisis.
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Figure 2.3: Normalized cumulative seismicity rate versus normalized time for each dyke
intrusion at Piton de la Fournaise during the period 1988-1992. Thick black lines: cumula-
tive seismicity; thin gray lines: Poisson subsets. tstart: beginning of the seismic crisis; tend:
end of the seismic crisis/eruption onset. Nc and Nmax: cumulative and the total number
of earthquakes for the considered crisis. Each subset has the same size as datasets. The
Poisson process is two magnitude orders bigger in size than single datasets.
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Figure 2.4: Normalized cumulative seismicity rate versus normalized time. Average pattern
for 7 intrusions at PdlF: thick black line; Etna 2002: thick red line; Miyakejima 2000: thick
blue line; Secondary creep simulation of rock damage with incremental exponential time-
to-failure Amitrano and Helmstetter [2006]: thick violet line. Light lines in each graph:
envelopes of sub-sampling sets drew from a homogeneous Poisson process. Each sub-set
has the same size as datasets. The Poisson process is two magnitude orders bigger in size
than single datasets. Normalized time is the time since the start of the crisis divided by
the crisis duration; Nc and Nmax are the cumulated and the total number of earthquakes,
respectively.
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2.3.3 Seismic energy release rate patterns during dyke intrusions
Analogously to the seismicity rate, the rate of seismic energy release during the
dyke propagations at PdlF, Etna and Miyakejima intrusions, turned out to be constant in
average (fig. 2.5). The fluctuations we observe apart from the mean value are reproduced
by randomly picking the same number of events as our time series in the corresponding
Gutenberg Richter law for each volcano. It confirms the lack of any temporal trend.
The steady state of energy release pattern over time is confirmed by the constant b-value
recovered during the Miyakejima dyke propagation, after a very short duration initial
transient (fig. 2.5, inset). This initial transient may be due to the lack of some smaller
events in the seismic catalogue at the very beginning of the seismic crisis.
The average energy release rate during PdlF dyke propagations is one order of mag-
nitude smaller than during the Etna and Miyakejima intrusion (fig. 2.5). This mimics
the relative scaling between the dyke sizes for the three volcanoes we work with. Peder-
sen et al. [2007] demonstrate that background stress state is a dominant factor governing
seismic energy release during magmatic-induced seismic crisis. The above statement could
therefore entail similar reference stress states for the three considered cases. To further
check for any possible scaling effect, we normalize the observed seismicity rates on the three
volcanoes by the same virtual completeness magnitude (mc=0.2) and magnitude spread
(∆M = 1.4). Scaling of these normalized rates (R∗) on the three cases, mimics the one
we observe when comparing the size of the largest brittle fracture during each intrusion,
Mmax = 2.6 − 4.2 − 6.5, to the dyke lateral extension B =< 1 − 6.6 − 20 km, for PdlF,
Etna and Miyakejima respectively, see table 2.2. It argues for the seismicity rate during
dyke injection to be mostly dependent on the dyke size. Lack of precise magma viscosity
estimates prevents for evaluating the role of this parameter in determining the fracturing
density induced by the magma intrusion. In this framework the larger magnitudes we ob-
serve at Miyakejima than, at Etna and PdlF, respectively, emerge from a higher number of
events drew from a Gutenberg-Richter distribution on Miyakejima than on the other two
volcanoes.
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Figure 2.5: Seismic energy release rate during dyke intrusion vs normalized time to erup-
tion. t = 0 is end of the intrusion or eruption time. Average pattern for 7 intrusions
at PdlF, thick black line; Etna 2002, thick red line; Miyakejima 2000, thick blue line;
Secondary creep simulation of rock damage with incremental exponential time-to-failure
[Amitrano and Helmstetter , 2006], thick violet line. Inset: time evolution of Gutenberg-
Richter b-value Miyakejima intrusion. Normalized time to eruption is the time to eruption
divided by the crisis duration.
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2.4 A generic model for dyke propagation in basaltic
volcanoes as mapped from VT seismicity patterns
When analyzing the seismicity contemporary to nine dyke intrusions, i.e. PdlF: 6
eruptions and 1 intrusion, 1988-1992; Etna: 2002 eruption and Miyakejima: 2000 intrusion,
we recover stationary seismicity and energy rates (fig. 2.2, 2.3, 2.4 and 2.5). Note that this
seismicity rate is 2-3 orders of magnitude larger than the background seismicity rate. We
tested that most of the fluctuations around the average constant event and energy rates
can be reproduced when sub-sampling a Poisson time series and the Gutenberg-Richter
magnitude distribution, respectively.
Using Acoustic Emissions (AE) at laboratory scales, similar stationary patterns are
reproduced during strain controlled experiments, e.g. paper peeling, [Salminen et al.,
2006], or during secondary creep deformation of rocks, [e.g. Amitrano and Helmstetter ,
2006]. Numerical simulations of static fatigue of rock during creep processes [Amitrano
and Helmstetter , 2006] reproduce both the stationary pattern for energy and seismicity
rates and the lack of aftershock patterns within local brittle failures, similarly to the seis-
micity patterns we resolve contemporary to the dyke intrusions (fig. 2.4, 2.5). This holds
during the simulated secondary creep phase, when Amitrano and Helmstetter [2006] as-
sume an exponential relationship between time-to-failure and applied stress. Accordingly,
the seismicity patterns we observe during dyke propagations, further argue for the dyke
propagation to be a scale independent strain driven process that induces diffuse brittle
damage within the volcano host rock. As discussed by Rubin and Gillard [1998]; Grasso
and Bachelery [1995], the seismic response of a volcano to dyke injection is a diffuse brittle
damage within the shallow volcanic edifice. It evidences the best candidate for driving the
seismicity induced by the dyke propagation is the (∆V ) volume change induced by the
ongoing dyke intrusion within the shallow volcano structure.
For incompressible magmas, the magma flux in the dyke equals the volume of magma
injected through the cross section into the dyke in the unit time. It corresponds to the
volume change generated by the dyke within the volcano system in the unit time. The
observed stationary seismicity rate accompanying dyke injection highlights therefore a sta-
tionary volumetric flow rate q(z, t) of magma into the dyke, in agreement with the hypoth-
esis made by Lister [1990a], who numerically solved the equations governing crack width
and fluid pressure for a buoyancy driven crack.
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Table 2.2: Dyke geometry and Induced Seismicity
EQ. Dyke
Intrusion∗ M†max S
‡
Mmax
B§ H§ S
‡‡
D
w‖ U♯ 〈R∗〉♯ 〈R∗〉/S
♯
D
〈R∗〉/V
♯
D
(mm/yy) (km2) (km) (km) (km2) (m) (m/s) (eqs/d) (eqs/d/km2) (eqs/d/km3)
〈PdlF 〉 2.6 0.08 < 1∗∗ 1-2∗∗ < 1 . 1∗∗ 0.2-2∗∗ 4 x 103 4 x 103 4 x 106
ET (10/02) 4.2 2.29 6.6†† 4.6†† 30.4 ∼ 1†† 0.3†† 1.3 x 105 4.3 x 103 4.3 x 106
MI (07/00) 6.5 269.1 18 − 20‡‡ 8-15‡‡ 144-300 ∼ 1‡‡ 0.03‡‡ 1.2 x 106 4-8.3 x 103 2-4.3 x 106
∗〈PdlF 〉 is the PdlF average. ET is the Etna 2002 intrusion. MI is the Miyakejima 2000 intrusion.
†Mmax is the maximum magnitude.
‡SMmax is the rupture surface generated by an earthquake of Mmax [Wells and Coppersmith, 1994].
§B and H are the lateral and vertical extension, respectively, of the dyke wall intended as a rectangular surface.
‖w is the dyke opening.
♯BH = SD is the dyke surface. SDw = VD. U is the dyke propagation velocity. 〈R
∗〉 is the average seismicity rate normalized
to Mc = 0.2 and ∆M = 1.4. b-value of each volcano (see the text for details).
∗∗OVPF (personal communication, 2007, and Le´nat and Bache`lery [1990]).
‡‡Aloisi et al. [2006].
‡‡Toda et al. [2002].
2.4.1 Seismicity rate and dyke velocity in homogeneous medium
In the previous section we related the seismicity rate induced by the dyke intrusion
to the flux injected at the dyke inlet. Because most of the physical and numerical experi-
ments simulate dyke propagations in a homogeneous medium, we discuss here the possible
relationship between the seismicity rate and the dyke injection velocity in the homogeneous
medium context.
Rivalta et al. [2005]; Rivalta and Dahm [2006] suggest a direct relationship between
the dyke propagation velocity and the number of dyke-induced earthquakes on the base
of laboratory experiments on homogeneous gelatin. On this hypothesis, the stationary
seismicity rate we observe on the three volcanoes during dyke propagation would imply a
constant propagation velocity of the fluid-filled fracture within a homogeneous medium.
On the other hand, during the initial phase of the vertical dyke propagation, when the
excess pressure dominates the propagation, a dimensional estimate of the dyke propagation
velocity, U , argues the dyke velocity to scale with the dyke length during dyke growth
[Rubin, 1995]:
U ∼ µameP co ld, (2.2)
where µ is the magma viscosity, m is related to the rock matrix mechanical properties, Po
is the overpressure at the dyke inlet, and l is the dyke length. Values for the exponents are
given by Rubin [1995]: a = -1, e = -2, c = 3, d = 1. This scaling does not depend on the
a-priori assumption on the dyke propagation to be driven either, by a specific source flux
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or by a specific source pressure.
Dyke length increase leads to a progression from excess-pressure dominated flow to
buoyancy-dominated flow [e.g. Rubin, 1995]. When equation 2.2 describes the dyke prop-
agation velocity, we are bounded to recover an ld accelerating dyke velocity through time.
This is in contrast with the stationary inelastic host rock deformation we observe on the
three volcanoes (fig. 2.2, 2.3, 2.4). It argues for a complex scaling, if any, between dyke ve-
locity and seismicity rate, which may arise during dyke growth or acceleration/deceleration
phases [e.g. Smith et al., 2004; Battaglia et al., 2005b].
First, the constant seismicity recorded at volcanoes during dyke propagation may be
deaf both, to the dyke fracturing tip, and to the excess-pressure driven dyke propagation
[Cornet , 1992; Rubin, 1995; Menand and Tait , 2002; Roper and Lister , 2005, e.g.]. Second,
our observations fit the average pattern of the second regime observed in Menand and
Tait, [2002] lab experiments, where buoyancy overcomes the source pressure as the driving
force, and vertical steady-state propagation emerges, with constant velocity, flux and strain
energy release. Consequently, for eq. 2.2 to fit the observed stationary seismic rate we
need the dyke length, l, to keep constant during the dyke propagation. This length,
the buoyancy length, is a characteristic length for dyke propagation [Weertman, 1971a,b,
e.g.]. Numerically, Chen et al. [2007] investigated the propagation of a dyke driven by a
constant over-pressured source into a semi-infinite elastic solid with graded mass density.
Seeking a constant stress intensity factor at the dyke tip, they demonstrated that only
continuously decreasing overpressure in the magma chamber could result in steady-state
dyke propagation. It argues for a finite size of the storage system relatively to the intruded
volume for the volcanoes we are working with.
2.5 Concluding remarks
Stationary seismic event rates recorded during dyke propagations on three basaltic
volcanoes evidence the opening of the dyke walls to be a steady-state brittle creep process.
This prevents any prediction of time to eruption using seismicity rate alone. We observe
the seismic response is scale independent in the 102 - 104 m ranges of intrusion lateral
dimensions. Fracture densities of the same order of magnitude are needed for the dyke
to reach its final size on the three volcanoes. This argues for the brittle damage induced
during dyke intrusions to be a generic process whatever the volcanoes are defined as open
66
Dyke Propagation as Brittle Creep Damage
or close systems, such as PdlF and Etna, and Miyakejima volcanoes, respectively (table
2.2).
For each intrusion there is no evidence for changes in seismicity rate with either, rock
property changes within the volcanoes, distance to the free surfaces, or vertical to lateral
dyke propagation styles. Any possible intermittency is not significant when tested against
random distribution. This means that VT seismicity alone is deaf to both, geometric
and mechanic heterogeneities characterizing dyke propagation towards the surface. The
stationary inelastic host rock deformation observed during dyke intrusion, suggests, instead,
a constant volume change within the volcanic shallow edifice. It highlights a constant flow
rate at the dyke inlet over time. Within such a strain driven system we do not resolve any
cascading seismicity. It is to say that most of the seismicity is directly driven by the magma
flux. To invert the seismicity rates and energy release rates for the flux value, it remains
to quantify how host rock properties on each volcanoes influence the seismic response of
the volcano rock matrices to a volume perturbation.
2.6 Data and Resources
On Piton de la Fournaise, time series of earthquake occurrences are extracted from
analogical signal recordings, [OVPF (Observatoire Volcanologique du Piton de la Four-
naise)]; Izu Island 2000 seismic swarm is extracted from the JMA (Japan Meteorological
Agency) catalogue; Etna data are from the EMULP-VOLUME database (http://www.volume-
project.net/). Plots of this paper are made using Matlab R2006a.
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Abstract
Most observations of seismicity rate during dyke propagation on basaltic volcanoes show:
(i) rate stationarity despite possible variations of the dyke tip velocity, (ii) frequent lack of
clear and monotonic hypocenter migration following dyke propagation, (iii) event occur-
rences located backwards with respect to the dyke tip position. On these bases, the origin
of the seismicity contemporary to dyke intrusion within basaltic volcanoes cannot be solely
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related to the crack-tip propagation. Seismicity rather appears to be the response of the
edifice itself to the volumetric deformation induced by the magma intruding the solid ma-
trix. This in the unit time being the flux of magma entering the fracture, it argues for the
stationary seismicity rate accompanying the intrusion to be a proxy for a constant magma
supply rate from the magma reservoir. We consider a two-phase dyke propagation model,
including a first vertical propagation followed by a lateral migration along a lithological
discontinuity. We explore (i) under which geophysical conditions the vertical dyke is fed at
constant flow rate of magma and (ii) dyke propagation patterns. Implications entailed by
constant volumetric flux on the Piton de la Fournaise volcano case study suggest a min-
imum size for the magma reservoir of about 1 km3, and a maximum value for the initial
magma reservoir overpressure of about 2.2 MPa. Considering similar magma inflow rates
during vertical and lateral dyke propagation phases, we reproduce independent estimates
of propagation velocities, rising times and injected volumes when applying the model to
the August 2003 Piton de la Fournaise eruption.
Re´sume´
La plupart des observations concernant le taux de sismicite´ pendant la propagation des dykes
aux volcans basaltiques montrent : (i) un taux stationnaire malgre´ des possibles variations de
la vitesse de propagation de la pointe du dyke, (ii) une manque fre´quente de migration des
hypocentres claire et monotone suivant la propagation du dyke, (iii) l’occurrence d’e´ve´nement
localise´s a` l’arrie`re de la pointe du dyke. Sur ces bases, l’origine de la sismicite´ contemporaine
a` une intrusion de dyke sur des volcans basaltiques ne peut pas eˆtre simplement lie´e a` la
propagation de la pointe de la fracture. La sismicite´ apparaˆıt comme ma re´ponse de l’e´difice
meˆme a` la de´formation volume´trique induite par le magma en intrusion dans la matrice rocheuse.
Ceci par unite´ de temps e´tant le flux de magma qui rentre dans la fracture, cela sugge`re
que le taux de sismicite´ stationnaire qui accompagne l’intrusion est proportionnel a` un taux
d’approvisionnement de magma constant du re´servoir. Nous utilisons un mode`le nume´rique de
propagation de dyke en deux phases, incluant une premie`re phase de propagation verticale, suivie
d’une migration late´rale le long d’une discontinuite´ lithologique. Nous explorons (i) dans quelles
conditions ge´ophysiques le dyke vertical est alimente´ par un taux d’approvisionnement constant
de magma et (ii) les motifs de propagation du dyke. Les implications d’un flux volume´trique
constant pour un cas e´tude au volcan du Piton de la Fournaise sugge`rent que le re´servoir
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magmatique a une taille minimale d’environ 1 km3 et que la surpression du re´servoir magmatique
a une valeur maximale d’environ 2.2 MPa. A travers l’application de ce mode`le au cas de
l’e´ruption d’aouˆt 2003 au Piton de la Fournaise et en conside`rant des taux d’approvisionnement
similaires pendant les phases verticale et horizontale de propagation, nous reproduisons des
estimations inde´pendantes de vitesses de propagation, temps de monte´e et volumes injecte´s.
3.1 Introduction
Magma-driven fracture is a commonly observed mechanism that allows to rapidly
transport melt through cold and brittle country rock without extensive solidification [Lister
and Kerr , 1991]. It therefore differs from porous flow through a deformable and partially
molten matrix, which is characteristic of melt generation in the mantle [e.g. McKenzie,
1984] and from slow diapiric rise of granite through viscous country rock [Pitcher , 1979;
Rubin, 1993b].
The difficulty of making direct observations of the plumbing system and of the dy-
namics of conduit formation within volcanoes makes only approximate the knowledge of
the parameters and physical balances that govern the propagation of the fissure system.
Previous authors have proposed analytical models of fluid-driven fracture [e.g. Lister ,
1990a,b; Lister and Kerr , 1991; Roper and Lister , 2005]. These studies suppose that dykes
are fed from a reservoir of magma at depth; the crack is initiated within the chamber walls,
where favorable conditions promote dyke propagation, leading to magmatic injections.
The competing pressures, whose balance drives the dyke propagation, are: (i) the
elastic stresses generated by deformation of the host rock; (ii) the stresses required to
extend the tip against the rock resistance; (iii) the buoyancy forces related to the difference
between magma and country rock densities; (iv) the viscous pressure drop due to magma
flow; (v) the magma driving overpressure; and (vi) the regional pre-existing stress field [e.g.
Lister , 1990b; Lister and Kerr , 1991]. In this framework Lister [1990a] concludes that the
fracture mechanics only characterise the crack tip zone, while the crack width and the rate
of crack propagation are determined by the fluid dynamics. Static or quasi-static solutions
for equilibrium crack are therefore inappropriate. It follows that the most important role in
the pressure balances is played by (i), (iii), (iv) and (v). Note that (ii) is negligible ”soon”
away from the crack tip, and (vi) mainly acts on the dyke orientation [Lister , 1990b; Lister
and Kerr , 1991].
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In the literature, dyke propagation has been modeled according to two basic inde-
pendent boundary conditions. On one hand some authors consider the fluid fracture as
driven by a constant overpressure magma chamber at its base [Rubin, 1993a,b; Meriaux
and Jaupart , 1998; Roper and Lister , 2005]. On the other hand Lister [1990a,b] assume
a constant influx condition. The first hypothesis has been claimed geologically more ap-
propriate than the second one [e.g. Meriaux and Jaupart , 1998]. The dyke growth model
from a finite size magma chamber proposed by Ida [1999], however, leads the author to
conclude that only in the case of extremely large and compressible magma reservoirs the
melt pressure is actually able to remain constant as the dyke propagates.
From the observation point of view, we only have indirect access to dyke propagation,
the only parameter we can estimate being the propagation velocity, i.e. few meters per
second on basaltic volcanoes. These velocities can be deduced either from observations of
the seismic signals associated with the advancing crack tip [Aki et al., 1977; Shaw , 1980;
Battaglia et al., 2005b], or inferred from the size and composition of xenolithes carried
by the flow [Carmichael et al., 1977; Spera, 1980; Pasteris , 1984], or inferred from sur-
face deformation measurements [e.g. Toutain et al., 1992; Battaglia and Aki , 2003; Peltier
et al., 2005; Aloisi et al., 2006; Peltier et al., 2007]. As pointed by Battaglia et al. [2005b]
and Klein et al. [1987], however, well-documented cases of earthquake hypocenters migrat-
ing simultaneously to the injected magma toward the surface are rare. A question mark
remains on the fact that this lack of well-documented upward an monotonic earthquake
migration contemporary to magma ascent prior to an eruption could simply be an artifact
due to a poor station coverage on many of the world’s active volcanoes [Battaglia et al.,
2005]. Available observations suggest however that, while vertical hypocenter migrations
are uncommon, horizontal migrations appear to be more frequent (e.g. the 1978 Krafla
intrusion [Einarsson and Brandsdottir , 1980], the 2000 Izu Islands magma migration [e.g.
Toda et al., 2002]).
From scale-invariance explorations [Grasso and Bachelery , 1995] and theoretical con-
siderations [Rubin and Gillard , 1998], the distribution of recorded dyke-induced earth-
quakes is suggested to map the distribution of rock mass sites that are near to failure,
and does not necessarily reflect the extent of the dyke. To note that only in the case of
an homogeneous medium the maximum deformation occurs at the dyke head, where we
therefore expect most of the seismicity to occur [Lister , 1990a; Pinel and Jaupart , 2004].
Besides, earthquakes generated from the tensile propagation of the dyke tip are likely to be
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too small in magnitude [Rubin, 1995; Rubin et al., 1998] and too high in frequency [Cornet ,
1992] to be detected by standard seismic network that operate at volcano surface. The
shear-type of the generally recorded seismicity accompanying magma movement, moreover,
is not compatible with the signal associated to a dynamic propagation of the dyke tip (i.e.
a tensile fracture) [Cornet , 1992].
Observations of Volcano-Tectonic (VT) seismicity during dyke propagation on basaltic
volcanoes show a constant seismicity rate over time [Traversa and Grasso, 2009-Chapter2].
This characteristic pattern for the seismic signature of dyke propagation demonstrates to
be reproducible on different volcanoes: Piton de la Fournaise (PdlF): 7 dyke intrusions
in the period 1988-1992; Etna: 2002 dyke intrusion; and Miyakejima (MI): 2000 dyke
intrusion.
For the Piton de la Fournaise dyke intrusions, Traversa and Grasso [2009-Chapter2]
report diffuse VT seismicity within the shallow edifice. On these bases, Traversa and
Grasso [2009-Chapter2] argue for the seismicity generated during dyke injection to be a
generic response of the volcanic edifice to the intrusion instead of an accurate mapping of
the dyke tip propagation.
Toda et al. [2002] show that the change in seismicity rate generated by the 2000 dyke
intrusion at Izu Islands (Japan) scales with the change in stressing rate induced by the
propagation and opening of the dyke. This result demonstrates that the stressing rate
governs the seismicity. It moreover supports the hypothesis of magma flow rate scaling
with the seismicity rate [Pedersen et al., 2007].
All these argue for the stationary seismicity rate accompanying the dyke propagation
to be the response of the brittle lithosphere to a constant volumetric deformation rate (i.e.
a constant influx of magma over time) induced by the intrusion [e.g. Traversa and Grasso,
2009-Chapter2].
Following Traversa and Grasso [2009-Chapter2] observations, the aim of this paper is
therefore primarily (i) to analyze how a constant flow rate of magma injected into the dyke
from the reservoir is consistent with the dynamics of a fluid-driven fracture propagating
under realistic conditions for the magma chamber overpressure, and (ii) to evaluate the
implications for the volcano dynamics. This is achieved by considering a two-phase dyke
propagation model involving an initial vertical propagation phase followed by a horizontal
migration phase.
Such two-phase propagation style for dyke propagating from a magma source at
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shallow depth to the surface, is commonly observed on basaltic volcanoes worldwide, e.g.
Mt. Etna (southern Italy) [e.g. Aloisi et al., 2006]; Miyakejima (southern Japan) [e.g.
Nishimura et al., 2001]; and in particular on Piton de la Fournaise [e.g. Toutain et al.,
1992; Bache´lery , 1999; Peltier et al., 2005, 2007].
For the vertical rise of a buoyant fluid-filled crack from a shallow storage system
towards the surface, we consider two boundary conditions at the dyke inlet, constant and
variable reservoir overpressure. In the latter case the overpressure variation is controlled
by the withdrawal of magma from the chamber induced by the dyke growth. Subsequently,
the effect of a lithological discontinuity at depth is introduced by reducing the buoyancy
of the fluid in the upper layer. This density step induces a slow down of the rising magma
and favours melt accumulation and subsequent lateral dyke propagation.
We apply the two-phase dyke propagation model to the magmatic intrusion that
fed the August 2003 Piton de la Fournaise (PdlF) eruption. The stationary rate of VT
earthquakes accompanying the August 2003 PdlF dyke intrusion supports the result found
by Traversa and Grasso [2009-Chapter2] in the 1992-1996 period. Accordingly we expect
stationary flux of magma to feed the propagating dyke. Besides, the number of works
devoted to its study make it one of the best studied intrusive episodes observed on PdlF
volcano in the last years.
This application allows us to derive possible generic implications on the mechanisms
driving magma movements on basaltic volcanoes. This so-called ”proximal” eruption (ac-
cording to Peltier et al. [2008] classification) is a good example to validate our model, first
as being accompanied by a stationary seismicity rate over time, and second as being con-
stituted of a vertical- and lateral-phase dyke propagation, which is the generally accepted
feature describing flank eruptions at PdlF volcano [e.g. Toutain et al., 1992; Bache´lery
et al., 1998; Bache´lery , 1999; Peltier et al., 2005, 2007].
3.2 Models of dyke propagation
3.2.1 Vertical dyke propagation
In this section we focus on the vertical propagation of a buoyant fluid-filled crack,
from a shallow storage system towards the surface (see figure 3.1). The crack is fed from
a magma reservoir whose overpressure ∆Pc is either constant over time, or evolves as a
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consequence of the withdrawal of magma from the reservoir. In particular, the aim of this
section, is to individuate whether and under which conditions, a magma reservoir is able
to feed a propagating dyke with constant flux of magma input from the reservoir.
Model description
For simplicity we consider a two-layer elastic half-space, characterized by Poisson
ratio ν and shear modulus G and subject to a lithostatic stress field. The magma-filled
fracture originates from the roof of a magma reservoir located at depth H, which is taken
as the reference level. The z-axis is oriented positively upwards, with z = 0 at the reference
level, where magma (of density ρm) has developed the overpressure ∆Pc with respect to
the surroundings. A lithological discontinuity is located at depth Hb, such that the rock
density as a function of depth is given by (see figure 3.1)
ρr(z) = ρrl for z < H −Hb (lower layer), (3.1)
ρr(z) = ρru for z > H −Hb (upper layer).
As demonstrated by previous authors [e.g. Lister , 1990a,b; Lister and Kerr , 1991], once
the dyke length is large enough, the influence of the toughness of rocks on dyke propagation
can be neglected. The fluid-filled crack propagation is in fact dominated by fluid dynamics,
except during the early nucleation of the crack, [Lister , 1990a]. On these bases, we neglect
the strength of the surrounding rocks in the force balance, and hence do not treat stress
singularity at the tip. We focus instead on the interplay between buoyancy, viscous head
loss and elastic stresses. By considering also flow-induced stresses, the stress induced by
the dyke opening is given by [Pinel and Jaupart , 2000]:
σo(z) = ∆Pc + σb(z) + pv, (3.2)
where pv is the viscous head loss and σb(z) is the magma overpressure due to buoyancy.
σb(z) is given by:
σb(z) =
∫ z
0
(ρr(z
′)− ρm)gdz′, (3.3)
Following Pinel and Jaupart [2000] and Maaløe [1998], we fix the dyke breadth a and we
assume that the dyke adopts an elliptical cross section with semi-axes a and b characterized
by b(z, t) ≪ a, see figure 3.1.
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Figure 3.1: Sketch illustrating the geometry of a vertical dyke (left) and the shape of the
fissure (rigth). 2 b ≪ 2 a ≤ zf . Half breadth a is assumed a priori.
In this case, the dyke-induced stress is given by [Muskhelishvili , 1963]
σo(z, t) ≈ G
1− ν
b(z, t)
a
, (3.4)
Magma is considered as Newtonian, viscous and incompressible. Flow proceeds in a laminar
regime. According to Pinel and Jaupart [2000], we obtain the following equation for the
case of null lateral stress variation:
∂b(z, t)
∂t
= − 1
4µ
∂
∂z
(
∂σb
∂z
b3
)
+
G
16µa(1− ν)
∂2b4
∂z2
(3.5)
where µ is magma viscosity.
We scale the pressures by the initial overpressure within the magma reservoir, ∆Pc(t =
0) = ∆P0, and the front height zf by the reservoir depth H. Scales for time, flux and frac-
ture width for the vertical propagation are the following
[t] =
16µH2G2
∆P 30 a
2(1− ν)2 , (3.6)
[Q] =
(1− ν)3∆P 40 a4
16G3µH
, (3.7)
[b] =
∆P0a(1− ν)
G
. (3.8)
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These are the reference quantities in the computation, i.e. [t] is the time-scale for opening
the crack over a length H with a uniform overpressure ∆P0. Length-scale [b] is the fracture
width originated by an overpressure ∆P0. The scale for the dyke propagation velocity is
then given by: [v] = H/[t]. The initiation of the fracture on the reservoir walls is imposed a
priori with an elliptical profile. This affects the fracture growth only for a duration needed
for an initial adjustment stage [Ida, 1999]. We can define three dimensionless numbers.
The dimensionless number R1l characterizes the magnitude of the buoyancy force scaled
to the initial overpressure, as follows
R1l =
(ρm − ρrl)g H
∆P0
(3.9)
Dimensionless numbers R1u and R2 characterize the lithological discontinuity, as follows:
R1u =
(ρm − ρru)g H
∆P0
(3.10)
R2 =
Hb
H
(3.11)
We have therefore the following dimensionless problem to solve
∂b (z, t)
∂t
= −4 ∂
∂z
(
∂σb
∂z
b3
)
+
∂2b4
∂z2
, (3.12)
b(z=0, t) = ∆Pc(t); (3.13)
When there is no lithological discontinuity, R1l = R1u = R1, and equation 3.12 reduces to:
∂b (z, t)
∂t
= 4R1
∂b3
∂z
+
∂2b4
∂z2
, (3.14)
This is solved numerically using a semi-implicit finite difference scheme with Dirichlet
boundary conditions.
In this framework, equation 3.12 allows to follow the dynamics of dyke propagation
on its way towards the surface. We checked that mass conservation was satisfied on the
scale of the whole dyke, which requires the instantaneous volume change to be equal to the
basal flux, both values being issued from the numerical computation. The dimensions of
the fracture at its base (i.e. the imposed a value and the calculated b(0, t), which depends
on the overpressure at the dyke inlet) determine the volume of magma intruding into the
fissure per time unit. The velocity of the dyke propagating towards the surface is given by
dzf/dt, where zf is the fracture front height (see figure 3.1).
77
When magma is injected from the reservoir into the dyke, it induces a decrease of
the magma reservoir volume ∆Vc, which might in turn induce a decrease of the reservoir
overpressure ∆Pc as well. Considering the elastic deformation induced by a point source
(i.e. the magma reservoir) embedded in an infinite medium, the evolution of the reservoir
overpressure follows the equation [V. Pinel and C. Jaupart, 2009, personal communication]:
d ∆Pc(t) =
dVc(t)
Vc(t)
4KG
4G + 3K
(3.15)
where K is the magma bulk modulus. The volume variation in the magma reservoir can
be related to the volume of magma injected into the dyke by
dVc(t) = −Q(t)dt, (3.16)
with Q the flux of magma entering the dyke. When magma is fully compressible, K = 0
and the magma reservoir overpressure remains constant trough time. For incompressible
magma, K →∞ and equation 3.15 becomes
d∆Pc(t) =
dVc(t)
Vc(t)
4G
3
(3.17)
To fully describe the evolution of the reservoir pressure, we introduce two new dimensionless
numbers:
R3 =
∆P0 a
2 (1− ν) H
GVc
, (3.18)
which is the inverse dimensionless reservoir volume, and
R4 =
4KG
∆P0 (4G + 3K)
. (3.19)
which relates the overpressure variation in the reservoir to the initial overpressure value.
Results
We study the propagation of a vertical dyke from a shallow reservoir, according to
the geometry illustrated in figure 3.1. We investigate under which conditions the magma
flux injected into the dyke remains constant during dyke growth. Using the dimensionless
numbers above described, we discuss the role played by each parameter in determining the
regime of magma flux carried by the rising dyke. We solve the problem for three different
configurations, described here below.
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(i) Dyke rising from a constant overpressure magma reservoir in a homogeneous medium,
(ii) Dyke rising from a variable overpressure magma reservoir in a homogeneous medium,
(iii) Dyke rising from a variable overpressure magma reservoir in a layered medium.
First we consider the case of a dyke rising from a constant overpressure magma
reservoir (∆Pc = ∆P0 = const.) in a homogeneous medium (i.e. ρrl = ρru, R1l = R1u =
R1). As shown in figure 3.2, after some numeric adjustment iterations (whose number
decreases with R1 value), the flux of magma in the growing dyke evolves similarly to the
propagation velocity (figure 3.2, A and B). This is related to the fact that, in this case, the
dyke growth depends on tip propagation. Since fracture half-breadth a is assumed constant
a priori and the medium is homogeneous, the dyke only grows along the propagation
direction (figure 3.2, C). In this first case, the only dimensionless number affecting the
regime of magma flux over time is R1. We consider as negligible a flux variation less than
5% between dimensionless dyke heights zf = 0.3 and zf = 0.9. The choice of the first
limit is imposed by discarding initial numerical adjustment iterations. As shown in figure
3.3 (black open squares), the magma flux withdrawn from the reservoir remains constant
during dyke rising for R1 ≤ −3.55. In this constant overpressure case, and for a given
reservoir depth, the only parameter determining the regime of the magma flux carried by
the growing dyke is the ratio between the buoyancy force and the magma overpressure at
the dyke inlet.
Second we consider the same case as above, but with the reservoir overpressure vary-
ing as magma is withdrawn. Through the dimensionless numbers R3 and R4, we explore
the role of the magma chamber volume Vc and of the magma bulk modulus K, which
relates changes in reservoir volume with changes in pressure, on the regime of magma flux
withdrawn from the reservoir. As illustrated in figure 3.3 (plain symbols), the smaller the
dimensionless number R3, the more the flux tends to remain constant during dyke propaga-
tion and viceversa. It means that the larger the chamber volume with respect to the dyke
scale volume, the more negligible a withdrawal of magma is in terms of variations in magma
flow rate and reservoir overpressure during dyke rising. In the same way, the smaller the
dimensionless number R4, the smaller the magma flux variation obtained during dyke ris-
ing and viceversa. This implies that the more the magma tends to be incompressible, i.e.
K → ∞, the more the flow of magma injected into the dyke varies over time as the dyke
propagates. As shown in figure 3.3 legend, this scenario corresponds to larger variations
in the reservoir overpressure (∆Pc variation) face to the withdrawal of magma from the
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Figure 3.2: Magma-filled dyke rising in a homogeneous medium from a constant overpres-
sure magma chamber at depth. A: dimensionless magma flux injected into the dyke over
time; B: dimensionless propagation velocity versus time; C: Evolution of the crack shape
for progressive growth stages. R1 (R1 = (ρm − ρr)gH/∆P0) value used in the calculation
is -3.55. Stipple-lines in plots A and B indicate z∗f = 0.3. Reminder: t = t
∗[t], Q = Q∗[Q],
vv = v
∗
v [v], b = b
∗[b], zf = z
∗
f [H], where scales for time [t], flux [Q] and fracture width [b]
are given in equations (3.6) to (3.8), lengths are scaled by the reservoir depth H, and scale
for propagation velocity is [v] = [H]/[t].
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reservoir. Conversely, more compressible magmas, i.e. K → 0, allow for smaller variations
in the magma flow rate over time, which correspond to smaller overpressure variations
accompanying magma withdrawn from the reservoir. However, only small overpressure
variations (∆Pc variation less than ∼ 2%) in the magma reservoir allow for the magma
flow rate to remain constant during dyke propagation.
As a third case we consider a lithological discontinuity within the volcanic edifice.
This discontinuity is intended in terms of rock densities, which are chosen such that magma
has intermediate density between the lower and upper rock layers (ρrl > ρm > ρru). This
allows for considering a twofold effect: on one hand the higher fracturing of the solid
medium close to the surface, which implies a lower density of the shallow layer and, on the
other hand, the fact that magma degasses while rising, becoming more and more dense as
approaching the surface. The effect of this density step is to slow down the rise of magma,
creating favorable conditions for magma accumulation at the discontinuity depth Hb.
Figure 3.4 illustrates the variation of the dimensionless magma flux, propagation
velocity, and dyke shape during dyke propagation from an over-pressured magma chamber,
in a two-layer medium. After an initial numeric adjustment transient, the magma flux
remains constant over time, being blind to the lithological discontinuity (figure 3.4A).
The dyke volume continues therefore to regularly grow as dyke rises. On the other hand,
the dyke propagation velocity, computed as dzf/dt, significantly decreases when the dyke
reaches the depth of the density step (figure 3.4B), as also shown by Taisne and Jaupart
[2009].
Reminding that the seismic response of a volcanic edifice to dyke propagation is
reported to be stationary over time [Traversa and Grasso, 2009-Chapter2], this result
supports the hypothesis of scaling between seismicity rate accompanying the dyke intrusion
and the volumetric flux of magma entering the dyke. On the other hand, it excludes the
possibility of a direct scaling between the seismicity rate and the dyke propagation velocity.
The density step does not affect the shape of the fracture at the dyke inlet (figure 3.4C).
In our model, for a given magma viscosity, the magma flux supply only depends on the
shape of the crack at the junction with the reservoir roof. It can therefore remain constant
over time as dyke grows.
While dyke half-breadth a is assumed to be constant over time, the dimensionless
numbers R1rl, R1ru and R2 play a role in determining the width of the dyke at the inlet,
and therefore the regime of magma flux carried by the propagating dyke. The parameter
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Figure 3.3: Percentage of magma influx variation during dyke growth within a homogeneous
medium as function of the dimensionless number R1 (R1 = (ρm − ρr)gH/∆P0). Black
squares: constant overpressure at the dyke inlet; colored symbols: variable overpressure in
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82
Dyke Propagation: a Constant Influx Model
R1rl has been discussed above, while figure 3.5 shows the effect of R1ru and R2 dimensionless
numbers on the regime of magma flow over time. In analogy with the previous discussion,
we consider as negligible a variation in the magma flux less than 5% between dimensionless
front heights zf = 0.3 and 0.9. Variation in magma flux during dyke rise are eligible for
R1Ru < 1.5 and for R2 < 0.5. These imply that, in order for the flux of magma to remain
constant over time, the densities of the magma and the upper layer should be quite close
in value, and that the discontinuity should not be deeper than half the reservoir depth.
As shown in figure 3.13C, when magma buoyancy faints, due to a decrease in the
surrounding rock density, an inflation starts to grow at the dyke head. Here elastic stresses
may exceed the rock toughness and new fractures may initiate.
3.2.2 Lateral propagation at the Level of Neutral Buoyancy
Exhaustive description of the solution for dyke propagation at a lithological boundary
fed by either, constant flux or constant volume of magma is given by Lister [1990b] and
Lister and Kerr [1991]. They assume that buoyancy forces do not depend on horizontal
distance. The effects of lateral variations of the stress field induced by a volcanic edifice
load on the lateral propagation are studied by Pinel and Jaupart [2004]. In this paper
we consider an horizontal lithological boundary located within the volcanic edifice. We
therefore adapt the solutions given by Pinel and Jaupart [2004] in order to take into account
the variation of the external lithostatic pressure induced by the volcano slope along the
propagation direction.
Model description
Figure 3.6 illustrates the geometry and main parameters used in this section. ρru
and ρrl are, respectively, the rock densities in the upper and lower layer. For this case, we
define the origin of the vertical coordinate z at the discontinuity level, oriented positive
upwards. The vertical extension of the dyke is called 2a(x). zu(x) and zl(x) stands for the
positions of the upper and lower dyke tips respectively, such that we have:
2a(x) = zu(x)− zl(x) (3.20)
We also define
m =
zu + zl
zu − zl (3.21)
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Figure 3.4: Magma-filled dyke rising in a homogeneous medium from a constant overpres-
sure magma chamber at depth. A: dimensionless magma flux injected into the dyke over
time; B: dimensionless propagation velocity versus time; C: Evolution of the crack shape
for progressive growth stages. Parameter values used in the computation are: R1l = −4.82,
R1u = 1.37, R2 = 0.51, R3 = 6.9x10
−9, R4 = 1.125. Stipple-lines in plots A and B in-
dicate z∗f = 0.3. Reminder: t = t
∗[t], Q = Q∗[Q], vv = v
∗
v [v], b = b
∗[b], zf = z
∗
f [H],
where scales for time [t], flux [Q] and fracture width [b] are given in equations (3.6)
to (3.8), lengths are scaled by the reservoir depth H, and scale for propagation veloc-
ity is [v] = [H]/[t]; R1u = (ρm − ρru)gH/∆P0, R1l = (ρm − ρrl)gH/∆P0, R2 = Hb/H,
R3 = (∆P0 a
2 (1− ν) H) (GVc), R4 = 4KG/(∆P0 (4G + 3K)).
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Figure 3.6: Sketch illustrating the geometry and the main parameters of a dyke horizontally
propagating at the Level of Neutral Buoyancy
We neglect the effects of the free surface [Pinel and Jaupart , 2004], so that the stress
generated by the pressure difference between the interior and the exterior of the dyke, σo,
is given by
σo(x, z) = (ρru − ρm)g z − σl(x) + p, if z > 0 (3.22)
σo(x, z) = (ρrl − ρm)g z − σl(x) + p, if z < 0, (3.23)
where p is the internal magma pressure, which varies due to viscous friction, and σl is the
lithostatic pressure at the lithological boundary, defined by:
σo(x) = ρrug(Hb − θx), (3.24)
with θ the volcano slope.
We consider that the lateral dyke length is larger than its height and we neglect
vertical pressure gradients due to upward flow within the dyke [Lister and Kerr , 1991;
Pinel and Jaupart , 2004]. In this case, the internal magma pressure p depends only on the
lateral position x. As before, the condition for the crack to remain open is σo > 0.
We consider that the dyke propagates in damaged rocks, and therefore we set to zero
the stress intensity factor at both dyke tips [Me´riaux et al., 1999]. Following Pinel and
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Jaupart [2004], this leads to
arcsin m + m
√
1−m2 = pi
2
ρrl + ρru − 2ρm
ρrl − ρru (3.25)
σo(x, z = 0) =
g
pi
(ρrl − ρru)a(x)(1−m2)3/2 (3.26)
It means that for given values of densities ρru, ρrl and ρm, once the overpressure at the
lithological discontinuity is known at a given lateral distance x, there is a unique solution for
the half-height a(x) and the tip locations zu(x) and zl(x). This solution can be subsequently
used to calculate the dyke width b(x, z) using the solution derived from Pinel and Jaupart
[2004]. For −1 < s < 1, the half-width b(s) is given by:
b(s, x) = (1−ν)σo(x,z=0)
G
√
1− s2
+ a(x)(1−ν)g(ρrl−ρru)
Gπ
[
√
1− s2(−1
2
√
1−m2 − 1
2
s arcsin m−m arcsin m)
−1
2
(s + m)2 ln |1 + sm +
√
(1− s2)(1−m2)
s + m
|
+
ρru + ρrl − 2ρm
ρrl − ρru
√
1− s2(1
4
spi +
1
2
mpi)]
(3.27)
where s is defined by:
s =
z
a(x)
−m. (3.28)
From equation 3.25, we can see that dyke extension in the upper medium is equal the
extension in the lower medium (m = 0) just in case ρrl − ρm = ρm − ρru. As there is no
lateral variations of the stress field vertical gradient, m is a constant.
The dyke internal pressure σo, which keeps the dyke open, varies laterally because of
both, the volcano flank slope and the viscous head losses due to horizontal magma flow.
Magma is considered as Newtonian, viscous and incompressible. Flow proceeds in laminar
regime.
Following Pinel and Jaupart [2004] analytical procedure, the dyke half-height a(x, t),
is the solution of the following equation
c1 g(ρru − ρm)∂a(x,t)
3
∂t
=
c3(1−ν)2
3µG2
∂
∂x
[
a(x, t)7g3(ρru − ρm)3
(
g(ρrl−ρru)
π
(1−m)3/2 ∂a(x,t)
∂x
− ρrugθ
)]
. (3.29)
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where
cn =
∫ 1
−1
f(s)nds, (3.30)
f(s) =
Gb(s)
g(1− ν)(ρru − ρm)a(x) . (3.31)
We scale the pressures by the lithostatic load of the rock mass above the density step,
[P ] = ρru g Hb. (3.32)
the flux by the input flux of magma Qin and all length dimensions by the depth of the
lithostatic discontinuity Hb. The scale for the time refers to the opening of a fissure over
a length Hb with a magma flux equal to Qin, and is given by the following equation:
[t] =
(µ (1− ν) H9b
GQ3in
)1/4
, (3.33)
As shown by Pinel and Jaupart [2004], two dimensionless numbers can be defined:
N1 =
3Q
3/4
in µ
3/4G9/4
H
9/4
b (1− ν)9/4[P ]3
(3.34)
N2 = −2H
3
b (1− ν)3[P ]4
3µQinG3
(3.35)
Equation 3.29 can be rewritten in the dimensionless form:
c1
c3
N1
ρru − ρm
ρru
∂a3
∂t
= −θ (ρru − ρm)
3
ρ3ru
∂a7
∂x
+
(1−m)3/2(ρru − ρm)3(ρrl − ρru)
8piρ4ru
∂2a8
∂x2
(3.36)
The dimensionless flux is given by:
q
Qin
= N2c3a(x, t)
7 (1−m)3/2(ρru − ρm)3(ρrl − ρru)
8piρ4ru
[
∂a(x, t)
∂x
− θ] (3.37)
We solve numerically this equation with a semi-implicit finite difference scheme with a
Neumann boundary conditions at the source (x = 0).
Results
In this section we discuss the effect of the model parameters on the propagation of
a dyke at a lithological boundary, fed by a constant flux of magma. As discussed in the
previous section, the dyke propagation is affected by the variation in the external lithostatic
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pressure induced by the volcanic slope along the propagation direction, while vertical stress
gradients do not vary laterally.
Lister [1990b], discusses the case of a dyke fed by constant flux or constant volume
of magma, laterally propagating in a medium with no lateral stress variations. In this
case the breadth of the dyke (2a(x) in figure 3.6) varies in time all along its length, being
however always largest at the origin (2a(x = 0)). Pinel and Jaupart [2004] consider the
effect of the volcanic edifice load on the propagation of a lateral dyke at depth. In this
case, the breadth of the dyke varies at the head during lateral propagation, due to lateral
variations of vertical stress gradients. For the present case, the lateral stress variations are
only due to the flank slope of the edifice. Figure 3.7 shows that, with small flank slopes
(θ → 0), the breadth of the dyke grows at the origin as the dyke propagates, reminding
the case discussed by Lister [1990b]. With higher flank slopes, the half-breadth a tends to
a constant value as the dyke laterally propagates. Such constant value does not depend
on the propagation distance from the origin. In this sense, the effect of the volcano flank
slope θ is such that it carries back to the previously discussed vertical propagation case,
where the breadth 2a of the dyke was assumed to be constant during propagation.
3.3 Case study: The August 22 2003, Piton de la
Fournaise eruption
3.3.1 Overview on PdlF storage and eruptive system
The Piton de la Fournaise (PdlF), Reunion Island, Indian Ocean, is a well-studied
basaltic intraplate strato-volcano, with a supply of magma from hotspots in the mantle [see
e.g. Le´nat and Bache`lery , 1990; Aki and Ferrazzini , 2000; Battaglia et al., 2005b; Peltier
et al., 2005, among others]. There are five conceptual models describing the shallow storage
system at PdlF volcano. First, Le´nat and Bache`lery [1990] propose a model of summit
reservoir composed by many small independent shallow magma pockets, located above sea
level at a depth of about 0.5-1.5 km beneath Dolomieu crater. This model is supported by
the cellular automaton model of Lahaie and Grasso [1998] during the 1920-1992 period,
which considers basaltic volcanoes as complex network of interacting entities at a critical
state. A 1-10 x 106 m3 volume has been estimated for such magma batches through spatial
extent of seismicity [Sapin et al., 1996]. This range spans the volumes of lava emitted by
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Figure 3.7: Lateral dyke propagation: effect of the edifice flank slope on the fracture shape
evolution over time. Parameters used in the calculations are: ρrl = 2700 kg m
−3, ρru =
2300 kg m−3, ρm = 2400 kg m
−3. Dimensionless time step between following curves is 10−6.
Dimensionless numbers values are: N1 = 1.65 x 10
−4 and N2 = −1.48 x 108. Reminder:
N1 = (3Q
3/4
in µ
3/4G9/4)/(H
9/4
b (1− ν)9/4[P ]3), N2 = −(2H3b (1− ν)3[P ]4)/(3µQinG3).
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the eruptions occurred at PdlF in the period 1972-1992 [Sapin et al., 1996; Peltier et al.,
2009], while about 32% of eruptions occurred since 1998 emitted lava volumes larger than
10 x 106 m3 [Peltier et al., 2009].
Second Sapin et al. [1996], on crystallization arguments point out, however, that in
order to produce eruptions with lava volumes of order 1-10 x 106 m3, the volume of magma
in the chamber needs to be larger than the emitted volume. They therefore suggest, as a
better candidate for the Piton de la Fournaise magma reservoir, the low seismic-velocity
zone identified by Nercessian et al. [1996] at about sea level. This aseismic zone is located
just below the depth at which pre-eruptive seismic swarms are generally located, and
extends at depths of 1.5-2 km below sea level. It implies a second magma chamber model
volume of 1.7-4.1 km3.
Third, Albare`de [1993], by applying Fourier analysis of the Ce/Yb fluctuations in the
Piton de la Fournaise lavas over the 1931-1986 period, estimates a magma residence time
in the reservoir between 10 and 30 years. This result, combined with magma production
rates, lead the author to conclude that the maximum size of the PdlF magma chamber
may hardly exceed 1 km3.
Fourth Sigmarsson et al. [2005] uses 238U-series desequilibria of basalts erupted at
PdlF during the period 1960-1998 to estimate magma residence time and to infer a volume
of 0.35 km3 for the Piton de la Fournaise shallow magma reservoir.
Five, Peltier et al. [2007, 2008], on tilt, extensometer and GPS data basis, describe
the PdlF eruptions since 2003, as fed from a common magma chamber located at a depth
of 2250-2350 m beneath the summit and with a radius of ∼ 500 m. This corresponds to
a reservoir volume of about 0.5 km3. The eventuality of deeper storage systems has been
discussed by Aki and Ferrazzini [2000], Battaglia et al. [2005b], Proˆno et al. [2009] and
Peltier et al. [2009]. Hence, the presence, location and size of reservoirs below Piton de la
Fournaise still remain an open question.
As discussed in previous studies [e.g. Toutain et al., 1992; Bache´lery et al., 1998;
Peltier et al., 2005], flank eruptions at Piton de la Fournaise generally consist of two phases:
an initial vertical rise of magma followed by a near-surface lateral migration towards the
eruption site.
For the 2000-2003 period, Peltier et al. [2005] observe a correlation between the
duration of the lateral propagation stage and the distance of the eruptive vents from the
summit. Since the seismic crisis onset coincides with the beginning of the first propagation
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phase [e.g. Peltier et al., 2005, 2007; Aki and Ferrazzini , 2000], Peltier et al. [2005] calculate
a mean vertical speed of about 2 m s−1, while lateral migration velocities range between
0.2 and 0.8 m s−1. This results are similar to those reported by Toutain et al. [1992] for
the April 1990 PdlF eruption (i.e. 2.3 m s−1 for the vertical propagation and 0.21 m s−1
for the lateral migration) and Bache´lery et al. [1998] for the eruptions taking place during
the first sixteen years of the PdlF Observatory (1980-1996).
In this paper we focus on the August 2003 dyke intrusion, which has been extensively
studied through extensometer, tiltmeter, GPS and INSAR data by Peltier et al. [2005,
2007], Froger et al. [2004] and Tinard [2007]. The dyke intrusion is accompanied by a
seismic crisis of around 400 volcano-Tectonic (VT) events within 152 min (figure 3.8).
Seismic data illustrated in figure 3.8 confirm for the August 2003 case the seismic
rate stationarity observed by Traversa and Grasso [2009-Chapter2] for the PdlF intrusions
in the 1988-1992 period.
3.3.2 Relationships between magma flux regime and initial con-
ditions for magma reservoir
Following the results obtained in section 3.2.1 for the vertical propagation stage, and
referring to the parameters listed in table 3.1, we can calculate an upper bound for the
reservoir initial overpressure and a lower bound for the magma reservoir volume values,
such that the reservoir is able to sustain a constant influx magmatic intrusion.
The upper bound for the reservoir overpressure able to sustain a constant magma
flux injection, can be computed by referring to the vertical propagation stage within a
homogeneous medium (i.e. we neglect the effect of the upper layer, dimensionless number
R2 = 0). We choose a large magma reservoir volume with fully compressible magma (i.e.
R3 → 0, R4 → 0). The upper limit for the initial reservoir overpressure is given by the
dimensionless number R1 corresponding to less than 5% variation in the magma flux during
dyke growth (see figure 3.3, black empty squares). This is: R1 < −3.55.
For parameters listed in table 3.1, this implies an initial reservoir overpressure ∆P0 <
2.2 MPa. Such upper limit is compatible with the average overpressure a the dyke inlet
estimated for the August 2003 PdlF dyke intrusion, i.e. 1.7 MPa using InSAR data [Tinard ,
2007] and at 1.1 MPa using GPS and tiltmeter data [Peltier et al., 2007]. Dyke inlet
overpressure values computed using GPS data for PdlF eruptions between 2004 and 2006
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Figure 3.8: Seismic signal and cumulated seismicity (inset) hand-picked from continuous
recordings recorded at the BOR summit station during the August 22 2003 dyke intrusion
at Piton de la Fournaise volcano. Times related to the different stages of activity are from
Peltier et al. [2007].
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also are in the range 1.1 - 2.2 MPa [Peltier et al., 2008].
Note that this value is one order smaller than commonly observed rock resistances. It
may be characteristic of PdlF volcano, which endured 25 eruptions in the period 1998-2007
[Peltier et al., 2009].
As regarding to the generic lower bound for the magma reservoir volume able to sus-
tain a constant magma influx intrusion, we already discussed in section 3.2.1 the influence
of the dimensionless numbers R3 and R4 on the flux regime of the propagating dyke. As
shown in figure 3.9 for the vertical dyke propagation within a homogeneous medium case,
a magma compressibility K of about 1 GPa implies that the minimum reservoir volume
required for the flux of magma to remain constant over time is > 1 km3. The volume of
magma mobilized by the lateral injection has the effect of increasing the minimum size of
the magma reservoir required in order to keep the flux constant over the two-phase dyke
propagation. In addition, the smaller the magma chamber volume, the smaller the R1 value
necessary to keep the magma flux constant over time. For given reservoir depth, magma
and rock densities, this implies smaller initial overpressures sustaining a constant influx of
magma over time will be.
3.3.3 Relationship between magma volumes and reservoir over-
pressure conditions
Traversa and Grasso [2009-Chapter2] assimilate the intrusion process on basaltic vol-
canoes to a strain-driven, variable-loading process, reminiscent of secondary brittle creep.
In such a strain-driven process, the loading is free to vary over time. It means that the
overpressure at the dyke inlet is free to vary over time.
Most of PdlF eruptions occurring in the last decades, however, are flank eruptions,
with eruptive vents located close or within the central cone, [Peltier et al., 2005, 2007,
2008]. According to the model proposed by Peltier et al. [2008] for the magma accumula-
tions and transfers at PdlF since 2000, there is a hierarchy between the so-called ’distal’
eruptions (occurring far from the summit cone), which release the reservoir overpressure,
and ’proximal’ or ’summit’ eruptions (occurring close to or within the summit cone), which
have negligible effect on the reservoir overpressure state. In this sense, we therefore ex-
pect most of PdlF recent eruptions to be accompanied by small variations of the magma
reservoir overpressure.
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For the August 2003 PdlF eruption, the total amount of magma withdrawn from the
reservoir i.e. the volume of lava emitted plus the volume of the dyke that keeps stuck at
depth) has been estimated by Peltier et al. [2007] and Tinard [2007] at 7.2 and 7.8 x 106
m3, respectively.
The model of small independent magma pockets proposed by Le´nat and Bache`lery
[1990] implies a substantial emptying of the lens feeding each individual eruption. This
is consistent with large overpressure variations accompanying the dyke intrusion. On the
other hand, for the other four conceptual models proposed for the PdlF reservoir system,
i.e. reservoir volumes of 1.7-4.1 km3 [Nercessian et al., 1996; Sapin et al., 1996], 0.1-0.3
km3 [Albare`de, 1993], 0.35 km3 [Sigmarsson et al., 2005] and 0.5 km3 [Peltier et al., 2007,
2008], the magma volume withdrawn from the chamber during the August 2003 eruption
represents between ∼ 0.2% and ∼ 2.5% of the reservoir volume. These values argue for
very small overpressure variations accompanying the dyke intrusion.
In order to test which of these configurations (i.e. large or small overpressure vari-
ations) applies to the PdlF case, we calculate the minimum reservoir size that would be
required for the overpressure to vary of a defined small percentage during dyke injection.
By integrating equation 3.15 we obtain:
Vc =
∆Vc
exp
(
∆Pc var
(
4G+3K
4GK
))− 1 . (3.38)
where ∆Vc is the variation in reservoir volume, ∆Pc var is the variation in reservoir over-
pressure induced by the dyke intrusion, G is the rock shear modulus, and K is the magma
bulk modulus.
We assume that the volume variation induced in the magma reservoir from the August
2003 dyke growth corresponds to the estimations of the dyke volume, i.e. ∆Vc = 1 − 1.6
x 106m3 [Peltier et al., 2007; Tinard , 2007]. This is related to the fact that observations
of seismicity rate during dyke injection [Traversa and Grasso, 2009-Chapter2] do not give
any information about the flux evolution after the eruptive activity begins. We thus limit
the validity of the constant influx model only to the dyke injection, allowing that possible
larger pressure and flux variations could occur during lava flow at surface. The estimated
volume of lava erupted during the August 2003 eruption is 6.2 x 106m3 [Peltier et al., 2007].
The total volume of magma withdrawn from the chamber is therefore as large as 7.2-7.8 x
106 m3.
We take as the initial reservoir overpressure the upper bound we calculated previ-
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Table 3.1: Parameters used in the calculations for the case of a dyke rising in a homogeneous
medium from a large and fully compressible magma reservoir. †: from Peltier et al. [2007];
‡: assumed parameters, as generic basalt values.
Parameter Symbol Value
Depth of the reservoir (m)† H 2250
Poisson’s ratio‡ ν 0.25
Shear modulus (Pa)‡ G 1.125x109
Rock density (kg m−3)‡ ρr 2750
Magma density (kg m−3)‡ ρm 2400
ously, i.e. ∆P0 = 2.2 MPa and we compute the reservoir volume required for the magma
overpressure variation ∆Pc variation to be the 5% of the initial reservoir overpressure, i.e.
∼ 0.085 MPa. Equation 3.38 gives Vc = 5− 8 km3 as the corresponding reservoir size.
When applying our model for vertical dyke propagation, computations of overpressure
variations induced in a realistic reservoir (Vc = 0.5− 5 km3 [Nercessian et al., 1996; Sapin
et al., 1996; Peltier et al., 2007, 2008]) by a vertical dyke fed at constant flux, are showed
in figure 3.3 legend. These variations are < 6%, for reservoir volumes between 0.5 and 5
km3 and magma compressibility between 1 and 10 GPa.
3.3.4 Relationships between constant magma influx and dyke in-
jection dynamics
In this section we derive the implications of the two-phase model on dyke injection
dynamics and we test the model for the dyke intrusion that fed the August 2003, Piton de
la Fournaise eruption.
The August 2003 PdlF eruption involves three eruptive fissures, the first within the
summit zone (at 17h20 UTM), the second on the northern flank, at 2475 m asl (at 18h10
UTM), and the third lower on the northern flank, at about 2150 m asl (at 19h30 UTM)
[Staudacher, OVPF report]. The eruptive activity of the first two fissures was negligible
compared to the last one (the former stopped at the end of the first day of the eruption,
while only the third fissure remained active throughout the eruption) [Peltier et al., 2007,
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Figure 3.9: Interrelationship between magma influx and reservoir characteristics. Per-
centage of magma influx variation during dyke growth within a homogeneous medium as
function of the dimensionless number R1 (R1 = (ρm − ρr)gH/∆P0). Black squares: con-
stant overpressure at the dyke inlet; colored symbols: variable overpressure in the chamber.
Colors of plain symbols are related to the Vc value; circles or square symbols depend on
the K value. Reservoir overpressure variations ∆Pc variation indicated in the legend are
issued from the computation. Parameter values used are: G = 1.125x109 Pa, ν = 0.25,
a = 100m, g = 9.81m s−2. Vc values derive from conceptual models of PdlF storage system
[Nercessian et al., 1996; Sapin et al., 1996; Peltier et al., 2007, 2008].
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and Staudacher OVPF report]. As modeled by deformation data, the intrusion preceding
this PdlF eruption includes a ∼20 minutes duration (from 14h55 to 15h15 UTM) vertical
dyke propagation followed by a ∼125 minutes (from 15h15 to 17h20 UTM) lateral injection
toward the north [Peltier et al., 2007]. Although the 17h20 UTM time corresponds to the
opening of the first summit fracture [Staudacher OVPF report], tilt data clearly indicate
that the lateral dyke has already fully propagated to the flank eruption site by this time.
Indeed, no further evolution of the deformation is observed after 17h20 UTM [Peltier et al.,
2007].
By inverting deformation data, Peltier et al. [2007] estimate the origin of the August
2003 dyke at 400 ±100 meters asl, and the origin point of the lateral dyke at 1500 ±350
m asl. The lateral dyke travels 2.4 ±0.1 km before breaching the surface [Peltier et al.,
2007]. On deformation data basis, Peltier et al. [2007] estimate an average velocity of 1.3
m s−1 for the vertical rising stage, and of 0.2 - 0.6 m s−1 for the lateral injection phase.
The uncertainties related to vertical and horizontal propagation velocities, obtained from
deformation data inversion, are 0.26 m s−1 and 0.13 m s−1, respectively [uncertainties from
A. Peltier 2009, personal communication].
In the following we calibrate the input parameters for the two-stage dyke propagation
model. First we derive the relationships among the parameters at stake for the two steps.
Second we obtain calibrations of the same parameters by using independent estimates of
dyke propagation velocities in the two phases.
We consider a dyke rising vertically within a homogeneous medium (i.e. R2 = 0),
from a large magma reservoir with fully compressible magma (i.e. R3 → 0, R4 → 0).
Reservoir depth H, magma and rock densities ρm, ρr are listed in table 3.1. In this case,
the flux of magma injected into the dyke only depends on the initial overpressure at the
dyke inlet and is inversely proportional to the magma viscosity,as shown in figure 3.10:
Q ∝ 1
µ
, (3.39)
When we fix the vertical velocity and we let the dyke half-breadth a free to vary,
however, we can write:
Q = Aµ, (3.40)
where
A =
v2v Q
∗ 16H G
v∗v
2 ∆P 20 (1− ν)
(3.41)
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Figure 3.10: Dyke rising vertically within a homogeneous medium from a constant over-
pressure magma reservoir. Magma flux injected into the dyke as function of the magma
viscosity and of the dimensionless number R1 (R1 = (ρm − ρr)gH/∆P0). Parameters used
are: H = 2250 m, ρm = 2400 kg m
−3, ρr = 2750 kg m
−3, a = 100 m, ν = 0.25, G = 1.125
x 109 Pa.
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vv is the vertical propagation velocity, Q
∗ is the dimensionless flux of magma entering into
the dyke (i.e. Q/[Q]) and v∗v is the dimensionless vertical propagation velocity (i.e. vv/[v]).
The vertical propagation velocity, in turn, is given by
vv = C
a2
µ
. (3.42)
where
C =
v∗v(1− ν)2 ∆P 30
16 H G2
. (3.43)
For a given dimensionless number R1, the dimensionless flux and velocity (i.e. Q
∗ and v∗v)
are fixed. Then, for given values of vertical propagation velocity, depth of the reservoir,
and initial magma overpressure, we obtain the A value.
We take R1 = −3.55 (i.e. the upper limit for a 5% flux variation in the constant reser-
voir overpressure, homogeneous medium case as shown in figure 3.3) and the parameters
listed in table 3.1.
The lateral propagation velocity depends on the magma viscosity and on the amount
of magma injected into the dyke in the unit time. We then inject different magma flux and
viscosity pairs into the lateral dyke. Figure 3.11 shows how the magma flux injected in the
dyke is related to the lateral propagation velocity.
In particular, a dyke lateral propagation velocity between 0.2 and 0.6 m s−1 (shadow
box in figure 3.11), requires the magma flow rate injected into the laterally migrating dyke
to be less than about 60 m3 s
−1
. Through equation 3.40 this implies a magma viscosity
µ = 14 Pa s. This allows to constrain the value of the vertical dyke half-breadth a = 100
m (equation 3.42).
The value we estimate for viscosity is in good agreement with the values found by
Villeneuve et al. [2008] for re-molten basalts from the 1998 lava flow of the Piton Kapor,
on the northern part of Dolomieu crater. Viscosity measurement experiments conducted
at constant stress indicate (i) liquidus temperature of the 1998 sample at about 1200◦C
and (ii) viscosities between 49 and 5 Pa s measured at temperatures between 1195◦C (glass
transition) and 1386◦C (superliquidus), respectively.
For the case of a dyke propagating within a stratified medium from a finite size,
compressible magma chamber, more parameters play a role in characterizing the dyke
propagation, i.e. magma bulk modulus K, magma chamber volume Vc, rock densities in
the upper ρu and lower ρl layers and the depth of the lithological discontinuity Hb. We refer
to the geometry illustrated in figure 3.12, and we use the parameters listed in table 3.2 in
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Figure 3.11: Lateral dyke propagation: average propagation velocity versus influx of magma
injected into the dyke. Shaded area bounds the lateral propagation velocities estimated by
Peltier et al. [2007] at Piton de la Fournaise. Parameters used are the following: θ = 11.8
deg, ρrl = 2750 kg m
−3, ρru = 2300 kg m
−3, ρm = 2400 kg m
−3, Hb = 1150 m, G = 1.125
x 109 Pa. Each magma flux value corresponds to a viscosity value, according to equation
3.40, where A = 4.3936 (from the vertical homogeneous case R1 = −3.55). Reminder:
R1 = (ρm − ρr)gH/∆P0.
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Figure 3.12: August 2003 PdlF case study. Sketch illustrating the geometry used in the
model. Dotted line: input lithological discontinuity, position from Peltier et al. [2007].
Gray zones indicate magma path. All elevation data come from Peltier et al. [2007].
the calculations. Table 3.3 compares results issued from the computation with independent
parameter estimates.
From the computation we obtain a dyke which rises vertically at an average velocity of
∼1.2 m s−1 up to the lithological discontinuity. Figure 3.13 shows the effect of the density
barrier on the propagation of the vertical dyke. It quantifies injected magma flux and
volume and dyke vertical propagation velocity over time (figure 3.13A, B, C). The shape
of the vertical dyke for different propagation steps is illustrated in figure 3.13, D. The flow
of magma injected into the vertical dyke over time is ∼35 m3 s−1, through a fracture of
width b ∼ 30 cm, which matches with the value found by Peltier et al. [2007], Froger et al.
[2004] and field observations [Peltier et al., 2007].
The dyke extends above the discontinuity, but its upward propagation is set back
by the negative buoyancy [Pinel and Jaupart , 2004]. At the density step depth, magma
overpressure grows as the dyke head inflates. It may eventually exceed rock toughness
and a new fracture may propagate laterally away. Here we set up a lateral dyke, which
propagates towards the northern flank. We assume all the magma flux rising through the
vertical dyke is injected into the lateral one. The slope of the edifice and the lack of lateral
variation in stress gradients, allow for the dyke half-breath a to be constant during the
lateral propagation (see figure 3.7).
The computed lateral dyke breadth 2a is ∼950 m. The upper bound of the fracture
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Table 3.2: Parameters used in the calculations applied to the August 2003 eruption at
Piton de la Fournaise. †: parameter values estimated by Peltier et al. [2007]; ‡: assumed
parameters as generic basalt values; § derived parameters; ⊛ parameter values from litera-
ture [e.g. Le´nat and Bache`lery , 1990; Nercessian et al., 1996; Sapin et al., 1996; Pinel and
Jaupart , 2000, 2004; Peltier et al., 2008].
Parameter Symbol Value
Depth of the reservoir(m)† H 2250
Half-length of the fracture(m)§ a 100
Poisson’s ratio‡ ν 0.25
Shear modulus (Pa)‡ G 1.125x109
Rock density in the upper layer (kg m−3)‡ ρru 2300
Rock density in the lower layer (kg m−3)‡ ρrl 2750
Depth of the lithological discontinuity (m)† Hb 1150
Density of magma (kg m−3)‡ ρm 2400
Magma viscosity (Pa s)§ µ 11
Initial magma chamber overpressure (MPa)§: ∆P0 1.7
Edifice slope (deg)§ θ 11.8
Magma chamber volume (km3)⊛ Vc 1.7
Magma bulk modulus (Pa)‡ K 1x109
Dimensionless numbers
R1l = (ρm − ρrl)gH/∆P0 R1l -4.54
R1u = (ρm − ρru)gH/∆P0 R1u 1.30
R2 = Hb/H R2 0.51
R3 = (∆P0 a
2 (1− ν) H) (GVc) R3 1.5 x10−5
R4 = 4KG/(∆P0 (4G + 3K)) R4 352.90
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Table 3.3: Model validation on the August 2003 Piton de la Fournaise eruption. Compar-
ison between independent parameter estimations based on deformation data (from Peltier
et al. [2007]) and computation results. ⋆: [Peltier 2009, personal communication].
Parameter Observation estimate Model output
Vertical average dyke propagation velocity (m s−1) 1.3± 0.26⋆ 1.23
Lateral average dyke propagation velocity (m s−1) 0.2− 0.6± 0.13⋆ 0.48
Lateral phase duration (min) 125 81
Lateral covered distance (m) 2400±100⋆ 2300
Dyke total volume (m3) 1 ±0.23⋆ x 106 0.82 x 106
breaches the surface at a height of about 2000 m asl after 2.3 km lateral propagation, in
agreement with field observations of eruptive fracture location [Peltier et al., 2007; Tinard ,
2007]. The average propagation velocity we compute for the lateral dyke is ∼ 0.48 m s−1,
in agreement with the upper limit value estimated by Peltier et al. [2007] by deformation
data inversion (0.2 to 0.6 m s−1).
We remind that the flux of magma injected in the vertical and lateral dykes is related
to the respective initial dyke breadth. From the computation we get lateral dyke breath
(a = 476 m) about five times the vertical dyke one (a = 100 m). This is related to
the fact that horizontal velocity is much lower than the vertical, which has the effect of
making the dyke growing less along the propagation direction and to develop crosswise.
The propagation velocity ratio, therefore, somehow inversely mimics the dyke breath ratio
between the vertical and the lateral phases.
3.4 Conclusions
Seismic observations contemporary to dyke propagation on basaltic volcanoes show
stationary seismicity rate during dyke propagation in the last phase before an eruption,
despite possible variations of the dyke-tip velocity [Traversa and Grasso, 2009-Chapter2].
Also, a clear and monotonic hypocenter migration of the seismicity contemporary to dyke
propagation has been rarely observed. These suggest that the observed dyke-induced seis-
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Figure 3.13: The effect of a lithological discontinuity on the vertical propagation of a
magma-filled dyke. A: magma flux injected into the dyke over time; B: dyke volume (i.e.
cumulative volume of magma injected into the dyke over time); C: propagation velocity
versus time; D: Evolution of the crack shape for progressive growth stages. Parameter
values used in the calculation are listed in table 3.2. Stipple-lines in plots A, B and C
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∗
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micity is the response of the edifice to the volumetric deformation induced by the magma
intruding the solid matrix [Traversa and Grasso, 2009-Chapter2]. Accordingly, Traversa
and Grasso [2009-Chapter2] argue for the stationary seismicity rate contemporary to the
intrusion to be a proxy for a constant flux of magma entering the dyke in the unit time.
In order to test the implications of this assertion with respect to the volcano fluid
dynamics, we implement a two-phase dyke propagation model, including a first vertical
propagation followed by a lateral migration.
We demonstrate that, although propagation velocity varies of one order of magnitude
among the different propagation phases (i.e. 1.3 m s−1 and 0.2 to 0.6 m s−1 for the vertical
and lateral propagation, respectively), the flow rate of magma injected into the dyke can
remain constant over time under given conditions. This is related both, to the fact that
velocity depend on dyke size for the two propagation phases, and to the evolution of dyke
growth, which is not limited only to elongation. It supports the idea of direct scaling
between the magma flux intruding the solid and the observed seismicity rate through
volumetric deformation. On the other hand it rejects a direct scaling between the seismicity
rate and the dyke propagation velocity. In this sense the seismicity rate recorded at low-
viscosity volcanoes during dyke intrusion represents the response of the solid matrix to a
stationary volumetric deformation induced by the intrusion itself.
Obeying the laws governing fluid dynamics, the constant magma flux can be sustained
by either, a constant or a slightly variable overpressure at the base of the dyke. The model
we propose, however, does not allow for asserting one hypothesis with respect to the other.
Indeed it allows to investigate the implications of such a stationary flux hypothesis. For
the vertical propagation, once the geometry and the physical parameters are fixed, the
constant influx assumption bounds the range of possible initial magma overpressures and
volumes of the magma reservoir.
Specifically, only a magma reservoir with sufficiently small initial overpressure and
sufficiently large volume is able to sustain a dyke injection fed at constant flux.
The flux value computed in the vertical phase is injected in the lateral propagation
phase and it determines, together with static conditions of pressure equilibrium, dyke size
and lateral propagation rate. In this way, the model we discuss in this paper allows to
constrain the ratio between vertical and horizontal dyke thickness.
We validate the model in an application to the August 2003, Piton de la Fournaise
eruption. It consists of two main phases: a vertical propagation, followed by a horizontal
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migration towards the eruption site [Le´nat and Bache`lery , 1990; Toutain et al., 1992;
Bache´lery et al., 1998; Bache´lery , 1999; Peltier et al., 2005, 2007, 2008]. According to the
classification proposed by Peltier et al. [2008], the August 2003 PdlF eruption is a so-called
’proximal’ eruption, with eruptive activity concentrated on the volcano flank, close to the
central cone.
In this framework, the small values of initial reservoir overpressure (i.e. ≤ 2.2 MPa),
and the small variations of this overpressure accompanying dyke propagation (i.e. ≤ 6%)
we obtain from the computation, argue for this eruption to belong to an early stage of a
PdlF refilling cycle [see Peltier et al., 2008]. The small overpressure variations argue for
either, the volume of magma withdrawn from the reservoir during the injection to be small
compared to the reservoir volume, or the magma flow rate injected into the dyke in the
unit time to be small compared to a possible continuous magma flow refilling the shallow
reservoir from depth (as proposed by Peltier et al. [2007]).
The average intrusion velocities we compute for the dykes feeding the August 2003
PdlF eruption well reproduce the values estimated by Peltier et al. [2007] on deformation
data basis. It further support the validity of our model.
In conclusion, the dyke propagation model we propose, allows for validating the con-
stant magma influx initial condition as geophysically realist for volcano processes.
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Chapter 4
Space and Time Seismic Response to
a 60-Day-Long Magma Forcing. The
2000 Izu dyke Intrusion Case
Re´sume´
Dans ce chapitre nous explorons l’e´volution spatio-temporelle de la se´quence sismique qui a
accompagne´ l’intrusion de dyke des ıˆles Izu de 2000. Le but est d’e´claircir les processus physiques
qui relient l’intrusion magmatique a` l’occurrence des se´ismes. Nous assumons un mode`le de
contrainte de Coulomb pour la production des se´ismes et une loi de friction de type ”Rate
and state”. Avec cela nous utilisons la sismicite´ observe´e pour remonter a` l’e´volution spatio-
temporelle du forc¸age externe qui dirige le syste`me, c’est a` dire le processus intrusif en cours.
Nous reproduisons la sismicite´ observe´e en mode´lisant l’intrusion du dyke comme un e´ve´nement
de glissement ”silencieux”, ou` le dyke en intrusion induit un taux de contrainte qui e´volue dans
le temps dans la matrice solide. Nous estimons qu’environs 30% de la sismicite´ est dirige´e
directement par le processus intrusif. Nous montrons que les motifs de la sismicite´ associe´e
a` l’intrusion sont e´vocateurs de ceux qui caracte´risent la sismicite´ tectonique ”classique”, bien
que la duree´ de la perturbation de contrainte et la manie`re a` travers laquelle telle perturbation
est induite sont bien diffe´rents dans les deux cas. Cependant, puisque le processus de´clencheur
est actif de manie`re continue pendant 60 jours dans le cas de l’intrusion aux Izu, la cascade de
re´pliques qui de´croˆıt avec le temps attendue selon la loi d’Omori, est inhibe´e par une sismicite´
de fond continuellement alimente´e. Cela re´sulte en un syste`me ”amorti”au sein duquel le taux
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de contrainte qui de´clenche la sismicite´ de´croˆıt progressivement, mais continue a` alimenter le
syste`me tout le long de la crise intrusive. Au moment ou` le forc¸age disparaˆıt, nous observons
une de´croissance en loi de puissance du taux de sismicite´. Une intrusion de dyke induit donc une
perturbation de l’e´tat de contrainte qui, meˆme si diffe´rente en dure´e et mode de fracturation,
a les meˆmes effets de celle induite par un choc principale en sismicite´ tectonique. Le dyke des
ıˆles Izu de 2000 agit comme une source sismique ralentie (0.5 km/jour contre 2-3-5 km/s de
propagation de la fracture pour le dyke et pour un se´sme, respectivement), ce qui permet de
suivre l’e´volution de re´ponse me´canique tout le long du processus de fracturation meˆme.
4.1 Introduction
Miyakejima (Northern Izu islands, Japan) is a basaltic volcanic island located at the
boundary between the Pacific and the Philippine Sea plates. The Miyakejima stratovolcano
is a rather active volcano, with repeated flank eruptions at intervals of about 20 years in
the twentieth century [e.g. Furuya et al., 2003a]. A total of 14 historical eruptions are
documented in the past millennium [Nishimura et al., 2001]. The typical eruptive style of
Miyakejima volcano is fissure basaltic eruption from the flank of the volcano [Nishimura
et al., 2001; Ozawa et al., 2004; Yamaoka et al., 2005]. However, the 2000 eruption is much
different from the previous ones.
After a 17 years long repose period, on June 26, 2000, small shallow Volcano Tectonic
(VT) earthquakes begin to be recorded at seismic stations west to the summit of the
Miyakejima volcano [Nishimura et al., 2001; Uhira et al., 2005]. These mark the beginning
of one of the most energetic swarms ever recorded [Toda et al., 2002].
From the evening of June 26, earthquake hypocenters start migrating westwards
during about 12 hours, and then continue moving northwestward, for a total of about 30
km by July 1st, 2000 (figure 4.1) [e.g. Nishimura et al., 2001; Toda et al., 2002; Furuya
et al., 2003b,a].
After July 2 the seismicity continues moving back and forth, without any further
migration and develops northern and southern lobes (figure 4.2) [Toda et al., 2002]. The
intense seismic activity, associated with large deformation rates, lasts until late August
and then fades away. During this ∼60 day-lasting-period, several eruptions occur (8 July
(small), 14-15 July (phreatomagmatics), 18 August (the largest), 29 August).
The 2000 Izu Island dyke intrusion has been intensely monitored and number of works
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have been published in the attempt of understanding the dynamics of this extraordinary
event. Indeed, several different datasets have been used to model the 2000 Miyake intrusion.
These include geodetic [Nishimura et al., 2001; Ito and Yoshioka, 2002; Ozawa et al., 2004;
Irwan et al., 2003; Yamaoka et al., 2005], gravity [Furuya et al., 2003b], and combinations
of either, GPS and tilt [Ueda et al., 2005], or GPS, elevation and gravity data [Furuya
et al., 2003a].
Though all these studies give slightly different results, they seem to converge on
several common features characterizing the evolution of the magmatic intrusion. The
contemporary migration of seismicity and deformation data during the first phase of the
intrusion (i.e. June 26 to July 1st, 2000) suggests that the earthquake hypocentral locations
are reliable indicators of the dyke tip position over time [e.g. Ito and Yoshioka, 2002;
Furuya et al., 2003a]. During this period, and up to the first summit eruption (on July
8, 2000) the laterally intruding dyke is fed from a reservoir beneath Miyakejima volcano.
The total amount of tensile deformation observed over the whole sequence, however, is
much larger than the deflation induced by the magma withdrawal from this source [Ito and
Yoshioka, 2002; Furuya et al., 2003a; Yamaoka et al., 2005]. This leads Ito and Yoshioka
[2002], Furuya et al. [2003a] and Yamaoka et al. [2005] to propose the existence of another
magma source identified in sub-crustal magma pockets nearby Kozushima volcano island
that would feed the dyke from July 8 on. This hypothesis is also endorsed by Uhira et al.
[2005] on seismic location arguments.
The seismic sequence accompanying the dyke intrusion has been studied by Toda et al.
[2002], who conclude that the seismicity rate accompanying the active volcano processes
linearly scales with the stressing rate change induced by the processes itself. They also
show that the rate and state friction formulation can explain the aftershock decay duration
following largest earthquakes of the sequence.
Later, Lombardi et al. [2006] studied the Izu 2000 seismic sequence from a stochastic
point of view. Following the work of Hainzl and Ogata [2005], they interpret earthquake
occurrence as a point process and use non-stationary ETAS model to simulate the temporal
occurrence of seismicity during the 2000 swarm. Their best fitting of the data is obtained
using both, background seismicity rate, and Omori p-exponent variable with time. The
interest of this approach is that, according to the ETAS model [e.g. Ogata, 1988; Utsu
et al., 1995; Helmstetter and Sornette, 2002a], seismic intensity can be described in time
as the superposition of two types of events: a background uncorrelated seismicity, and the
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Figure 4.1: 3D view of seismic event locations during the seismic swarm associated to the
2000 Izu islands dyke intrusion. Color of the dots represents time since the intrusion onset
on June 26 2000.
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Figure 4.2: Izu 2000 volcano-induced seismic swarm (2000/06/26-2000/08/31 period). Top
and bottom illustrate cross section and map view of earthquake location, respectively.
Color is function of time, as indicated in the colorbar on the top right. Circle radius is
function of event magnitude, as shown in the legend on the bottom right.
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earthquakes triggered by previous events. The former represents the part of the seismic
activity directly driven by the source process, i.e. the magmatic processes, or the plate
tectonics in volcanic or tectonic environments, respectively [e.g. Ogata, 1988; Utsu et al.,
1995; Helmstetter and Sornette, 2002a]. The latter are the cascading process resulting from
earthquake interactions. For the 2000 Izu swarm, therefore, the background seismicity rate
is the response of the crust to the magmatic intrusion. Such a direct link between the
background rate and the magma-induced forcing, makes very attractive the quantification
of the former quantity in the study of the physical process driving seismic occurrence.
The effectiveness of current ETAS model inversions of observed seismicity, however, is a
debated subject within the seismologic community due to the non-uniqueness and frequent
instability of the solution [e.g. Helmstetter A., 2007 and Werner M., 2008, personal com-
munications]. The Omori p-exponent is instead thought to be positively correlated with
crustal temperature [Mogi , 1967; Klein et al., 2006; Lombardi et al., 2006].
In this work we explore the spatio-temporal evolution of the seismic sequence accom-
panying the 2000 Izu intrusion in order to shed light on the physical processes that rely
magma intrusions with earthquake occurrence. By assuming a Coulomb stress model for
seismicity and a rate and state dependent friction law, we use the observed seismicity to
recover the spatio-temporal evolution of the external forcing that directly drives it, that is
the ongoing intrusive process. The estimation of such a forcing rate, allows us to explore
the effects of a finite long-duration external forcing on the spatio-temporal occurrence char-
acteristics and interaction patterns of the induced seismicity. We show that these patterns
are reminiscent of those observed when considering ”ordinary” tectonic seismicity, although
both, the duration of the stress perturbation, and the way this perturbation is transferred
to the solid matrix, are different in the two cases.
4.2 Data
The magma intrusion-induced seismic swarm that stroke the Izu islands (south Japan)
begins at around 18:00 (LT) on June 26, 2000 and lasts until the end of August. Recorded
seismic events are reported in the Japan Meteorological Agency (JMA) seismic catalog.
Events are initially detected by the eight seismic stations deployed on Miyakejima by
JMA and the Tokyo Metropolitan Government headquarters [Uhira et al., 2005]. All the
stations are equipped with three-components short-period seismometers (L4C, 1s sensors,
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Markproduct Inc.). Signals are transmitted to the head office of JMA, where they are
sampled at 100 Hz and continuously recorded. All the events recorded on the early evening
of June 26, 2000, are located by the local seismic network and have magnitude M less than
1.5 [Uhira et al., 2005].
Westward hypocenter migration starts at around 22:00 LT on June 26 and contin-
ues the following day. From June 27 on, solutions for migrating hypocenters need then
to include stations on Kozushima and Mikurajima islands, some of which are part of a
Nationwide seismic network. From this wide seismic network, JMA determines hypocenter
locations for earthquakes M ≥ 3 even at the peak of the swarm. Most of earthquakes
recorded on June 26 have not been included in the JMA catalog, except for four events
[Uhira et al., 2005]. The resulting seismic catalog is composed by ∼ 20000 events with
magnitude between 0 and 6.5 characterized by their velocity magnitude MV and location.
For events shallower than 60 km, as in the present case, MV is determined by using
velocity-amplitude data according to the formula [Tsuboi , 1954]:
MV = log10 A + 1.73 log10 ∆− 0.83, (4.1)
where ∆ is the epicentral distance (km), and A is the maximum recorded amplitude, given
by
√
A2NS + A
2
EW . ANS and AEW are half the maximum peak-to-peak amplitudes for the
horizontal components. This formula was designed to give almost the same value as the
Gutenberg-Richter magnitude [1949], which is a weighted mean between body-wave MB
and surface-wave MS magnitudes [Katsumata, 1996].
In the following, only earthquakes with magnitude MV larger than the completeness
of the catalog Mc = 3 are considered, i.e. about 5000 events. Mc is estimated from the
magnitude frequency distribution, and corresponds to the value reported by Toda et al.
[2002]. In the period 2000/06/26-2000/08/31, the average seismicity rate is 75.4 eqs/day.
Figure 4.3 illustrates the cumulated seismicity and the seismicity rate recorded in the zone
33◦.6−34◦.6 N latitude, 139◦.1−139◦.6 E longitude over time during 2000, while figure 4.4
focuses on the volcano-induced seismic swarm, in the period 2000/06/26 to 2000/08/31.
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Figure 4.3: Seismicity recorded at the Izu islands zone during 2000. Top: Cumulative
earthquake number versus time; Bottom: Seismicity rate over time. On top and bottom
graphs, dashed lines indicate the eruption onset times. Only MV ≥ Mc = 3 events are
considered.
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Figure 4.4: Seismicity recorded at the Izu island during the 2000/06/26-2000/08/31 seismic
swarm. Top: Cumulative number of earthquakes versus time; dashed lines indicate (i) the
time at which the dyke reaches its full length (July 1st, 2000), and (ii) the time at which
another magma source different from the Miyakejima reservoir starts collaborating to feed
the intrusion (July 8, 2000); stars indicate the occurrence of M ≥ 6 earthquakes. Bottom:
seismicity rate over time; vertical plain lines indicate the occurrence of M ≥ 6 earthquakes.
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4.3 From the earthquake rate to the stress history
4.3.1 Overview
Earthquake triggering results from stress perturbations and redistributions induced
into the rock matrix by both, external forcings (i.e. either, tectonic plate motion or volcano
processes in tectonic and volcanic environments, respectively), and earthquake interactions.
The close association we generally observe, between seismic and volcanic activity, indicates
that fault systems and volcanic sources are mechanically coupled [Hill et al., 2002]. That
is, stress perturbations related to the deformations induced in the solid matrix by volcano
processes can promote faulting and earthquake activity [e.g. Dieterich et al., 2000; Toda
et al., 2002; Pedersen et al., 2007].
Assuming a simple Coulomb friction model for earthquakes, the potential for failure
is given by the following criterion:
∆S = ∆τ + µ(∆σ + ∆P ), (4.2)
where ∆τ is the shear stress change on a fault (positive in the direction of fault slip), ∆σ is
the normal stress change (positive if the fault is unclamped), ∆P is the pore pressure change
in the fault zone (positive in compression), and ν is the friction coefficient (in the range
0-1). Slip is encouraged if ∆S is positive, and inhibited if ∆S is negative. Such Coulomb
stress changes refer to stress perturbations that occur instantaneously and permanently
on a site [e.g Steacy et al., 2005]. Number of observations of seismic occurrence variations
induced by sudden [e.g. Das and Scholz , 1981; Stein and Lisowski , 1983; King et al., 1994;
Harris, 1998; Stein, 1999; King and Cocco, 2000] or longer duration stress changes [e.g.
Dieterich et al., 2000; Toda et al., 2002; Segall et al., 2006] have supported the validity of
this criterion as a good candidate to explain the physics of earthquake triggering.
However, seismicity rate changes and Coulomb stress changes are not linearly cor-
related. From an experimental approach, Deterich [1994] proposes a constitutive law for
earthquake production. In his formulation, the seismicity is modeled as a sequence of slip
events in which the distribution of initial conditions over the fault population and the stress-
ing history to which the sources are subject, drive the earthquake occurrence. Earthquake
sources are fault patches with rate- and state-dependent constitutive properties derived
from laboratory fault-slip experiments. In the absence of stress perturbation, seismicity
rate is constant. The non-linearity between the change in stress and the change in earth-
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quake occurrence rate comes from the large number of earthquake sources on the fault
plane, which implies a non-linear dependence of time-to-instability on the stress change
[Deterich, 1994]. Appendix B illustrates Dieterich’s model constitute equations.
According to the rate and state formulation, the earthquake rate can be written as
follows:
R =
r
γ
¦
Sr
, (4.3)
where
dγ =
1
Aσ
[dt− γdS], (4.4)
where γ is a state variable, t is time, S is a Coulomb stress function in which the friction
term in equation (4.2) is defined as µ = τ/σ − α; the constant r is the steady-state
earthquake rate at the reference stressing rate
¦
Sr, A is a dimensionless fault constitutive
parameter.
4.3.2 Stress history driving earthquake occurrence
According to the rate and state formulation, a stress change, i.e. the occurrence of
an earthquake, has a transient effect on the rate of triggered earthquakes. The duration
ta of this transient is inversely proportional to the stressing rate
¦
S to which the fault is
subject at the moment of the stress change, as follows [Deterich, 1994]:
ta =
Aσ
¦
S
. (4.5)
This provides a physical model for aftershocks, including the time-dependent Omori law
decay of aftershocks following a mainshock.
For the 2000 Izu island seismic swarm, Toda et al. [2002] demonstrate that, in agree-
ment with the rate and state formulation, and equation (4.5) in particular, properties of
aftershock decay following large mainshocks (i.e. M ≥ 6) depend on the stress imparted
by the magmatic intrusion. In particular they show that the aftershock sequence durations
following M ≥ 6 earthquakes, are inversely proportional to the seismicity rate, which in
turn is proportional to the active stressing rate [Toda et al., 2002]. Figure 4.5 shows the
observed aftershock rates following each of the five M ≥ 6 events of the sequence.
M ≥ 6 events occurring when seismicity rate is larger (figure 4.4 and table 4.1
for seismicity rate values) are followed by a faster aftershock decay, which merges into a
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Figure 4.5: Aftershock rates following earthquakes with M ≥ 6. Aftershocks are defined
in a space circular window of 20 km radius around the respective main event. Gray scale
refers to the occurrence time of the main event along the seismic swarm, as indicated in
the legend.
120
Response to a 60-Day-Long Magma Forcing
higher level background rate, while main events occurring later in the sequence, when the
seismicity rate has already started to decrease, are followed by longer duration aftershock
sequences (figure 4.5). Since changes in stressing rate are linearly related to changes in
stressing rate [Toda et al., 2002], this non-stationarity in the background seismic rate argues
for a non-stationary forcing rate acting on the system.
In the following we use the observed seismicity rate to recover the stress history to
which the system is subject by assuming a rate- and state-dependence of friction [Deterich,
1994]. We can assimilate the dyke intrusion to a ”silent” slip, or ”slow” event, i.e. a
long duration event which is silent as itself, but which directly drives the background
seismicity. This triggers its aftershocks, which in turn trigger their own aftershocks and so
on. Altogether, the background and the earthquake interaction driven seismicity, constitute
the 2000 Izu islands seismic swarm.
We quantitatively relate the 2000 Izu dyke intrusion to the induced seismicity by
modeling the intrusion as a series of stressing rate changes. This allows to reproduce the
observed non-stationarity in the seismicity rate. A similar approach has been followed by
Segall et al. [2006], who approximate the slip history of the 2000 slow-slip event observed
on the south flank of Kilauea volcano (Hawaii) by a ramp function. It allows the authors
to reproduce the recorded seismicity accompanying this event.
First, a change point analysis is carried out on the seismic sequence. It allows us
to get a preliminary idea about the number of most significant regimes characterizing the
time history, i.e. the possible variations in the source process. At this purpose, we can use
the non-parametric method proposed by Mulargia and Tinti [1985]; Mulargia et al. [1987]
(described in appendix C), as discussed by Lombardi et al. [2006]. This procedure is based
on the Kolmogorov-Smirnov two sample test, and can be satisfactorily applied when the
number of regimes is unknown, the regimes follow different statistical distributions, and
the regimes possibly involve a relatively small sample size. Our results agree with those
of Lombardi et al. [2006], who identify four major change points. The beginning (June
26, 2000) and the end (August 23, 2000) of the sequence are the most significant ones.
Intermediate change points are identified on July 29 and August 6 [Lombardi et al., 2006].
We identified additional significant change points on July 7 and August 24.
Second we invert the recorded seismicity rate to obtain the stress history through
a rate- and state-friction dependent model based on either, three, four or five different
regimes (i.e. different stressing rates) characterizing the intrusion. Within each regime,
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individual M ≥ 3 earthquakes induce stress steps and transiently alter the local seismicity
rate. Before intrusion onset, we use reference stressing rate
¦
Sr= 0.1 bar yr
−1 (estimated
from strain rate by [Sagiya et al., 2000]), and constitutive parameter Aσ = 0.1 bar [Toda
et al., 2002]. Steady state M ≥ 3 seismicity rate r in the region is estimated at 0.05 eq d−1
in the period 1980-1999 [Toda et al., 2002]. The amplitude of the stress step induced by
single events is let free to vary for each magnitude class and optimally estimated from the
inversion. The inversion procedure computes optimal times for changes in stressing rate.
The change points between different regimes computed above by the Mulargia technique
are independent estimates we test the inversion results against.
From equations (4.3) and (4.4), the seismicity rate in each regime is computed consid-
ering that each stressing rate
¦
Si, is constant over the duration of regime i. For ti−1 ≤ t < ti,
equation (4.4) has the solution:
γ =
(
γ(ti−1)− 1¦
Si
)
exp

−
¦
Si (t− ti−1)
Aσ

+ 1
¦
Si
. (4.6)
The initial condition is given by γ(t0) = 1/
¦
Sr. Once γ as function of time is computed,
the seismicity rate can be obtained substituting the solution of γ in equation (4.3), which
gives:
Ri(t) =
r/
¦
Sr(
γ(ti−1)− 1¦
Si
)
exp
(
−
¦
Si(t−ti−1)
Aσ
)
+ 1¦
Si
. (4.7)
According to Deterich [1994], the seismicity rate as function of time following a
mainshock of magnitude M occurring at time tM , and inducing a stress step ∆S, is instead
given by (see also Appendix B):
RM(t) =
r
¦
Si /
¦
Sr[
¦
Si
¦
Sr
exp
(
−∆S
Aσ
)− 1] exp [−(t−tM ) ¦Si
Aσ
]
+ 1
, (4.8)
where
¦
Si is the stressing rate of regime i.
The best model among the proposed three, four or five regimes is chosen using the
Akaike Information Criterion (AIC) [Akaike, 1974], which measures the goodness of fit of
the estimated model. AIC is defined as follows:
AIC = 2P + n[ln(2pi RSS/n) + 1], (4.9)
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where P is the number of parameters of the model, RSS is the residual sum of squares and
n is the number of observations. AIC values for the models based on three, four, or five
regimes, are 6101, 6948 and 11760, respectively. The best model to fit the 2000 Izu island
seismic dataset is therefore composed of three main forcing rate regimes.
Figure 4.6 shows a comparison between the seismicity computed through the rate and
state inversion based on a three stressing rate regimes model and the observed data. Table
4.1 illustrates the best parameters issued from the inversion. As resumed in table 4.1, the
seismic swarm contemporary to the 2000 Izu Islands dyke intrusion is therefore driven by an
external forcing rate which is initially about 1600-fold the background stressing rate, and
progressively fades away as time passes. Eventually, the external perturbation vanishes and
the stressing rate goes back to the background value
¦
Sr (table 4.1). The stress as function of
time can be simply calculated by integrating the stressing rate over time and by adding the
stress steps induced by single events. Seismicity directly triggered by the external forcing
triggers in turn cascades of aftershocks following individual events, altogether composing
the 2000 Izu seismic sequence. Optimal times for stressing rate changes obtained by the
inversion are within two days those obtained by changing point analysis [Mulargia and
Tinti , 1985; Mulargia et al., 1987].
4.3.3 Vanishing of the forcing: the relaxation of the system
In the previous section, the rate and state friction law has allowed to quantify the
stressing rates and stresses responsible for the observed seismicity as function of the time.
When the external forcing represented by the dyke intrusion starts weakening, the seis-
micity rate also progressively decreases. The arrest of the forcing and the return to the
steady state stressing rate (t3: August 23, 2000), is followed by a power law relaxation of
the system (figure 4.7). This reminds of the power law decrease of aftershocks following
mainshocks at tectonic environments [e.g. Omori , 1894; Utsu, 1961]. It argues for such
a seismic relaxation to be simply driven by the vanishing of the perturbation which has
driven the seismicity, no matter whether following an instantaneous stress step, or a longer
duration high stressing rate.
Appendix B illustrates rate and state analytical and numerical computations of the
seismicity rate that follows a stress relaxation as a decrease in the stressing rate to which
the system is subject. Either after an instantaneous stress step induced by the occurrence
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Figure 4.6: Comparison between seismic data recorded during the 2000 Izu Islands seismic
swarm and the seismicity reproduced by the rate and state inversion over time. Top:
cumulative seismicity: thin black solid line is observed seismicity, thick black dashed line
is computed seismicity. Thin dashed black lines indicate times at which the stressing rate
changes, i.e. change points issued from the inversion. Bottom: Seismicity rate, thin black
solid line is observed seismicity, thick red dashed line is computed seismicity rate. The
slight slope of the observed seismicity rate curve at the beginning of the swarm is induced
by the smoothing with which the rate is computed. Thin dashed black lines indicate times
at which the stressing rate changes, i.e. change points issued from the inversion.
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Table 4.1: Rate and state model parameters. †: from Toda et al. [2002], ‡: from Sagiya
et al. [2000], §: issued from the computation, ♯: observed.
Parameter Symbol Value
Reference stressing rate‡ (t ≤ t0)
¦
Sr 0.1 bar yr
−1
Steady state seismicity rate † r 0.05 ev d−1
Fault constitutive parameter‡ Aσ 0.1 bar
Beginning of the seismic swarm♯ t0 June 26, 2000
First regime: t0 ≤ t < t1
Stressing rate§
¦
S1 161.8 bar yr
−1
Seismicity rate♯ R1 164.0 ev d
−1
Change point§ t1 July 8, 2000
Second regime: t1 ≤ t < t2
Stressing rate§
¦
S2 88.5 bar yr
−1
Seismicity rate♯ R2 94.5 ev d
−1
Change point§ t2 July 25, 2000
Third regime: t2 ≤ t < t3
Stressing rate§
¦
S3 30.6 bar yr
−1
Seismicity rate♯ R3 46.2 ev d
−1
Change point§ t3 August 23, 2000
End of the seimic swarm t > t3
Stressing rate§
¦
Sf 0.1 bar yr
−1
Seismicity rate♯ Rf 0.6 ev d
−1
Stress step 3 ≤ M < 4 earthquakes§ ∆S3 9x10−3 bar
Stress step 4 ≤ M < 5 earthquakes§ ∆S4 3x10−2 bar
Stress step 5 ≤ M < 6 earthquakes§ ∆S5 8x10−2 bar
Stress step M ≥ 6 earthquakes§ ∆S6 0.23 bar
125
10−1 100 101 102 103
10−1
100
101
102
103
Se
p 
11
, 2
00
0 
M
 5
.4
 e
q
Au
g 
29
, 2
00
0 
M
 5
.1
 e
q
Au
g 
23
, 2
00
0 
M
 5
.0
 e
q
t−1
Time since Aug 23, 2000 (days)
Ea
rth
qu
ak
e 
ra
te
 (N
/da
y)
Figure 4.7: Relaxation of the 2000 Izu swarm: seismicity rate versus time following the
last change point, i.e. t3 = August 23, 2000. Vertical dashed lines are the three largest
magnitude events, the reference for slope indicate an exponent 1 of temporal decay.
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of a single earthquake, or after a decrease in the stressing rate acting on the system (i.e.
the end of a silent slip event, or of a finite duration dyke intrusion), the resulting seismicity
rate follows an Omori-like decay over time.
4.4 The forcing rate as a tool to estimate the back-
ground seismicity in a point process
4.4.1 Overview
Statistical studies of earthquake occurrence in time usually represent earthquake
sources as point events. According to the characteristics of temporal clustering in an
earthquake catalog, clusters are classified as (foreshock-)mainshock-aftershock sequences
and earthquake swarms [e.g. Mogi , 1963; Utsu, 1970, 2002]. The temporal characteristics
of these latter, however, are less understood and locally variable when described by daily
or hourly earthquake frequencies [e.g. Matsuu´ra and Karakama, 2005]. Generally an earth-
quake swarm is defined as a cluster of earthquakes in which there is no predominantly
large single earthquake, or as a sequence of earthquakes characterized by a lack of clear
mainshock-aftershock signatures in space and time. Vidale and Shearer [2006] assert that
swarm-like sequences mark the site of an underlying geophysical disturbance that changes
the local risk for earthquakes. Most swarms occurring in volcanic areas accompany dyke
intrusions [e.g. Toda et al., 2002; Aloisi et al., 2006; Peltier et al., 2007; Traversa and
Grasso, 2009-Chapter2], or are related to hydrothermal fluid movements [e.g. Saccorotti
et al., 2002; Matsuu´ra and Karakama, 2005]. In these cases, the patterns described above
reflect the contribution of fluid activity at depth in addition to that of earthquake interac-
tion [e.g. Utsu, 2002; Lombardi et al., 2006; Hainzl and Ogata, 2005; Traversa and Grasso,
2010-Chapter6].
With the aim of shedding light on the earthquake triggering process, the statistics
of seismic occurrence have been investigated through point-process analysis techniques.
Among the proposed models are the trigger model [Vere-Jones and Davies , 1966; Vere-
Jones , 1970; Utsu, 1972a,b; Hawkes and Adamopoulos, 1973], a generalized Poisson process
[Shlien and Nafi Toksoz , 1970; Bottari and Neri , 1983; De Natale and Zollo, 1986], a form
of branching process [Kagan and Knopoff , 1981, 1987], and the ETAS (Epidemic Type
Aftershock Sequence) model [Ogata, 1988, 1992, 1999].
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The ETAS model has universally been accepted as the null hypothesis in describing
the statistics of seismic occurrence. It is a self-exciting model in which the seismicity
rate is described, on time by the superposition of a background uncorrelated activity of
constant occurrence rate λ0 (modeled as a stationary Poisson process), and the cascade of
aftershocks induced by earthquake interactions. The total occurrence rate is given by the
sum of the background rate λ0 plus the aftershocks induced by all preceding earthquakes,
as follows:
λ(t) = λ0 +
∑
i: ti<t
λi(t). (4.10)
The cascade of correlated events, resulting from earthquake interactions, is governed by the
modified Omori’s law [Utsu, 1961], combined with the Gutenberg-Richter relation [see e.g.
Ogata, 1988, 1999; Helmstetter and Sornette, 2002a; Saichev and Sornette, 2007]. In this
model, the rate of aftershocks induced by an earthquake of magnitude Mi that occurred
at time ti is given by
λi(t) =
K
(c + t− ti)p 10
α(Mi−Mc), (4.11)
where K is the aftershock productivity, α defines the relation between the triggering capa-
bility and the magnitude of the triggering event, c takes into account the incompleteness
of the catalog at early times following the triggering event [Utsu, 2002; Helmstetter et al.,
2003b; Kagan, 2004], p is the ”local” Omori law exponent, controlling the temporal decay
of events triggered by a previous earthquake, Mc is the completeness magnitude of the
catalog. In the ETAS model, the parameters K0, α, c, and p are constant.
The background rate λ0, is usually assumed to result from stress accumulation due to
tectonic plate motion at tectonic environments or, more generally, from stress perturbations
induced by an external active forcing. In this sense, in volcanic contexts, the background
uncorrelated events are driven by volcano processes, while the triggered events are noise
that prevents a direct mapping of seismicity rate onto the mass transfer within the volcano.
Due to the direct relationship between the external process driving the seismicity
and the rate of background events, many researchers have found attractive the possibility
to separate and quantify the amount of background uncorrelated activity from the one
that depends on earthquake interactions. These attempts have given birth to a series
of declustering techniques, initially based on space-time window criteria [e.g. Reasenberg ,
1985; Frohlich and Davis , 1990; Davis and Frohlich, 1991], then on determining the prob-
ability that a given earthquake triggered another given earthquake [Zhuang et al., 2002],
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on interevent time distributions [Molchan, 2005; Hainzl et al., 2006], on variability coef-
ficient [Bottiglieri et al., 2009] and on the estimations of the a-priori-model-independent
probability of directly and indirectly triggered aftershocks [Marsan and Lengline´, 2008].
When applied to the 2000 Izu Islands seismic swarm, however, none of these tech-
niques demonstrate to be appropriate for quantifying the amount of background seismicity.
This may be related to two main reasons. On one hand, the seismicity rate triggered by the
dyke intrusion is about three orders of magnitude (between about 900- and 3000-fold in the
third and first regime, respectively) larger than the steady state seismicity rate (table 4.1).
It has been demonstrated that this fact, combined with an unvaried detection resolution of
the recording system, alter the distribution of interevent times and prevent for quantifying
the two different contributions of seismicity [Traversa and Grasso, 2010-Chapter6]. Such
an increase of the seismicity rate makes the time separating two background events to
reduce to the order of the time separating events within a correlated sequence. This leads
to the overlapping of different aftershock sequences, such that the overall time series is
apparently constituted by uncorrelated seismicity. The gamma distribution that describes
the interevent time distribution for ordinary seismic sequences tends in this case to an ex-
ponential law. Besides, since the resolution of the recording system has remained unvaried,
such distribution is truncated for short interevent times, which leads to a hybrid shape that
prevents any quantification of the two types of seismicity through the technique proposed
by Molchan [2005] and Hainzl et al. [2006]. On the other hand, all mentioned techniques
rely on the hypothesis of a stationary background earthquake occurrence in time, which
is not verified for the 2000 Izu Islands seismic swarm case, as demonstrated by the three
different forcing regimes found in the previous section through the rate and state formu-
lation, and by Lombardi et al. [2006]. Inverting an ETAS model with both, background
seismicity rate and Omori’s law exponent p varying over 5-day-time windows, Lombardi
et al. [2006] quantifies the background fraction of about 10% of the observed seismicity
rate. As mentioned in the introduction, however, the reliability of ETAS model inversions
is a debated matter within the scientific community due to non-uniqueness of solution and
instability of the inversion itself.
Combination of these two issues prevents from calculating the background uncorre-
lated amount of seismicity even when applying declustering techniques on running time-
windows over the time series (see section Perspectives at the end of the chapter).
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4.4.2 From stressing rate to the dyke-induced seismicity
As we mentioned before, for the 2000 Izu Island swarm case, we cannot quantify the
uncorrelated and the correlated parts of seismicity. In the following we therefore leave this
distinction between uncorrelated background seismicity and correlated events aside, and
we estimate the amount of seismicity that is directly induced by the dyke forcing.
We assume that the stressing rate changes we estimated in the previous section
through the rate and state formulation directly trigger the dyke-induced seismicity. These
dyke-induced earthquakes are ”purified” from earthquake interaction events, which are in
contrast triggered by the stress steps generated by the stress steps generated by occurrence
of single events. This allows us to compute a rough value for the dyke-induced seismic-
ity rate in each regime, where the stressing rate (and therefore the background seismicity
rate) is assumed to be stationary over the time interval. Figure 4.8 illustrates the observed
seismicity versus the events directly related to the dyke intrusion. We estimate the global
average dyke-induced seismicity fraction at about 30% of the observed seismicity.
As shown in figure 4.9, the power law relaxation of the system is indeed mainly
driven by the vanishing of the dyke-induced stressing rate. All these suggest it exists a
sort of analogy between the dyke intrusion, interpreted as a ”slow earthquake”, or ”silent
slip” and a ”classic” tectonic earthquake. In the latter case the earthquake induces an
instantaneous stress step on the system, which has a transient effect on the generation
of seismicity, i.e. it generates aftershocks following the first event. For the long lasting
event, as the Izu case, the system is continuously fed by a persistent external forcing, and
therefore continuously generates seismicity. This continues even if the forcing is gradually
decreasing, which creates a sort of damped system in which the seismicity rate progressively
decreases, linearly with the forcing rate. As soon as the forcing completely vanishes, the
system relaxes itself according to a ”classic” Omori-style decay.
4.5 The effect of a long duration forcing on a system
4.5.1 Dyke model and seismic productivity
Among the dyke models proposed for the 2000 Izu Islands magma intrusion available
in literature we use the one that best fit the locations of the seismic events, i.e. the model
proposed by Ozawa et al. [2004], composed by two tensile segments, as illustrated in figure
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Figure 4.8: 2000 Izu Islands volcano-induced seismic swarm. Black solid line: cumulative
number of observed earthquakes; red dashed line: cumulative number of dyke-induced
events computed as the events directly triggered by the stressing rate induced by the
intruding dyke on the system in a rate and state friction model [Deterich, 1994].
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Figure 4.9: 2000 Izu Islands volcano-induced seismic swarm. Black solid line: seismicity
rate following the vanish of dyke intrusion versus time; red dashed line: dyke forcing-
induced seismicity rate, computed as the rate of events directly triggered by the stressing
rate induced by the intruding dyke on the system in a rate and state friction model [De-
terich, 1994]. Origin of time coincide with the last eruption (August 29, 2000).
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Figure 4.10: Map illustrating the dyke model used in this paper [proposed by Ozawa et al.,
2004] and the location of the recorded seismicity.
4.10. Dyke geometry parameters are listed in table 4.2.
As already mentioned in section 4.1, the magmatic intrusion include two different
phases: a first propagation phase lasting about a week, followed by an extension phase
which lasts ∼ 50 days.
Assuming 1 m extension for the two tensile faults constituting the dyke at the end of
the propagation period (i.e. June 26 to July 1st, 2000), the amount of deformation induced
by the intruding magma is about 0.24 km3, accompanied by a seismicity rate of 216.94
eqs d−1. It implies a seismic rate of about 904 eqs d−1 km−3 for unit volume of crustal
Table 4.2: Dyke model geometry [Ozawa et al., 2004]
Latitude Longitude Depth Strike Dip Width Length Opening
(deg) (deg) (km) (deg) (deg) (km) (km) (m)
Tens. fault 1 34.090 139.441 1.1 108.0 89.0 4.5 3.8 12.4
Tens. fault 2 34.088 139.436 8.7 309.0 88.0 10.0 21.9 28.8
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deformation. The final extension of the two tensile faults is 12.4 and 28.8 m, respectively
(table 4.2). It implies a total deformation volume of about 6.51 km3, accompanied by an
earthquake rate of 64.3 eqs d−1. The unitary seismicity rate accompanying the extension
phase is about 10.9 eqs d−1 km−3 for unit volume of crustal deformation.
It implies a seismic productivity in the first phase nearly 2 orders of magnitude larger
than in the second phase. It argues for the dyke to initially dispose of a higher energy
that allows it to propagate through the crust. As time passes energy is consumed, until
the dyke is not able any more to propagate, but still to extend normally to the dyke walls.
Eventually all the energy is consumed and the intrusion stops. It further support the
hypothesis of a progressive decrease of the magma flux over time, which accompanies the
waning seismicity rate, as proposed by Traversa et al. [2010-Chapter3].
4.5.2 Spatio-temporal organization of the 2000 Izu Islands seis-
mic swarm
In order to investigate the coupled temporal and spatial component for the 2000,
Izu Islands seismic swarm, we first apply the algorithm proposed by Dieterich et al. [2000]
based on the rate and state formulation in a spatio-temporal mesh. It allows us to compute
the active forcing at nodes located at different distances from the dyke, and then to evaluate
the characteristics of the seismicity on these bases.
Space and time dyke-related Coulomb stress changes driving the system
Maps of Coulomb stress changes over given time intervals are obtained by repeatedly
solving equation (4.3) and (4.4) at nodes of a grid superimposed to the Izu Islands zone,
following the algorithm proposed by Dieterich et al. [2000] for the Kilauea (Hawaii) case.
The grid has regular node spacing of 0.5 km in both, easting and northern directions.
Seismicity rates are obtained within cylindrical volumes between hypocentral depths of 2
and 24 km, centered on each node. Within each volume, characterized by a starting radius
of 0.3 km, we require a minimum average seismicity rate of 0.7 M ≥ 3 events per month
in a given time interval. If the seismicity within the initial volume does not meet this
criterion, the search radius around the node is increased by increments of 0.3 km until the
condition on the minimum seismicity rate is reached or the maximum search radius of 3
km is exceeded. At 3 km radius, if the corresponding volume did not produce at least 0.7
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earthquakes per month, Coulomb stress change is not computed.
Figure 4.11 shows a map of total Coulomb stress changes between the beginning and
the end of the intrusion, with seismicity rates computed averaging over the two phases:
dyke propagation (i.e. June 26 to July 1st 2000), and dyke extension (i.e. July 2 to
August 23, 2000). Figure 4.12 shows the time history of both, earthquake rate and stress
at different nodes, moving progressively away from the dyke.
Seismicity distribution as function of the distance from the dyke
In this section we investigate how seismicity patterns vary with distance from the
dyke. Figure 4.13 illustrates variations of seismicity rate normal to the near-vertical tensile
faults composing the dyke (reference model from Ozawa et al. [2004], illustrated in figure
4.10). Due to the verticality of the dyke walls (table 4.2), we only use the dyke normal
distance |x| as independent variable, ignoring bilateral asymmetry in seismicity [e.g. Powers
and Jordan, 2009].
Distribution patterns for seismicity rates normal to near-vertical strike slip faults in
California have been related to stress heterogeneity, damage zones, and degree of seismic
coupling [Powers and Jordan, 2009]. In particular, clustered events in Southern California
decay more rapidly (exponent ∼ 1.50) than independent events (exponent sim1) [Powers
and Jordan, 2009]. At a global level, using the Harvard centroid catalog (CMT), Huc and
Main [2003] find a power law distribution of triggered events as function of the distance
from the mainshock in the near field, with an exponential tail in the far field (i.e. r/L ≫ 1,
where L is the rupture length). Since such correlation distributions are also found in critical
point phenomena [Hergarten and Neugebauer , 2002], Huc and Main [2003] suggest that
a reason for earthquake triggering is that, at global scale, the crust is already in a near
critical state. Similar thesis has been proposed for the generation of VT seismicity on Piton
de la Fournaise volcano by Grasso and Bachelery [1995] on scale-invariance arguments.
As shown in figure 4.13, the dyke-normal distribution of seismicity has a flat peak
within few hundred meters from the dyke, and then decays according to a power law with
exponent of about 2 up to normal dyke distances of about xmax ∼ 10 km (figure 4.13).
[Powers and Jordan, 2009] suggest the width of the seismic scaling region xmax ∼ 10 km is
related to fault interaction distances [Powers and Jordan, 2009], while the scaling region
|x| < xmax decay is related to self-affine fault heterogeneity. Huc and Main [2003] find
a correlation length xmax of order 10-20 km for moderate and large events of the CMT
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Figure 4.11: Map of Coulomb stress changes induced by the 2000 Izu Islands dyke intrusion.
Color is related to the stress change value computed in each node normalized by Aσ
parameter; Black dots indicate the earthquake locations.
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Figure 4.12: Time history of seismicity rate (top) and stress (bottom) computed at different
nodes. Node number in the legend refers to figure 4.11. Different gray level is used for
each computation node, where the gray scale is related to the distance of the node from
the dyke.
137
catalog. The lack of dependence of such correlation length on the magnitude of the trigger
event makes the authors suggest that the range within which triggered events may occur
has a priori structural constraints.
The power law exponent of the seismic intensity decay with fault-normal distance
and the extent of the ”damage zone” are found to correlate with the vertical structure of
the fault zone and particularly with the geothermal gradient [Powers and Jordan, 2009].
Following the results of Powers and Jordan [2009], the rapid decay of earthquakes with
distance from the dyke may be indicative of an aftershock dominated seismic sequence for
the 2000 Izu swarm. This recalls the value of about 70% of earthquake interaction induced
activity we computed in section 4.3 for the Izu case.
The flat intensity distribution of seismicity up to few hundred meters near the fault is
thought to correspond to a volumetric damage-zone where small-scale stress heterogeneity
is attenuated by low rock strength [e.g. Powers and Jordan, 2009]. In our case this sort
of characteristic length (if any) could be related to a higher ductility of crust materials in
the proximity of the hot melt. The existence of such characteristic length should be tested
on a relocated catalog of seismicity since its value is within the location error for 2000 Izu
earthquakes (1 km in average [JMA catalog]).
Contrary to California near-vertical strike slip faults, the power law decay of seismic
intensity with distance from the dyke for the 2000 Izu swarm case does not merge into
the background. This is due to the extraordinary high seismicity rate characterizing the
swarm against the very weak steady-state seismicity of the zone (between 46 and 164 ev
d−1 [table 4.1] and 0.05 ev d−1 [Toda et al., 2002], respectively).
By using two-dimensional rate and state simulations of seismicity, Dieterich and
Smith [2006] compute fault-normal stress intensity from a given stress loading. This gen-
erates near fault stress heterogeneities with power law size distribution, and a power law
decay in seismicity that satisfies the following equation:
ν ∼ |x|−D (4.12)
where ν is the seismic intensity, x is distance from the fault, and D = 2−H is the fractal
dimension of the along-strike profile. The power law decay with distance from the dyke
axis we observe for Izu seismicity satisfies equation (4.12). If the 2D approximation applies
to our case, therefore, the power law exponent of the seismic decay with distance from the
dyke implies D ∼ 2 and H ∼ 0. H has been related to the fault surface roughness [Sagy
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Figure 4.13: Earthquake density distribution as function of the the normal distance to the
dyke during the 2000 Izu islands intrusion-induced seismic swarm.
et al., 2007], whose power spectrum would be, in the Izu case, pink noise-like.
Earthquake diffusion
A diffusely accepted model of aftershock triggering is related to static stress transfer
and consequent increase of the Coulomb stress [King et al., 1994; Stein et al., 1994; Stein,
1999; King and Cocco, 2000; Toda et al., 2002]. However, aftershocks also occur in regions
of reduced static stress [e.g. Parsons , 2002], or at large distance from the mainshock [e.g.
Brodsky et al., 2000; Gomberg et al., 2001]. Recent works have therefore suggested that also
dynamic stresses related to seismic waves play a role in aftershock triggering [e.g. Brodsky
et al., 2000; Gomberg et al., 2003; Johnson and Jia, 2005].
Using the 1984-2002 Southern California catalog, Felzer and Brodsky [2006] show that
for short times after the mainshock, the aftershock decay is well fitted by a single inverse
power law (with exponent about 1.4) over distances r in the range 0.5-50 km. They deduce
that the same triggering mechanism is working over the entire range of distances. They
show that static stress changes at the more distant aftershock locations are negligible, and
that the aftershock decay has no discontinuity between closer and further locations from
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the mainshock, so that dynamic triggering is considered the best candidate for triggering all
the aftershocks. Since maximum amplitude of seismic waves decays somewhat faster than
1/r [Campbell , 2003], Felzer and Brodsky [2006] argue that the probability for triggering
an aftershock is directly proportional to the amplitude of seismic shaking. If this is true,
the ∼ 2 exponent of the inverse power law decay of earthquake dyke-normal distances we
found above (figure 4.13), would indicate that the most probable triggering mechanism for
the observed seismicity is static stress transfer, which is thought to decay as ∼ 1/r3 in the
far field.
On the other hand, no linear relationship has been found between seismicity rate and
either, stresses or seismic wave amplitude. A relationship has been found instead between
the stress change dS and the time to failure tc of an induced earthquake, as follows [e.g.
Das and Scholz , 1981; Deterich, 1994; Lee and Sornette, 2000]:
tc ∼ dS−n, (4.13)
where n is the stress corrosion index. The relation between aftershock and stress decay
over space may therefore be more complex.
Equation (4.13), coupled with the fact that static stress decreases with distance ac-
cording to r−1/2 in the near field, suggests that the distance R of aftershocks occurring at
time t after the mainshock increases as [Huc and Main, 2003]:
R(t) = t2/n (4.14)
Migration of aftershocks with time has been indeed observed, i.e. the so-called ”aftershock
diffusion” [e.g. Mogi , 1968; Tajima and Kanamori , 1985a,b; Noir et al., 1997; Jacques et al.,
1999; Marsan et al., 2000]. Aftershock zone is thus sometimes observed to move away from
around mainshock rupture plane immediately after mainshock occurrence, at velocities in
the range 1 km h−1 to 1 km yr−1 [Jacques et al., 1999].
Diffusion of aftershocks is usually interpreted as a diffusion of the stress induced by
the mainshock [see Helmstetter et al., 2003b, and references therein]. However, Helmstetter
et al. [2003b] point out that no stress diffusion process is necessary to explain aftershock
diffusion. Aftershock diffusion is predicted by any model that assumes that (i) the time
to failure increases as the applied stress decreases, and (ii) the stress change induced by
the mainshock decreases with the distance from the mainshock [Helmstetter et al., 2003b].
Consequently, aftershocks further away form the mainshock occur later than those closer
to the mainshock [Helmstetter et al., 2003b].
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Multiple triggering process is therefore sufficient to explain aftershock diffusion, as
demonstrated by Helmstetter et al. [2003b]. Accordingly, the distribution of distances
between triggering and triggered earthquakes is assumed independent of time, and the
increase of the characteristic size R of the aftershock cloud as function of time can be
explained through the cascading process reproduced by ETAS model under the right con-
ditions [Helmstetter et al., 2003b]. The result obeys the diffusion equation:
R(t) ∼ tH . (4.15)
where H is the diffusion exponent (equal to 0.5 for a normal diffusion process, i.e. similar
to heat diffusion), and is function of both, the Omori law exponent p, and the exponents
µ describing the spatial interaction between events.
We test for earthquake diffusion with respect to the dyke axis as function of the time.
Diffusion can only be observed during the dyke opening phase, arguing for the hypocenter
diffusion to be either, a product of the dyke injection from Miyakejima magma reservoir
(June 26 to July 8, 2000), or the evolution of earthquake location as the dyke opens. The
exponent of earthquake diffusion is slightly larger for earthquakes located on the west than
for those located on the east of the dyke (figure 4.14). The H ∼ 0.3 value found for the
diffusion exponent is indicative of a slower, sub-diffusive process which cannot be explained
by visco-elastic relaxation of the crust [Marsan et al., 2000].
Temporal decay of seismic density with distance from the dyke
In ”classic” tectonic seismicity, aftershocks are defined by their clustering properties
both, in space and time. As discussed in section 4.4.4, the temporal clustering obeys the
well established (modified) Omori law [Omori , 1894; Utsu et al., 1995], according to which,
the rate of aftershocks following a mainshock a time t0 decays as:
λ(t) =
A
(t− t0 + c)p (4.16)
where the Omori exponent p is found in the range 0.5-2 and the offset time c accounts
for the catalog incompleteness close to the mainshock [e.g. Utsu, 2002; Helmstetter et al.,
2003b; Kagan, 2004].
Spatial organization of aftershocks is more complex and less understood. Aftershocks
occurring close to the mainshock rupture are thought to reflect local stress concentrations
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Figure 4.14: Average distance between earthquakes and dyke axis as function of the time
since July 8, 2000. Distance increases as R ∼ tH , with H = 0.26 towards the east, and H
= 0.39 towards the west.
at asperities that impede the rupture propagation [Helmstetter et al., 2003b]. On the other
hand, aftershocks also occurs further away from the fault rupture, due to various proposed
triggering mechanisms [e.g. Harris, 1998; Hill et al., 2002; Freed , 2005; Helmstetter et al.,
2005; Steacy et al., 2005].
In order to investigate the evolution of the seismic swarm in space and time, we look
at temporal patterns of the dyke-induced seismicity as function of the distance from the
dyke (for classes of distance defined in figure 4.15). As shown in figure 4.16, the interevent
time distribution of seismic events accompanying the dyke tends to a ”classical” gamma
distribution when moving away from the dyke axis. It allows to compute the background
uncorrelated fraction of seismicity through the technique proposed by Molchan [2005] and
Hainzl et al. [2006]. Departures from this ”classic” distribution for tectonic seismicity
are significant for small distances from the dyke. Moreover, the exponent of the small-
to-medium scale interevent time distribution tends to decrease as getting away from the
forcing (figure 4.17).
If we consider the dyke injection as a virtual mainshock, this would imply a larger
Omori law p-exponent close to the dyke axis and smaller as moving away from it. A
decrease in the Omori’s law p-value with distance from the mainshock is also predicted
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Figure 4.15: Spatio-temporal characteristics of the 2000 Izu islands dyke-induced seismic
swarm. Maps of seismic event locations grouped in classes of distance from the dyke.
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Figure 4.16: Interevent time distributions of dyke-induced earthquakes (black empty cir-
cles) and corresponding gamma distribution best fits (black dashed line). Each sub-graph
refers to the distance-to-dyke classes defined in figure 4.15. When possible (i.e. the gamma
distribution acceptably fits the data), the fraction of background uncorrelated events is
computed using the technique proposed by Molchan [2005] and Hainzl et al. [2006].
144
Response to a 60-Day-Long Magma Forcing
Figure 4.17: Interevent time distributions of dyke-induced earthquakes. Gray scale refers
to the considered class of distance.
by the ETAS model when simulating the spatial organization of aftershocks following a
tectonic mainshock [Helmstetter and Sornette, 2002a; Helmstetter et al., 2003b]. Further,
it suggests the validity of the proposed dependence of parameter p on the crust temperature
[Mogi , 1968; Klein et al., 2006; Ojala et al., 2004].
4.6 Discussion and conclusions
We analyze the seismic sequence that accompanied the 2000 dyke intrusion from
Miyakejima volcano (Izu islands, Japan). The sequence is composed by about 5000 MV ≥
Mc = 3 earthquakes occurring between June 26 and the end of August, 2000.
The dyke intrusion driving the observed seismicity first rises vertically under Miyake-
jima volcano (few hours on June 26), then moves laterally, first westwards, then north-
westwards during about 1 week, covering a total distance of about 30 km (June 26 to July
1st). Finally the two segments constituting the dyke extend during about 50 days (July 2
to end of August).
During the propagation phase the recorded seismicity migrates to the west and to
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the northwest tracking the dyke tip position over time, while during the extension phase,
hypocenters move back and forth along the existing fracture and develops southern and
northern lobes. Strike slip earthquake focal mechanisms suggest that the response of the
rock matrix to the magma intrusion organizes initially along near-tip, and later along
further, pre-existing or not, shear faults [Rubin and Gillard , 1998].
During the propagation and initial extension of the dyke walls (i.e. the June 26 -
July 8 2000 period), the dyke is fed from the magma reservoir beneath Miyakejima volcano.
The contemporary seismicity rate is stationary over time. It suggests a constant flow rate
of magma withdrawn from the magma chamber over time [Traversa et al., 2010-Chapter3].
Subsequently (July 8 - August 23, 2000), the seismicity rate progressively decreases, sug-
gesting the magma flux injected into the extending dyke from both, the Miyake reservoir
and the additional sub-crustal magma pockets nearby Kosushima is waning.
Seismic productivity during the first propagating phase is larger than during the
following extending phase. It suggests the system needs less energy to extend the existing
fracture against the country rocks than to propagate a mode I crack.
This extraordinary seismic sequence contemporary to the dyke intrusion shows typical
swarm-like patterns according to the Vidale and Shearer [2006] classification, such as e.g.
the presence of intervals of steady seismicity rate, or the tendency of the largest events to
occur later in the sequence. The authors propose the pore fluid pressure fluctuation as the
most likely mechanism driving this kind of no-clear-mainshock-aftershock-pattern-seismic-
sequences.
By assuming a simple Coulomb stress transfer model for earthquakes with a rate-
and state-dependent friction, however, we demonstrate that these characteristics may just
be the result of the 60-day-long forcing, which continues feeding the system and prevents
it from relaxing until the forcing itself fades away. We reproduce the observed seismicity
modeling the dyke intrusion as a non-stationary ”silent slip” event, in which the intruding
dyke induces an evolving stressing rate change that drives the seismicity. This suggests
that the 2000 Izu islands dyke-induced swarm is primarily driven by the magma breaking
and pushing apart the host rock. This first generation seismicity is however able to trigger
second and further generations earthquakes. This allows us to roughly separate seismicity
related to earthquake interactions from the part that is directly triggered by the magmatic
process (i.e. the background activity), quantified at about 70 and 30%, respectively. Rough
estimates of these two types of seismic events for tectonic seismicity indicate a 30%− 90%
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of tectonic earthquakes to be aftershocks [e.g. Helmstetter and Sornette, 2003].
Since the driver is however continuously active, the cascade of aftershocks decaying
with time according to the Omori’s law is inhibited by a continuously fed background
activity. The end of the intrusion, i.e. the vanishing of the forcing, is followed by a
clear earthquake rate decay similar to the Omori’s aftershock decay following a given
mainshock for ”ordinary” tectonic seismicity. By assimilating the intruding dyke to a
”silent 60-days lasting mainshock”, we study the spatio-temporal characteristics of the
induced seismicity. Computations of static stress changes on a spatial grid confirm that
the seismicity is primarily generated by static stress transfer. Distributions of seismic
intensity as function of the dyke normal distance show a flat peak within few hundred
meters from the dyke axis and then a scaling region with exponent about 2 extending to
distances up to about ten kilometers from the dyke (figure 4.13). It argues for a fractal
organization of faults on which slips occur, and for fault roughness power spectral density
of pink noise-like surfaces (Husdorff exponent H = 0) [e.g. Hergarten and Neugebauer ,
2002; Sagy et al., 2007; Powers and Jordan, 2009]. Such D ∼ 2 value for the fractal
correlation dimension of earthquake hypocenters for earthquakes with respect to the dyke
(for distances in the range few hundred meters to 10 km, figure 4.13) is similar to that
found by Helmstetter et al. [2005] for Southern California seismicity. This value is also close
to the D = 2α (with α defined in equation (4.11) and relating the number of aftershocks
triggered by a mainshock of a given magnitude [Helmstetter , 2003]) predicted by assuming
that earthquake triggering is due to static stress [Helmstetter et al., 2005]. It further argues
for the triggering mechanism of the 2000 Izu islands seismic swarm contemporary to dyke
intrusion to be the static stress change induced by the very dyke fracturing and pushing
apart the host rock.
We observe diffusion of earthquake hypocenters moving away from the dyke axis with
time during the dyke opening phase (July 2 to August 23, 2000), with diffusion exponent
of about 0.3 (figure 4.14). It suggests a sub-diffusive process.
Statistics of interevent times are analyzed as function of the distance from the dyke
axis. To this purpose, different distance classes have been defined and, within each class,
the interevent time distribution has been computed. From distances larger than about 5
km from the dyke, waiting time distributions are well fitted by a gamma law (figure 4.17),
which is accepted to describe ”classic” tectonic seismicity time patterns [e.g. Molchan,
2005; Hainzl et al., 2006]. It allows to quantify the background fraction of seismicity at
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between 20 and 30%, which are normal values for seismicity occurring at tectonic areas
or during inter-eruptive phases of volcanic activity [Traversa and Grasso, 2010-Chapter6].
Interevent time distributions of earthquakes located at distances less than about 5 km
show significant departures from the gamma law, preventing from quantifying the amount
of uncorrelated versus correlated seismicity. This may simply be the consequence of the
higher seismicity rate observed close to the dyke axis, coupled with a constant detection
resolution of the recording network [Traversa and Grasso, 2010-Chapter6]. Interevent time
distributions have larger exponents for short distances from the dyke axis, which implies
larger Omori’s law p-values for earthquakes located closer to the dyke [e.g. Utsu et al.,
1995; Corral , 2004a; Lindman et al., 2005]. Such decreasing p-value with distance from
the dyke can be interpreted in two distinct ways. On one hand the ETAS model predicts a
faster aftershock decay closer in space to the mainshock due to the diffusion of aftershocks,
which is a product of the cascading process that is triggering earthquakes [Helmstetter
and Sornette, 2002b]. The dyke intrusion would therefore simply behave as a tectonic
mainshock (though with finite duration) triggering its aftershocks. On the other hand,
the p-exponent is found to positively correlate with crust temperature and faster stress
relaxation [Mogi , 1962, 1967; Kisslinger and Jones, 1991; Creamer and Kisslinger , 1993;
Ojala et al., 2004; Klein et al., 2006]. The larger p-value may therefore be just the effect
of the warmer crust close to the intruding magma.
All these argues for the 2000 Izu islands dyke intrusion to induce a stress perturbation
that, even if basically different in terms of both, duration of the stress perturbation and
fracturing mode, has similar effects on induced seismicity as a tectonic mainshock. The
intrusion acts in fact as a sort of ”silent slip” event that induces a stressing rate change
of about 60 day duration, while a mainshock is interpreted as an instantaneous stress
step. The fact that the external forcing is applied during a finite time duration for the
dyke case, results in a sort of ”damped” system: the stressing rate which is triggering the
seismicity progressively decreases, but continuously ”feeds” the system all along the crisis.
As a result, the seismicity rate progressively diminish, but the system cannot truly relax
until the external forcing has vanished. Once the forcing acting on the system ceases, an
Omori’s style relaxation of seismicity is observed, analogous to the one we would observe
following an instantaneous stress perturbation induced by a tectonic earthquake.
In conclusion, the 2000, 60-days lasting Izu intrusion may be seen as a slow down
seismic source: the 0.5 km d−1 fracture propagation velocity is several orders of magnitude
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smaller than rupture velocities measured for earthquakes (of the order of 2-3 km s−1 [e.g.
Hartzell et al.] up to 5 km s−1 for supershear cases [e.g. Bouchon and Karabulut , 2008]).
We thus have a close-sight of the fracture process features, which allows to resolve the me-
chanical evolution throughout the fracture propagation. In this framework, the seismicity
accompanying the intrusion may just be the sum of all the brittle damage representing
the rupture process itself. The power law relaxation following the arrest of the rupture
propagation is then just the well known Omori’s law following a rupture event.
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Abstract
Herein we review varying time scales and patterns of Volcano Tectonic (VT) seismicity
recorded at Piton de la Fournaise, Etna and Hawaiian volcanoes prior to eruptions. It
is possible to isolate three phases describing the reservoir dynamics: (i) An exponentially
accelerating VT seismicity rate is interpreted as the long-term (years) replenishment of the
storage area. (ii) An average power law increase of the VT seismicity rate, 1-2 weeks before
the eruption day, is identified as damage of the reservoir walls prior to the magma leak. (iii)
During the ultimate phase (hours) before the eruption onset, the stationary rate of shallow
VT events is associated with the dyke propagation. We compare the brittle damage during
these three phases before eruptions and derive implications for the competing processes
and relative scalings between quantities. These patterns are tested on different periods on
the 1988-2006 Piton de la Fournaise (PdlF), Reunion, Indian Ocean, eruptive history. The
results are used to constrain a generic model for basaltic volcano seismicity before eruptions.
The components for such a model must include at least 3 phases, whose time-scales and
seismicity rate span 5 and 2 orders of magnitude, respectively.
Re´sume´
Dans ce travail nous passons en revue les diffe´rentes e´chelles de temps et les motifs de sismicite´
Volcano Tectonique (VT) enregistre´e aux volcans du Piton de la Fournaise, Etna et Hawaiiens
avant une e´ruption. Il est possible d’isoler trois phases de´crivant la dynamique du re´servoir :
(i) l’acce´le´ration exponentielle de sismicite´ VT est interpre´te´e comme le remplissage a` longue
e´chelle (anne´es) de l’aire de stockage. (ii) Une croissance moyenne en loi de puissance du
taux de sismicite´ VT 1-2 semaines avant l’e´ruption est identifie´e comme l’endommagement des
parois du re´servoir pre´ce´dente la fuite de magma. (iii) Pendant la dernie`re phase (heures) avant
le de´but de l’e´ruption, le taux stationnaire d’e´ve´nements VT peu profonds est associe´ avec la
propagation du dyke. Nous comparons l’endommagement pendant ces trois phases avant une
e´ruption et nous en de´rivons des implications concernant les e´chelles relatives entre les quantite´s
et les processus en jeu. Ces motifs sont teste´s sur plusieurs pe´riodes de l’histoire e´ruptive du
Piton de la fournaise (PdlF, La Re´union) entre 1988 et 2006. Les re´ultats sont utilise´s pour
contraindre un mode`le nume´rique de sismicite´ pre´ce´dant les e´ruptions aux volcans basaltiques.
Les composantes de ce mode`le incluent au moins trois phases dont les e´chelles de temps et les
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taux de sismicite´ couvrent 5 et 2 ordres de grandeur, respectivement.
5.1 Introduction
Processes within a volcano, eventually resulting in an eruption, are complex as at-
tested by the failure of deterministic eruption predictions [e.g. Sparks, 2003; Grasso and
Zaliapin, 2004]. Magmas undergo profound changes in physical properties during their as-
cent to the volcano surface. The pressures and temperatures vary during magma chamber
evolution and ascent via dyke propagation.
Such pressure and temperature changes, which characterize active magmatic systems, in-
teract with their surroundings, causing ground deformation, rock failure and other effects
such as groundwater system disturbances and degassing. These processes and interactions
are geophysically observable, and accompany mass movement within volcanoes. The cou-
pling of highly non-linear dynamic processes leads to a wide range of observed behaviours.
It is difficult to isolate each of the volcanic processes involved in eruption dynamics and to
investigate each independent physical step leading to an eruption. In this paper we focus
on tracking the seismicity and use this as a tool to help understand the ”damage process”
of the reservoir zone and magma flow in this region. Piton de la Fournaise (PdlF) volcano
was used for this study; the PdlF database includes good quality seismic data since the
1980s.
The PdlF volcano is a basaltic intra-plate strato-volcano with a supply of magma from
mantle hotspots. The frequency of the PdlF eruptions makes it one of the most active vol-
canoes in the world, with a period of particularly intense activity in recent decades [Peltier
et al., 2008], i.e. 7, 8 and 10 eruptions in the 1988-1992, 1998-2001, 2003-2005 periods,
respectively (figure 5.1).
In this paper we compare different time-scales of seismic observations on PdlF volcano
in order to identify the components and constraints that are necessary to build a generic
model of seismicity triggered by reservoir dynamics for this volcano. According to some
previous reports, these patterns may also apply to Hawaiian volcanoes and Mt Etna, Italy
[e.g. Chastin and Main, 2003; Klein, 1984; Lengline´ et al., 2008; Traversa and Grasso,
2009-Chapter2], and therefore may help to constrain a generic model for seismicity before
an eruption at basaltic volcanoes.
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5.2 Brittle damage models for PdlF reservoirs dy-
namics, the State of the Art
Using seismicity rate, recent works on PdlF, isolate three possible phases describ-
ing the reservoir dynamics. First, an exponentially accelerating Volcano-Tectonic (VT)
seismicity rate is interpreted as the long-term (years) replenishment of the storage area
[Lengline´ et al., 2008]. Second, an average power law increase of the VT seismicity rate,
1-2 weeks before the eruption day, is identified as the damage of the reservoir walls prior
to the magma leak that will drive the magma ascent towards the surface [Collombet et al.,
2003]. Third, during the ultimate phase (hours) before the eruption onset, the station-
ary rate of shallow VT events is associated with the dyke intrusion [Traversa and Grasso,
2009-Chapter2]. Note that this last seismicity rate is 2-3 orders of magnitude larger than
during the two previous phases. During all phases, the magnitudes of the recorded events
remain below ML = 4.
5.2.1 Reservoir replenishment
The evolution of the VT seismicity rate prior to the 1998 eruption at PdlF volcano
is described by an exponential growth by Lengline´ et al. [2008]. The authors interpreted
this phase as a magma accumulation stage within a storage area, and used the inflation of
a spherical magma reservoir at depth, fed by magma rising through a cylindrical conduit,
to reproduce the observed pattern. They assumed no magma leaves the reservoir during
the accumulation period.
Under given assumptions for the reservoir, the conduit geometries and assuming the
relationship between the volume of injected magma and the variation of overpressure [De-
laney and McTigue, 1994], the overpressure ∆P (t) through time is given by the following
expression:
∆P (t) = P
[
1− exp
(−t
τ
)]
. (5.1)
where τ is a characteristic time and P is a constant pressure term depending on the in-
terplay between source pressure, reservoir pressure and buoyancy [Lengline´ et al., 2008].
Delaney and McTigue [1994] interpreted the summit and near summit seismicity at basaltic
volcanoes as the result of brittle failure in a disordered medium. Studies of failures in het-
erogeneous media reveal that the evolution of the cumulative damage D, prior to the global
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failure, with the controlling stress, exhibits a relation of the form
D = A + B(σc − σ)−γ (5.2)
where σc is the critical stress and γ the critical exponent [Garcimart´ın et al., 1997; Zapperi
et al., 1997; Johansen and Sornette, 2000]. Lengline´ et al. [2008] interpret the cumulative
damage, D, as the cumulative number of earthquakes. Given the stress evolution found in
equation (5.1), and assuming that the asymptotic final stress of the system is assimilated
to the critical stress, the time evolution of the earthquake rate, is given by;
D(t) = A + B′ exp
(
γt
τ
)
(5.3)
i.e. they obtain an exponential acceleration of the seismicity.
This model is tested for seismicity at three basaltic volcanoes during the magma
accumulation phase (i.e. Kilauea and Mauna Loa, Hawaii, and PdlF). While the exponen-
tial law gives slightly better fits than the power law for cumulated seismicity at PdlF and
Hawaii volcanoes, only the exponential model reproduces also the decelerating deformation
data recorded at Kilauea and Mauna Loa volcano surface similar to equation (5.1).
5.2.2 Reservoir Leak
Collombet et al. [2003] stacked VT seismicity time series preceding 15 eruptions in the
1988-2001 period, excluding the last day of the crisis corresponding to the dyke injection.
They find a power law increase in the average seismicity rate two weeks before the eruption
day, which evolves with time according to the following relation:
< N˙ >∼ (te − t)−a (5.4)
where te is the eruption time and the exponent a is determined by linear regression and is
equal to 0.7± 0.2. The authors considered the 15 VT time series in the period 1988-2001,
each of them preceding a flank eruption. Note than none of the single time series fits the
average pattern. According to the classification by Peltier et al. [2008], no distal eruption
occurred in this period.
The reservoir leak, leading eventually to the dyke injection, is characterized by a mean
field accelerating behaviour of the seismicity, which has not been recorded prior to each of
the individual eruptions for the Kilauea and for PdlF [Chastin and Main, 2003; Collombet
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et al., 2003]. This average power-law acceleration of seismicity at mid-time scales (weeks)
prior to an eruption is reminiscent of the power law time clustering of earthquake-eruption
pairs when looking at the worldwide correlation between earthquake an volcano activity
[Lemarchand and Grasso, 2007].
5.2.3 Brittle damage and Dyke Injections
At basaltic volcanoes, ongoing dyke intrusion is generally associated to the so-called
seismic crisis preceding each eruption [e.g. Bache´lery et al., 1998; Bache´lery , 1999; Peltier
et al., 2005, 2007; Patane´ et al., 2005; Aloisi et al., 2006]. At PdlF, in particular, these
crises are swarms of shallow VT earthquakes occurring beneath the central cone [e.g. Ner-
cessian et al., 1996; Sapin et al., 1996; Aki and Ferrazzini , 2000]. They are characterized
by seismicity rates 2-3 orders of magnitude larger than the background seismicity rate
recorded during the final weeks before the onset of each eruption [Grasso and Zaliapin,
2004; Traversa and Grasso, 2009-Chapter2].
Traversa and Grasso [2009-Chapter2] use the seismic response of volcanic edifices to
low-viscosity magma injections in order to constrain the mechanical processes that drive
fluid transfers during the last stage before an eruption, i.e. the dyke propagation. They
analysed seven dyke intrusions at PdlF volcano during the 1988-1992 period, which pre-
ceded a 6-year repose period. The authors show that the normalized time evolutions of the
cumulative number of VT earthquakes for each of the dyke intrusion do not indicate any
specific change in pattern preceding the eruption. This argues for the seismicity rate during
magma injection in the last phase before an eruption to be stationary in time, independent
of whether the magma breaches the surface or not.
Most of the fluctuations around the average constant event rate can be reproduced
when sub-sampling a Poisson time series distribution [Traversa and Grasso, 2009-Chapter2].
These patterns are recovered during the intrusion feeding the 2002 Mt Etna eruption (Italy)
and the 2000 Miyakejima intrusion (Japan) [Traversa and Grasso, 2009-Chapter2]. This
constant seismicity rate, as the signature of the dyke propagation, argues for the intrusion
to be a scale independent stationary strain driven process that induces diffuse brittle dam-
age within the volcano host rocks. It is reminiscent of the brittle damage recorded during
secondary creep process [e.g. Amitrano and Helmstetter , 2006]. The stationary nature of
the inelastic host rock deformation suggests a constant volume change induced by the dyke
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Figure 5.1: Cumulative volume of lava emitted by PdlF eruptions in the period 1970-2007
and indication of the study periods considered in this paper (and references herein) A &
D: Reservoir leak [Collombet et al., 2003, and this study]; B: Dyke propagation [Traversa
and Grasso, 2009-Chapter2]; C & D: Reservoir replenishment [Lengline´ et al., 2008, and
this study]. Data from Peltier et al. [2009].
within the shallow volcanic edifice. This implies a constant flow rate of magma entering
the dyke over time.
5.3 Testing models for PdlF reservoirs dynamics
In the previous section we described the seismicity patterns of PdlF volcano prior to
an eruption. These brittle responses of the volcano to magma reservoir processes provide
insight into the physics governing reservoir dynamics at PdlF. We discuss these dynamics
as constrained by the seismicity, and compare it to existing knowledge of the PdlF storage
system.
The geometry and location of the PdlF volcano storage system is still controversial.
Le´nat and Bache`lery [1990] propose a shallow, i.e. above sea level, reservoir model de-
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scribed as a lens network. The frequent small eruptions characteristic of PdlF volcano are
sustained by the emptying of one or more of the magma pockets, which are refilled by
deeper magma transfers [Bache´lery , 1999, e.g. the 1977 eruption case]. As emphasised by
Peltier et al. [2008] however, the mechanism and timing of aˆA˘Y¨feedingaˆA˘Z´ these different
storage zones since 1998 remains unknown. It is also unclear if the deep and the shallow
storage systems are continuously or transiently connected, or completely independent of
each other.
Nercessian et al. [1996]; Sapin et al. [1996] proposed a model of a single magma
chamber located at a depth of ∼ 2.5 km beneath the summit on the basis of a low-velocity
aseismic zone inferred by seismic wave inversion. This is consistent with the magma body
constrained by displacement data proposed by Peltier et al. [2008]. Finally, a deeper (∼5
km depth) storage systems has been discussed by Aki and Ferrazzini [2000] based primarily
on long-period (LP) events and coda localization. Following the seismicity patterns, a
three-phase process is proposed to describe the shallow magma reservoir dynamics leading
to an eruption:
5.3.1 The long-term (years) reservoir replenishment from a magma source region at depth
(but above sea level) has been identified by an accelerating VT seismicity rate. Ac-
celerations of seismicity have been reported either as a deterministic power law accel-
eration a few days prior to some andesitic explosions [e.g. Voight , 1988; Kilburn and
Voight , 1998], or as an average power law when stacked over a large number (> 15)
of time series 1-2 weeks before basaltic eruptions [Chastin and Main, 2003; Collombet
et al., 2003]. Therefore, the 1.2 year long exponential or power law pattern isolated by
[Lengline´ et al., 2008] is unusual. They interpret VT seismicity as brittle failure in a
disordered media. The global breakdown of the system is represented by a first order
transition of the shallow part of the edifice and results in an eruption. It has been
demonstrated that the cumulative damage, prior to the global failure, evolves with
the stress as a power law [Garcimart´ın et al., 1997; Zapperi et al., 1997; Johansen
and Sornette, 2000]. In this sense, the progressive damage of the reservoir walls due
to the magma accumulation would eventually lead to a macro-failure of the reservoir.
Such macro-failure is identified as the 1998 PdlF eruption by Lengline´ et al. [2008],
who assume that magma accumulates during the 1.2 years preceding the eruption.
This long-term exponential acceleration is also observed at Kilauea and Mauna Loa
during reservoir replenishment periods (lasting 5 and 9 years, respectively) [Lengline´
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et al., 2008]. Average VT seismicity rates of ∼ 1, 0.5, 0.05 events/day are recorded
at PdlF, Kilauea and Mauna Loa, respectively1.
On Hawaiian volcanoes, the accelerating seismicity pattern is not affected by the
occurrence of a number of ’intermediate’ eruptions. It suggests that these eruptions
do not affect the global reservoir pressure state. This implies that either the volume
of lava withdrawn by each of these eruptions is negligible with respect to the volume
of the reservoir, or that the flow rate of magma withdrawn from the reservoir over
time is much lower than the flow rate feeding the reservoir from depth. The latter
hypothesis agrees with the eruptive cycle proposed by Peltier et al. [2008] for the PdlF
magma accumulations and transfers in the period 2004-2005. Using this model, there
is a hierarchy between the distal eruptions that release the reservoir overpressure and
the proximal eruptions that have negligible effect on the global reservoir pressure.
Two scenarios are suggested by Peltier et al. [2008], the first includes an open system
reservoir continuously supplied by deeper magmas, and the second a closed-system
evolution of the magma reservoir only episodically supplied by deeper magma. In
both cases, the early stages of the cycle, when the magma reservoir overpressure is
still relatively low, involve smaller close-to-the-summit eruptions (aˆA˘Y¨proximalaˆA˘Z´).
Due to the continuous refilling of magma in the reservoir for the former scenario, and
to magma degassing in the latter, magma pressure continues to increase. This drives
the system towards instability, which promotes larger distal eruptions. Eventually
one of these distal eruptions is large enough to release most of the overpressure and to
return the volcano to the beginning of a cycle. Peltier et al. [2008] showed, however,
that 2004-2005 was the first period during which eruptive cycles can be observed.
Between 1977 and 2004, 45 eruptions occurred, but the 1977 eruption is the only
distal eruption.
We tested the seismicity patterns during the 2004-2005 period, where Peltier et al.
[2008] identifies two cycles of continuous pre-eruptive inflation with a quiescent period
between them (i.e. March to October 2005). A single magma reservoir is expected
to have sustained all the eruptions occurring in this period. The volume of magma
emplaced during these eruptions is too large to explain the observed deformation,
1We must note that the VT earthquakes used from PdlF and other volcanoes are shallow events located
above the hypothesized storage area. This avoids reflecting any feeding process beneath the reservoir.
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which supports the idea of refilling of the magma reservoir from depth. As shown in
figure 5.2, accelerating seismicity rates observed during 2004-2005 support the model
proposed by Lengline´ et al. [2008] for seismicity accompanying magma accumulation.
With seismicity alone, however, we do not observe any rest period. In fact, the
seismicity pattern provides evidence of a continuous pressure increase during the
whole 2004-2005 period. Whether this is driven by continuous magma accumulation
in the shallow reservoir, or by continuous magma degassing, cannot be resolved by
seismicity alone. This highlights the limitation of using only one observable dataset
to understand volcano dynamics.
One must note that magma accumulation prior to 1998 eruption is unlikely based on
chemistry and magma composition; Bache´lery [1999] asserts that no significant refill-
ing was involved on the PdlF shallow reservoir since 1977 eruption. The composition
of lavas confirm the deep origin of the magma, which rose to the surface in a short
period of time. The exponentially accelerating seismicity rate could be characteristic
of a dyke which continuously rose from depth, passing through the shallow storage
system and percolated toward the surface [Battaglia et al., 2005b]. The exponential
seismicity pattern is possibly associated with this deep dyke propagation, i.e. it does
not fit the stationary seismicity that is observed during shallow dyke propagation
[Traversa and Grasso, 2009-Chapter2].
5.3.2 At shorter time scales, the mean field characteristic (i.e. the 1-2 weeks power law
acceleration before eruptions observed by Collombet et al. [2003]; Chastin and Main
[2003] argues for weak stress changes before reservoir leakage. This average seismicity
pattern weeks before an eruption is reminiscent of the stochastic inverse OmoriaˆA˘Z´s
law pattern observed prior to earthquakes [see Helmstetter et al., 2003a]. This erup-
tion pattern may emerge from interactions among VT earthquakes. It argues for the
possibility that the reservoir leakage before eruptions is induced by the cascade of lo-
calized earthquakes rather than the consequence of pressure variations. This process
can be seen as a specific local divergence enhanced by the interaction of earthquakes
driven by the global feeding of the reservoir (see #5.3.1). Accordingly, the apparent
average local damage increase leading to reservoir leak may be spurious. It makes
it difficult to identify and separate the earthquakes related to each phase, if any.
Note also that a similar power law behavior can be obtained considering a constant
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Figure 5.2: Evolution of the cumulative number of earthquakes recorded at PdlF in the
period 2004-2005. Thin vertical dashed lines: eruptions occurring near the summit; thin
vertical continuous lines: distal eruptions; thick dot-dashed line: best power law fit over the
whole period; thick dashed line: best exponential fit over the whole period. Data courtesy
of Observatoire Volcanologique du Piton de la Fournaise (OVPF).
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stressing rate in equation 5.2.
We tested the validity of an average inter-eruptive accelerating seismicity rate sev-
eral weeks before the 10 eruptions of the 2003-2005 period. During this period,
summit, proximal and distal eruptions occurred [see classification by Peltier et al.,
2008]. Equation 5.4 still holds when stacking together the VT time series preceding
all the 10 eruptions, with an α exponent of 0.6 ± 0.2. On the other hand, when
considering earthquakes prior to the only 2 distal, oceanite-rich-magma eruptions
(i.e. the February 2005 and the December 2005 eruptions), no accelerating pattern
in seismicity is resolved at times scales of the tens of days before the eruption (figure
5.3). Accordingly, the average power law accelerating pattern preceding eruptions is
rejected for distal eruptions. Non-distal eruptions correspond to the ’early-stage’ of
the reservoir cycle proposed by Peltier et al. [2008]. They are also the ’intermediate’
eruptions, as labelled in the Lengline´ et al. [2008] model, which do not correspond to
the macro-failure of the reservoir storage area. The mean field law emerging when
stacking time series, and in both models, argues for the pressure changes accompa-
nying PdlF non-distal eruptions are not large. It implies either the erupted volumes
are negligible with respect to the reservoir volume or the withdrawal rate of magma
from the reservoir is much lower than the feeding rate.
5.3.3 The magma injection from the shallow reservoir to the surface is associated with a
stationary VT seismicity rate of ∼ 100−200 events/hour a few hours before the erup-
tion [Traversa and Grasso, 2009-Chapter2]. Similarly identified for Mt Etna (2002)
and Miyakejima (2000) dyke intrusions [Traversa and Grasso, 2009-Chapter2], this
pattern appears to be a generic response of basaltic volcanoes to the shallow injec-
tion of low-viscosity magma. During this phase, few (if any) aftershocks have been
resolved [Traversa and Grasso, 2009-Chapter2]. It suggests the correlated seismicity
is missing either due to a high stressing rate preventing the development of cascades
of events, or being ’hidden’ within the huge seismicity rate contemporary with the
injection.
The seismicity associated with intrusive events is related either to the brittle response
of weak spots within the solid matrix to the dyke induced deformation, without nec-
essarily reflecting the extension of the dyke [e.g. Grasso and Bachelery , 1995; Rubin
and Gillard , 1998; Pedersen et al., 2007; Traversa and Grasso, 2009-Chapter2], or
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Figure 5.3: VT daily seismicity rate preceding PdlF eruptions in the period 2003-2005. A:
all 2003-2005 eruptions; B: only distal, oceanite-rich magma eruptions. Thin solid lines:
calculated seismicity rates; red dotted lines: average linear regressions. In accordance
with the work of [Collombet et al., 2003], we consider VT time series between subsequent
eruptions. The maximum duration for which we compute pre-eruptive seismicity rates is
the minimum inter-eruption time (i.e. ∼ 27 days), while we excluded the eruption day.
By linear regression we approximately computed the α exponent of equation 5.3, equal to
0.8± 0.2 for the proximal eruption case. Data courtesy from OVPF.
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to variations in the stressing rate induced by the intruding magma [e.g Toda et al.,
2002]. Accordingly, the best candidate for driving the seismicity induced by the dyke
propagation is the volume change induced by the ongoing dyke intrusion within the
shallow volcano structure. This argues for the recorded stationary seismicity rate to
be a proxy for the magma flow rate injected into the dyke from the reservoir [Traversa
et al., 2010-Chapter3]. Since dyke intrusions are characterized by variations in prop-
agation velocity and direction [e.g. Peltier et al., 2005, among others], it implies there
is no direct relationship between recorded seismicity and dyke propagation velocity.
The idea of constant magma flow rate withdrawal from the reservoir to feed the dyke,
implies low overpressures at the dyke inlet [Traversa et al., 2010-Chapter3]. In addi-
tion, to keep the magma flux constant during the injection, the reservoir overpressure
must have minimum variation [Traversa et al., 2010-Chapter3]. This agrees with the
hypothesis that proximal eruptions, which are characteristic of ’early stages’ of the
PdlF cycle [Peltier et al., 2008], do not affect the overall process of continuous pres-
sure growing in the magma reservoir. On the other hand, Battaglia and Aki [2003]
compute a variable flow rate of magma rising during the deep seated dyke injection
feeding the 1998 PdlF eruption. It suggests this 1998 extremely large dyke intrusion
(figure 1) to be driven by a different mechanism than dykes originating at the roof of
the shallow reservoir. We thus expect the 1998 dyke to have withdrawn a significant
volume of magma from the deep reservoir and to be accompanied by a large pressure
variation.
5.4 Concluding remarks
When comparing brittle damage during the three phases of the pre-eruption process
we identify a 1-5 events per day seismicity rate value reported during either reservoir feeding
phase (# 5.2.1), or the local reservoir leak (# 5.2.2). This is 1-2 orders of magnitude
smaller than that recorded during dyke propagation (# 5.2.3. This emphasises the relative
ductility of the reservoir walls compared to the shallow edifice brittleness. Since the largest
seismicity rates correspond to the last phase before eruptions, it increases the difficulty to
forecast an eruption days-weeks in advance. From a mechanical point of view, the highest
seismicity rate occurs within the shallow edifice, which is assumed to be an open system.
It questions whether dyke propagation is more brittle than the reservoir wall failure, and
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thus about the role of ductility in the latter process.
Because most of the PdlF seismicity patterns appear common to basaltic volcanoes
(e.g. Hawaiian volcanoes and Mt Etna) it can help to establish a generic model for basaltic
volcano seismicity before eruptions. The components of such a model must include at
least 3 phases, whose time scales span is 5 orders of magnitude (hours to years) and seis-
micity rate is 2 orders of magnitude. A deterministic acceleration of seismicity rate, as a
power law, or exponential law, reproduces reservoir feeding over years. An average power
law pattern precedes eruptions by 1-2 weeks during the reservoir replenishment phase. It
corresponds to the brittle damage resulting in a reservoir leak. A sudden increase in the
seismicity rate (by 2 magnitude orders) corresponds to the dyke injection phase a few hours
before surface lava flow. Generic models that reproduce these statistical patterns will be
considered as null hypothesis to test against any mechanical model for volcano reservoir
dynamics before eruptions.
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Abstract
We analyze the temporal patterns of volcano seismicity using the statistics of waiting times
between subsequent earthquakes. We compare waiting time distributions of seismicity at
Mt. Etna and Mt. Vesuvius volcanoes during (i) inter-eruption phases and (ii) dyke
propagations, with those of tectonic seismicity using the Southern California (SC) catalog.
For inter-eruption phases, no matter their duration, statistics of interevent times are well
approximated by the gamma distribution. This allows us to compute the proportion of
background uncorrelated events [Molchan, 2005; Hainzl et al., 2006], which is recovered in
the range 20− 40% for Vesuvius, three Etna inter-eruptive periods, and the SC catalog. It
argues for a rough 70% of the earthquake activity to be cascades of aftershocks for both,
volcano inter-eruptive and tectonic seismicity. On the contrary, statistics of interevent
times recorded during both, the 2001 and 2002 intrusive episodes at Etna volcano, reject
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the gamma distribution to describe the observations. These seismic crises are characterized
by an average seismicity rate about 2 order of magnitude larger than that of inter-eruptive
periods. It suggests that the origin of the specificity of waiting time patterns during
dyke injections is driven by the external forcing rate. Using ETAS model simulations we
explore the effect of seismicity rate increases on inter-event time distributions. Departures
from the gamma law progressively emerges from both (i) an increase of the background
seismicity rate, and (ii) a screening effect. It prevents from quantifying the portion of
uncorrelated seismicity within the considered catalog and to clearly quantify the forcing
rate that characterizes the volcano dynamics during dyke intrusions.
Re´sume´
Nous analysons les motifs temporels de sismicite´ volcanique en utilisant les statistiques des temps
d’attente entre e´ve´nements suivantes. Nous comparons les distributions des temps d’attente a`
l’Etna et au Ve´suve (Italie du Sud) pendant (i) les phases inter-e´ruptives et (ii) de propagation
de dyke avec celle de la sismicite´ tectonique (en utilisant le catalogue de la Californie du Sud).
Pour les phases inter-e´ruptives, quoiqu’elle soit leur dure´e, nous montrons que les statistiques
des temps d’attente sont bien de´crites par une distribution gamma, qui est ge´ne´ralement accep-
te´e pour de´crire la sismicite´ tectonique re´gulie`re. La meˆme proportion d’e´ve´nements de fond
inde´pendants (dans la gamme 20-40%) est retrouve´e pour le Ve´suve, les trois pe´riodes inter-
e´ruptives de l’Etna et le catalogue de la Californie du Sud. Cela implique qu’approximativement
le 70% de l’activite´ sismique est caracte´rise´e par des cascades de re´pliques dans les deux types
de sismicite´: inter-e´ruptive aux volcans, et tectonique. Au contraire, les statistiques des temps
d’attente entre e´ve´nements suivants enregistre´s pendant les deux e´pisodes intrusifs du 2001
et 2002 a` l’Etna, rejettent une distribution gamma pour de´crire les observations. Ces crises
sismiques sont caracte´rise´es par un taux de sismicite´ moyen d’environ 2 ordres de grandeur
majeur de celui des pe´riodes inter-e´ruptives. Cela sugge`re que l’origine de la spe´cificite´ des
temps d’attente pendant les injections de dyke est gouverne´e par le taux de forc¸age externe qui
de´clenche la sismicite´ inde´pendante. A l’aide de simulations obtenues par un mode`le ETAS nous
explorons l’effet de l’augmentation du taux de sismicite´ sur la distribution des temps d’attente.
Des de´parts d’une distribution gamma e´mergent progressivement de (i) augmentation du taux
de sismicite´ de fond et (ii) un effet de filtrage. Cela empeˆche de quantifier la portion de sis-
micite´ inde´pendante dans le catalogue conside´re´ et donc le taux de forc¸age qui caracte´rise la
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dynamique d’un volcan pendant une intrusion de dyke.
6.1 Introduction
Volcanic processes induce significant changes in the stress state of a volcano. Seis-
micity recorded at volcanoes provides a way to access the mechanical response of crustal
materials to these processes. In particular, Volcano-Tectonic (VT) earthquakes are shear
brittle failures that can be used as an indicator of the volcano stress state [e.g. Rubin and
Gillard , 1998; Grasso and Bachelery , 1995; Traversa and Grasso, 2009-Chapter2]. In this
work we first study VT earthquakes during ”repose”, i.e. inter-eruptive, phases of volcanic
activity. This allows us to analyze the mechanical behavior of the volcano rock materials
during these quiet periods, and therefore to evaluate a reference state for volcano seismicity.
We then compare occurrence patterns of observed seismicity during ”repose” periods with
those of seismicity immediately preceding an eruption, i.e. accompanying a dyke intrusion.
All these data are also compared to ordinary tectonic seismicity patterns in order to derive
implications about volcano seismicity peculiarities.
We use datasets from Vesuvius and Etna volcanoes (Southern Italy). Since 1944, the
only activity observed on Mt. Vesuvius have been fumarolic activity in the crater area.
Mt. Etna, in contrast, is characterized by continuous degassing, intermittent Strombolian
activity at its summit craters [e.g. Rittmann and Sato, 1973; Guest , 1982; Alparone et al.,
2003], as well as by 4 effusive eruptions in the period 1999-2005. Episodic effusive activity
on Mt. Etna is fed by dyke intrusions from a magma chamber [e.g. Bonaccorso et al., 2002;
Patane´ et al., 2002; Lanzafame et al., 2003; Aloisi et al., 2003].
Using the 1972-2006 catalog, Mt. Vesuvius seismic activity is characterized by low to
moderate seismicity (duration magnitude MD ≤ 3.6). Sporadic seismic swarms are related
to the dynamics of an active hydrothermal system within the edifice [Saccorotti et al., 2002].
At Mt. Etna (1999-2005), the rough stationary background seismic activity is occasionally
modified by peaks of seismicity rate, i.e. the seismic crises preceding eruptions. This
intense seismicity, which is the hallmark of dyke propagation at this volcano, is triggered
by the stress perturbations induced by the combination of regional geodynamic processes
with the local overpressure of a magma-filled dyke propagating towards the eruption site
[e.g. Patane´ et al., 2005; Aloisi et al., 2006; Traversa and Grasso, 2009-Chapter2].
On Mt. Etna we consider as ”repose” phases those periods during which, even if
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degassing and/or strombolian activity is present within the craters, no dyke intrusion is
ongoing. On Mt. Vesuvius the seismic data related to the current inter-eruptive phase
cover about 30 years, while on Mt. Etna ”repose” phase durations are in the 1.3-3.1 years
range in the 1999-2005 period.
With the aim of evaluating the characteristics of volcano seismicity during repose
periods, and to compare them with those of active periods and ”ordinary” tectonic seis-
micity, we study statistics of waiting times between time-neighboring seismic events. This
point of view can provide important insights in the physical mechanism driving earthquake
occurrence [e.g. Molchan, 2005; Hainzl et al., 2006; Saichev and Sornette, 2007].
In the past, various authors have explored statistics of tectonic seismicity interevent
times by fitting empirical distributions to a gamma distribution [e.g. Bak et al., 2002; Cor-
ral , 2003, 2004a,b; Davidsen and Goltz , 2004], with power law behavior at short and inter-
mediate interevent times, and faster decrease in the number of events at larger interevent
times. This pattern led them to propose a universal scaling law for the probability density
function describing the observed waiting times, defined as the following gamma distribution
[Corral , 2003]:
P (τ) = Cτ γ−1e−τ/a. (6.1)
where C = 0.5 ± 0.1, γ = 0.67 ± 0.05, and a = 1.58 ± 0.15. τ is the normalized
interevent time obtained by multiplying the interevent time ∆t by the average earthquake
rate 〈R〉. Such distribution was claimed to be universal, i.e. independent of either, the
choice of the area, the considered magnitude range, and the observation scale. However,
Molchan [2005], on probabilistic basis, demonstrates that, if universality holds, the dis-
tribution of interevent times has to be exponential. This is realized in the case of the
homogeneous Poisson model for seismicity. Such statement is thus in disagreement with
the space-time seismic event clustering generally observed for tectonic sesmicity.
Yet, Molchan [2005] shows that, for large interevent time scales, the distribution de-
cays exponentially, while the small-scale behavior of τ mimics the rate of clustered events,
i.e. the Omori’s law. Assuming that the seismicity is composed by Poisson background ac-
tivity and triggered aftershocks obeying the Omori’s law, he demonstrates that the param-
eter 1/a of equation (6.1) is the fraction of uncorrelated master events, i.e. the earthquakes
directly driven by the external forcing acting on the system. Consequently, equation (6.1)
is universal only if the fraction of uncorrelated events is constant and close to 60% (i.e.
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a = 1.58) [Hainzl et al., 2006].
Theoretical and statistical studies on interevent time distributions simulated by Epi-
demic Type Aftershock Sequences (ETAS) model [Lindman et al., 2005; Jonsdottir et al.,
2006; Hainzl et al., 2006; Saichev and Sornette, 2007; Touati et al., 2009], have confirmed
the physical interpretation given by Molchan [2005]. Saichev and Sornette [2007] gener-
alize Molchan’s argument to show that an approximate unified law compatible with the
observations can be found, based on the established empirical seismicity laws, i.e. the
Gutenberg-Richter and the Omori laws, together with the assumption that all earthquakes
are statistically similar (i.e. no distinction is made about mainshocks, aftershocks or fore-
shocks).
All these works demonstrate that the analysis of interevent times provides important
insights on the physical mechanisms of the earthquake process. Eventually, the fit of
equation (6.1) to the interevent time distribution, yields a non-parametric estimate of the
uncorrelated event rate for a given seismic region [Molchan, 2005; Hainzl et al., 2006].
In the following, interevent time distributions of volcano seismicity recorded during
inter-eruptive phases are compared with those of (i) active phases, (ii) tectonic seismicity
and (iii) simulations by ETAS model. We choose the seismicity recorded between 1984
and 2002 in Southern California as a characteristic sample of tectonic seismicity. We show
that, during inter-eruptive phases on Etna and Vesuvius volcanoes, earthquakes interact the
same way among themselves, no matter the duration of the repose phase, nor the involved
seismogenic volume. We also show that these local earthquake interactions on volcanoes are
similar to those of tectonic seismicity and ETAS model with similar portion of background
seismicity. It argues for the seismicity recorded at volcanoes when no volcano processes
are reported to be active, (i) to behave the same way as tectonic seismicity, and/or (ii) to
be simply driven by tectonics.
6.2 Data
6.2.1 Seismic catalogs
Catalog of seismic events recorded at Vesuvius in the 1972-2006 period (−0.4 ≤ MD ≤
3.6), consists of more than ten thousand local earthquakes recorded by the Vesuvius moni-
toring seismic network [see figure 1 in Del Pezzo and Petrosino, 2001]. Events we consider
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are characterized by their occurrence time and magnitude, only 1363 events between 1998
and 2005 being located.
The permanent seismic network is composed of 10 low-dynamic range (60 dB) sta-
tions, equipped with 1 Hz Mark L4-C vertical component sensors. The OVO station, lo-
cated at the ancient site of the Osservatorio Vesuviano [Del Pezzo and Petrosino, 2001], at
600 m asl on the volcano edifice, is equipped with a three-components Teledyne-Geotech
S-13 sensor. Recorded signals are telemetered to the Data Analysis Center (Centro di
Sorveglianza), where they are digitized at a sampling rate of 100 Hz [Zollo et al., 2002]. The
permanent seismic network configuration has maintained unchanged since 1972 [Del Pezzo
et al., 2003; De Natale et al., 2004]. In addition, five digital, three component seismic
stations equipped with 1 Hz Mark L4-3D geophones have operated almost continuously
since 1987 on the volcano [Del Pezzo and Petrosino, 2001; Zollo et al., 2002]. Events are
characterized by a magnitude duration MD, calibrated for the OVO station. MD is calcu-
lated from measurements of seismogram coda duration according to the formula [Gruppo
- Lavoro - Sismometria, 1981]
MD = 2.75 log(T )− 2.35, (6.2)
where T is the duration measured between the P-wave first onset and the time where
the signal to noise ratio is 1. Formula (6.2) has been calibrated on comparisons of 1980
Irpinia earthquake aftershock records at the OVO station and at a Wood-Anderson instru-
ment in Rome [Del Pezzo and Petrosino, 2001]. In the following, only earthquakes with
MD ≥ Mc = 1.8 (computed from the magnitude frequency distribution) will be considered.
The 1972-2006 average earthquake rate is 0.13 eqs/day (see table 6.1 for a synthesis on
data).
For the Etna case we use the 1999-2005 seismic catalog, which includes almost 5000
events in the magnitude range 0 ≤ MD ≤ 4.4. Earthquakes are recorded by the Mt.Etna
permanent seismic network, which consists of 45 one-component analog stations, 6 three
component stations, all equipped with short-period sensors (1 s), and 2 three-component
broad-band stations. Signals are transmitted by radio or cable to Catania, where they
are digitized at a sampling rate varying from 100 Hz in continuous mode to 200 Hz in
triggering mode [Bonaccorso et al., 2004]. Events are characterized by their occurrence
time, a duration magnitude MD and their location. Duration magnitude is estimated from
the Serra La Nave (SLN) station seismograms according to the following equation:
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Table 6.1: Seismic catalogs and corresponding parameters
Catalog∗ Duration Mmin Mmax b-value Mc NM≥Mc 〈R〉 〈R
∗〉
(mm/yy-mm/yy) (day) (eqs/day) (eqs/day/km3)
VE (02/72-08/06) 12608 -0.4 3.6 1.10 ± 0.02 − 2.3 ± 0.08 1.8 1663 0.13 1.0x10−6
ET (08/09-12/05) 2325 0 4.4 1.33 ± 0.04 2.4 992 0.43 4.0x10−7
CA (01/84-12/02) 6936 2.3 6.6 1.15 ± 0.01 2.2 17108 2.47 4.1x10−7
ET inter-erupt. (10/99-07/01) 623 0.7 3.6 1.54 ± 0.12 2.4 171 0.28 2.6x10−7
ET inter-erupt. (07/01-10/02) 460 1 3.6 1.60 ± 0.15 2.4 112 0.24 2.3x10−7
ET inter-erupt. (10/02-12/05) 1141 0.2 4.4 1.29 ± 0.08 2.4 292 0.26 2.4x10−7
ET intrusion (07/01) 5.6 1.2 3.9 1.28 ± 0.08 2.4 290 52.11 4.8x10−5
ET intrusion (10/02) 1.2 0 4.2 1.08 ± 0.11 2.4 91 74.21 6.9x10−5
∗ VE is Vesuvius volcano, ET is Etna volcano, and CA is Southern California seismicity catalogs.
Mmin is the detection magnitude,
Mmax is the maximum magnitude,
b-value of the Gutenberg-Richter law (values and incertitudes calculated by maximum likelihood [Aki , 1965]),
Mc is the completeness magnitude,
NM≥Mc is the number of events with M ≥Mc,
〈R〉 is the average seismicity rate,
〈R∗〉 is the average seismicity rate normalized to M∗c = 2.4, ∆M
∗ = 1.8 and Vseismogenic of each volcano. Vseismogenic is
computed from seismic event locations as 45, 4200 and 3x104 km3 for Vesuvius, Etna and the considered portion of Southern
California seismicity, respectively.
MD = 2.2 log(T ) + 0.3 log(L)− 1.5 (6.3)
where T is signal duration and L is the earthquake hypocentral distance from the SLN
station [e.g. Barbano et al., 2000]. In the following we only use the complete catalog, i.e. all
earthquakes with MD ≥ Mc = 2.4 (computed from the magnitude frequency distribution).
The average seismicity rate for the whole catalog is 0.43 eqs/day (table 6.1).
As a reference for tectonic seismicity we use the Southern California seismic catalog,
whose events are recorded by the Southern California Seismic Network (SCSN). It includes
around 98000 earthquakes with magnitudes in the range 0 − 6.6. The SCSN constitutes
the southern part of the California Integrated Seismic Network (CISN) [e.g. Powers and
Jordan, 2009]. The SCNS catalog, available at http://www.data.scec.org, is the standard
catalog for Southern California, and contains events reported by all networks in the region.
We selected events in the 1984-2002 time window, with latitude between 32◦ and 34◦
North, and longitude between 118◦ and 115◦ West. Events are characterized by their
occurrence time and location and a local magnitude ML. This latter is calculated using
suitable attenuation curves on the base of synthetic Wood-Anderson amplitudes from the
broad-band records [Kanamori et al., 1993]. Completeness magnitude is evaluated from
the magnitude frequency distribution at Mc = 2.2, and only events with ML ≥ Mc are
hereafter considered.
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6.2.2 Inter-eruptive seismicity data: Mt. Vesuvius volcano
Somma-Vesuvius is the first volcano on Earth to be seismically monitored by a vol-
canologic observatory [Zobin, 2003, and http://www.ov.ingv.it/inglese/storia/storia.htm].
The eruptive activity of this volcano is composed of cycles starting with plinian or sub-
plinian eruptions and, after sequences of mainly effusive to moderate explosive activity,
terminating with an eruption which closes the conduit [Santacroce, 1987].
Since 1944 no eruption has occurred at Vesuvius volcano, which has however shown
continuous fumarole and moderate (MD ≤ 3.6) seismic activity [e.g. Zollo et al., 2002].
From then to present, Mt.Vesuvius seismicity has been characterized by hypocenter loca-
tions restricted to the volume beneath the crater area, at depths shallower than 6 km [see
event locations cross sections in Bianco et al., 1999; Zollo et al., 2002; Del Pezzo et al.,
2003]. Figure 6.1 shows the 1972-2006 seismic activity recorded on Vesuvius volcano. A
rough 45 km3 seismogenic volume is estimated from earthquake locations.
Several authors have attempted to evaluate the reference state for the Vesuvius vol-
cano during this repose period by characterizing the spatial and temporal evolution of the
seismicity [e.g. Zollo et al., 2002; De Natale et al., 2004; Del Pezzo et al., 2004]. Although
the completeness magnitude of the catalog keeps constant over the years [De Natale et al.,
2004], the authors observe a decrease of the Gutenberg-Richter b-parameter over time,
starting on 1982. b-values vary between ∼ 2.2 and ∼ 1 [Zollo et al., 2002]. It suggests a
progressive tendency to increase the maximum magnitude expected for seismic events, and
consequently to increase the seismic energy release [Zollo et al., 2002].
6.2.3 Inter-eruptive and eruptive seismicity data: Mt. Etna vol-
cano
Mount Etna volcano (Sicily), located at the earth of the ancient Mediterranean civi-
lization, is one of the best known volcanoes on Earth, with eruption recordings extending
back to several centuries B.C. [e.g. Tanguy , 1981]. It is currently among the best moni-
tored volcanoes worldwide, thanks to which, significant progresses in the knowledge of its
dynamics have recently been made.
Eruptions at Etna are frequent. Recurrence times vary from few months to several
decades. Between 1999 and 2005 a remarkable series of eruptions occurs, including two
highly explosive and destructive flank eruptions in 2001 and 2002-2003, and a geodetically
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Figure 6.1: Cumulative seismicity (M ≥ Mc = 1.8) recorded at Mt. Vesuvius during the
period 1972-2006. Completeness of the catalog is constant over time.
passive and seismically silent flank eruption in 2004-2005 [e.g. Bonaccorso et al., 2002;
Acocella and Neri , 2003; Patane´ et al., 2003; Burton et al., 2005; Allard et al., 2006;
Bonaccorso et al., 2006].
The July-August 2001 eruption is heralded by several days of intense (∼ 52 events/day,
table 6.1) seismicity [Patane´ et al., 2002; Bonaccorso et al., 2002]. On the other hand, only
few hours of premonitory seismicity (∼ 71 events/day) precede the opening of the 2002-2003
eruptive fractures [Patane´ et al., 2005]. Still a different mechanism drives the 2004-2005
eruption, characterized by silent magmatic processes [e.g. Burton et al., 2005]. Figure 6.2
illustrates the variety of the Etna host rock seismic response to the processes leading to
the three eruptions.
The seismicity recorded at Mt. Etna volcano during the 1999-2005 period (0 ≤ MD ≤
4.4) is spread over the whole crustal seismogenic volume, up to about 35 km depth. As
estimated from seismic event location on the the 1999-2005 period, the seismogenic volume
is of order 4x103 km3.
As example of seismic crisis accompanying dyke magma rising towards the volcano
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Figure 6.2: Cumulated number of seismic events (M ≥ Mc = 2.4) recorded during the
period 1999-2005 at Mount Etna volcano. Completeness magnitude Mc of the catalog
keeps constant over the whole considered period. Horizontal lines and arrows delimit the
inter-eruptive periods considered in the paper.
surface, we use the seismicity contemporary to the dyke intrusions that fed the 2001 and the
2002-2003 Etna eruptions. Following previous authors work, dyke-induced seismic crises
are defined in the periods 2001/07/12 (21:46 LT) - 2001/07/18 (12:14 LT) [Gambino et al.,
2004; Bonaccorso et al., 2002; Patane´ et al., 2002], and 2002/10/26 (20:26 LT) - 2002/10/28
(07:30 LT) [Aloisi et al., 2003; Andronico et al., 2005]. Average seismicity rates during the
two intrusions are 52.1 and 74.2 eqs/day (table 6.1), respectively.
We consider as inter-eruptive phases all periods away from these active magma injec-
tion phases, that is 1999/10/17 to 2001/07/12, 2001/07/18 to 2002/10/26, and 2002/10/28
to 2005/12/12 (the end of the catalog). Seismicity rates during these periods are, respec-
tively: 0.23, 0.2 and 0.3 eqs/day. These imply seismic rate ratios of order 200 for dyke
injection over inter-eruption phases.
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6.3 Analysis of interevent time distributions
Interevent times are computed as the time separating two subsequent events, i.e.
∆ti = ti − ti−1. We represent them as probability density functions f(x), such that, given
any values a and b, with a < b, the probability of a variable X to be between a and b is
equal to
P (a < X < b) =
∫ b
a
f(x)dx. (6.4)
Figure 6.3 shows the probability density distribution of seismic interevent times dur-
ing inter-eruption phases at Mt. Etna in the 1999-2005 period and Mt. Vesuvius in the
1972-2006 period. These are compared with waiting time density distributions of seismicity
accompanying two dyke intrusions at Mt. Etna and of the Southern California seismicity,
as an example of tectonic seismicity.
We perform a goodness of fit analysis to test whether empirical distributions follow
a gamma law. For repose phases on both, Etna and Vesuvius volcanoes, the chi-squared
test validates the null hypothesis that interevent time distributions follow the respective
gamma law with 95% confidence level. The same holds for ”ordinary” tectonic seismicity,
as described by Southern California seismicity. On the other hand, the distributions of
interevent times during the 2001 and 2002 dyke intrusions on Mt. Etna, significantly
depart from inter-eruptive and tectonic time series (figure 6.3). Indeed, the chi-squared
goodness of fit test allows us to reject the null hypothesis that these two distributions
follow a gamma law with 99% confidence level.
When normalizing each of the density distributions by the respective earthquake
occurrence rate, the waiting time distributions collapse on the same gamma distribution
for all, inter-eruptive seismicity at Etna and Vesuvius volcanoes and tectonic seismicity,
except for dyke intrusion seismicity (figure 6.4). One must note that we do not observe any
change in pattern for the waiting time distributions as function of either, the inter-eruption
time duration (i.e. 623, 460, 1141 and 12608 days for the three Etna inter-eruptive and
Vesuvius sequences, respectively), or the seismic rate change (i.e. 0.28, 0.24, 0.26, 0.13,
respectively). The distributions of interevent times induced by the 2001 and 2002 dyke
intrusions at Mt. Etna, on the other hand, deviate from the generic pattern at both ends
of the distribution, i.e. below 10 and above 10 normalized time units (figure 6.4).
As discussed in the introduction section, we can therefore estimate the fraction of
179
10−4 10−2 100 102
10−6
10−5
10−4
10−3
10−2
10−1
100
101
102
103
Interevent times (day)
Pr
ob
ab
ilit
y 
de
ns
ity
 d
ist
rib
ut
io
n
 
 
1/ ∆ t
Vesuvius
Etna, Oct 21, 1999 to Jun 30, 2001
Etna, Jul 19, 2001 to Oct 22, 2002
Etna, Oct 28, 2002 to Dec 12, 2005
Etna 2001 intrusion
Etna 2002 intrusion
South California
Figure 6.3: Interevent times probability density distributions. Solid black line: Vesu-
vius catalog (1972-2006). Solid color lines: Etna inter-eruptive periods: 1999/10/21-
2001/06/30, blue; 2001/07/19-2002/10/22, green; 2002/10/28-2005/12/12, orange.
Dashed black line: Southern California catalog (1984-2002). Gray dots and squares: Etna
2001 and Etna 2002 dyke intrusion seismicity, respectively. Thin black dotted line: power
law with unit exponent, i.e. ∆t−1, for reference.
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Figure 6.4: Interevent times probability density functions normalized by the seismic occur-
rence rate. Etna repose phases (three in the period 1999-2005), color plain lines; Vesuvius
(1972-2006), black plain line; South California (1984-2002), black dashed line; 2001 Etna
dyke intrusion, gray empty circles; 2002 Etna dyke intrusion, gray empty squares. Thin
black dotted line: power law with unit exponent, i.e. ∆t−1, for reference.
181
background seismic activity by fitting a gamma law to each empirical distribution that do
follow a gamma law (i.e. for each of the inter-eruptive and tectonic seismicity time series).
We use the technique proposed by Molchan [2005] and further discussed by Hainzl et al.
[2006]. The importance of calculating this quantity lies on the strict relationship between
the background seismicity rate and the external forcing rate acting on the system. Such
active external forcing, in fact, directly triggers the background seismicity. According to
Molchan [2005] and Hainzl et al. [2006], the best gamma distribution to fit the empirical
one is simply related to the mean and the variance of the observed data. The constant C
in equation 6.1 is given by
C = (aγ Γ(γ))−1, (6.5)
where Γ(x) is the gamma function. The parameter a is given by
a =
σ2τ
τ
, (6.6)
where τ and σ2τ are, respectively, the mean and the variance of the interevent times,
and
γ =
τ
a
. (6.7)
Background seismicity fractions are given by 1/a [Molchan, 2005; Hainzl et al., 2006].
In figure 6.5 background seismicity fractions are reported for each of the inter-eruptive and
tectonic seismicity time series. Values are corrected from the parabolic shift Hainzl et al.
[2006] found to affect the estimation obtained with the above procedure.
In order to homogenize the seismic datasets from effects due to the different net-
work configurations and characteristics, we normalize seismicity rates by both, common
completeness magnitude M∗c , and magnitude spread ∆M
∗. Besides, in order to remove
the influence of the seismogenic volume in the earthquake production, we normalize the
seismicity rate by the seismogenic volume Vseismogenic. These allow us to compute a normal-
ized seismicity rate R∗ independent of the intrinsic characteristics of the site [e.g. Traversa
and Grasso, 2009-Chapter2]. We then quantify a background event rate which is a direct
proxy of the effective forcing rate that drives the observed seismicity. After normalization,
average seismic daily rates 〈R∗〉 are of order 2.5x10−7 for the three Etna, and 10x10−7 for
the Vesuvius inter-eruptive periods (table 6.1). In all four cases the fraction of background
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uncorrelated seismicity is in the range 20− 38%. This means that, taking into account the
rough estimate of the seismogenic volume, the forcing rates acting on the different systems
are of the same order.
The departures from a gamma law of the interevent times distributions during the
2001 and 2002 dyke intrusions, prevent us from quantifying the uncorrelated fraction of
seismicity within these two catalogs by the described approach. Nonetheless, using the
observed normalized seismic rate 〈R∗〉 (figure 6.5 and table 6.1), we expect an increase of
about 200-fold in the forcing rate between repose and dyke-intrusion periods. These obser-
vations question for the influence of the large daily seismic rate and its control parameters
on the waiting time distribution.
6.4 The ETAS model
6.4.1 Model overview
ETAS model is a self-excited stochastic point process in which every event produces
its offspring events, i.e. each aftershock triggered by a previous event is able to trigger
further aftershocks [e.g. Ogata, 1988; Helmstetter and Sornette, 2002a].
The ETAS model combines the Gutenberg-Richter (GR) distribution of event mag-
nitudes with the Omori-Utsu (OU) law for the aftershock rate as function of time since
a mainshock [Utsu et al., 1995] and the productivity law, which defines the magnitude-
dependent contribution of each event in the triggering of new earthquakes [e.g. Helmstetter
et al., 2005]. The GR and OU laws are ingredients such that the ETAS model can fully
explain the empirically observed characteristics of earthquake recurrence time statistics
[Saichev and Sornette, 2007].
The ETAS model is considered as a current null hypothesis for tectonic earthquake
statistics and earthquake predictability [e.g. Saichev and Sornette, 2007].
According to the ETAS model, the seismic activity can be described, in time, as
the superposition of two different processes: a homogeneous Poisson process generating
the background, uncorrelated seismicity λ0, and a non-homogeneous Poisson process cor-
responding to the Omori’s law of aftershock decay following a given event [e.g. Utsu et al.,
1995; Helmstetter and Sornette, 2002a]. The seismicity rate R can therefore be expressed
as follows
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Figure 6.5: Interevent time distributions: Observed density distributions and gamma dis-
tribution fits (equation 6.1). Continuous or dash-dotted lines: normalized pdf of interevent
times; thick dotted line: gamma distribution fit. On abscissa the interevent times are mul-
tiplied by the seismicity rate 〈R〉; on ordinates the density is divided by the seismicity rate
〈R〉 [Corral and Christensen, 2006; Molchan, 2005; Hainzl et al., 2006]. For cases a) to e)
the chi-squared goodness of fit test allows us to accept the null hypothesis that empirical
data follow a gamma law with 95% confidence level. Estimation of the background event
rate is thus computed as 1/a in equation 6.1. For case f) the null hypothesis is rejected
with 99% confidence level. 〈R〉 is the observed average daily seismicity rate; 〈R∗〉 is the
average daily seismicity rate normalized by M∗c = 2.4, ∆M
∗ = 1.8 and Vseismogenic of each
volcano (see table 6.1).
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R = λ0 +
∑
ti<t
λi(t), (6.8)
where λi(t) is the rate of aftershocks induced by an earthquake that occurred at time
ti with magnitude Mi, and is given by
λi(t) =
K · 10α(Mi−M0)
(t− ti + c)p , (6.9)
where K and c are empirical parameters; the exponential term 10α(Mi−M0) describes
the relationship between the magnitude of the mainshock and the number of aftershocks
the mainshock is able to trigger, α being a productivity parameter; p is the exponent of
the ”local” Omori’s law [e.g. Helmstetter and Sornette, 2002a].
The background rate λ0 is assumed to be driven by the external forcing. For tectonic
seismicity this forcing is due to the tectonic plate motion, while for volcano seismicity
it is related to volcano processes such as mass movements and pressure and temperature
variations [Traversa and Grasso, 2009-Chapter2]. Events in a homogeneous Poisson process
occur at a constant underlying rate and are statistically independent from each other. The
Poisson probability density function P (∆t) for waiting times is given by:
P (∆t) = λ0e
−λ0∆t. (6.10)
As mentioned above, the ETAS model assumes that earthquake magnitudes are sta-
tistically independent and drawn from the Gutenberg-Richter distribution [e.g. Helmstetter
and Sornette, 2002a], which gives the probability that event magnitudes are larger than a
given value. That is
P (M) = β10−b(M−Mc), (6.11)
where β is related to the Gutenberg-Richter b exponent as β = b ln(10).
6.4.2 Interevent time distributions from ETAS model
The ETAS model has been largely used to reproduce the dynamics of earthquake
interaction in space and time, e.g. the Omori law aftershock decay following a mainshock
[e.g. Ogata, 1988; Guo and Ogata, 1997; Felzer et al., 2002], the aftershock diffusion from a
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mainshock [e.g. Helmstetter and Sornette, 2002b; Helmstetter et al., 2003b] and to identify
periods of precursory quiescence [e.g. Ogata, 1992].
Number of studies have focused on the Omori’s law waiting time probability density
distributions [e.g. Utsu, 1970; Utsu et al., 1995; Lindman et al., 2005; Jonsdottir et al.,
2006], all showing that individual aftershock sequences are characterized by a power law
distribution of intermediate waiting times. Jonsdottir et al. [2006] analytically and numer-
ically demonstrate that, due to incomplete detection of aftershocks shortly following the
mainshock, the probability density distribution of waiting times is roughly constant for
very short times (i.e. for ∆t < c), while a power law decay dominates for ∆t > c. For the
largest waiting times, a fall-off related to the finiteness of the considered time window is
observed.
When considering interevent time distributions from seismic series characterized by
a background homogeneous Poisson process and Omori’law sequences, an approximate
power law decay (directly related to the Omori’s law) still dominates for ∆t > c. At ∆t
of the order of the inverse of the background rate λ0, then, the distribution decays as an
exponential function, related to the uncorrelated part of seismicity [e.g. Molchan, 2005;
Hainzl et al., 2006; Saichev and Sornette, 2007]. Using ETAS simulations Touati et al.
[2009] demonstrate that the dependence of the power law exponent on the Omori’s law
p-value is not simple and also depends on the other ETAS parameters (i.e. λ0, b, K, c and
α, see table 6.2).
Touati et al. [2009] demonstrate that, by increasing the rate of independent events
in a given seismic catalog, the rate at which aftershocks sequences are initiated grows. It
induces overlapping of the aftershock sequences, which decreases the proportion of depen-
dent interevent time series. The interevent time distribution tends therefore towards an
exponential function as the rate of uncorrelated events grows [Touati et al., 2009, and figure
6.6, top]. According to Touati et al. [2009], for ”low to intermediate” values of background
uncorrelated seismicity rates, the crossover between correlated and uncorrelated curves re-
sults in an apparent power law distribution (figure 6.6, top), whose exponent, however,
does not have a simple relationship with any of the ETAS parameters [Touati et al., 2009].
We push further the analysis on the impact of a strong seismicity rate on real ob-
servations. We consider the case in which the rate of independent events grows and the
resolution in time of the recording system keeps constant, i.e. we simulate an increase
in seismicity rate within a stable network, which is the case for volcano seismicity crises.
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Table 6.2: ETAS model parameters used in the earthquake simulation
Parameter Value
λ0 1 eq/day
b 1
K 0.0094
c 0.001 days
p 1.1
α 0.8
With this purpose we simulate different ETAS seismic sequences with progressively larger
background rate and we impose a time truncation that allows to reproduce the incomplete
time detection of the seismic network. The shortest waiting time within the simulated time
series are thus 10−4 days (figure 6.6, bottom) rather than 10−8 (figure 6.6, top). The other
ETAS parameters remain unvariate (table 6.2). Due to the difficulty in inverting for ETAS
parameters [Helmstetter A. and Werner M., personal communication, 2008], the parame-
ters we use are regular values when simulating tectonic seismicity [see e.g. Helmstetter and
Sornette, 2002a; Helmstetter , 2003; Helmstetter et al., 2003a].
The truncation we introduce in the simulations induces small perturbations on the
waiting time distributions concerning ETAS simulations with the smallest (1-10 eqs/day)
background event rates, which remain close to a gamma distribution (figure 6.6, bottom).
For the same truncation, the higher the background event rate, the more the interevent time
distribution deviates from a gamma distribution (figure 6.6, bottom). All these demon-
strate that such deviations are the cumulated effect of a high background event rate and
of the incomplete detection of the seismic network for very small interevent times (e.g.
< 10−4 days).
6.5 Discussion
Volcano Tectonic (VT) earthquakes are brittle failures that aim at releasing stresses
in response to volcano dynamics, the same way as tectonic earthquakes are the brittle
response of the upper crust to the tectonic forcing.
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Figure 6.6: Interevent time distributions of ETAS simulations for different background
seismicity rates (λ0). Top: complete catalogs from the simulations; bottom: catalogs
truncated with a minimum resolution in time of 10−4 days. Gray scale is related to the
respective background event rate (λ0 expressed in event/day in the legend). All catalogs
have a duration of 100 days. R are seismicity rates. Thin black dotted line: power law
with unit exponent, i.e. ∆t−1, for reference.
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Because the size of a volcano and the space and time scales of volcano dynamics
are respectively smaller and faster than the long lasting tectonic loading, we test how
earthquakes interact in response to volcano dynamics.
When focusing on inter-eruption seismicity, we do not observe any difference between
seismic time series during repose periods on andesitic and basaltic volcanoes, such as Mt.
Vesuvius and Mt. Etna, respectively. The waiting time distributions of VT events during
inter-eruptive phases at Etna and Vesuvius volcanoes show similar behavior, independently
of the duration of the repose period since the last dyke intrusion, and of the volcano
dynamics style. The waiting time distributions of seismic events on the two volcanoes are
also similar to those of ”classic” tectonic seismicity, as described by the Southern California
seismicity. All of them are described by a gamma distribution, which has been shown to
depend on the amount of uncorrelated background activity of the corresponding seismic
catalog [e.g. Molchan, 2005; Hainzl et al., 2006]. It allows us to quantify a 20 − 40% of
background seismicity during inter-eruptive periods on Vesuvius and Etna volcanoes. Being
directly triggered by the external forcing acting on the system, the background seismicity
rate is a direct proxy for the dynamics that drive the system.
During the 1999-2005 period, 4 eruptions take place on Mt. Etna volcano. Etna
seismicity in this period is characterized by a rough background stationary activity, on
which periodic peaks of seismicity rate accompanying dyke intrusions superimpose. Mt.
Vesuvius seismicity in the period 1972-2006 (no eruption) remains stationary over time,
but is characterized by a non-stationary seismic energy release, as measured by b-value
fluctuations [e.g. Zollo et al., 2002; De Natale et al., 2004; Del Pezzo et al., 2004]. In spite
of the b-value variations (decrease, 1982-1997, and following increase, 1997-2006), we do
not resolve any robust change in either, the seismicity rate, or the amount of background
independent events.
When normalizing the seismicity rates to the same completeness magnitude, mag-
nitude spread and seismogenic volume with the aim of removing site specificities, the
background rates we estimate by fitting a gamma law to the empirical distributions, are
2.5, 4, 10 x 10−7 eqs d−1 km−3 (table 6.1), for Etna, California and Vesuvius seismicity,
respectively. The corresponding amount of independent background events is of order 30%
for all data. The brittle deformation rate, as estimated by the normalized seismicity, is
thus within the same order of magnitude for the 3 cases study. The slight variations in the
normalized seismicity rate (2.5 to 10), related to the stressing rate to which the system is
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subject, do not result in significantly different rates of independent events. It argues for
the amount of earthquake interactions to be stable for a given forcing rate, no matter the
tectonic setting and the on-site country rock type (i.e. Etna basaltic volcano, Vesuvius
andesitic volcano and Californian tectonic environment).
The seismic response of the crustal rock to a given perturbation of stressing rate
appears thus to be a generic response when emphasizing the amount of earthquake inter-
actions. This holds independently of either, the duration of the inter-eruptive period, and
the daily seismicity rate for Etna and Vesuvius volcanoes.
These results question for a similar forcing acting on reposing volcanoes and tec-
tonic environments, and argue for the volcano seismicity to be simply driven by tectonics
and/or other low stressing rate perturbations when the magma chamber is steady (i.e. no
magma refilling or excursion through dyke injections exist). As seen by the interevent time
statistics, there is no evidence for memory of the volcano edifice to volcano history. The
overall response of the volcano to stressing rate changes is the same, independently of local
heterogeneities induced by past episodes of magma rising and cooling through dykes (i.e.
weaker high fractured zones, or stronger ancient cooled dyke paths), explosions, and huge
volumetric deformations. This response is also similar to that of California rocks submitted
to tectonic loading.
The roughly constant amount of earthquake interactions we recovered within seismic
time series when no large forcing rate is acting on the system, no matter its dynamics,
breaks when analyzing seismicity triggered by a strong forcing rate such as during dyke
intrusions. It argues for the seismicity recorded on a volcano to map the stressing rate to
which the volcano is subject [e.g. Toda et al., 2002]. During intrusions, the magma propa-
gating towards the eruption site triggers seismicity rates more than 2 orders of magnitude
larger than those recorded during inter-eruptive periods. The rough linearity observed in
figure 6.6 between background event λ0 and seismicity R rates suggests therefore that the
200-fold increase in seismicity rate R contemporary to the 2001 and 2002 dyke intrusions
on Mt. Etna is driven by a similar increase in the forcing rate acting on the system during
dyke intrusion periods.
Significant departures from the gamma distribution, which is accepted to reproduce
”ordinary” tectonic seismicity [e.g. Corral and Christensen, 2006; Molchan, 2005; Hainzl
et al., 2006], are observed for seismic series contemporary to dyke intrusions at Mt. Etna
volcano. On Mt. Etna the same seismic network records seismicity during both, inter-
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eruptive and dyke crisis periods. Accordingly, there should be no instrumental bias that
may disturb the waiting time distributions. It argues for the departure from the gamma
law of waiting time distributions during dyke intrusions to be induced by the large external
forcing rate that drives the dyke intrusions. Such departures of inter-event time distribu-
tions from the gamma one during dyke intrusions, prevent from estimating the uncorrelated
event rate for these time series.
Figure 6.7 shows the global aftershock decay following mainshocks of any magnitude
averaged together for each of the considered seismic catalogs. For the tectonic and inter-
eruptive seismicity, a clear average aftershock decay following mainshocks emerges. On the
other hand, when considering dyke-intrusion seismic sequences, we observe an apparent
lack of aftershock activity [e.g. Traversa and Grasso, 2009-Chapter2]. It suggests that the
high seismicity rate ”masks” any possible decay pattern.
Forcing rates related to tectonic activity can be identified with the deformation rate
induced by the slow tectonic plate motion, i.e. few centimeters per year. On volcanoes,
magmatic intrusions induce volumetric deformations of few millions of cubic meters in few
hours or few days [e.g. Traversa et al., 2010-Chapter3; Toda et al., 2002]. In the first case,
stresses induced by the occurrence of seismic events, are redistributed into the solid matrix
by the fully developed cascade of aftershocks following each master event. This latter being
the characteristic pattern for the ”classic”tectonic behavior at a regional scale. As shown in
figure 6.7, the dramatic increase in background seismicity rate induced by the huge forcing
rate generated by a dyke intrusion, ”masks” the cascade of fracturing induced by stress
redistribution, and tracked by aftershock occurrence. It suggests that there are threshold
values for forcing rates, and consequently seismicity rates, above which either, we fail in
identifying earthquake interactions, or earthquake interactions do vanish.
Using ETAS model simulations we explore the effect of seismicity rate changes on
earthquake interactions. Departures from the gamma law progressively emerges from both
(i) an increase of the background seismicity rate, and (ii) a screening effect (figure 6.6). The
former drives an apparent increase of uncorrelated event rate [e.g. Touati et al., 2009], which
results in an exponential function for the inter-event time distribution. The latter is driven
by the relative decrease of resolution in event counting when the seismicity rate increases,
due to the constant detection resolution of the volcano-monitoring network during seismic
crisis. The fact that the increase in seismicity rate is not accompanied by an increase in the
time resolution of the recording system, results in a truncated inter-event time distribution
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Figure 6.7: Average aftershock rates versus time since mainshock. A: Vesuvius (1972-
2006), B: Etna inter-eruptive (1999-2001), C: Etna inter-eruptive (2001-2002), D: Etna
inter-eruptive (2002-2005) E: Etna 2001 intrusion, F: Etna 2002 intrusion. t = 0 is main-
shock occurrence, for t > 0 the averaged seismicity rates following mainshocks are shown.
Mainshocks are events (i) of any magnitude not preceded by another event for a time equal
to the median of interoccurrence times, and (ii) occurring within 10% and 90% of the intru-
sion duration window to avoid border affects [Helmstetter, personal comm., 2007]. Curves
are averaged over (i) all mainshocks for a given magnitude class, and (ii) all magnitude
classes. Thin black dotted line: power law with unit exponent, i.e. t−1, for reference.
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(figure 6.6, bottom).
ETAS simulations with a 200-fold increase of the background rate (as measured for
average daily seismicity rates on Etna volcano, table 6.1) allow us to reproduce both, the
relative shape and the departures from the gamma distribution we observe during intrusion
periods as compared with inter-eruptive periods (figure 6.8). The ETAS simulations, thus,
allow us to reproduce, with the seismicity rate and the time resolution as control parame-
ters, the continuum of distributions from the gamma law during repose periods toward the
hybrid-shape inter-event time distribution during dyke injections.
6.6 Concluding remarks
Tectonic earthquake sequences have been shown to be characterized by the superpo-
sition of a background rate of uncorrelated events plus a cascade of correlated events [e.g.
Ogata, 1988; Helmstetter and Sornette, 2002a; Corral and Christensen, 2006; Molchan,
2005; Hainzl et al., 2006]. When testing this model on volcano seismicity we find that
inter-eruption volcano seismicity follows the same pattern as regular tectonic seismicity,
as sampled using the southern California catalog. The gamma law distribution, which
describes the inter-event time distribution, allows to quantify the amount of uncorrelated
background events in the 20− 40% range.
During dyke intrusions, the seismicity rate, which increases by more than two orders
of magnitude with respect to inter-eruptive periods, prevents us to extract and to quantify
the two types of earthquakes and their possible interactions. The Omori law pattern is
hidden behind the high background rate, and the inter-event time distribution departs from
a gamma law.
Such apparent departure from regular earthquake interaction patterns, is driven by
the increase of the earthquake rate, contemporary to a relative truncation effect due to the
constant threshold for magnitude completeness and time resolution for event picking of the
recording network during high seismicity rate crises. The first effect induces overlapping
of different clusters of correlated earthquakes. These overlaps break the correlation within
individual earthquake sequences, resulting in an exponential distribution of waiting times
between subsequent earthquakes [Touati et al., 2009].
Such a pattern is further modified by the truncation of time series due to a constant
time resolution threshold of the seismic detection system. These two effects, reproduced
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Figure 6.8: Interevent times probability density functions normalized by the seismic occur-
rence rate. Top: Same as figure 6.4. Bottom: ETAS simulation with parameters from table
6.2, dot-dashed black line; ETAS simulation with background seismicity rate 200 eq/day,
dot-dot-dashed black line. The λ0 ratio between the two ETAS simulations is 200. Both
simulations are affected by a detection truncation at 10−4 days. Thin black dotted line:
power law with unit exponent, i.e. ∆t−1, for reference.
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through ETAS model with regular tectonic seismicity parameters, well reproduce both, the
inter-eruption seismicity on Etna and Vesuvius volcanoes, and the seismic crises during
dyke injections on Etna volcano.
The ”classic” definition of VT earthquakes occurring in swarms with no foreshock-
mainshock-aftershock pattern, typical of tectonic seismicity, therefore, simply emerges from
a combination of these two effects, (i) a high seismicity rate induced by a strong forcing
rate acting on the system, and (ii) the fact that the seismic recording system is not able any
more to identify individual events becoming too close together in time when this forcing
intervenes.
The interevent times patterns we observe appear to be independent of i) the size of
the geophysical object the forcing is applied to, i.e. from a tectonic plate to a volcano
edifice; ii) the length of the time series, i.e. from days to tens of years; iii) the local rock
matrix properties, i.e. different volcano environments and tectonic plate.
6.7 Data and Resources
Seismic catalog of Vesuvius volcano in the period 1972-2006 is provided by INGV-
OV (Istituto nazionale di Geofisica e Vulcanologia-Osservatorio Vesuviano), Naples, Italy.
Catalog of Etna seismicity in the period 1999-2005 is provided by INGV Catania section,
Italy. Sharing of these data has been possible thanks to the VOLUME European project.
Seismic catalog for Southern California (by Southern California Earthquake Data Center) is
available on line at: http : //www.data.scec.org/catalog search/date mag loc.php. Plots
in this paper are made using Matlab R2009a.
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Chapter 7
Short-Term Forecasting of Explosions
at Ubinas Volcano
Re´sume´
L’objectif de ce chapitre est d’analyser et de quantifier l’e´volution de la sismicite´ de type
Long Pe´riode (LP) qui pre´ce`de les explosions sur le volcan Ubinas (Pe´rou) pendant la pe´ri-
ode 2006-2008. Nous observons une augmentation du taux de LP quelques heures en avance
sur l’occurrence d’une explosion, symptomatique d’un me´canisme de ”charge” du volcan. Ce
motif ressort clairement quand l’on moyenne diffe´rentes se´ries temporelles de LP pre´ce´dant les
explosions le plus e´nerge´tiques. Nous utilisons des techniques de ”pattern recognition” pour
caracte´riser les motifs intra-e´ruptives du taux de LP pre´curseur a` une explosion. Cela nous
permet d’e´valuer la possibilite´ d’activer une alarme quelques heures en avance sur l’occurrence
d’une explosion. L’algorithme de pre´diction se base sur un balance de compromis entre trois
parame`tres : (i) le taux de seuil de LP a` partir duquel une alarme est envoye´e, (ii) la dure´e de
l’alarme et (iii) la longueur de la feneˆtre temporelle utilise´e pour calculer le taux moyen de LP.
L’emploi de diagrammes d’erreur nous permet d’e´valuer la bonte´ de la pre´diction obtenue par
l’algorithme pour chaque combinaison des parame`tres. Les re´sultats de la pre´diction sont stables
et l’algorithme de pre´diction valide´ puisque meilleur d’un tirage ale´atoire. Nous montrons des
e´vidences en faveur d’un me´canisme de de´clenchement commun pour LP et explosions, qui peu-
vent eˆtre identifie´s dans la fracture fragile du magma suite a` une contemporaine augmentation
de la pression et de viscosite´ et cisaillement dans le conduit.
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7.1 Introduction
An erupting volcano is a complex system, driven by non-linear dynamics [e.g. Grasso
and Bachelery , 1995; Sparks, 2003; Lahaie and Grasso, 1998; Melnik and Sparks, 1999]
and in which several processes are contemporaneously acting and interact [e.g. Melnik and
Sparks, 1999; Sparks, 2003]. As a consequence, precisely modeling of volcano processes
with the aim of forecasting future eruption episodes is extremely complex.
Two different approaches can be undertaken with eruption prediction goals. On one
hand we may attempt the understanding of the long-term (i.e. ≫ inter-eruptive time)
eruptive behavior of a volcano by catching periodicities, trends, or particular patterns
characterizing the temporal distribution of eruptive episode occurrences. In this way we
could evaluate the probability of occurrence of future eruptions using historical records. On
the other hand we may try to improve the understanding of the short-term (i.e. < inter-
eruptive time) behavior of volcano processes leading to an eruption by studying the time
behavior of some observables at a given volcano. This may allow to identify characteristic
precursors to impending eruptions.
As regarding to the first approach, statistical analysis of eruption time sequences on
active volcanoes in a given region, or worldwide, has allowed some authors to look for
eruptive event time clustering, or for the presence of more regular recurrence times, i.e. for
Poissonian distribution of eruption times [e.g. Wickman, 1966, 1976; Mulargia et al., 1985;
Jones et al., 1999; De la Cruz-Reyna, 1991; Ho, 1991, 1996; Bebbington and Lai , 1996;
Pyle, 1998; Connor et al., 2003; Gusev et al., 2003; Marzocchi and Zaccarelli , 2006; Varley
et al., 2006]. The drawback of such an approach, however, is the limited knowledge human
beings dispose about the occurrence of past (pre-historical) eruptive events. This bounds
the maximum duration of repose periods we are able to consider.
Within the second approach, a number of studies have focused on the geochemical and
geophysical observables that generally precede and accompany eruptions on volcanoes, e.g.
gas emission, seismicity, ground deformation, attempting to identify precursors to volcanic
eruptions. Voight [1988] proposes an empirical rate-acceleration relation which is suggested
to provide analytical bases for eruption prediction. The author introduces a fundamental
law for material failure as self-accelerating processes to describe the temporal behavior of
a suitable observable quantity Ω (i.e. seismic, geodetic or geochemical data) as eruption
onset approaches. He validates his model by applying it to line length changes, tilt and
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fault movement data before the March 1982 Mt. St. Helens eruption, and to seismic
energy release data before the April 1960 Bezymyanny (Kamchatka) eruption. Voight and
Cornelius [1991] carries on the application of this law in the form of the ”inverse-rate”plot,
combined with real-time monitoring of seismic activity as a tool for near-real time eruption
prediction. According to this idea, time to failure can be estimated by extrapolation of
the inverse rate
¦
Ω
−1
curve versus time to a predetermined intercept. Voight and Cornelius
[1991] use as observable, Ω, continuous measurements of the real-time mean amplitude of
seismicity on Mt. St. Helens and Redoubt volcanoes. The method results in few-days-
earlier prediction dates for the May 1985, October 1986 eruptions at Mt. St. Helens, and
December 1989 at Redoubt volcano (Alaska).
The interest of using the inverse rate lies on the fact that an infinite rate for the
observed precursor quantity
¦
Ω
−1
is expected to imply an uncontrolled rate of change,
which is associated with the collapse of the resistance to magma ascent, and therefore with
the eruption onset [Voight and Cornelius, 1991]. The linear extrapolation of the time at
which the inverse rate is zero would therefore predict the eruption time. A limit of this
method lies however on the lack of any possibility to evaluate the quality of the prediction.
Subsequent applications of the inverse-rate method, combined with the assumption
of similarity in behavior between large-scale and micro cracking, suggest it has potential
as a tool for forecasting some types of eruptions, particularly explosive-type eruptions [e.g.
Cornelius and Voight , 1994, 1995; McGuire and Kilburn, 1997; Kilburn and Voight , 1998;
De la Cruz-Reyna and Reyes-Da´vila, 2001; Reyes-Da´vila and De la Cruz-Reyna, 2002;
De La Cruz-Reyna et al., 2008].
Among geochemical and geophysical precursors employed by the material-failure
method, seismic event rate has been shown to be the most useful quantity when attempting
to forecast volcanic eruptions [Kilburn, 2003]. As pointed by McGuire and Kilburn [1997],
however, the static-failure mechanism is just one of the processes controlling how quickly
a volcano approaches an eruption. A major problem is therefore how to decide whether a
change in behavior of a given observable is actually precursor of an eruption [McGuire and
Kilburn, 1997]. Bursts of anomalous seismicity recorded on the Soufriere Hill volcano in
Monserrat in the 1930s and 1960s, for example, suggested an eruption might be imminent
[Wadge and Isaacs, 1988]. The seismicity, however, gradually subsided without any erup-
tive activity. Similar behavior of seismic activity observed on July 1995, on the contrary,
did herald an eruption [McGuire and Kilburn, 1997].
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In addition to these deterministic models of volcanic eruption prediction, also statistic
prediction methods based on a given observable have been proposed. Minakami [1960] uses
the increase in the five-day frequency of earthquakes on Asama andesitic volcano to derive
an increase in the probability for an eruption in the next 5 days. Klein [1984] tests the
precursory significance of geodetic data, daily seismicity rate and tides before 29 eruption
on Kilauea volcano (Hawaii) in the 1959-1979 period. His prediction scheme can give 1- or
30-day forecast on an eruption with a 90% confidence using the rate of small earthquakes.
Mulargia et al. [1991, 1992], using pattern recognition techniques, identify clusters of seismic
activity within 40 days before 9 out of 11 flank eruptions on Etna volcano in the period
1974-1989. None of the summit eruptions occurring in this period, however, is predicted.
More recently, Grasso and Zaliapin [2004] explore the eruption predictability of Piton de
la Fournaise volcano. The authors test the prediction quality using error diagrams [Kagan
and Knopoff , 1987; Molchan, 1997]. They find that the best prediction performance is
obtained by using five-day windows to compute the seismicity rate, and by issuing an
alarm during 5 days. Nonetheless, this implies a 90% of issued alarm to be false alarms.
The object of this work is to analyze and quantify the evolution of LP earthquakes
prior to explosions on Ubinas volcano (Peru´) during the 2006-2008 period. Being thought
to originate in the fluid and thus to reflect the state of the fluid (magma or gas) within
the volcanic edifice [e.g. Chouet , 1996; Neuberg , 2000; Chouet , 2003], LP event production
should depend on the pressurization state of the magmatic system. Accordingly, as sug-
gested by Chouet [1996], we expect a direct link between the strength of the LP activity
and the potential for explosions. Therefore, although models of material failure or tertiary
creep lie on accelerations of brittle damage leading to system failure, LP earthquake rate
is here used as the precursor of explosion occurrence within the current eruptive episode.
On Ubinas volcano we observe a few hours increase of the LP rate preceding explo-
sions in the period 2006-2008. Such pattern clearly emerges when stacking over different
LP time series prior to the most energetic explosions. We then use pattern recognition
techniques [e.g. Mulargia et al., 1991, 1992; Grasso and Zaliapin, 2004] to characterize the
intra-eruptive precursory patterns of LP rate prior to Ubinas volcano explosions. By ret-
rospective analysis on the 2006-2008 period, we explore thus the possibility, for the future,
of issuing an alarm on explosions occurrence few hours in advance.
”Pattern recognition” is basically a search for structure in the data, assuming that
the phenomenon under study occurs according to a number of complex, but well defined
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and repetitive schemes [Mulargia et al., 1991]. The advantage of this technique is that
it extracts information from the considered variable (or combination of variables) and
provides a phenomenological picture without need of any physical model [Mulargia et al.,
1991].
The forecasting algorithm is then based the trade-off of three parameters: the LP rate
threshold above which the alarm is sent, the alarm duration, and the time window used
to average LP occurrence. In order to validate our forecast algorithm, we then evaluate
the effectiveness of its predictions using error diagrams, introduced by Kagan and Knopoff
[1987] and Molchan [1997]. These diagrams allow us to provide the parameter combination
that allows for intra-eruptive explosion forecasting on Ubinas volcano once sociology studies
have defined the optimum trade-off between the portion of false versus missed alarms for
explosions.
7.2 Ubinas volcano
The Ubinas strato-volcano (Arequipa, southern Peru´) has a nearly symmetrical com-
posite cone with a large summit crater, whose diameter (∼ 1.75 km) allows to classify it
as a caldera [Bullard , 1962]. Thouret et al. [2005], by coupling stratigraphic records with
geophysical, mineralogical geochemical and isotopic data, reconstructs the volcano evolu-
tion history from middle Pleistocene to present. They identify two major periods. The
first, from middle Pleistocene to about 376 ky ago, is characterized by andesite lava flow
activity that built the lower part of the edifice [Thouret et al., 2005]. This edifice collapsed,
resulting in a debris-avalanche deposit. The second phase (376 ky to present) comprises
several stages. The summit cone was built by a series of andesite and dacite lava flows.
Subsequently a series of dome grew, and the summit caldera formed in association to a
large-scale Plinian eruption. The last Plinian eruption occurred ca. in A.D. 1000 − 1160.
Since then and to the present day, Ubinas is in persistent, fumarolic and phreatic activity
[Bullard , 1962; Thouret et al., 2005].
Ubinas is known to be a very active volcano, with 24 episodes of high fumarolic activ-
ity since the A.D. 1550, with a frequency of 4 to 5 eruptions per century [Rivera et al., 1998,
and http : //www.igp.gob.pe/vulcanologia/V olcanesP eru/Ubinas/HTML/Erupciones−
Historicas−Ubinas.htm]. The most recent eruption began in March 2006 and is still cur-
rently ongoing. The central vent eruption has been accompanied by explosive eruptions,
201
phreatic explosions and lava dome extrusion. From August 2005, a slight increase in fu-
marolic activity has been observed, which culminated in April 2006. On April 14th 2006
the first notable explosion occurred [Rivera et al., 2006], and phreatic activity continued
till April 23. On April 27 activity becomes vulcanian, with eruption of andesitic materials.
Explosions on Ubinas volcanoes are a threat for the population living in the nearby
zones, beside being a hazard for commercial flights due to the presence of ash in the at-
mosphere. The Buenos Aires Volcanic Ash Advisory Center (VAAC) reported for example
ash plumes rising to more than 10 km during the period October 23-26, 2006 [Smithsonian
Institute, 2009].
Thouret et al. [2005] find mineralogical and geochemical evidence for magma mixing,
which, in combination with shallow aquifers of the over-pressurized hydrothermal system, is
thought to trigger Ubinas eruptions. Thouret et al. [2005] observe a progressively increase
of mixing, differentiation and contamination of magmas towards recent times eruptions.
They imply that Ubinas is presently undergoing an increasing recharge rate regime.
7.3 Data
In this work we use the Ubinas seismic catalog in the period 2006/05/23-2008/12/04.
Events are recorded by the IGP (Instituto Geof´ısico de Peru´) seismic network (figure 7.1)
which has been progressively installed since the beginning of the current eruption. No per-
manent seismic station operated in fact before this eruption [Macedo et al., 2009]. During
the first weeks analogue seismic recorders are operative at different locations on the west
and north flanks. Then two digital portable stations (Guralp CMG40T-30 sec sensors with
RefTek recorders) are installed at the end of April 2006. From May to June 2006, six addi-
tional portable stations (Guralp CMG40T-30 sec sensors with Agecodagis Titan recorders)
are installed [Macedo et al., 2009]. In May 2007 the first permanent telemetered station
(equipped with a SS1 Kinemetrics-1Hz sensor) is installed on the northwest flank, while
the other three permanent stations are installed in 2007 [Macedo et al., 2009]. Data from
the permanent stations are transmitted by radio to the Cayma Volcanological Observatory
in Arequipa. During the considered period, the automatic signal classification procedure
detects 35240 Long Period (LP) events, 445 hybrid events, 5461 tremor activity periods,
247 volcano Tectonic (VT) earthquakes, and 143 explosions (figure 7.3).
The variety of the recorded signals reflects different source processes, the extreme
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Figure 7.1: Ubinas volcano seismic network. Triangles: 1 Hz sensor stations; squares:
broadband stations. Gray color indicates stations with radio telemetry; black color indi-
cates portable stations.
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structural heterogeneity and the strong topography effects that influence the signals [e.g.
Chouet , 1996; Bean et al., 2008]. VT earthquakes are the trace of shear brittle fractures
occurring within the volcano rock matrix as a consequence of magma processes acting
within the edifice. They are thus thought to act as gauges that map stress concentrations
distributed over a large volume surrounding magma conduits and reservoir [e.g. Grasso
and Bachelery , 1995; Chouet , 1996; Rubin and Gillard , 1998; Traversa and Grasso, 2009-
Chapter2]. Their waveform and frequency content is very similar to that of tectonic earth-
quakes, with clear P and S phases.
LP earthquakes, even if consensus on their triggering mechanism has not been achieved
yet, are thought to originate within the fluid as the result of fluid dynamic processes and
fluid-rock interactions. They have emergent onset followed by a low frequency harmonic
coda, which is interpreted by most authors as the signature of interface waves generated
at a fluid-elastic boundary [e.g. Aki et al., 1977; Chouet , 1986, 1988] and trapped in a res-
onating fluid-filled crack [e.g. Chouet , 1988; Neuberg , 2000; Neuberg et al., 2000; Kumagai
et al., 2005; Neuberg et al., 2006; Saccorotti et al., 2007; Lokmer et al., 2007, 2008]. They
have unclear S phase and peaked frequency spectrum [e.g. Chouet , 1996].
Hybrid events are LPs with an additional high-frequency onset. Since these two
types of event are very similar and are thought to share a common source process [e.g.
Neuberg , 2000], in this work we group together LP and hybrid events as low-frequency
(called hereafter simply LP) earthquakes.
Tremor at andesitic volcanoes is a continuous harmonic signal with waveform very
similar to that of LP event, such that it is thought to be the result of the overlap of these
events due to a high frequency excitation of the source. Tremor and LP activity would
therefore be the manifestation of the same process of unsteady mass transport [e.g. Chouet ,
1996; Neuberg et al., 2000]. This does not seem to be the case at basaltic volcanoes, where
tremor does not share spectral characteristics of LP events. Rather, an abrupt change
of the spectral signature is observed [e.g. Saccorotti et al., 2007, on Etna volcano]. At
Piton de la Fournaise volcano for example, tremor activity with frequency content higher
than 1.5 Hz is thought to originate at the eruption site and to represent the signature
of the eruption itself [Aki and Ferrazzini , 2000; Battaglia et al., 2005a; Traversa et al.,
2010-Chapter3]. Lower frequency tremor sources however, seem to have a deeper origin
[Battaglia et al., 2005a].
Explosion wavefield include a low-frequency onset followed by a high-frequency signal
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Figure 7.2: Ubinas volcano explosive event (May 24, 2006). Top: recorded time series;
bottom: spectrogram of the recorded time series.
(figure 7.2). Explosions are explained as the result of bubble growth within a degassing
rising melt, which causes magma fragmentation and the generation of a gas body in which
pyroclasts are carried by the over-pressured gas toward the surface. At Ubinas volcano
explosions are identified on the seismic recordings with the aid of phenomenological obser-
vations.
Computation of a magnitude duration MD for the described events gives us a glimpse
about the size of Ubinas seismic activity. MD can be computed for example as follows:
MD = 2.75 log(τ)− 2.35 (7.1)
where τ is signal duration. This is the formula used for Mt. Vesuvius VT seismicity by the
V Vesuvius Volcanological observatory [Gruppo-Lavoro-Sismometria, 1981]. Accordingly,
VT events magnitude is in the range 0 − 2.9. A magnitude for long period and hybrid
events has not been defined. By using relation (7.1) we get a magnitude range of −0.7− 6
for low-frequency events. No location is available for the considered seismicity, which is
clearly dominated by low-frequency earthquakes (figure 7.3).
The seismic network encounter technical issues during the whole period of study, such
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Figure 7.3: Ubinas volcano seismic activity in the period 2006/05/23 - 2008/12/04. Solid
black line: cumulative number of earthquakes, including all types of event (Long Period,
hybrid and VT events); dashed black line: cumulative number of LP events; gray boxes:
seismic network interruption periods; thin red lines: explosion occurrences.
that 21 temporal gaps due to instrument functioning interruptions make discontinuous the
seismic catalog (figure 7.3).
7.4 Long Period seismicity patterns before explosions
As mentioned above, in the October 23 − 26, 2006 period, the highest rise of the
ash plume was reported [Smithsonian Institute, 2009]. Figure 7.4 shows the LP activity
recorded over the period October 21 − 29, 2006. The explosion occurring on October 23,
2006 is preceded by an about 6-hours long non-linear increase of LP activity, while the
October 26, 2006 explosion is characterized by a continuous acceleration of the LP rate
during about 3 hours before explosion onset (figure 7.4).
When stacking together the LP activity time series preceding all explosions recorded
on Ubinas volcano outside interruption periods of the seismic network, we observe an
average increase in the LP activity rate 2-3 hours before explosion onset (figure 7.5). This
average acceleration is recovered for all seismic recording periods (figure 7.5).
In order to draw the overall average pattern of LP activity prior to explosions, we
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Figure 7.4: Top: Evolution of LP earthquakes at Ubinas volcano between October 21 and
October 31 2006 (plain black line). Dashed lines indicate explosion occurrence times; gray
boxes denote zoom time windows displayed in the bottom figures. Bottom: close-up view
of the LP activity evolution prior to the two major explosions.
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Figure 7.5: LP earthquake rate preceding explosions at Ubinas volcano during. LP rate is
computed over 10 days before explosion occurrence for periods in which the seismic network
was functioning for more than 10 consecutive days. Thin gray lines: LP rate before each
explosion; thick black line with circles: LP event rate averaged over all explosions.
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compute the temporal correlations between LP and explosion events. The average rate
R(t) of LP earthquakes before explosions can be written as follows:
R(t) =
1
TNexpl
Nexpl∑
i=1
N∑
j=1
Θ(texpli − tLPj ∈ [t, t + T ]), (7.2)
where Nexpl is the number of explosions in the catalog, N is the number of LP earthquakes
in the catalog, T is the duration of the considered time interval, and Θ is a function such
that Θ(P ) = 1 if P is true, and 0 otherwise. For each time interval T , we only use
explosions that satisfy: texpli − T > tLPj .
As shown in figure 7.6 (left), we observe an acceleration of the average LP event
rate 0.1 days before an explosion onset. Being recovered during all seismic recording
periods (figure 7.5), such average acceleration is not driven by a single episode pattern.
LP earthquake rate preceding and following explosions is computed over a period whose
duration is equal to the mean repose period between subsequent explosions, i.e. ∼ 10 days.
The LP rate accelerating pattern is stable when testing its dependence on the energy of
the considered explosion. To do this, we divide the explosion dataset into two categories
based on their explosive energy. The energy is a ”duration” energy, i.e. it is calculated as
the seismogram signal duration measured between the explosion onset and the time where
the signal to noise ratio is 1. We define as ”low energy” those explosions whose duration
is less than 50 s, and ”high energy” those whose duration is more than 50 s. LP rate can
be computed for 140 explosions, 96 of which are classified as ”low energy” and 44 as ”high
energy” explosions. Larger energy explosions are preceded by larger increases of LP rate,
and steeper slopes of the accelerating LP rate towards explosion time (figure 7.6).
The decay of LP rate at very short times before an explosion (i.e. < 10−3 days)
may be related to inaccuracy of the explosion time, to possible incompleteness of the LP
catalog very close to the explosion onset, or to the presence of tremor which prevents from
distinguishing individual events.
In order to test whether LP acceleration preceding explosions does not simply arise
from a statistical clustering of LP activity, we compute the average rate of LP events
preceding and following another LP earthquake occurring later than 10 days after the
beginning of the catalog, and earlier than 10 days before the end of the catalog (figure
7.6). As shown in figure 7.6, clustering of LP events is not negligible and, even if the LP
rate is smaller for another LP event than for an explosion, LP time clustering is sufficiently
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Figure 7.6: LP earthquake rate as function of time preceding and following explosions
and other LP earthquakes: right and left plots, respectively. Gray scale is function of the
explosion energy; white dots curve: LP rate averaged over all the explosions; black dots
curve: LP rate for high-energy (i.e. duration > 50 s) explosions; gray dots curve: LP rate
for low-energy (i.e. duration < 50 s) explosions; black asterisk curve: LP rate preceding
and following another LP earthquake, left and right, respectively.
high to prevent one for arguing about an acceleration of LP activity before less energetic
explosions. In the following we focus therefore on the 44 larger explosions in the catalog.
To note the similarity of pattern shown by the average LP rate preceding explosions
and that preceding another LP event. This latter curve appears as a sort of continuum
extending to still lower energy explosions. It argues for some analogy in the origin of the
two processes.
It is also interesting to note that, at basaltic volcanoes, such an acceleration of seismic
activity preceding eruptions has been observed 10 to 15 days before the eruption onset only
when stacking several seismic time-series [Collombet et al., 2003; Chastin and Main, 2003;
Traversa et al., 2009-Chapter5]. This power-law accelerating phase has been identified as
the damage of the reservoir walls prior to the magma leak that initiates magma ascent
towards the surface [Collombet et al., 2003; Grasso and Zaliapin, 2004; Traversa et al.,
2009-Chapter5]. On the other hand, the seismicity immediately before (few hours) the
eruption onset on basaltic volcanoes, is characterized by a stationary rate of shallow Volcano
Tectonic (VT) events. Such a constant rate prevents any prediction of the time to eruption
during the dyke propagation phase using seismicity rate alone [Traversa and Grasso, 2009-
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Chapter2; Traversa et al., 2009-Chapter5].
7.5 Predictability of explosions from LP earthquake
rate on Ubinas volcano
The average acceleration of the LP earthquake rate preceding explosions on Ubinas
volcano we showed in the previous section makes us think about the possibility of predicting
the occurrence of an explosion few time in advance.
We follow a pattern recognition approach to predict extreme events in complex system
[see Keilis-Borok , 2002, for a review]. A precursory process Σ to an explosion is defined in
time as follows:
Σ(t, s) =
∑
i
Ni
s
(7.3)
where the functional Σ(t, s) is, in this case, the LP earthquake rate, and Ni is the number of
observed LP earthquakes in the time window [t−s, t], s being a numerical parameter. The
premonitory seismicity pattern Σ(t, s) is diagnosed by the condition Σ(t, s) ≥ CΣ, where
the threshold CΣ is chosen as a certain percentile of the functional Σ(t, s) distribution.
We use this technique to predict whether an explosion will occur within the subse-
quent time interval [t, t + ∆]. In the case Σ(t, s) ≥ CΣ, an alarm is declared for a time
interval ∆. The alarm is relieved either, after an explosion occur, or the time ∆ expires,
any of the two comes first [Grasso and Zaliapin, 2004].
Analogously to Grasso and Zaliapin [2004], our prediction scheme depends on three
parameters: the duration of the time window s, the threshold CΣ, and the duration ∆
of the alarm. The quality of this kind of prediction can be evaluated by using ”error
diagrams”, introduced in seismology by Kagan and Knopoff [1987] and Molchan [1997].
Error diagrams show the trade-off between different outcomes of a prediction. In this
retrospective analysis, we continuously compute the seismicity rate over windows of a
given duration s, declare an alarm when the functional Σ(t, s) exceeds the threshold CΣ,
and count the prediction outcomes (figure 7.7).
Over a number A of alarms issued, Af happen to be false, Ne explosions occur,
of which As are successfully predicted, and Am are missed (figure 7.7). Altogether, the
alarms issued cover a time D. Performance of the algorithm is characterized by three
dimensionless parameters. The total relative duration of alarm τ = D/T , where T is the
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overall considered period; the rate of failures to predict fp = Af/Ne; and the rate of false
alarms fa = As/A. The values of τ , fp and fa are then reported on the error diagrams,
which allow to quantify the goodness of a given prediction (figure 7.8) that depends on the
three parameters s, CΣ and ∆. Each point on the graph, thus, tells the reader successes
and failures of a three-parameter prediction algorithm. The rise of the threshold CΣ, for
example, reduces the number of issued alarms, but may increase the number fp of failures to
predict. Rising the duration ∆ of the alarm time window, on the other hand, will increase
the relative duration τ of issued alarms, but reduce the number of failures to predict.
Following the results shown in figures 7.5 and 7.6, the parameters tested in this work
are varied as follows: 0.005 < s < 0.1 days, 50 < CΣ < 400 events per s days, 0.01 < ∆ < 1
day. The results are stable no matter the chosen parameter values within these intervals.
As illustrated in the error diagram (figure 7.8, left), the prediction algorithm is validated,
i.e. its performance is better than the random guess during all the periods in which the
Ubinas seismic network is working. Error diagram in figure 7.8 (right) allows to evaluate
the counterpart of our prediction scheme, i.e. the amount of false alarms that the prediction
algorithm would have issued for each parameter combination. To show it clearer, we isolate
the error diagrams for the October 5, 2006 to February 9, 2007 period (figure 7.9). Here we
are able for example to predict 63% of the largest explosions with 17% of the time of alarm
activated (point A on figure 7.9, left). This correspond to a 58% of false alarm (figure 7.9,
right). By increasing the duration of the time covered by an alarm (e.g. to 20%) we can
predict a higher percentage of explosions (i.e. 75%), but the amount of false alarms rise
drastically to 80%.
Grasso and Zaliapin [2004] predict 65% of Piton de la Fournaise eruptions with 20% of
the time covered by alarms. They use 5 day window for computing the Volcano-Tectonic
seismicity rate and declare alarms during 5 days. This leads however to a 90% of false
alarms. Similarly, Mulargia et al. [1991, 1992], using regional seismicity in a 120 km radius
around Etna volcano, predicts 50% of Etna eruptions (i.e. 80% of the 11 flank eruptions)
in the 1974-1990 period. None of the summit eruptions can be however predicted. On
Ubinas volcano, the 63% of the largest explosions predicted with 17% of the time covered
by an alarm, face to a 58% of false alarm, argues for the LP seismicity rate to be a ”better”
precursor to explosions on andesitic volcanoes than the VT seismicity rate to effusive
eruptions on basaltic volcanoes [Mulargia et al., 1991, 1992; Grasso and Zaliapin, 2004].
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Figure 7.7: Prediction scheme and prediction outcomes, modified from Keilis-Borok [2002]
and Grasso and Zaliapin [2004].
Figure 7.8: Error diagrams for prediction evaluation, exploration of the space parameters.
The three parameters are varied as follows: 0.005 < s < 0.1 days, 200 < CΣ < 400 events
per s days, 0.01 < ∆ < 1 day. Left: fraction of failures to predict as a function of alarm
duration. The diagonal line corresponds to a random prediction. Deviations fro this line
depict predictive power of the considered functional, i.e. the LP earthquake rate. Right:
fraction of false alarms as a function of alarm duration.
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Figure 7.9: Error diagrams related to different combination of prediction parameters during
the period October 5, 2006 - February 9, 2007. parameters are varied as follows: 0.005 <
s < 0.1 days, 200 < CΣ < 400 events per s days, 0.01 < ∆ < 1 day. s = 0.03 days. Left:
fraction of false alarms as a function of alarm duration. The diagonal line corresponds
to a random prediction. Deviations fro this line depict predictive power of the considered
functional, i.e. the LP earthquake rate. Right: fraction of false alarms as a function of
alarm duration. Point A on the diagrams indicates a parameter combination allowing to
predict 63% of Ubinas explosions with 17% of time covered by alarm and a 58% of issued
alarms resulting false.
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7.6 Discussion and conclusions
Observations of Long Period seismicity prior to explosions on Ubinas volcano show
an accelerating pattern of the event rate toward explosion occurrence. This observation
supports the hypothesis of LP events to be an indicator for a ”charging mechanism”within
a pressurized magmatic system. It highlights the significance of this type of seismic activity
in the understandings of volcano dynamics. We test this observed pattern against a possible
statistical tendency of LP events to cluster in time around another LP event. This allows
us to validate the LP rate acceleration towards an explosion as significant only prior higher
energy explosions (i.e. explosions characterized by a signal duration larger than 50 s).
It questions for the possibility that the more the incoming explosion will be violent, the
higher the LP seismicity rate will rise prior to explosion onset. This would imply a larger
predictability for stronger than weaker explosions on Ubinas volcano. The continuum the
LP rate behavior prior to an explosion and prior to another LP event form, however,
questions about a possible common source mechanism for the two phenomena.
At silicic volcanoes LP events and tremor are found to share common spectral char-
acteristics [Chouet , 1996; Neuberg et al., 2000], and likely the same source process [e.g.
Neuberg et al., 2000; Neuberg and Pointer , 2000]. Accordingly, since it may mask the ac-
celeration of LP events prior to an explosion at Ubinas volcano, the occurrence of tremor
is noise when aiming at explosion forecasting.
On these basis we build a forecasting algorithm based on pattern recognition which
uses LP event rate prior to explosion as the precursor. The prediction scheme relies on
three parameters, the duration of the time window s used to compute the LP rate, the
threshold value CΣ whose exceeding causes an alarm to be activated, and the duration of
the alarm window ∆. Reporting the results of the prediction algorithm on error diagrams
allows us to estimate the goodness of the prediction for each combination of the three
parameters. We show that the prediction results are stable and the forecasting algorithm
validated, i.e. its performance is better than the random guess.
In order to improve on the prediction ability of the proposed algorithm, a statistic
analysis on the temporal distribution patterns of explosion occurrence should be carried
out. This will allow to identify a priori possible periodicities in the occurrence of explosions.
During the 2006-2008 period, however, this is impossible due to the frequent interruptions
of the seismic monitoring network.
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LP seismicity is thought to be originated within the fluid, and therefore to be rep-
resentative of the pressurization state of the volcano plumbing system, the state of the
fluid, and the interactions between the fluid and the rock matrix [e.g. Chouet , 1996; Neu-
berg et al., 1998; Neuberg , 2000; Chouet , 2003; Sparks, 2003; OaˆA˘Z´Brien and Bean, 2004;
Lokmer et al., 2007]. LP earthquakes are generally observed to occur in swarms, within
which families of events with similar waveform have been recognized [e.g. Chouet , 1996;
Neuberg , 2000; Neuberg et al., 2006; Lokmer et al., 2007; Saccorotti et al., 2007]. This
points to a repeatable, non-destructive source mechanism at a fixed location [e.g. Chouet ,
1996; Neuberg , 2000; Saccorotti et al., 2007].
Although the triggering mechanism of LP earthquakes is still debated, source models
proposed for this type of events involve the resonance (i.e. harmonic oscillation) and the
transport of fluid in a cavity within a magmatic or a hydrothermal system [e.g. Chouet ,
1988, 1996; Neuberg , 2000; Neuberg et al., 2000; Cusano et al., 2008]. The low-frequency
content of LP events has made many authors suggest they originate at the interface between
the fluid and the surrounding rock [e.g. Chouet , 1988; Neuberg , 2000; Neuberg et al., 2000;
Saccorotti et al., 2007]. Most of the seismic energy is trapped in the fluid-filled conduit,
leading to resonance, and only a part propagates through the solid medium and is recorded
by the seismic network [e.g. Neuberg et al., 2006].
The triggering mechanisms that have been proposed in literature to kick-start the
resonance include magma flow instabilities [Julian, 1994], magma-water interactions [Zi-
manowski , 1998], pressure drops (as ash venting or degassing events) [e.g. Johnson and
Lees , 2000; Neuberg , 2000], and periodic release of gas-ash mixtures into open cracks
[Molina et al., 2004]. These latter mechanisms would imply a significant increase of gas
emissions prior to explosions. A correlation between gas emissions and explosions is indeed
observed on Ubinas volcano [Macedo et al., 2009]. Combination of seismic and geochemical
monitoring may thus allow to improve prediction on Ubinas explosion occurrence.
Recently, a quite revolutionary triggering mechanism has been proposed for the gen-
eration of LP seismicity. It involves the seismogenic fracture of magma [Goto, 1999; Tuffen
et al., 2003; Neuberg et al., 2006; Gonnermann and Manga, 2003; Tuffen et al., 2008]. Brit-
tle failure of fluid silicic magmas has been suggested to occur when the product of magma
viscosity and strain rate exceeds a certain threshold [Goto, 1999]. Gas exolution induces
increases of magma viscosity and liquidus temperature. As a consequence, magma crystal-
lization is promoted. The existence of crystals, in turn, heightens the strain rate of the melt,
216
Explosion Forecasting at Ubinas Volcano
and generates yield strength (which heightens the strain rate at a macro-scale) [Goto, 1999;
Melnik and Sparks, 1999]. In this framework, brittle failure of high temperature magma
can occur near the conduit walls, where flow takes place [Goto, 1999], i.e. stick-slip of
magma at the conduit wall. Field evidence for brittle fracture of high temperature, high
viscosity magma has been reported by Tuffen et al. [2003] at Torfajo¨kull volcano (Iceland).
The authors suggest observations of tuffisite veins are the trace of shallow, repeated cycles
of fracture and healing of high viscosity magma. Tuffen et al. [2003] suggest these repeated
fractures of the same magma body responding to stress accumulations are the rechargeable
trigger mechanism for the observed low frequency seismicity. They demonstrate that such
cycles result in a repeated stress built-up with minimum repeat times of the order of few
seconds, which agrees with the occurrence frequency of LP events.
Such an evidence poses the basis for agreement between the models supporting LP
to be generated within the fluid, and the work of Harrington and Brodsky [2007], who
demonstrate, through source inversion, that observed low-frequency signals can be ex-
plained simply by brittle-failure combined with path effects and low rupture velocities.
The idea of LP to be brittle fracture signals is also supported by the scale invariance we
observe when considering LP event size, as computed by event duration (figure 7.10). This
event size distribution is the known Gutenberg-Richter law characterizing brittle failures
(e.g. tectonic, volcano tectonic, micro-cracking). It may also explain the fact that LP
rate preceding another LP event shows the same pattern as LP rate preceding explosions
(figure 7.6). The slope of the LP rate acceleration appears to be related to the energy
of the impending explosion, with stronger acceleration prior to higher energy explosions.
Accordingly, the slope of LP rate increase before another LP event looks as a continuum
from higher to weaker energy explosions.
On these bases, and on seismic observations at Soufriere Hills (Montserrat), Neu-
berg et al. [2006] propose a conceptual model for LP seismicity triggered by brittle failure
of rising magma in the glass transition, where the shear stress exceeds a critical value.
The trigger position remains at the same depth, and the seismic energy is trapped into a
resonator, forming the low-frequency coda of observed signals.
Gonnermann and Manga [2003] draw on this idea of shear fracture of the melt to
demonstrate that this shear-induced fragmentation, by allowing for degassing via increased
permeability at the conduit wall, may reduce the dynamic pressures in the conduit, and
therefore reduce the likelihood for explosive behavior. This idea is supported by the corre-
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Figure 7.10: Duration magnitude MD frequency distribution for low-frequency events
recorded on Ubinas volcano in the period 2006-2008. MD is computed as: MD =
2.75(T ) − 2.35, where T is the signal duration. This formula is used to compute VT
earthquake magnitude at Vesuvius volcano [Gruppo - Lavoro - Sismometria].
lation observed on Ubinas volcano between gas emission bursts and LP event occurrence
[Macedo et al., 2009].
Tuffen et al. [2008], through acoustic emissions recorded during experimental defor-
mation of silica-rich magmas under simulated volcanic conditions, bring new evidence for
seismogenic fracture of high-temperature magma during ascent in the shallow conduit.
All these suggest a sort of common mechanism responsible for low-frequency earth-
quake and explosion generation, i.e. brittle damage of lava. In the first case, bubble growth
induce pressure increase in the magma conduit, face to an increase of viscosity and strain
rate in the rising magma. When the shear stress at the conduit walls exceeds a critical
value, magma cyclingly fractures and heals, generating low-frequency events. As bubbles
grow more and more, however, fragmentation leads to the explosive behavior. The de-
gassing possibly resulting from shear-fracture of magma a the conduit walls, may delay the
explosion occurrence by partly relaxing the overpressure.
In this framework, cycles of magma shear-fracturing may be indicative of pressur-
ization processes within the conduit, which periodically relaxes through LP earthquake
production. Eventually, rising growing bubbles may be too large and a fragmentation over
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the whole conduit may occur, which causes the explosion.
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General Conclusions
The study of volcano seismicity recorded on volcano surface during different phases
of volcanic activity has enabled us to pursue a double objective. On one hand to shed
light on the physics driving underlying active magma processes, as tracked by seismicity.
On the other hand to explore and quantify the mechanisms that govern the generation of
seismic events as the result of (i) the perturbation induced by the volcano forcing, and (ii)
the earthquake interactions.
We have used temporal patterns of seismic occurrence to derive physical and me-
chanical implications about the active volcano process. We have investigated the role of
earthquake triggers during different phases of volcanic activity from both, a deterministic
(i.e. a stress triggering model) and a stochastic (i.e. a point process cascading model)
points of view (Chapters 4 and 6). Results have been compared to the behavior we expect
for the ”classic” tectonic activity case. Accordingly, this work has explored the origins
of the peculiarities shown by seismicity triggered by volcano processes when compared to
ordinary tectonic seismicity.
We have used the brittle response (i.e. Volcano Tectonic (VT) seismicity) of the solid
matrix during different phases of volcanic activity as a sensor that allows to capture the
physics governing underlying magmatic processes (Chapters 2, 3, 4 and 5). In this frame-
work, we are interested in identifying the fraction of recorded seismicity that is directly
driven by a given active magma process over the fraction issued from earthquake interac-
tions (Chapters 4 and 6). This latter is noise that prevents us from a direct mapping of
the seismicity rate onto the volcano processes.
Brittle damage recorded at basaltic volcanoes allows to separate three phases describ-
ing the reservoir dynamics leading to an eruption (Chapters 2 and 5). An exponentially
accelerating VT seismicity is interpreted as the long-term (years) replenishment of the stor-
age area (the reservoir feeding phase). An average power law increase of the VT seismicity
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rate 1-2 weeks before an eruption is identified as the damage of the reservoir walls prior
to magma leak (reservoir leak phase). During the ultimate phase (hours) prior to eruption
onset, the stationary rate of shallow VT events is associated with the dyke propagation
phase. The seismicity rate during this last phase before an eruption sharply gets 2-3 orders
of magnitude larger than during the previous two phases. It question for the first two
phases to be associated to a higher ductility medium when compared to the more brittle
shallow edifice.
The stationary rate observed during dyke intrusions at basaltic volcanoes prevents
for making any prediction on eruption time using seismicity alone (Chapter 2). This is not
any more the case when looking at the very last phase before an explosion on andesitic
volcanoes, where an acceleration of Long Period (LP) earthquakes few hours before an
explosion is recovered on Ubinas volcanoes in the period 2006-2008 (Chapter 7). It has
allowed us to set up a forecasting algorithm able to send an alarm on explosion occurrence
few hours in advance.
After having defined clear and recurrent seismicity patterns associated to isolated
phases of magmatic activity at basaltic volcanoes (Chapter 4), we have focused on the
very last phase before an eruption, i.e. the dyke intrusion. The stationarity we have
observed for both, VT seismicity and seismic energy release rates argues for the intrusion
to be a steady state brittle creep process (Chapter 2). It suggests that the seismic response
of the shallow edifice to a magmatic intrusion is independent of the intrusion scale and
deaf to both, geometric and mechanic heterogeneities of the dyke propagation. We have
not resolved any cascading process within this strain driven system. It contrasts with clear
earthquake interactions (i.e. the Omori’s law following a mainshock) observed away from
intrusions (Chapter 6). Such behavior has lighted on the seducing idea of a seismicity
directly driven by the magma process accompanying the intrusive process.
Observations of rate stationarity, despite possible variations of the dyke tip velocity,
are associated to (i) a frequent lack of clear and monotonic hypocenter migration following
dyke propagation, (ii) backward event locations with respect to the dyke tip and (iii) event
mechanisms that cannot be associated to tensile mode I fracture. Most of the seismicity
contemporary to dyke propagation is in fact diffuse within the edifice and its triggering
mechanism is typical of shear brittle fracture (Chapter 2 and 3). All these suggest that the
seismicity accompanying dyke intrusion does not directly map the propagating dyke tip,
but is instead the response of the volcano edifice to the volumetric deformation induced by
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the magma intruding the solid matrix. In this framework, the stationary seismicity rate
characteristic of dyke propagation at basaltic volcanoes, is a proxy for a constant flow rate
of magma entering the dyke in the unit time (Chapters 2 and 3).
Using a two-phase dyke propagation numerical model we have explored both, under
which geophysical conditions a rising dyke is fed at constant flow rate of magma, and
the dyke propagation patterns (Chapter 3). We have demonstrated that dyke tip velocity
depends on dyke size and dyke growth evolution. Then, while the propagation velocity
varies of one order of magnitude between the vertical and lateral propagation phases (as
commonly observed at basaltic volcanoes), the flux of magma can remain constant all
along the propagation. It supports the idea of a direct scaling between the magma flux
intruding the solid matrix and the observed VT seismicity rate, while it rejects a direct
scaling between the seismicity rate and the dyke propagation velocity.
In agreement with fluid dynamics laws, the constant magma flux can be sustained
by either, constant or slightly variable overpressure at the dyke inlet. This result demon-
strates that the two apparently competing boundary conditions that have been proposed
in literature for dyke propagation modeling (i.e. of a constant influx and of a constant
overpressure at the dyke inlet) can co-exist and are not mutually excluding. We have
demonstrated that only a magma reservoir with sufficiently small initial overpressure and
sufficiently large volume is able to sustain a dyke injection fed at constant flux (Chapter
3).
The fact that the volume change induced by the intruding magma in the unit time
scales with the observed seismicity rate supports that the stressing rate governs the seismic-
ity associated with the intrusive process (Chapter 4). Assuming a simple Coulomb stress
model for earthquakes and a rate and state dependent friction law, we have used observed
seismicity during the 2000 Izu Island volcanic-induced seismic swarm to quantify the stress
history to which the system is subject, i.e. the forcing represented by the intrusion. The
stress perturbation induced by an intruding dyke can be described by a long-lasting and
temporally evolving stressing rate change forced on the system. Accordingly, the intrusion
can be assimilated to a sort of ”60-day-long-lasting” silent earthquake, in contrast with
the sudden stress step induced by the coseismic slip at the time of earthquake occurrence.
The continuously active forcing induces a sort of damped behavior in the system, in which
seismic occurrence is continuously supported by the stress perturbation. True relaxation
of the system is therefore prevented until the forcing vanishes. At this very moment the
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system, oblivious of the process that has perturbed it, relax in an Omori’s law style, simply
responding to the vanishing of the stress perturbation. In this sense, the only difference
between a mainshock-aftershock style and a volcanic swarm systems, lies on the duration
of the forcing imposed to the system (Chapter 4). The exploration of the 2000 Izu seismic
swarm has also allowed to investigate the spatio-temporal characteristics of the seismicity
induced by such a long lasting forcing, and to compare them with the patterns we would
have expected for the seismicity induced by a large mainshock occurrence at tectonic en-
vironments (Chapter 4).
As mentioned above, when using temporal patterns of earthquake occurrence during
dyke propagation at different basaltic volcanoes, we have recovered a constant seismicity
rate within which no Omori’s law like pattern could be resolved. We have been tempted
to conclude that all the observed seismicity were generated by the intrusion, while the
strong forcing rate acting during this phase did not allow for stresses to redistribute and
for aftershocks cascades to develop following each shock (Chapter 2). Actually, this missing
mainshock-aftershock pattern we have noticed during dyke intrusions, is not a sufficient
condition to assert a lack of earthquake-interaction-induced events and a consequent com-
plete control of the intrusion on the generated seismicity. Statistics of interevent times
between subsequent events and the other available declustering techniques, however have
demonstrated to be ineffective for seismic time series contemporary to dyke intrusions
(Chapter 6). This has prevented us from quantifying the correlated fraction of seismicity
(i.e. the part generated by earthquake interaction) versus the uncorrelated one (i.e. the
part generate by the volcano forcing).
When using statistics of interevent times to explore the mechanisms governing earth-
quake interactions for different phases of volcanic activity we have realized, however, that
the apparently lost interaction between earthquakes for the intrusion case, is due to an
overlapping of aftershock sequences that masks the existence of clusters of correlated seis-
micity (Chapter 6). The high forcing rate acting during a dyke intrusion is responsible for
a corresponding increase in the background seismicity rate. The time separating Poisson
uncorrelated events becomes therefore comparable to the waiting time between subsequent
events within Omori clustered sequences. These sequences of correlated events therefore
overlap, and events of the considered time series result completely uncorrelated.
When using the rate and state formulation for the 2000 Izu Island dyke-induced
swarm, we quantify a 30% of the recorded seismicity to be directly driven by the dyke
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intrusion (Chapter 4). This result conflicts with the previous observation of seismicity
becoming more and more uncorrelated as the the background seismicity rate increases
(Chapter 6). It argues for correlated sequences of events generated by earthquake interac-
tion mechanisms to be hidden behind the stationary seismicity rate induced by a strong
forcing rate. In this sense the uncorrelated part of seismicity in a point process model for
seismicity is not any more representative of the events directly driven by the external forc-
ing when such a forcing is ”too strong”, i.e. it induces a background seismicity rate whose
recurrence time is comparable with that of the cluster of events following a mainshock.
In this framework, such sequences are not recoverable when considering the seismic time
series as a point process composed of an uncorrelated and a correlated part of seismicity
(Chapter 4). It explains the reason why available declustering techniques fail in quantifying
these two quantities when a strong external forcing is acting on the system.
Future research directions should be oriented towards the definition of a way to trace
the external forcing as tracked by background seismicity even when individual seismic
sequences overlap. This would be essential for statistical studies of seismic time series
when no information is available on the host rock properties or the regional stress field
characteristics. Adaptation of existing declustering techniques for non-stationary seismic
time series, moreover, will improve on the understandings of seismic swarms in general.
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Conclusions Ge´ne´rales
L’e´tude de la sismicite´ volcanique enregistre´e a` la surface de plusieurs volcans pendant
des phases diverses de l’activite´ volcanique nous a permis de poursuivre un double objectif.
D’un cote´ d’utiliser la sismicite´ pour e´claircir et approfondir les connaissances sur la physique
qui gouverne les processus magmatiques actifs. D’un autre cote´ d’explorer et de quantifier
les me´canismes qui gouvernent la ge´ne´ration des e´ve´nements sismiques qui est le re´sultat de
(i) la perturbation induite par le forc¸age volcanique, et (ii) les interactions entre les se´ismes.
Nous avons utilise´ les motifs temporels d’occurrence sismique afin de de´river des implications
physiques et me´caniques concernant le processus volcanique actif. Nous avons investigue´ le
roˆle joue´ par l’interaction entre les se´ismes dans le de´clenchement de l’activite´ sismique pen-
dant plusieurs phases de l’activite´ volcanique en utilisant deux points de vue : le de´terministe
(un mode`le de de´clenchement par changement de contrainte) et le stochastique (un mode`le
de de´clenchement en cascade) - chapitres 4 et 6. Les re´sultats ont e´te´ compare´s avec le com-
portement attendu pour le cas de l’activite´ tectonique ”classique”. Dans ce sens, ce travail a
explore´ les origines de la particularite´ qui caracte´rise la sismicite´ de´clenche´e par des processus
volcaniques par rapport a` la sismicite´ tectonique ordinaire. Nous avons utilise´ la re´ponse fragile
(c’est a` dire la sismicite´ Volcano Tectonique - VT) de l’encaissant pendant plusieurs phases de
l’activite´ volcanique comme un senseur qui nous permet de ”capturer”la physique qui gouverne
les processus magmatiques qui agissent en profondeur - Chapitres 2, 3, 4 et 5. Dans ce cadre,
nous sommes inte´resse´s a` distinguer la fraction de sismicite´ enregistre´e qui est gouverne´e directe-
ment par un certain processus magmatique actif de celle qui est lie´e aux interactions entre les
se´ismes - Chapitres 4 et 6. Ce dernier repre´sente pour nous du bruit qui nous empeˆche d’e´tablir
une relation directe entre le taux de sismicite´ et le processus volcanique. L’endommagement en-
registre´ aux volcans basaltiques nous permet de se´parer trois phases qui de´crivent la dynamique
du re´servoir qui me`ne a` une e´ruption - Chapitres 2 et 5. Une acce´le´ration exponentielle de
la sismicite´ VT est interpre´te´e comme le remplissage de l’aire de stockage a` longue e´chelle
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(anne´es): l’alimentation du re´servoir. Une augmentation moyenne en loi de puissance du taux
de sismicite´ VT 1-2 semaines avant l’e´ruption est associe´e avec l’endommagement des parois
du re´servoir avant la fuite de magma (fracturation du re´servoir). Pendant la dernie`re phase
(heures) avant le de´but de l’e´ruption, le taux stationnaire d’e´ve´nements VT superficiels est as-
socie´ avec la phase de propagation du dyke. Le taux de sismicite´ pendant cette dernie`re phase
avant une e´ruption de´passe brusquement de 2-3 ordres de grandeur celui qui accompagne les
deux phases pre´ce´dentes. Cela pose des questions sur le fait que les premie`res deux phases
soient associe´es a` un milieu plus ductile par rapport a` l’e´difice superficiel. Le taux stationnaire
observe´ pendant les intrusions aux volcans basaltiques empeˆche toute pre´diction du moment de
l’e´ruption a` partir des seules donne´es de sismicite´ - Chapitre 2. Cela n’est plus le cas quand l’on
conside`re la toute dernie`re phase qui pre´ce`de une explosion sur un volcan ande´sitique. Pour
le volcan de l’Ubinas (Pe´rou), en effet, nous observons une acce´le´ration du taux d’e´ve´nements
Longue Pe´riode (LP) quelques heures avant l’explosion sur la pe´riode 2006-2008 - Chapitre
7. Cela nous a permis de concevoir un algorithme de pre´diction capable d’envoyer une alerte
quelques heures en avance par rapport a` l’occurrence d’une explosion. Apre`s avoir de´fini des
motifs de sismicite´ claires et re´currents associe´s a` des phases isole´es d’activite´ magmatique sur
des volcans basaltiques (Chapitre 4), nous avons concentre´ notre attention sur la toute dernie`re
phase pre´ce´dente une e´ruption, c’est a` dire l’intrusion du dyke. Nous avons observe´ que la sis-
micite´ VT et l’e´nergie sismique relaˆche´e suivent un re´gime stationnaire au cours du temps. Cela
sugge`re que l’intrusion est un processus de fluage fragile de type ”Steady State” (Chapitre 2).
De plus, la re´ponse sismique de la partie superficielle de l’e´difice volcanique est inde´pendante de
l’e´chelle de l’intrusion et sourde envers les he´te´roge´ne´ite´s ge´ome´triques et me´caniques lie´es a` la
propagation du dyke. Dans le cadre de ce processus gouverne´ par la de´formation, nous n’avons
pas re´solu de processus en cascade. Cela contraste avec les interactions entre les se´ismes (c’est
a` dire la loi d’Omori qui suit l’occurrence d’un choc principal) clairement observe´es en dehors
des phases intrusives (Chapitre 6). Ce comportement nous a inspire´ la se´duisante ide´e d’une
sismicite´ gouverne´e directement par le processus magmatique qui accompagne l’intrusion. Les
observations du taux de sismicite´ stationnaire, en de´pit de possibles variations de la vitesse de
la pointe du dyke, sont associe´es a` (i) un manque fre´quent de migration des hypocentres claire
et monotonique avec la propagation du dyke, (ii) des localisations d’e´ve´nements en arrie`re par
rapport a` la pointe du dyke, et (iii) des me´canismes au foyer qui ne peuvent pas eˆtre associe´s
``a de la fracture en mode I (c’est a` dire en traction). La plus grande partie de la sismicite´
contemporaine a` la propagation du dyke est par contre diffuse a` l’inte´rieur de l’e´difice, et son
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me´canisme focal est typique de la fracture en cisaillement (Chapitre 2 et 3). Tout cela sugge`re
que la sismicite´ qui accompagne l’intrusion d’un dyke ne refle`te pas directement la position de
la pointe du dyke qui se propage, mais elle est plutoˆt la re´ponse de l’e´difice volcanique a` la
de´formation volume´trique induite par le magma qui s’introduit dans la matrice solide. Dans ce
cadre, le taux de sismicite´ stationnaire qui caracte´rise la propagation des dykes sur les volcans
basaltiques, implique en quelque sorte un de´bit de magma constant qui entre dans le dyke dans
l’unite´ de temps (Chapitres 2 et 3). Graˆce a` un mode`le nume´rique de propagation de dyke en
deux phases, nous avons explore´ sous quelles conditions ge´ophysiques un dyke qui remonte vers
la surface peut eˆtre alimente´ a` flux de magma constant, et quels sont les motifs caracte´ristique
de la propagation du dyke (Chapitre 3). Nous avons de´montre´ que la vitesse de la pointe du
dyke de´pend de la taille et de l’e´volution de la croissance du dyke. Alors, au meˆme temps que la
vitesse de propagation varie d’un ordre de grandeur entre les phases de propagation verticale et
late´rale (comme il est fre´quemment observe´ sur des volcans basaltiques), le flux de magma peut
rester constant tout le long de la propagation. Cela sugge`re qu’il existe une proportionnalite´
directe entre le flux de magma qui s’introduit dans la matrice solide et le taux d’e´ve´nements
VT observe´. D’un autre cote´, cela rejette l’hypothe`se d’une proportionnalite´ directe entre le
taux de sismicite´ et la vitesse de propagation du dyke. En accord avec les lois de la dynamique
des fluides, le de´bit constant de magma peut eˆre soutenu par une surpression constante ou
faiblement variable a` l’entre´e du dyke. Ce re´sultat de´montre que les deux conditions limite
propose´es en litte´rature pour mode´liser la propagation des dykes (c’est a` dire de flux constant
de magma et de surpression constante a` l’entre´e du dyke), qui apparaissent en compe´tition l’une
avec l’autre, peuvent co-exister et ne sont pas exclusives l’une par rapport a` l’autre. Nous avons
de´montre´ que seulement un re´servoir caracte´rise´ par une surpression initiale suffisamment petite
et un volume suffisamment large, est capable de soutenir l’injection d’un dyke alimente´ a` flux
constant (Chapitre 3). Le fait que le changement de volume induit par le magma introduit dans
l’e´difice dans l’unite´ de temps est proportionnel au taux de sismicite´ observe´, sugge`re que le
taux de contrainte dirige la sismicite´ associe´e au processus intrusif (Chapitre 4). Si l’on assume
un simple mode`le de contrainte de Coulomb pour les se´ismes, et une loi de friction du type
”Rate-and-State”, nous pouvons utiliser la sismicite´ observe´e pendant l’essaim sismique d’origine
volcanique enregistre´ en 2000 aux ıˆles Izu (Japon) pour retracer quantitativement l’histoire de
contrainte a` laquelle le syste`me est soumis, c’est a` dire le forc¸age repre´sente´ par l’intrusion.
La perturbation de contrainte induite par un dyke qui s’introduit dans l’e´difice volcanique peut
eˆtre de´crite par un changement de taux de contrainte de longue dure´e qui e´volue dans le temps
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force´ sur le syste`me. Dans cette optique, l’intrusion peut eˆtre assimile´e a` une sorte de se´isme
silencieux d’une dure´e de 60 jours. Cela en contraste avec le changement de contrainte brusque
induit par le glissement co-sismique a` l’instant ou` un se´isme se produit. Ce forc¸age qui agit
de manie`re continue induit une sorte de comportement amorti du syste`me, ou` la production
des se´ismes est continuellement alimente´e par la perturbation de contrainte. La vraie relax-
ation du syste`me est donc empeˆche´e jusqu’au moment ou` le forc¸age externe s’e´vanoui. C’est
a` ce moment que le syste`me, oublieux du processus qui vient de le perturber, se relaxe selon
la loi d’Omori, c’est a` dire qu’il re´pond simplement a` l’e´vanouissement de la perturbation de
contrainte. Dans ce sens, la seule diffe´rence entre un syste`me caracte´rise´ par un style choc
principal - re´pliques et un essaim volcanique re´side sur la dure´e du forc¸age impose´ au syste`me
(Chapitre 4). Comme nous l’avons mentionne´ pre´ce´demment, les motifs temporels d’occurrence
de se´ismes pendant la propagation de dyke sur diffe´rents volcans basaltiques sont indicateurs
d’un taux de sismicite´ constant au sein duquel nous n’avons pas pu retrouver le style d’Omori
classique. Nous avons e´te´ tente´s de conclure que toute la sismicite´ observe´e e´tait ge´ne´re´e par
l’intrusion, alors que le fort taux de forc¸age actif pendant cette phase ne permettrait pas aux
contraintes de se redistribuer et a` la cascade de re´pliques de se de´velopper suite a` l’occurrence
d’un choc (Chapitre 2). En re´alite´, ce manque de motif choc principale-re´pliques que nous
avons observe´ pendant l’intrusion de dyke ce n’est pas une condition suffisante pour conclure
un manque d’e´ve´nements induits par interaction entre se´ismes et donc un controˆle complet de
l’intrusion sur la sismicite´ ge´ne´re´e. Qui plus est, l’e´tude des statistiques des temps d’attente
entre se´ismes qui se suivent et les autres techniques de declustering disponibles se sont de´mon-
tre´es inefficaces si applique´es aux se´ries temporelles de sismicite´ contemporaines aux intrusions
de dykes (Chapitre 6). Ces techniques ont e´choue´ afin de quantifier les fractions de sismicite´
corre´le´e (c’est a` dire la part ge´ne´re´e par l’interaction entre les se´ismes) et decorre´le´e (c’est a`
dire la partie induite par le forc¸age volcanique). Ensuite nous avons utilise´ les statistiques des
temps d’attente entre se´ismes conse´cutifs avec le but d’explorer les me´canismes qui gouvernent
les interactions entre les se´ismes pendant diffe´rentes phases de l’activite´ volcanique. C’est a`
ce point que nous avons re´alise´ que la perte apparente d’interaction entre les se´ismes qui car-
acte´rise la phase intrusive, est due en re´alite´ a` une superposition des se´quences de re´pliques
qui masque les ”clusters” de sismicite´ corre´le´e (Chapitre 6). Le taux de forc¸age tre`s e´leve´ qui
caracte´rise l’intrusion d’un dyke est responsable de l’augmentation du taux de sismicite´ de fond.
Le temps qui se´pare les e´ve´nements Poissoniens decorre´le´s devient alors comparable aux temps
d’attente entre e´ve´nements conse´cutifs au sein des se´quences d ’e´ve´nements corre´le´s d’Omori.
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Ces d’e´ve´nements corre´le´s, partie d’une se´quence, donc, se superposent, et les e´ve´nements des
se´ries temporelles conside´re´es apparaissent comple`tement decorre´le´s. En appliquant une formu-
lation du type ”Rate and State ”lors de l’essaim sismique de´clenche´ par la gigantesque intrusion
de dyke qui s’est produite en 2000 aux ıˆles Izu (Japon), nous avons quantifie´ un 30% de sismic-
ite´ directement dirige´e par le dyke en intrusion (Chapitre 4). Ce re´sultat est en opposition avec
la pre´ce´dente observation d’une sismicite´ de plus en plus decorre´le´e au fur et a` mesure que le
taux de sismicite´ de fond augmente (Chapitre 6). Cela sugge`re que les se´quences d’e´ve´nements
corre´le´s ge´ne´re´es par me´canismes d’interaction entre les se´ismes sont dissimule´es derrie`re le taux
de sismicite´ stationnaire induit par le fort taux de forc¸age. Dans ce cadre, la partie decorre´le´e
d’un mode`le de sismicite´ ”point process”, n’est plus repre´sentatif des e´ve´nements directement
dirige´s par le forc¸age externe quand celui-ci devient ”trop fort”, c’est a` dire quand il ge´ne`re un
taux de sismicite´ de fond dont le temps de re´currence est comparable avec celui des se´quences
d’e´ve´nements qui suivent un choc principal. Dans ce cadre, ces se´quences ne peuvent plus
eˆtre repe´re´es lors qu’on conside`re les se´ries temporelles de sismicite´ comme un ”point process”
constitue´ par une partie corre´le´e et une partie decorre´le´e (Chapitre 4). Cela explique la raison
pour laquelle les techniques de declustering existantes e´chouent a` quantifier ces deux parties
lorsqu’un fort taux de forc¸age externe agit sur le syste`me. Des directions futures de recherche
devraient eˆtre oriente´es vers la de´finition d’une manie`re de tracer le forc¸age externe a` partir
de la sismicite´ de fond meˆme dans le cas ou` les se´quences particulie`res se superposent. Cela
re´sulte essentiel dans le cadre d’e´tudes statistiques sur de se´ries temporelles de sismicite´ lorsque
l’information sur les proprie´te´s de l’encaissant ou les caracte´ristiques du champ de contrainte re´-
gional ne sont pas disponibles. En outre, l’adaptation des techniques existantes de declustering
pour des se´ries temporelles non-stationnaires, pourra ame´liorer la compre´hension des essaims
sismiques en ge´ne´ral.
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Abstract
The dynamics of a ”peeling front” or an elastic line is studied under creep (constant load)
conditions.Our experiments show in most cases an exponential dependence of the creep
velocity on the inverse force (mass) applied. In particular, the dynamical correlations of
the avalanche activity are discussed here. We compare various avalanche statistics to those
of a line with non-local elasticity, and study various measures of the experimental avalanche
and temporal correlations such as the autocorrelation function of the released energy and
aftershock activity. From all these we conclude, that internal avalanche dynamics seems
to follow ”line depinning”-like behavior, in rough agreement with the depinning model.
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Meanwhile, the correlations reveal subtle complications not implied by depinning theory.
Moreover, we also show how these results can be understood from a geophysical point of
view.
A.1 Introduction
Creep is one of the fascinating topics in fracture for a physicist: the deformation
and final fracture of a sample follow empirical laws with a rich phenomenology. It is
expected that there are similarities and differences with ”static” fracture encountered in
brittle materials such that so-called ”time-dependent rheology” is not relevant [Alava et al.,
2006]. However, the phenomenon of creep is visible in most any setting regardless of
whatever a tensile test might indicate about the typical material response. A particular
scenario where one can study creep is the advancement of a single crack under a constant
driving force. One can study this in simple paper sheets, and for quite some time it has
been noticed that this involves statistical phenomena, an intermittent response which could
be characterized by ”avalanches”, in particular of Acoustic Emission (AE) events [Sethna
et al., 2001; Kerte´sz et al., 1993; Salminen et al., 2002; Santucci et al., 2004].
A particular experiment we analyze in this work is related to the dynamics of a crack
line as it moves through a sample, largely constrained on a plane. This can be achieved in
the case of paper in the so-called Peel-In-Nip (PIN) geometry (see below for a description).
The tensile case has been already reported in Salminen et al. [2006] and an early account
of the creep results published as Koivisto et al. (2007). The mathematical description of
the line is a crack position h(x, t), where x is along the average projection of the crack
and h is the position coordinate of the line along the direction of line propagation. On the
average, the crack moves with the creep velocity v(=vt).
The problem has here as in other such examples (the Oslo plexiglass experiment
[Schmittbuhl and M˚aløy , 1997; M˚aløy et al., 2006] three important ingredients: randomness
in that the peeling line experiences a disordered environment coming from the fiber network
structure, a driving force Keff or a stress intensity factor, and the self-coupling of the inter-
facial profile h. In this particular problem, it takes place via a long-range elastic kernel
[Fisher , 1998], expected to scale as 1/x or as k in Fourier space.
For a constant force Keff the dynamics exhibits a depinning transition, of non-
equilibrium statistical mechanics. This implies a phase diagram for v(Keff ). The crack
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begins to move at a critical value Kc of Keff such that for Keff > Kc, v > 0. In the
proximity of Kc the line geometry is a self-affine fractal with a roughness exponent ζ. The
planar crack problem [Ramanathan and Fisher , 1997; Schmittbuhl et al., 1995] has been
studied theoretically via renormalization group calculations and numerical simulations, and
via other experiments as noted above. The roughness exponent of theory ζtheory ∼ 0.39
has traditionally been considered to be absent from experiments [Rosso and Krauth, 2002;
Schmittbuhl and M˚aløy , 1997; M˚aløy et al., 2006; Rosso and Krauth, 2001], but recent
results of Santucci et al. imply that the regime might be visible upon coarse-graining.
Imaging experiments prove in that case that as expected the line moves in avalanches, and
the avalanche size s distribution seems to have the form P (s) ∼ s−1.6...−1.7 [Schmittbuhl
and M˚aløy , 1997; M˚aløy et al., 2006].
Here we look at the scenario of creep for the PIN geometry. This subject is such
that ordinary ”fracture creep” and the particular scenario related to depinning transitions
coincide. The creep of elastic lines becomes important for Keff ≤ Kc since thermally as-
sisted movement due to fluctuations takes place with a non-zero temperature [Nattermann,
1987; Ioffe, 1987; Nattermann et al., 1990; Chauve et al., 2000; Kolton et al., 2005]. In
usual depinning, it is assumed that thermal fluctuations nucleate ”avalanches”which derive
their properties from zero-temperature depinning, and the avalanches then translate into
a finite velocity vcreep > 0. There are two interesting differences in the fracture line creep
to other such in depinning. First, the line elasticity is non-local, and second, in materials
(such as paper here) where there is no healing, the line motion is irreversible, there are no
fluctuations in metastable states as in the case of magnetic domain walls, for instance.
In this scenario, the creep velocity becomes a function of the applied stress intensity
factor and the temperature, vcreep = vcreep(Keff , T ). As creep takes place via nucleation
events over energy barriers [Nattermann, 1987; Ioffe, 1987; Nattermann et al., 1990], the
description of those barriers is of fundamental importance. One can show by scaling argu-
ments and more refined renormalization group treatments that the outcome has the form
of the following creep formula:
vcreep ∼ exp(−C/Kµeff ). (A.1)
This gives the relation to the driving force Keff using the creep exponent, µ. The value of
the exponent depends on the elastic interactions and the dimension of the moving object
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(a line), and we expect
µ = θ/ν =
1− α + 2ζ
α− ζ . (A.2)
The exponents θ, ν, and ζ denote the energy fluctuation, correlation length, and equilibrium
roughness exponents. All these exponents are functions of α, the k-space decay exponent
of the elastic kernel. For long range elasticity, one would assume α = 1.
The fundamental formula of Eq. (A.2) has been confirmed in the particular case of
1 + 1-dimensional domain walls and other experiments [Lemerle et al., 1998; Braun et al.,
2005; Tybell et al., 2002]. We have ourselves reported on results, which show an inverse
exponential dependence of vcreep(m) ∼ exp(−1/m), where m is the applied mass in the
experiment (see below), as is appropriate for non-local line elasticity with an equilibrium
roughness exponent of ζ = 1/3. In the current work we go further by two important
steps. First, we consider creep simulations of an appropriate non-local line model and
compare the avalanche statistics and v(m) to those from the experiments (see Fig. A.1 for
an example of the activity time series from an experiment and a simulation). Then, we
ask the fundamental question: what can be stated of the correlations? This relates to the
time series of released energy, to aftershock rates and we present extensive evidence. The
experimental signatures show subtle correlations that are rather different from what one
would expect from the (depinning) creep problem with non-existing avalanche to avalanche
correlations.
The structure of the rest of the paper is as follows. In the next section, we discuss
the experimental setup and the simulation model. Section A.3 shows results on v(m) both
from experiment and simulation. In Section A.4 we present data on avalanche statistics
again comparing the two cases. Section A.5 offers an extensive analysis of correlations by
using a number of techniques to look at the experiment. Finally, Section A.6 finishes with
conclusions and a discussion.
A.2 Methods
A.2.1 Experiment
In Fig. A.2 we show the apparatus [Salminen et al., 2006]. The failure line can be
located along the ridge, in center of the Y-shaped construction formed by the unpeeled
part of the sheet (below) and the two parts separated by the advancing line. Diagnostics
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Figure A.1: Activity as a function of time inside a given time window (a) for the creep
experiment with 410 g load, and (b) for simulations with f = 1.87 and Tp = 0.002. In both
cases we neglect the duration of the avalanche and we only take into account the starting
time and the size of each avalanche, obtaining a data series {ti, Ei} for the experiments
and {ti, Si} for simulations (definition of Si is given in Section A.2.2).
consist of an Omron Z4D-F04 laser distance sensor for the displacement, and a standard
plate-like piezoelectric sensor [Salminen et al., 2006].
It is attached to the setup inside one of the rolls visible in Fig. A.2, and the signal is
filtered and amplified using standard techniques. The data acquisition card gives us four
channels at 312.5 kHz per channel. We finally threshold the AE data. The displacement
data is as expected highly correlated with the corresponding AE, but the latter turns out
to include much less noise and thus convenient to study. For paper, we use perfectly
standard copy paper, with an areal mass or basis weight of 80 g/m2. Industrial paper
has two principal directions, called the ”Cross” and ”Machine” Directions (CD/MD). The
deformation characteristics are much more ductile in CD than in MD, but the fracture
stress is higher in MD [Alava and Niskanen, 2006]. We tested a number of samples for
both directions, with strips of width 30 mm. The weight used for the creep ranges from
380g to 450g for CD case and from 450g to 533g for MD case. The mechanical (and creep)
properties of paper depend on the temperature and humidity. In our setup both remain
at constant levels during experiments, and the typical pair values for environment is 40 rH
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Figure A.2: Experimental setup for peeling experiment. The paper (white) is peeled be-
tween two cylinders (copper) separated by a few millimeters. The driving force is generated
by a larger hanging weight (black). A smaller weight adjusts the peeling angle. The AE
and distance data are collected by piezo transducer (red) and a laser sensor (gray).
and 26◦C.
A.2.2 Simulations
We want to simulate the evolution of a discrete long-range elastic line of size L in a
disordered media. The line is characterized by a vector of integer heights {h1, ...hL} with
periodic boundary conditions.
The long-range elastic force [Tanguy et al., 1998] acting on a string element is given
by
f elastici = k0
(pi
L
)2 L∑
j=1
j 6=i
hj − hi
sin
(xj−xi
L
pi
) , (A.3)
where all forces on all sites can be computed in a iL log L operations using a fast-Fourier-
transform (FFT) algorithm [Duemmer and Krauth, 2007]. Simulations are done using
k0 = 0.01 and L = 1024. The random force due to the quenched disorder may be obtained
from a standard normal distribution, i.e a Gaussian distribution with zero mean and a
variance of one,
f randomi = N(0, 1). (A.4)
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Then, the total force acting in a given element of the string is fi = f
elastic
i +f
random
i +f ,
where f is the external applied force. At this point, we need to introduce a dynamics
which mimic the experiment evolution. A basic characteristic of the experiment is that
it is completely irreversible, so the dynamics has to include this important feature. We
consider a discrete time evolution and the discrete dynamical rule [Duemmer and Krauth,
2007] is given by
hi(t + 1)− hi(t) = vi(t) = θ[fi] t = 1, 2, .... (A.5)
where θ is the Heaviside step function. Then we apply the following procedure:
1. Start at t = 0 with a flat line located at h = 0 setting hi = 0 ∀ i.
2. Compute the local force (fi) at each site and using the dynamical rule (Eq. A.5)
compute the local velocity of each site. We can define the velocity of the string for
this time, as
v(t) =
1
L
L∑
i=1
vi(i). (A.6)
3. Advance the sites according their local velocities vi.
4. Generate new random forces for those sites that have been advanced.
5. Go to steep (2) and advance the simulation time by one unit.
This evolution shows a depinning transition at fc ∼ 1.88 in which the velocity of the
line v(t →∞) > 0 when f > fcandv(t →∞) = 0 when f < fc.
In order to simulate the creep evolution of the string we use an external force below
the depinning threshold, and when the line gets stuck we let thermal fluctuations play a
role. We scan all the sites and set vi(t) = 1 with a probability p = exp
fi
Tp
and vi(t) = 0 with
a probability 1−p, where Tp is proportional to temperature. This can trigger an avalanche
which will have a finite duration T since the system is belowthe depinning threshold.We
define the avalanche size as S =
∑
T v(t). If we consider small enough temperatures
compared to the typical internal forces, the avalanche needs some time to be triggered,
which is defined as the waiting time τ . We define this waiting time as the time between
the end of an avalanche and the starting time of the next one.
In summary, this long-range elastic line model in the creep regime has an avalanche-
like behaviour. Each avalanche is characterized by three quantities: Waiting time τ ,
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Figure A.3: Velocity of the long-range elastic string as a function of simulation time (dotted
line). The vertical and solid lines represents the signal S(t) plotted in Fig. A.1b. Avalanche
properties are also shown: τi is the waiting time, Ti is the avalanche duration, and Si is
the avalanche size
duration T , and size S (see Fig. A.3). Moreover, we observe that for long times, when the
steady state is reached, durations are small compared to waiting times, for that reason we
can simplify the signal just taking into account the starting time of the avalanche and its
size.
A.3 Creep velocity
The main data about both simulations and experiment on the creep velocity are
shown in Fig. A.4. The prediction of Eq. A.1 is that the velocity is exponential in the
effective driving force. In the case of the experiments at hand, we face the problem that
we do not know 〈K〉 empirically. The average fracture toughness depends on the loading
geometry, and on the material at hand. There are estimates for similar papers in the
literature in the mode I case [e.g. Yu and Karenlampi , 1997] which indicate that the value
of 〈K〉 (or ”〈m〉” to better compare with the actual control parameter) is lower by at least
a factor of two compared with the actually used loads. One can try to work around the
problem by guessing m ∼ K〈K〉 and checking how that affects the apparent functional
relationship of v vs. the reduced mass. In the range of physically sensible values of 〈K〉
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Figure A.4: The creep velocity vs. the inverse of the applied force or mass, meff = m.
Inset: creep velocity vs f for the simulation model for two different temperatures.
this does not change the conclusions. Thus we take meff = m here.
From the figure we may conclude that the effective creep exponent ν ∼ 1, though there
is variability among the data sets. One of the data sets (black circles) shows some slight
curvature. The main finding, interpreted via Eq. A.2 then indicates that the effective
roughness exponent ζ ∼ 1/3, which is the expected equilibrium value for a long-range
elastic problem with α = 1 [Koivisto et al., 2007]. The numerical simulation data agree
qualitatively with the exponential decay except very close to the depinning transition.
According to the creep formula [e.g. Kolton et al., 2005], we should expect that the velocity
of the long-range string was
v(f, Tp) ∼ exp
[
−C
Tp
(
1
f
)µ]
. (A.7)
However, it appears that slope as a function of the temperature is not exactly the expected
one. One reason is that the model is simplified: we only let thermal fluctuations act when
the string gets stuck so avalanche nucleation during an avalanche is neglected. This may
be of importance very close to fc and for long avalanches.
The exponential average creep velocity can most directly be compared with the mea-
sured velocities from the distance sensor over short time-spans. Figure A.5 shows the
probability distributions P (v) for a very large number of different experiments, for the
v = ∆h/∆t with ∆t = 0.5 s. The general trend shows clear stick-slip characteristics in the
sense that the local velocities vary with a power-law-like fashion. The typical slope of the
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Figure A.5: Histogram of a normalized velocity obtained from discretized distance data.
Velocity, v, is an average in a 0.5 s time window. 〈v〉 is an average over experiments with
same weights.
data is about -2.3 though a more detailed look indicates that there is a tendency for the
exponent to change with m and with ∆t (increasing both decreases the slope). It is an in-
teresting question of how this locally time-averaged velocity is related to the average creep
velocity, and the avalanches that contribute to it, somewhat hindered by the relative large
fluctuations in the distance sensor - for which reason we resort in the detailed avalanche
dynamics studies to the AE. Typically, these avalanches observed in the experiment have
very short durations that can be neglected.
A.4 Statistical distributions
Next we consider the statistics of the AE time series from the experiments as signa-
tures of the intermittent avalanche activity in the system during creep. In our setup, we
face the problem that direct imaging of the front dynamics is if not impossible then difficult
to realize. Thus we take the AE data up to be scrutinized as detailed information. It can
be studied from the viewpoint of the correlations of the creep or avalanche activity but the
finer details there of are left to the next section. Here, we consider the typical averaged
distributions of three quantities: (i) avalanche size as measured by the total AE energy
E, (ii) the event interval τ , and (iii) their durations T . These are also confronted with
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similar, direct data from the simulations using in case (i) the avalanche total size/area s.
Simulation distributions are normalized in such a way to better match the experimental
ones.
Figure A.6 shows three cases of the avalanche size distributions. We compare the
creep data for one mass m to a similar dataset for a tensile experiment done at a constant
average front velocity [Salminen et al., 2006]. Moreover data is included from the creep
model for the parameters shown in the caption. The normalization of the data for the
experiments is such that the Emin has been scaled to unity. Recall that the events are
restricted in size from below by a threshold applied to the original AE amplitude signal
A(t), from which the events are reconstructed. We can observe that the effective power-law
exponents of the experimental data are ∼ 1.6 for the creep and ∼ 1.8 for the tensile cases,
respectively. These are very close to each other, while the simulation data results imply
∼ 1.4 not very far from the experimental values. We also can observe that there is no
evident cutoff in any of them (the bending in the simulations case is a finite size effect).
These data can be compared with the Oslo plexiglass experiment where for the avalanche
size distribution the value of β = 1.6± 0.1 has been found [Schmittbuhl and M˚aløy , 1997;
M˚aløy et al., 2006].
The waiting times are reported in Fig. A.7. For all the three cases P (τ) is broad.
In the tensile case, it is known that there appears to be a ”bump” in the distribution, or
a typical timescale. This is absent from the creep one. It is interesting to note that here
the simulation model agrees rather well with the creep case. For larger m it is possible
that the waiting times start to look more like the tensile case. We also present the scaled
distributions for all the experiments. Later, in the next section, we discuss the attempt
to link this to a background plus correlated, triggered activity. Finally, in Fig. A.8 we
show the avalanche durations from the simulations. In the case of the experiment this is
more complicated due to the fact that the actual amplitude signal is convoluted via the
pre-processing electronics and the response function of the piezos with which the AE is
measured. Later we present some examples of the outcome, but here we just discuss the
clear-cut case of the simulations also since they give an idea about what one might see in
the experiment, ideally. The main points that one learns from the figure are that a true
power-law-like P (T ) ensues only at the proximity of the fc. For values higher or lower
than that the shape of the distribution changes, in particular such that not only a cut-off
appears but also the clear power-law character starts to disappear.
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Figure A.6: Energy distributions for the tensile experiment (circle), for the creep experi-
ment (square), and for the simulations (triangle up). For the simulations we are plotting
the histogram of the avalanches sizes {Si}. We can consider that the energy of an avalanche
is proportional to its size, so Si ∼ Ei.
A.5 Measures of correlated dynamics
A.5.1 Correlations
Next we look at the detailed temporal structure of the AE signal, and compare
it with the activity patterns from the creep simulations. The main question is whether
the creep activity exhibits interesting features that would in particular differ from the
theoretical expectations-based on elastic line depinning the inter-avalanche correlations
should be expected to be negligible. In Fig. A.9 we show the autocorrelation function
R(u) of the event energy time series. The autocorrelation function is defined as:
R(u, ∆t) =
1
N
∑N
t=1 EtEt+u − 〈E〉2
〈E〉2 − 〈E〉 , (A.8)
where Et is the energy of the AE signal at time t and 〈E〉 is the average value of the
energy. Et is defined as a sum of squared amplitudes of the AE signal in the time interval
[t, t + ∆t]. The length of the interval is chosen to be 10−3s in the tensile and 10−5s in the
creep peeling experiment in order to capture the correlations in both cases.
When compared to paper peeling experiments under a constant strain rate, the cor-
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Figure A.7: (a) Waiting time distributions for the tensile experiment (circle), for creep
experiment with 410 g (squares), and for the simulations with f = 1.87 and T = 0.0020
(triangles up). (b) Normalized waiting times for different creep experiments. τ is computed
over each experiment from the corresponding data.
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Figure A.8: Avalanche duration distributions for Tp = 0.002 and three different forces. For
the case with f = 1.89 we are above the depinning threshold.
relation decays at a much faster rate than in tensile peeling experiments. In that case, the
existence of a slow decay might be taken to be connected to the fact that there is a typical
scale in the waiting time distribution which is not the case for creep, seemingly. The func-
tional form of the shown case of a logarithmically decreasing autocorrelation function is
R(u) = −0.3− 0.08 ln(u∆t). The data are also compared to a randomized time series, and
one can see that the correlations disappear. For the simulated data the autocorrelation
function shows no difference to a randomized signal. All in all these results imply that
there are contrary to theoretical models temporal correlations, albeit in creep on a very
short timescale.
In Fig. A.10 we show an envelope event form for different events with different event
energy. We see an exponential decay for the tail of the event, but the event envelope
becomes more extended in time when the energy of the event is larger. Typical events
extend up to 0.5 ms, which corresponds to decay of the correlation in the Fig. A.9. A
correlation up to time-scales larger than the typical event length is only seen in the strain-
controlled peeling.
Since the time series of AE is so intermittent it is better to concentrate on measures
that consider directly the avalanches. In Fig. A.11 we depict the averaged energy as a
function of a silent time before the event from paper peeling experiments in creep. The
event energy is in many datasets slightly correlated to the waiting time before the event.
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Figure A.9: The autocorrelation function of the averaged event energy in paper peeling
under creep and tensile loading modes. Comparisons to the randomized data are also
included. The numerical data and the corresponding randomized data are not distinguish-
able.
This correlation disappears if one considers the opposite case of the waiting time after the
event. The suggested interpretation is that the elastic fracture line apparently as a physical
system ages before a large event, while there is no real dependence of the waiting time on
the energy dissipated in the previous event.
The difference in the autocorrelation between the creep and tensile peeling experi-
ments might be attributed to the forcing the line to move in the latter, which induces a
”fiber-scale” to results. This is also supported by observing the waiting time distribution,
where the pdf deviates from a power-law. In paper peeling we study the clustering of events
by computing the correlation integral C(∆t), that is the probability that two events are
separated smaller time than ∆t.
The correlation integral is given by:
C(∆t) =
2
N(N − 1)
∑
i<j
Θ(T − tj + ti). (A.9)
where N is number of events in the experiment and ti is the event occurrence time. Cor-
relation integrals [Weiss and Marsan, 2003] are shown in the Fig. A.12 for the peel creep
experiment. If the probability of the event occurrence is equal for every time interval, then
one can assume that correlation integral increases as C(δT ) ∼ ∆T . We see a power law
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Figure A.10: Squared amplitude of an event averaged over all events in the creep peeling
experiment. The average is taken over events with different sizes and the size is indicated
as different colors in the figure.
Figure A.11: Averaged energy as a function of silent time before the event with weight 410
g
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T 0.9 in sufficiently large times, but when the distance of events approaches the experiment
length we see small deflection in the curve. At temporal scales of the order of 10−2s we see
deviation from the power law behaviour, which indicates event clustering.
A.5.2 Seismicity: cascading occurrences as a model for the ex-
perimental data
In this part we will show how fracture in heterogeneous material, such as line creep
in paper peeling, behaves, in time, similarly to the rupture at the Earth scale, e.g. the
earthquakes driven by plate tectonic deformation.
From seismology it is known that seismicity can be described by two processes: the
background seismicity and the triggered events. The first one is modelled as a homogeneous
Poisson process, while the second one as a power law decay of seismic rate following the
occurrence of any event, e.g. the OmoriaˆA˘Z´s law [Kagan and Knopoff , 1981; Utsu et al.,
1995; Helmstetter and Sornette, 2002a]:
R = λ0 +
∑
t<ti
λi(t). (A.10)
The first term in the right hand side of Eq. A.9 is the background seismicity, while the
second term is the correlated part of the seismicity, that is, the superposition of time-
dependent series of triggered seismicity following any event. The triggering process of the
latter is reproduced by models of cascading effect for earthquake interactions, i.e. ETAS
(Epidemic Type Aftershock Sequence) model [Kagan and Knopoff , 1981; Utsu et al., 1995;
Helmstetter , 2003]. This stochastic point process is based on the Gutenberg-Richter law for
energy distribution and OmoriaˆA˘Z´s law for time distribution of seismicity rate. According
to this model, the rate of aftershocks triggered by an earthquake occurring at time ti with
magnitude Mi is given by:
λi =
K0
(c + t− ti)p10
α(Mi−Mc). (A.11)
where K0, α, c and p are constants and Mc is the completeness magnitude of the catalogue.
The total earthquake rate of Eq.A.9 is therefore the sum of all preceding earthquakes
(triggered directly by the background events or indirectly by previous triggered events) and
the constant background rate λ0. This model reproduces most of the statistical properties
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of earthquakes, including aftershock and foreshocks distributions in time, space and energy
[Helmstetter and Sornette, 2002a].
Figure A.13 illustrates the average acoustic event rate following any event for the peel
creep experiments (load m = 409 g). It is reminiscent of OmoriaˆA˘Z´s law for tectonic seis-
micity, where we can observe the power law decay representing the cascade of aftershocks
following an event. For times greater than 10−2 s, the event rate keeps constant, at the
background rate level, which confirms Fig. A.12 results. The exponent of the power law
decay of event rate is equal to 1.5± 0.1.
In this way AE triggered by line creep in paper peeling are characterized by power
law distribution on energy (Fig. A.6) and power law relaxation of aftershock rate (Fig.
A.13). ETAS style models reproduce these macroscopic patterns, including foreshocks as
aftershocks of conditional mainshocks [Helmstetter et al., 2003a]. Corral [2004a] shows that
the inter-event time probability density for such kind of ETAS model for event occurrences
follows a gamma distribution, according to:
P (τ) = Cτ γ−1 exp(−τ/β). (A.12)
where τ is the normalized inter-event time obtained by multiplying the inter-event time δt
with the earthquake rate λ, that is τ = δtλ.
Molchan [2005] showed that, in agreement with Eq. A.11, the distribution decays
exponentially for large inter-event times and that the value 1/β is the fraction of mainshocks
among all seismic events. According to Hainzl et al. [2006], 1/β is a regional quantity,
allowing for non-parametric estimate of the background rate in a specific process. In order
to simulate the AE properties of the creep fracture experiment (m = 409 g), we tuned
an ETAS model to fit the estimated percentage of background activity of real data. One
must notice that robust inversion of ETAS model parameters is not yet available. Figure
A.14 shows the comparison between inter-event time distributions of a synthetic catalogue
generated by ETAS model. Both, simulations and data inter-event time distributions fit a
gamma distribution. Other possible data fittings are possible [Saichev and Sornette, 2007],
but this lies outside our aim of comparison between data from paper peeling and ETAS
simulations. The fit may underestimate here (see also Fig. A.7b) slightly the exponent of
the power-law part of the waiting-time distribution. In any case, the relevant exponent here
is definitely smaller than in the case of rock fracture [Davidsen et al., 2007] (p = 1.4). To
summarize, line creep in paper peeling at a scale of ∼ 10−1 m and ∼ 102 s triggers brittle
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Figure A.12: Correlation integrals for the creep in peeling experiment.
creep damage that seems to share the same generic temporal properties than the ones
observed for tectonic seismicity at scales of ∼ 106 m, ∼ 102 years. These properties can be
reduced to a rough constant seismicity rate with bursts of correlated activity, contemporary
to power law distribution of event sizes and (short-time) inter-event times. Estimates of
OmoriaˆA˘Z´s law exponent suggest a faster relaxation for the paper peeling case than for
Earth crust response to tectonic loading, p equal to 1.4 and 1 respectively [Utsu et al.,
1995]. The portion of uncorrelated events suggests a slightly lower triggered event rate
in paper peeling than in the Earth crust deformation. Estimations of the background
portion of AE did not show any sensitive dependence on the applied loading. Whether the
difference between paper experiments and earthquakes come from experimental conditions
or fracturing mode (i.e. tensile, creep or compression) remains an open question. For
earthquakes no change in relative portions of background and triggered activity is resolved
for compression, extensional or shear tectonic settings.
A.6 Conclusions
We have overviewed a simple creep experiment which uses paper and can be studied
to investigate planar crack propagation in a disordered medium. The information that one
can obtain and then compare to relevant theory extends from the average front velocity to
details of the spatio-temporal dynamics.We have also for a comparison studied a classical
251
Appendix A
Figure A.13: Event rate following events in paper peel creep experiments with m = 409
g. Time t = 0 is the target event occurrence. Aftershock rates are averaged within each
magnitude class of target event (blue line: 4.2-5.72; red line 5.72-7.2). We compute the
magnitude class M = log10〈EM〉 where EM is the energy of the target event. All magnitude
classes are averaged together (thick black line). Correlation between events is characterized
by a power law decay of the activity after the target event. The time for which events are
correlated is a function of the target event magnitude, as well as the number of triggered
events (see Eqs. A.9 and A.10). The observed duration of the aftershock sequence is
bounded by the level of the background uncorrelated constant rate.
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Figure A.14: Inter-event time probability distribution for experimental dataset (thin red
curve) and synthetic catalogue generated by ETAS model (thin black curve). Dotted thick
curves are gamma distribution fits to data and ETAS model (red dotted line for the real
data and black dotted curve for ETAS). Estimations of background fraction of events
according to Hainzl et al. [2006] technique are close together (23-25%) for both data and
simulation. ETAS parameters are: p = 1.4, K0 = 0.09, α = 0.9 (n = 0.9), b = 1, c = 0.001
s.
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non-local elastic line model under creep conditions. This shows similar features to the
experiment: an exponential dependence of the creep velocity on the applied force or mass
or stress-intensity factor.
The typical statistical distributions are power-law-like in particular for the event
energy/size. It is perhaps useful to recall that the waiting time distribution is quite broad.
There is currently no understanding as to why, in particular one should note that the
current experimental setup allows to study this issue in a steady-state unlike in most other
fracture related creep tests. In general as such distributions are regarded the line creep
model agrees at least qualitatively with the experimental data. Our results are also in line
with other similar planar crack data (though these are obtained usually in the constant-
velocity ensemble, not in creep [Schmittbuhl and M˚aløy , 1997; M˚aløy et al., 2006; Bonamy
et al., 2006]).
Looking in more detail at the correlations of the activity, differences transpire how-
ever. The experimental AE events show subtle correlations via the autocorrelation function,
via the waiting times before events, and via the OmoriaˆA˘Z´s law. All these measure differ-
ent aspects of the avalanche activity, and in all the cases the model differs in its behavior.
Here, we lack completely theoretical understanding, in particular as regards such a quan-
titative measure as the Omori exponent. It is interesting to note that geophysics-oriented
analysis methods produce results in agreement with observations from tectonic activity.
Here again the steady-state character of the experiment at hand is of utility.
In the future such experiments and such comparisons can be used to study several
different aspects of avalanche systems, creep fracture, and models for line depinning. A
particularly pertinent question is for instance whether rate-dependent processes in the ma-
terial at hand modify the kinetics of the creep in some suitable way that still maintains the
creep vs. force relation intact. We shall ourselves attempt a more careful study of the creep
model, and analyze how its correlation patterns could be matched with the experiment.
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Rate-and-State friction model
The concept at the base of this model is to treat a seismically active volume of the
Earth as a population of sources that nucleate successive earthquakes to produce observed
seismicity [Deterich, 1994]. The objective is thus to obtain a rate of earthquake activity
resulting from some stressing history. The model describes the evolution of the friction
coefficient µ as a function of the slip velocity
.
δ and of some state variables θi.
The rate- and state-dependent representation of fault constitutive parameters gener-
alized for multiple state variables can be expressed as
τ = σ
[
µ0 + A ln
( .
δ
.
δ
∗
)
+ B1 ln
(
θ1
θ∗1
)
+ B2 ln
(
θ2
θ∗2
)
+ ...
]
, (B.1)
where τ and σ are shear and normal stresses, respectively,
.
δ is slip speed, and θi are state
variables. Parameters µ0, A and B are empirical coefficients. The terms with asterisks are
normalizing constants. Dimension of the state variables is that of time, so that θ can be
assimilated to an aging variable, or an average life time for an asperity.
From experimental observations, state is inferred to depend on sliding and normal
stress history. Deterich [1994] employs
dθi =
[
1
.
δ
− θi
Dci
]
dδ −
[
αiθi
Biσ
]
dσ (B.2)
for evolution of state θ by displacement δ and normal stress σ. Dci is a characteristic
displacement and αi is a parameter governing normal stress dependence of θi. At steady
state (σ = const, dθ/dt = 0), θss = Dc/
.
δ. When not at steady state, θ seeks θss over the
sliding distance Dc.
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B.1 Earthquake nucleation
The nucleation process on faults with these properties is characterized by an interval
of self-driven accelerating slip that precedes instability.
The nucleation source is represented as a single spring-slider system. Details of the
model are given by Dieterich [1992], while appendix A in Deterich [1994] generalizes the
results of Dieterich [1992] by incorporating multiple state representation of fault friction.
In addition Deterich [1994] obtains results for the change of conditions on a source arising
from a step in both, shear and normal stress. Equating the constitutive law B.1 for fault
strength with fault stress gives
τ(t)− kδ
σ
= µ′0 + A ln
.
δ +
n∑
i=1
B ln θi, (B.3)
where τ(t) is the remotely applied stress acting on the fault in absence of slip and −kδ is
the decrease in stress due to fault slip (k is the effective fault patch stiffness). The constant
terms µ0, A ln
.
δ
∗
, and Bi ln θ
∗
i have been grouped into µ
∗
0. Deterich [1994] assumes constant
normal stress. When the nucleation process is underway and slip is accelerating, the slip
speed soon greatly exceeds the steady state speed for all θi. In this case equation B.2 can
be well approximated by (
∂θi
∂δ
)
σ=const
= − θi
Dci
, θi = θ0i e
−δ/Dci . (B.4)
state is therefore only dependent on displacement, where θ0i is state δ = 0. Substituting
equation B.4 into B.3 we get
τ(t)− kδ
σ
= µ′0 + A ln
.
δ +
n∑
i=1
Bi ln θ0i − δ
n∑
i=1
Bi
Dci
. (B.5)
Under constant stressing rate, τ(t) = τ0+
.
τ t, equation B.5 can be rearranged by solving
for
.
δ= dδ/dt, giving
.
δ0
∫ t
0
exp
[ .
τ t
Aσ
]
dt =
∫ δ
0
exp
[
Hδ
A
]
dδ, (B.6)
where
.
δ0 and H contain terms for the initial conditions and model constants, respectively
(see appendix A in Deterich [1994])
.
δ0=
[
(θ01)
−B1/A (θ02)
−B2/A ...
]
exp
[
τ0/σ − µ′0
A
]
, (B.7)
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H = −k
σ
+
n∑
i=1
Bi
Dci
. (B.8)
Slip speed is therefore determined by the independent variables τ , σ and θ. An accelerating
slip patch evolution of θ is thus determined by slip, since the initial slip speed
.
δ0 fully
describes the initial conditions τ0 and θ0i.
Solving equation B.6 gives the slip and slip speed history, and consequently the time
of instability [see Deterich, 1994]). Time of instability is, therefore
t =
Aσ
.
τ
ln
( .
τ
Hσ
.
δ0
+ 1
)
,
.
τ 6= 0, (B.9)
t =
A
H
(
1
.
δ0
)
,
.
τ= 0. (B.10)
B.2 Effect of Stressing History on Earthquake Rate
Considering steady state reference rate of seismicity r = dn/dt, the time of an earth-
quake at source n is
t =
n
r
. (B.11)
The distribution of initial slip speeds over the steady state population of patches is obtained
by equating the results for time of instability (equation B.10) with equation B.11. If we
use a single state variable γ that evolves with time and stressing history, we obtain:
.
δ (n) =
1
Hσγ
[
exp
(
.
τrn
Aσr
)
− 1
] , .τ r 6= 0. (B.12)
where H = B/Dc − k/σ and .τ r is the reference constant stressing rate. For the initial
steady state distribution, corresponding to the constant steady state seismicity rate r on
a given source of the distribution, and a constant reference stressing rate
.
τ r, the state
variable γ is equal to:
γ =
1
.
τ r
, (B.13)
Since slip speed increases as the nucleation process develops, the distribution of slip speeds
evolves with time. The solutions found in equations B.10 and B.10 can be applied repeat-
edly by redefining the initial conditions at each time step through the prior stressing history
and the prior distribution. The distribution of slip speed retains the form of equation B.12,
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independently of the subsequent stressing history, while γ evolves with it according to
dγ =
1
Aσ
[
dt− γdτ + γ
( τ
σ
− α
)
dσ
]
, (B.14)
For positive shear stressing rates and
.
σ= 0, γ in equation B.14 seeks the steady state value,
γss = 1/
.
τ , with the characteristic relaxation time
ta =
Aσ
.
τ
. (B.15)
The distribution of earthquake times is obtained by substituting the distribution of initial
conditions into the solutions for time to instability (equations B.10 and B.10). Seismicity
rate R is instead obtained by differentiating the distribution of times, giving the general
result
R =
r
γ
.
τ r
. (B.16)
In the following we give some useful solutions of equation B.14 for simple stress perturba-
tions cases. We always assume that seismicity is initially at steady state, i.e. γ0 = 1/
.
τ r.
In these cases the effect of the stressing history on the earthquake rate can be simply
obtained substituting solutions of equation B.14 into equation B.16. For simulations of
complex stressing histories, a straightforward procedure consists in breaking the stress-
ing history into time step of constant shear stressing rate and stress steps, solving for γ
(equation B.14) step by step, and substituting the result into equation B.16 in each step.
Alternatively, numerical solutions of B.14 may be obtained.
Stress variations are intended here to be Coulomb stress variations. Because normal
stress variations can be largely balanced by undrained changes in pore pressure, we assume
a constant normal stress dσ = 0 [see Deterich, 1994; Segall et al., 2006]. For sake of
simplicity we therefore interpret the Coulomb stress variations as variations in the shear
stress τ . The distribution of initial slip speeds is given in equation B.12, and evolves
with time as a number of sources nucleate earthquakes after a given time has elapsed [see
Deterich, 1994, for details].
Constant stress
.
τ= 0,
.
σ= 0
γ = γ0 +
t− t0
Aσ
. (B.17)
where γ0 is the state variable corresponding to the reference state
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Stress step : the general solution for the state variable through a step in shear and normal
stress is given by
γ = γ0
(
σ
σ0
)−α/A
exp
(
τ0
Aσ0
− τ
Aσ
)
(B.18)
where γ0 denotes the value of γ immediately before the stress step, so as τ0 and γ0.
Subsequent evolution of γ is independent of prior processes that caused γ to change.
The results from a positive step in shear stress would also arise from a negative step
of normal stresses. The obtained γ is the state variable just following the stress step,
which will become the γ0 in equation If we consider it as a positive shear stress ∆τ ,
with normal stress σ held constant, the solution becomes:
γ = γ0 exp
[
∆τ
Aσ
]
(B.19)
where ∆τ is the stress step value. The earthquake rate is still computed by using
equation B.16.
Linear shear stressing , with shear stress is given by:
τ = τ0+
.
τ t, (B.20)
and
.
σ= 0, the solution for the state variable is
γ =
[
γ0 − 1.
τ
]
exp
[−t .τ
Aσ
]
+
1
.
τ
(B.21)
Stressing rate change : the solution for the case of a change in the shear stressing rate
from the reference value
.
τ r to a value
.
τ is the following
γ =
[
γ0 − 1.
τ
]
exp
[
−(t− t0)
.
τ
Aσ
]
+
1
.
τ
. (B.22)
where t0 is the time at which the change in staring rate occurs and γ0 is the initial
state variable, i.e. γ0 = 1/
.
τ r. Panels A and B in figure B.1 show an example of this
case. A particular case of stressing rate change is the decrease in stressing rate: in
this case the seismicity rate responds to the perturbation with a power law relaxation
over time (figure B.2). In this sense, any drop of external forcing rate (i.e. a decrease
of stressing rate) induce a decrease of the seismicity rate which takes the form of an
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Omori style seismic relaxation as following:
R =
r[(
1
.
τr
− 1.
τ
)
exp
(
− t
ta
)
+ 1.
τ
]
.
τ r
,
=
r
.
τ /
.
τ r
.
τ
.
τr
− exp(t/ta) + 1
,
for small t/ta
R =
r
.
τ /
.
τ r ta
.
τ
.
τr
ta + t
≡ a
b + t
. (B.23)
For all described cases, the earthquake rate corresponding to the given stressing history
is calculated using equation B.16. For example, the earthquake rate resulting from a case
of a stress history composed by a constant tectonic loading
.
τ r with a shear stress step
occurring at time t0 is obtained as follows: first equation B.18 is used to evolve γ through
the stress step and to obtain γ immediately after it. This γ becomes the γ0 in equation
B.21, which gives the evolution of γ for the subsequent time interval, in which the stressing
rate is assumed constant. By substituting the combination of the two into equation B.16
we obtain the seismicity rate as function of the time after a stress step, which is the well
known Omori’s law for aftershock decay following a mainshock.
R =
r
.
τ /
.
τ r[
.
τ
.
τr
exp
(
−∆τ
Aσ
)− 1] exp [−(t−t0)
ta
]
+ 1
. (B.24)
where ta is the characteristic relaxation time for the perturbation of the earthquake rate
(see equation B.15). Panels C and D in figure B.1 show an example of this case.
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Figure B.1: Effect of stress perturbations on seismicity rate. Top: stress histories, C:
stressing rate change; A: stress step; Bottom: seismicity rates.
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Figure B.2: Effect of a decrease in stressing rate on seismicity rate, for different ratios of
stressing rate value after and before the change. A: stress histories, B: seismicity rates C:
loglog plot of the seismicity rate since the time when change occurs.
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Change Point Analysis
Mulargia and Tinti [1985] and Mulargia et al. [1987] propose a statistical procedure
capable of detecting non-stationarities in a given distribution, under mild assumptions.
They applied this technique to identify the incomplete part of the Italian seismic catalog
[Mulargia and Tinti , 1985], and to recognize different regimes in the Etna volcano eruptive
activity [Mulargia et al., 1987].
Formerly, number of techniques had been proposed to infer changes in the process
governing the distribution of a random variable. The major advances brought by the
Mulargia and co-workers technique with respect to the existing ones, are the following:
1. it deals with an unknown number of regimes,
2. it allows the different regimes to follow different distributions,
3. it works with a small sample size (& 20)
This new approach is based on the Kolmogorov-Smirnov two-sample non-parametric statis-
tics J3, defined as follows:
J3 =
(
m
n
d
)
max
−∞<x<∞
|Gn(x)− Fm(x)| (C.1)
where m is the number of units in segment 1 (before the change-point, d the maximum
common divisor of m and n), n the number of units in segment 2 (after the change-point),
d the maximum common divisor of m and n, and F (x) and G(x) are empirical distribution
functions of segment 1 and 2, respectively [e.g. Ha´jek , 1969]
Fm(x) = (1/m) number of X ≤ x (C.2)
Gn(x) = (1/n) number of Y ≤ x (C.3)
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where the X and Y sets indicate, respectively, the set of samples before and after the
change-point. J3 statistic is related to the significance level α at which samples 1 and 2
have a different distribution function, i.e.
H0 : P (X < x) = P (Y < x), −∞ < x < ∞. (C.4)
The critical values J3(α,m, n) for m, n large (> 30), rewritten as
J ′3 = J3
d
[(mn)(m + n)]1/2
=
=
(
mn
m + n
)1/2
max
−∞<x<∞
|Gn(x)− Fm(x)| (C.5)
are well approximated by the distribution
P (J ′3 < λ) =
∞∑
j=−∞
(−1)je−2j2λ2 , λ > 0, (C.6)
which is tabulated in textbooks.
We assume that a single change point is present in a given set of N (unordered) data.
We scan the data assuming a change-point corresponding to datum i = 1, then to datum
2, ... N and obtain the vector J ′3(i). The change-point i relative to the maximum J ′3
component
i : max{J ′3} (C.7)
yields therefore the most likely position for the change-point, and the corresponding J ′3
gives a direct measure of the confidence level at which H0 can be rejected, i.e. a measure
of how significant is the inference attributing two different distributions to the segments
before and after the change-point i.
Mulargia and Tinti [1985], by Monte-Carlo technique, simulate sets consisting of two
regimes, i.e. a single change-point. They find the maximum J ′3(i) statistics to coincide
with the change-point with an efficiency proportional to the contrast c between first and
the second regime, defined as the the difference in the means divided by the mean standard
deviation:
c = 2|µ2 − µ1|/(σ1 + σ2) (C.8)
where µ1, µ2, σ1, σ2 are, respectively, the means and standard deviations of segments 1
and 2.
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Mulargia and Tinti [1985] also emphasize that the maximum J ′3 statistics corre-
sponds to the change-point relative to the maximum contrast defined by the means and
standard deviations of the segments preceding and following that particular change- point.
Applying the procedure to each of the two segments obtained by the first or principal
change point, we can obtain a second (on segment 1) and a third (on segment 2) change-
points. This procedure can thus be applied recursively on each segment progressively
separated by a change-point. The change-point analysis terminates when the size of the
segments become too small for practical significance.
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