When the mean vectors and the covariance matrices of two classes are available in a binary classification problem, Lanckriet et al. [6] propose a minimax approach for finding a linear classifier which minimizes the worst-case (maximum) misclassification probability. We extend the minimax approach to a multiple classification problem, where the number m of classes could be more than two. Assume that the mean vectors and the covariance matrices of all the classes are available, but no further assumptions are made with respect to class-conditional distributions. Then we define a problem for finding linear classifiers which minimize the worst-case misclassification probabilityᾱ. Unfortunately, no efficient algorithms for solving the problem are known. So we introduce the maximum pairwise misclassification probabilityβ instead ofᾱ. It is shown thatβ is a lower bound ofᾱ and a good approximation ofᾱ when m orᾱ are small. We define a problem for finding linear classifiers which minimize the probabilityβ and show some basic properties of the problem. Then the problem is transformed to a parametric Second Order Cone Programming problem (SOCP). We propose an algorithm for solving it by using properties of the problem. We conduct preliminary numerical experiments and confirm that classifiers computed by our method work very well to benchmark problems.
Introduction
An object of a classification problem is to construct a model which predicts a class of a given sample. Due to its practical importance, many approaches to classification have been studied. These approaches include, for example, classification using the Mahalanobis distance, the Neural Network, and the Support Vector Machine (SVM).
When the mean vectors and the covariance matrices of two classes are available in a binary classification problem, Lanckriet et al. [6] propose a minimax approach for finding a linear classifier. Their algorithm is called the Minimax Probability Machine (MPM). The correct classification probability depends on (unknown) probability distributions of the classes. This fact means that a classifier may behave well under a particular combination of probability distributions, but quite poorly in other situation. The minimax approach provides a new scope against the difficulty. It finds a classifier which minimizes the worst-case (maximum) misclassification probability under all the possible choice of class-conditional densities with given mean vectors and covariance matrices. Lanckriet et al. [6] show that this problem is formulated as a Second Order Cone Programming problem (SOCP), which is easily solved by an interior point method. They demonstrate that a classifier computed by the MPM works effectively to practical problems.
After the presentation by Lanckriet et al. [6] , several studies related to the MPM are made. Huang et al. [4] propose the Biased-MPM, which takes into account an importance of each class. In [5] , the same authors with [4] further generalize the Biased-MPM and develop the Minimum Error MPM, which brings tighter worst-case accuracy.
In this paper, we extend the minimax approach by Lanckriet et al. [6] to a multiple classification problem, where the number m of classes is not restricted to two. Unlike other binary classification methods, an extension of the minimax approach to the multiple classification is not studied well. We point out that a binary MPM based simple approach is presented by Hoi and Lyu [2] .
Assume that the mean vectors and the covariance matrices of all the m classes are available, but no further assumptions are made with respect to the class-conditional distributions. We define a problem for finding m linear classifiers which minimize the worst-case misclassification probabilityᾱ under all the possible choice of class-conditional densities with given mean vectors and covariance matrices. Unfortunately, no efficient algorithms for solving the problem are known. So we introduce the maximum pairwise misclassification probabilityβ instead ofᾱ. It is shown that the newly defined probabilityβ is a lower bound ofᾱ and a good approximation ofᾱ when m orᾱ are small. We define a problem for finding classifiers which minimize the maximum pairwise misclassification probabilityβ. This problem is transformed to a parametric SOCP, which has some nice properties. We propose an algorithm for solving it by using the properties. We also conduct preliminary numerical experiments and show that our classifiers work very effectively to benchmark problems and they are competitive to the ones computed by the SVM.
The rest of this paper is organized as follows. In Section 2 we briefly review the minimax approach to the binary classification problem by Lanckriet et al. [6] . In Section 3, we extend the minimax approach to the multiple classification problem and we define two problems for finding classifiers which minimize the worst-case misclassification probabilityᾱ and the pairwise probabilityβ. We show that the second problem is transformed to a parametric SOCP in Section 4. In Section 5, an algorithm for solving the problem is proposed. Some results of preliminary numerical experiments are shown in Section 6. We conclude the paper in Section 7 .
A minimax approach to binary classification
In this section, we review the minimax approach by Lanckriet et al. [6] .
Let x be a random n-dimensional vector, which belongs to one of two classes, which are called Class 1 and Class 2. Suppose that we know the mean vector µ i ∈ ℜ n and the covariance matrix Σ i ∈ S n ++ of each class i ∈ {1, 2}, where ℜ n and S n ++ denote the n-dimensional Euclidean space and the set of positive definite n × n symmetric matrices respectively. In this paper, we assume that the covariance matrices are positive definite for simplicity. This assumption is valid in actual when we add a regularization term to the covariance matrices. No further assumptions are made with respect to the class-conditional distributions.
We determine a linear classifier f (z) = a T z + b, where a ∈ ℜ n \ {0}, b ∈ ℜ, and z ∈ ℜ n . For any given sample x, if a T x + b < 0 then it is classified as Class 1, if a T x + b > 0 then it is as Class 2, and if a T x + b = 0, then it is classified as either Class 1 or Class 2. For the classifier f (z) = a T z + b, its worst-case misclassifying probability of Class 1 sample as Class 2 is expressed as
where sup x∼(µ 1 ,Σ 1 ) means that the supremum is taken over all probability distributions having the mean vector µ 1 and the covariance matrix Σ 1 . Considering the other case similarly, the worst-case misclassification probabilityᾱ of the classifier a T z + b is given bȳ
Exploiting the complementary event property of probability, the worst-case correct classification probability is
The minimax approach seeks the classifier f (z) = a T z + b, which minimizes the worst-case (maximum) misclassification probabilityᾱ. The problem is written as minᾱ, which is expressed as minᾱ subject to sup x∼(
whereᾱ ∈ [0, 1], a ∈ ℜ n , and b ∈ ℜ are variables. This problem is equivalent to
This expression looks for a classifier which maximizes the worst-case (minimum) correct classification probability. Lanckriet et al. [6] show that if µ 1 ̸ = µ 2 then α > 0 and a ̸ = 0 at any optimal solution (α, a, b) of (2.1). We introduce an important result in [6] to handle the constraints in (2.1). Lemma 2.1 (Lanckriet et al. [6] 
where
is zero. Using this inequality and Lemma 2.1, the first constraint in (2.1) becomes
. Similarly the second constraints in (2.1) is equivalent to
Substitute these relations to (2.1), we have
Since η(α) is an increasing function with respect to α, the problem is equivalent to
We can eliminate η in this problem (see [6] in detail) and get the next problem min ∥Σ
This problem is a second order cone programming problem (SOCP). The problem (2.2) can be solved efficiently by an interior point method. In [6] , it is demonstrated that the MPM is competitive to the Support Vector Machine (SVM).
A minimax approach to multiple classification
In practical applications, the number of classes of a classification problem is not always restricted to two. So we extend the minimax approach presented in Section 2 to multiple classification. In Section 3.1, we introduce linear classifiers whose values determine a class of each sample. In Section 3.2, we define a problem for determining the classifiers so that the worst-case misclassification probability is minimized. Since the problem defined in Section 3.2 is not easy to solve, we propose a problem which minimizes an approximation of the worst-case misclassification probability in Section 3.3.
Multiple classification of a random vector
We define an index set M = {1, 2, . . . , m} for an integer m ≥ 2. Suppose we have m classes of n-dimensional random vectors. The i-th class is called Class i for each i ∈ M . Assume that the mean vector µ i ∈ ℜ n and the covariance matrix Σ i ∈ S n ++ of each Class i ∈ M are known. No further assumptions are made with respect to the class-conditional distributions.
In the binary classification stated in Section 2, we use only one classifier f (z) = a T z + b and classify a sample x according to the sign of f (x). When we have two functions f 1 (z) and
So we can equivalently classify the sample x as Class 1 if f 1 (x) < f 2 (x) and as Class 2 if f 1 (x) > f 2 (x). In multiple classification, we prepare a linear classifier
where a i ∈ ℜ n and b i ∈ ℜ. Then a sample x is classified as a class which gives the minimum value of f i (x). To express formally, the sample x is classified as Class l when
If two or more functions have the same minimum value, we can choose any one of them. In this section, we adopt this classification rule. The problem is how to choose m linear classifiers
A minimization problem of the worst-case misclassification probability
For any i ∈ M , we define the set
It is easy to see that any sample x belongs to one of such sets R i (or the closure of R i ), i ∈ M . In our rule, the sample x is judged as Class i when x ∈ R i . As we do in Section 2, we want to find classifiers f i (z) = a
which minimize the worst-case misclassification probability. Since the mean vector µ i ∈ ℜ n and the covariance matrix Σ i ∈ S n ++ are known, the worst-case misclassification probability of a sample x in Class i, i ∈ M is expressed as
Then the correct classification probability is
Our problem is to compute classifiers
or equivalently maximize
This problem is expressed as
, and b i ∈ ℜ (i ∈ M ) are variables. Unfortunately, the problem (3.4) is not easy to solve, and we do not know any efficient method for solving it. 3.3. An approximation of the worst-case misclassification probability Instead of the misclassification probabilityᾱ i , we introduce the maximum worst-case pairwise misclassification probability which is defined as
Then the minimum pairwise correct classification probability is
In the next lemma, we show thatβ i is a lower bound ofᾱ i . Lemma 3.1 When the misclassification probabilityᾱ i and the maximum pairwise misclassification probabilityβ i for each i ∈ M are defined by (3.2) and (3.5) respectively, we havē
Proof: Since the set R i is a subset of {z ∈ ℜ n |a
for any random vector x. The first inequality in (3.6) follows from this inequality and the complementary event property. We can get the second inequality in (3.6) from
From the above lemma, the maximum pairwise misclassification probabilityβ i is a good approximation of the misclassification probabilityᾱ i for each i ∈ M , when m orᾱ i are small. Especially when m = 2,β i is equal toᾱ i . So we consider the problem for finding
Such a β is the solution of the problem
We get the next results for this problem.
Theorem 3.1 If mean vectors of two classes are same (µ
the optimal value β of the problem (3.8) is 0. Otherwise β > 0 and µ i ∈ R i for each i ∈ M at any optimal solution of the problem (3.8) . See Appendix for the proof of this theorem.
We note that the problem (3.4) does not have the latter property, that is, the optimal value of (3.4) could be 0 even if all the mean vectors are distinct. Since the problem (3.8) does not have a meaningful solution if mean vectors of two classes are same, we assume that all the mean vectors are distinct in the remainder of this paper.
A parametric SOCP
In this section, we show that the problem (3.8) is transformed to a parametric second order cone programming problem.
As Theorem 3.1 suggests, we can add constraints µ i ∈ R i (i ∈ M ), or equivalently
for any i, j ∈ M , i ̸ = j to the problem (3.8). Note that two constraints
which means a i ̸ = a j for any i and j with i ̸ = j. Then, from Lemma 2.1, we have that
Hence the problem (3.8) is equivalent to
Since the constraints of (4.2) are positive homogeneous in 
2) can be replaced with
Consequently, we get the following parametric second order cone programming problem
Problem (4.3) seems to be difficult to solve due to nonlinear constraints in it, but it can be solved easily by using special properties of the problem.
An algorithm for the parametric SOCP
In this section, we explain two important properties of the parametric SOCP (4.3) and we propose an algorithm which exploits the properties. First and most obviously, if we fix β in (4.3), then the constraints in (4.3) become second order cone (SOC) constraints. General SOC constraint on a variable x ∈ ℜ n has the form
where A ∈ ℜ m×n , b ∈ ℜ m , c ∈ ℜ n and d ∈ ℜ are given data. We can easily check whether (5.1) has a feasible solution or not by solving the next problem min x,t t subject to c
where t ∈ ℜ is a new variable. This is an SOCP which can be solved efficiently by an interior point method. The inequality (5.1) is feasible if and only if the optimal objective value of (5.2) is zero. Then we obtain a feasible solution by solving (5.2).
Second property is that (4.3) has a monotonicity, as shown in the following lemma.
Lemma 5.1 If the problem (4.3) is infeasible for
This means that (a i , b i ) (i ∈ M ) constitute a feasible solution of the problem (4.3) for β ′ , which is contradiction.
Thanks to the properties mentioned in Lemma 5.1, we can use the so-called bisection method to solve (4.3). In the following, we first explain basic ideas of the algorithm, then we give the formal representation.
Let β * be the optimal value of (4.3). Initially we only know that β * lies in the interval [0, 1). At first, we take the middle value of the interval, say β = 0.5, and ask whether the problem (4.3) is feasible or not for this value. In this paper, we represent this procedure as
The procedure bisection([0, 1)) can be done by solving an SOCP as explained above. If bisection([0, 1)) = 1, then we conclude that β * lies in the interval [0.5, 1), otherwise we can say β * is in the interval [0, 0.5) from Lemma 5.1. Note that we can make the initial interval [0, 1) half in any case. Next we execute bisection([0, 0.5)) or bisection([0.5, 1)), according to the situation, and repeat the procedure. Obviously, we can make the interval as small as we want. The formal representation of the algorithm is given in Table 1 . 
Preliminary numerical experiments
In this section, we conduct preliminary numerical experiments to see the actual accuracy of the proposed classification method, although it takes into account the worst-case performance.
Though in this paper we address a classification problem where the mean vector and the covariance matrix of each class are known, we use benchmark problems where all individual data are observed. For each problem, we first estimate the mean vectors and the covariance matrices of all the classes from the data. With these estimates, we compute the classifiers for each problem, then classify data using these classifiers.
We collect four problems iris, wine, glass, vehicle 1 from the UCI Repository of machine learning databases [7] . Problem data are summarized in Table 2 . We set the accuracy parameter ϵ in the algorithm to 0.001 and use LOQO [8, 9] for the SOCP solver. We present results in Table 3 , where the second column represents the worst-case pairwise probability, and the third column shows the actual accuracy using the classifiers obtained. We can see from Table 3 that the actual accuracy is considerably greater than the worst-case pairwise probability for each problem. Note that as (3.6) suggests, the worst-case accuracy of the classifiers is equal to or less than the worst-case pairwise probability. These two facts indicate that there is a large gap between the worst-case accuracy of the classifiers and the actual accuracy, so that classifiers work very well for practical problems.
To compare the proposed method with other methods, we list the accuracy for each problem by an SVM with the linear kernel in the fourth column of Table 3 . These are taken from [3] . We observe that our method is competitive to the SVM, which is one of the most popular and effective classification method. This encourages the proposed method as a promising classification method.
Conclusions
In this paper, we have studied an extension of a recently developed minimax approach by Lanckriet et al. [6] to multiple classification. When the mean vectors and the covariance matrices of two classes are available, the minimax approach finds a linear classifier which minimizes the maximum misclassification probability. Such a classifier can be obtained by solving a relevant Second Order Cone Programming problem (SOCP).
For a multiple classification problem, we define the problem (3.4) for finding the linear classifiers (3.1) which minimize the worst-case misclassification probabilityᾱ defined by (3.3). Unfortunately, no efficient algorithms for solving the problem are known. So we introduce the maximum pairwise misclassification probabilityβ by (3.7) instead ofᾱ. It is shown in Lemma 3.1 that the probabilityβ is a lower bound ofᾱ and is a good approximation ofᾱ when m orᾱ are small. We define the problem (3.8) for finding the classifiers which minimize the maximum pairwise misclassification probabilityβ. This problem is transformed to the parametric SOCP (4.3). In Section 5, we show that the parametric SOCP has important properties, and we propose the algorithm in Table 1 for solving it by using the properties. We conduct preliminary numerical experiments and confirm that the classifiers of our method work very well to benchmark problems in Section 6. As shown in Table 3 , the results are competitive to the Support Vector Machine (SVM), which support the proposed method as a promising classification method.
There are some future works to be done. For example, to consider robust version of our method and/or kernelization of our method are interesting topics. 
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