We obtain Krickeberg mixing for a class of Z extensions of Gibbs Markov semiflows with roof function and displacement function not in L 2 . This is done via a 'smooth tail' estimate for the isomorphic suspension flow.
Introduction and main results
We consider Z extensions of suspension flows over Gibbs Markov maps that are used to model, for instance, tubular Lorentz flows. Roughly, a Gibbs Markov map is a uniformly expanding Markov map with big images and good distortion properties; we refer to [A97, Ch. 4 ] for a complete definition. Let (Y, F, α, µ) be an ergodic measure preserving Gibbs Markov map. Let r : Y → R + be an L 1 (µ) roof function (called step time in [Th16] ) and φ : Y → Z a displacement function (called step function in [Th16] ). Throughout we assume that r is Lipschitz on each a ∈ α, and that φ is α-measurable with φ dµ = 0. The Z extension of the suspension flow over (Y, F ) is a flow ψ t : Ω → Ω is defined by ψ t (y, q, u) = (y, q, u + t) on the space Ω := {(y, q, u) ∈ Y × Z × R + : 0 ≤ u ≤ r(y)}/ ∼ (y, q, r(y)) ∼ (F (y), q + φ(y), 0).
This flow preserves the measure µ ψ = µ × Leb Z × Leb R where Leb Z and Leb R are counting measure and one-dimensional Lebesgue measure respectively. Moreover, µ ψ is ergodic because µ is ergodic, r is finite µ-a.e. and φ dµ = 0. The present Theorem 1.3 gives Krickeberg mixing [Kr67] for a class of Z extensions of Gibbs Markov semiflows with r, φ / ∈ L 2 (µ), satisfying assumptions (H0) and (H1) below. This is done via the present Theorem 1.1, which provides 'a smooth tail' estimate for the isomorphic semiflow (Ψ t ) t∈R + described below. The present arguments used in the proof of Theorem 1.1 build upon [Th16] . Given Theorem 1.1, the arguments required for the proof of Theorem 1.3 are essentially a 'translation' of the arguments in [G11] in the set up of [MT18] .
The 'tail behaviour assumption' (H1) below on r and φ seems natural in the context of the tubular Lorentz flow with infinite horizon. However, checking the precise form of (H1) for this type of flow is a different matter, which we do not address here. Also, to treat this type of example, one needs to go beyond the Gibbs Markov scenario, which requires further work.
We do not address the more difficult question of local limit theorems (LLT) for the flow (ψ t ) t∈R + . The Gaussian LLT for large classes of group extensions of suspension flows over Young towers are covered by [DN18a, Theorem 3.7] . In particular, [DN18a, Theorem 3 .7] provides the Gaussian LLT and mixing for Lorentz flows with finite horizon; among other ingredients this result requires the use of the Gaussian LLT with rates [P09, Proposition 4] for the underlying map, which builds upon [SV04] .
For the purpose of obtaining the scaling rate in Krickeberg mixing, it suffices to recall that (Ω, ψ t , µ ψ ) can be modelled as a suspension flow (Y τ , Ψ t , µ τ ) over (Y,F , µ) where the roof function τ : Y → R + is the first return time to Y × {0} × {0},
andF is such that ψ τ (y) (y, 0, 0) = (F (y), 0, 0). The flow Ψ t : Y τ → Y τ is then defined as Ψ t (y, u) = (y, u + t) modulo identifications. Let N be the iterate of (y, q) → (F (y), q + φ(q)) needed to return to Y × {0}, then τ = N −1 j=0 r • F j .
Throughout, we letα = N −1 j=0 F −j (α) be the partition associated withF . Since (Y, F, α, µ) is a probability measure preserving Gibbs Markov map, (Y,F ,α, µ) is also a probability measure preserving Gibbs Markov map. As shown in [Th16] , under certain assumptions on r and φ, the tail 1/µ(τ > t) is regularly varying with index less or equal to 1/2. To formulate our assumptions, for funtions v that are Lipschitz on each a ∈ α, let |1 a v| θ = sup x =y∈a |v(x) − v(y)|/d θ (x, y), where d θ (x, y) = θ s(x,y) for some θ ∈ (0, 1) and s(x, y) = min{n : F n (x) andF n (y) are in different elements of α} is the separation time. To focus notation and restrict the number of cases 1 , throughout we assume (H0) (i) The roof function r is bounded from below, say inf r ≥ 1, and it is Lipschitz on every a ∈ α with a µ(a)|1 a r| ǫ 0 θ < ∞, for some ǫ 0 > 0. Also, we require that φ : Y → Z is α-measurable with φ dµ = 0.
(ii) The observable (r, φ) : Y → (R + , Z) is aperiodic.
In (H0)(ii), we mean that (r, φ) is aperiodic if there exists no non-trivial solution to the equation e ibr+iθφ v • F = v, for (b, θ) ∈ (R K , S 1 ) \ {(0, 0)}, where R K = {b ∈ R : |b| < K} for K ∈ (0, ∞).
(H1) Let p ∈ (1, 2]. We assume that as t → ∞, µ(φ < −t) = µ(φ > t) = ℓ(t)t −p , µ(r > t) = ℓ(t)t −p + O(t −γ ), γ > 2, for some slowly varying 2 function ℓ. In the case p = 2, we do not require that r, φ ∈ L 2 .
Under (H1), throughout we let ℓ * be a slowly varying function such that ℓ * (t)t −1/p is the asymptotic inverse of µ(|φ| > t).
Under (H0)(i) and (H1) [Th16, Proposition 1.3 and Proposition 2.7] (in fact, the assumption on r there is relaxed to r ∈ L 1 and not necessarily bounded from below) shows that
Here the index of regular variation for 1/µ(τ > t) is 1 − 1/p ≤ 1/2. Here we build on the construction in [Th16] and, additionally, exploit arguments somewhat similar to the ones used in [Eri70] and [MT18] to obtain the following 'smooth tail' result:
Theorem 1.1 Assume (H0) and (H1). Then there exists a constant d p > 0 that depends only on p and r dµ such that
Remark 1.2 In the special case r ∈ L 2 , we do not require any special tail assumption and several steps in the proof of Theorem 1.1 can be considerably simplified.
Given the smooth tail estimate in Theorem 1.1, Krickeberg mixing for (Ψ t ) t ∈ R (and thus, for (ψ t ) t∈R ) will be obtained via: i) the abstract Theorem 7.1 derived via an adequate translation/rewrite of the argument in [G11] developed to obtain mixing for a large class of discrete time systems with regularly varying tails of first returns of index less or equal 1/2 ; ii) Corollary 7.2 as in [MT18, Corollary 3.1].
We recall that: a) under mild abstract assumptions, [MT18] obtains mixing for, not necessarily Markov, suspension flows with regularly varying tails of roof functions of index in (1/2, 1]; b) mixing for a class of Markov suspension flows with regular variation of index (0, 1) has been obtained in [DN18b] .
The present mixing result reads as Theorem 1.3 Assume (H0) and (H1). Let A, B ⊂ Y , with A ∈α, such that
Proof This follows from Theorem 7.1, Corollary 7.2 and Section B which verifies the abstract assumptions of Theorem 7.1, requiring, in particular, a slightly weaker form of Theorem 1.1.
Notation:
We write a n ∼ b n if a n /b n → 1,. We use "big O" and ≪ interchangeably, writing a n = O(b n ) or a n ≪ b n as n → ∞ if there is a constant C > 0 such that a n ≤ Cb n for all n ≥ 1.
2 Strategy and proof of Theorem 1.1
By definition, (Y,F ,α, µ) is a probability measure preserving Gibbs Markov map. As clarified in Section 4, the transfer operator R defined by
, and its perturbed versionR(s)v := R(e −sτ v), s ∈ C, have good spectral properties in the Banach space B θ with norm . θ . We recall that B θ is the space of bounded piecewise Hölder functions compactly embedded in L ∞ (µ). The norm on B is defined by v B = |v| θ + |v| ∞ , where
s(x,y) for some θ ∈ (0, 1), and s(x, y) = min{n : F n (x) andF n (y) are in different elements ofα} is the separation time. First, we collect some identities. Denote by 1 the function 1 on B θ and let G(t) = µ(τ ≤ t). We start with the basic observation 3 that for s = u − ib, u ≥ 0 and b ∈ R \ {0},
In what follows we exploit an analogue of (2.1)(namely, (2.4)). More precisely, for u ≥ 0, we define the measures ν u on the positive real line such that
With these defined we see that
Hence,
where e(t) = O(µ(t < τ < t + 1)). Recall s = u − ib, u ≥ 0 and b ∈ R \ {0}. By (2.1),
and differentiating in b gives
. This together with the definition of ν u implies that
We note that (2.2) together with (1.1) implies that
µ(τ > t) dt = ∞. So, ν 0 is an infinite measure. In particular, this implies that the Fourier transform of ν 0 is not well defined. However, obtaining an analogue of [Eri70, Inversion formula, Section 4] (also exploited in a different set up in [MT18] ), below we obtain the asymptotic of ν 0 ([t, t+ 1]), as t → ∞.
We start with an analogue [Eri70, Inversion formula, Section 4] (with proof in Section 4). Given V (I) = 
The following result required in the proof of Theorem 1.1 comes directly from [Eri70] and does not require any modification in our set up. To state this result, for each a > 0 we letĝ a (0) = 1 and for x = 0, definê
Proposition 2.2 [Eri70, Lemma 8] Let {µ t , t > 0} be a family of measures such that µ t (I) < ∞ for every compact set I and all t. Suppose that for some constant C,
for all a > 0, λ ∈ R. Then µ t (I) → C|I| for every bounded interval I, where |I| denotes the length of I.
We note thatĝ a is the Fourier transform of
The next result is required in the proof of Theorem 1.1; its proof is postponed to Section 4.
where d p is a constant that depends only on p and Y r dµ.
Proof of Theorem 1.1 With the convention I + t = {x : x − t ∈ I}, let µ t (I) = 2m(t)V (I + t) = m(t)(ν 0 (I + t) + ν 0 (−I − t)) and note that
Sinceĝ a satisfies the assumptions of Proposition 2.1,
By Proposition 2.3 together with the Fourier inversion formula 
as t → ∞. The conclusion follows from this together with (2.3) and the fact that m(t) = t 1−1/p ℓ(t) −1 .
3 Proof of Proposition 2.1
(ν u (I) + ν u (−I)) and note that
Letĝ and g as in the statement of Proposition 2.2. Note that dV u is a finite measure, so by the definition of g,
To complete the proof of Proposition 2.1, we just need to justify passing to the limit as u → 0 on both sides of (3.2). We first deal with the LHS.
Lemma 3.1
Proof By definition, lim u→0 V u (I) = V (I), for very measurable set I. Thus, for any integrable (with respect to dV ) function f ,
We claim that
, for all t ∈ R. It follows that f (x) = e −iλ(x−t)ĝ (x−t) is integrable for all t ∈ R and the result follows.
It remains to prove the claim. Clearly,
Since, for all t ∈ R,ĝ(
Next, we deal with the RHS using the following analogue of [Eri70, Lemma 7]: With these clarified we can complete Proof of Proposition 2.1 The conclusion follows by taking the limit u → 0 in (3.2) using Lemmas 3.1 and 3.2 (with h(b) = e −ibt g(b + λ) in Lemmas 3.2).
4 Assymptotic of A(u − ib) and proof of Proposition 2.3
An essential ingredient for the proof of Proposition 2.3 is Lemma 4.1 below, which gives the asymptotic behaviour of A(u − ib). Before its statement, we briefly explain the strategy in [Th16] for obtaining the asymptotic of µ(τ > t) (such as (1.1)) and provide the main ingredients required in the statement and proof of Lemma 4.1. The key observation in [Th16] (also to be exploited here) is that the perturbed transfer operatorR(u − ib) (associated withF ) can be understood via a double perturbation of the transfer operator for T , which we denote by L, with r and φ, respectively. For
As clarified in subsection 5.1, by (H0), when viewed as an operator on B θ ,L(u−ib, iθ) has the property that its spectral radius of is strictly less than 1 for all u ≥ 0 and for 
In particular, for all u ≥ 0 and b ∈ R K \ {0}, the LHS of (4.1) is well defined and the spectral radius ofR(u − ib) is strictly less than 1. Define
Controlling the asymptotics as b → 0 of S(u − ib) −1 1, u ≥ 0, is the main step in estimating µ(τ > t), when combined with (2.1). We note that, as in [Th16] , to estimate µ(τ > t) it sufficies to work with real Laplace transforms. Here we shall use (4.1) to estimate the derivative
(u − ib)1 dµ, u ≥ 0, as b → 0 and thus, the asymptotic of A(u − ib), b → 0 for u ≥ 0 (via (2.4)).
We state the precise result on the asymptotic of A(u − ib) below and defer its proof to subsection 5.1. Before its statement we recall the following notation: we write B(x) ∼ c(x)P for bounded operators B(x), P acting on some Banach space B with norm
Lemma 4.1 Assume (H0) and (H1). The following holds as u → 0 first and then
where C p is a complex constant that depends only on p and Y r dµ with Re C p > 0 and P is an operator defined by P v = Y v dµ. Also, the same holds for u = 0, as b → 0 (with |u − ib| replaced by |b|). Moreover, for any ǫ > 0,
Using (4.1), we have
Recalling s = u − ib, and using the definition of A(s) in (2.4),
By the first part of Lemma 4.1, the following holds under (H0) and (H1), as u → 0 first and then b → 0,
where ℓ * is as in (H1). Also, (4.2) holds for u = 0, as b → 0 (with |u − ib| replaced by |b|) and as u → 0, A(u − ib) → A(ib), for all |b| < ∞.
Moreover, by the second part of Lemma 4.1,
We now provide the Proof of Proposition 2.3 By Proposition 2.1, we need to estimate lim t→∞ m(t) lim u→0
. By Propositions 2.1 and 2.3 we can estimate the inverse Fourier transform of the scalar function g a (b + λ) Re A(ib). For the purpose of using the information on the second derivative in b of A(u − ib), u > 0 (as in (4.3)), we first justify the choice u = 1/t in the limit. Given the definition ofĝ a and g a (b) in (2.5) and (2.6) we have g a (b) = Re
Using (2.5) we compute that as u → 0, for any γ ∈ (0, 1),
Thus, g a (b) can be continuously moved to the region Γ a := {e −(u+ib) : u ∈ (0, δ), |b| ≤ a}, for some δ > 0 small enough. Since we also know that
For fixed M > 1, we write
Proposition 2.3 follows from the estimates for I 1 (t, M) and I 2 (t, M) below with
Proof It follows from the definition of g a that |g a (
By (4.2), there exists δ > 0 such that for all t > M/δ,
Re A(ib)e −ibt db.
Next, using again (4.2) (and the first two lines of text under (4.2)),
where e(b) → 1, as b → 0. By Lemma 4.1, Re(C p ) > 0 and we set d 0 = 2 Re(C p ). With a change of variables,
where in the last equality we have used that ℓ * is slowly varying (see, for instance, [BGT87] ) together with the dominated convergence theorem. To conclude, write
and compute that |
where
By definition, g a (L/t + λ) vanishes for L/t > a. Also, it follows from the definition of g a and (4.2) that for all M/t ≤ a and some C > 0,
Next, since g a is supported on [−a, a], for all M/t ≤ a and some C ′ > 0,
Finally, using (4.3), there exist C, C ′ > 0 such that for any ǫ > 0,
For the second term, compute that there exist C, C ′ > 0 such that
which ends the proof.
5 Proof of Lemma 4.1
Asymptotic ofL(ib, iθ)
Under (H0)(i) and (H1) an argument similar to the one used in [Th16, Lemma 2.6] verifies that when viewed as an operator on the Banach space B θ (Y ), the spectral radius ofL(u − ib, iθ) is strictly less than 1 for all u ≥ 0 and for all (b, θ) ∈ B δ (0, 0) for some δ > 0. By (H0)(ii), the same holds for all (b, θ) ∈ (R K , S 1 ) \ {(0, 0)}. We recall the main steps and estimates to be used later (in Section 6 below). We first consider the continuity properties ofL(ib, iθ).
Under the assumption that F is Gibbs Markov and r satisfies (H0) and (H1), the argument of [MT17, Proposition 12.1] shows that for all u ≥ 0,
Moreover, since r is bounded from below, the same argument [MT17, Proposition 12.1] shows that for all u > 0 and any ǫ > 0,
In the last inequality we used that by (H1) and Potter's bounds (see [BGT87] ), for any ǫ > 0,
Either by a similar argument to the one above (working with the perturbation e iθφ instead of e ibr and exploiting φ ∈ L 1 ) or by the argument used in [Th16, Proof of Lemma 2.2, item 3], we have that for all h > 0,
Putting the above continuity estimates together, we have that for all u ≥ 0 and for all h 1 , h 2 > 0,
We already know that L has a simple isolated eigenvalue at 1 (as an operator on B θ ). This together with above continuity properties forL(u −
where c p is a complex constant with Re c p > 0 that depends only on p. Finally, the arguments in [Th16, Proof of Lemma 2.6] carry over, ensuring that the spectral radius ofL(ib, iθ) viewed as an operator on B θ is strictly less than 1 for all u ≥ 0 and all
6 Proof of Lemma 4.1
In this section we prove Lemma 4.1 via three sublemmas.
Sublemma 1 Assume (H0) and (H1). Then for all u ≥ 0, b ∈ R and for all θ ∈ [−π, π),
Moreover, for all u > 0, b ∈ R and for all θ ∈ [−π, π) and any ǫ > 0,
Proof Since e iθφ is constant on partition elements, the conclusion follows by the argument recalled (namely [MT17, Proposition 12.1]) in obtaining (5.1) and (5.2).
Recall that λ(u − ib, iθ) is well defined for 0 ≤ u ≤ δ and (b, θ) ∩ B δ (0, 0). The next result gives the asymptotics of its first two derivatives in b; inside the proof we also give another check to (5.4).
Sublemma 2 Assume (H0) and (H1)
Proof Let v(u − ib, iθ) be the eigenfunction associated with λ(u − ib, iθ), normalised such that µ(v(u − ib, iθ)) = 1. As in [Th16, Proof of Lemma 2.4], write
Set r * = Y r dµ. By (H1), the argument used in [GM12, Lemma A1] with t there replaced by u − ib here (see also [AD01] ) shows that as u, b → 0,
Also, by the calculation used for deriving (5.2), for u > 0 and for any ǫ > 0,
Recall that for all x > 0 and any γ ∈ (0, 1),
For the second derivative we note that similarly to (6.1),
To complete the proof that
By standard perturbation theory, the estimates forL(u−ib, iθ) carry over to the family of eigenfunctions v(u − ib, iθ). By Sublemma 1 (estimates on the first derivative) and (5.3)
To complete the argument for the second derivative, using Sublemma 1 (estimates on the second derivatives) compute that
The conclusion follows by putting all the above estimates together.
The final required estimate is
Sublemma 3 There exist complex constants C 0 , C 1 that depend only on p and Y r dµ with Re C 1 , Re C 2 > 0 such that following hold as u → 0, first, and then b → 0:
iii) For any ǫ > 0,
Moreover, items i)-ii) also hold for u = 0, as b → 0 (with (u − ib) replaced by −ib).
Proof Throughout this proof we let P v := P (0, 0)v = Y v dµ be the spectral projection associated with the eigenvalue λ(0, 0) = 1. Although item i) follows by the argument in [Th16, Proof of Proposition 2.7], we sketch the argument partly to fix the notation required for the proof of ii), partly because [Th16, Proof of Proposition 2.7] works with s ∈ R as opposed to u − ib ∈ C here. As explained in subsection 5.1,L(u − ib, iθ) : B θ → B θ has good spectral properties. In particular, there exists δ > 0 such that for all u ∈ [0, δ) and for all (b, θ) ∈ B δ (0, 0) we can write
where P (u − ib, iθ) is the family of spectral projections associated with the family of simple eigenvalue λ(u − ib, iθ) and Q = I − P . Using (5.4) and (5.3), as u, b, θ → 0, 
Set I(θ) = c p ℓ(1/|θ|)|θ| p and let I * (θ) = ℓ * (1/|θ|)|θ| 1/p be the asymptotic (as θ → 0) inverse of I; in particular, we recall that ℓ * is slowly varying. Putting the above together,
With the change of variables θ = σI
(6.3) Using Potter's bounds (see [BGT87] ), we have that for any δ 0 > 0 
where K p is a complex constant with Re K p > 0 that depends only on p and Y r dµ. Finally, as u → 0 first and then b → 0,
Item i) follows with
K p with Re(C 0 ) > 0. We continue with the proof of ii). Differentiating (6.2) in b,
Using Sublemma 1 (which gives the same estimates for
Using Sublemma 2 (the estimate on the first derivative) and proceeding as in the proof of item i),
By an argument similar to the ones used at the end of proof of item i) above, as b, u → 0, the second integral converges to a complex constant K 
and item ii) follows.
For item iii), differentiating once more and using Sublemma 1 for the estimates for the first and second derivatives of the involved operators in b together with (5.3) and Sublemma 2 (for both, first and second derivatives)
The conclusion follows from the previous displayed equation together with arguments similar to the ones used at the end of proof of item i), somewhat simplified by the fact we only study upper bounds.
We can now complete
Proof of Lemma 4.1 First, compute that (1)). Together with Sublemma 3 ii), this gives that
The first estimate of the lemma follows with
0 . Using the upper bounds provided by Sublemma 3 i), ii) and iii), we check that
as u → 0 first and then b → 0. A standard calculation using further Sublemma 3 ii) and iii) gives the second estimate of the lemma.
Krickeberg mixing in an abstract set-up
Generalizing (and correcting a mistake in the proof) a result of [D97] to operator renewal sequences, [G11] obtains the scaling rate and thus mixing for infinite measure preserving systems with regularly varying first return tail sequences of index β ∈ (0, 1). In subsections 7.1-7.4 we translate the argument in [G11] to the abstract class of suspensions flows described below. Let (Y, µ) be a probability space and assume that (Y, F, µ) is ergodic measure preserving transformation. Let τ : Y → R + be a measurable nonintegrable function bounded away from zero. Throughout, we assume that ess inf τ ≥ 1. Define the suspension 
Under suitable spectral assumptions on the map F (namely, (H)(i)-(ii) below), T (s) = (I −R(s))
−1 is well defined on H \ {0}. Here we clarify that the results in [G11] can be used to obtain mixing for suspension flows over maps with good spectral properties and tail for the roof function satisfying: i) µ(τ > t) = ℓ(t)t −β where β ∈ (0, 1); ii) µ(t < τ < t + 1) = O(ℓ(t)t −(β+1) ). To spell out the analogy between assumption (H) below and the assumptions in [G11] , we recall briefly the terminology of operator renewal sequences introduced in [S02] to obtain lower bounds for subexponentially decaying (finite) measure preserving systems. Let (X, µ) be a measure space (finite or infinite), and f : X → X a conservative measure preserving map. Fix Y ⊂ X with µ(Y ) ∈ (0, ∞). Let ϕ : Y → Z + be the first return time ϕ(y) = inf{n ≥ 1 : f n (y) ∈ Y } (finite almost everywhere by conservativity). Let L : L 1 (X) → L 1 (X) denote the transfer operator for f and
Thus T n corresponds to general returns to Y and R n corresponds to first returns to Y .
. . R j k generalizes the notion of scalar renewal sequences (see [F66, BGT87] and references therein). Let R(z)v = n R n z n , z ∈D. It easy to check that R(1) := R, R :
, is the transfer operator associated with the induced map F = f ϕ and that
there exists a Banach space B with norm such that the operator R(z) has the spectral gap property and that R n = O(µ(ϕ = n)). Assumptions i) and ii) are also used in [D97] to obtain a strong renewal theorem for scalar renewal sequences with infinite mean. There is no direct analogue of R n = O(µ(ϕ = n)) in the continuous time dynamical systems set up; as pointed out in [MT17] , in the continuous time set up, the inverse Laplace transform of the twisted transfer operatorR(s)v = R(e −sτ v), s ∈ H, is just a delta function. However, as noticed in [BMT] ,R(s) can be related to a proper Laplace transform. More precisely, by [BMT, Proposition 4 .1], a general proposition on twisted transfer operators that holds independently of the specific properties of F (see also Section 1.1 for a very short proof), for s ∈ H,
where ω : R → [0, 1] is an integrable function with supp ω ⊂ [−1, 1] and g 0 is analytic on H, C ∞ on any compact of {ib : b ∈ R} such that g 0 (0) = 1. Recall that H = {Re s ≥ 0} and for δ, L > 0 set H δ,L = {H∩B δ (0)}∪{ib : |b| ≤ L}. We assume that there exists a Banach space
containing constant functions, with norm B , such that the following assumption holds for any L ∈ (0, ∞) and some δ > 0:
(H) (i) The operatorR : B → B has a simple eigenvalue at 1 and the rest of the spectrum is contained in a disk of radius less than 1.
(ii) The spectral radius ofR(s) : B → B is less than 1 for s ∈ H δ,L \ {0}.
(iii) There exists an ω satisfying (7.1) such that
The assumption B ⊂ L ∞ (Y ) can be relaxed, it is only used for simplicity. Assumption (H)(iii) is a natural analogue of the assumption R n = O(n −(β+1) ) considered in [G11] . The present result reads as Theorem 7.1 Assume µ(τ > t) = ℓ(t)t −β where β ∈ (0, 1) with ess inf τ ≥ 1. Suppose that (H) holds. Let A, B ⊂ Y be measurable and suppose that 1 A ∈ B. Then for any h > 0, lim
Corollary 7.2 [MT18, Corollary 1] Assume the conclusion of Theorem 7.1. Let 
Main estimates and Proof of Theorem 7.1
As shown in [MT18, Proposition 2.1], under (H) (in fact, a much weaker form of (H)(iii) here is required there), the following inversion formula for the measure V A,B
(a generalization of [Eri70, Inversion formula, Section 4] to the non iid set up) holds all λ, t ∈ R,
where g : R → R is a continuous compactly supported function with Fourier transform
Continuing from (7.2) we write
where the sequence a k is such that τ k /a k satisfies the local limit theorem and K is some fixed number K ≥ 1 to be specified at the end of the present section. Under the assumptions of Theorem 7.1 (for the map F and observable τ ), such a local limit theorem is known to hold, with a k such that a
). The splitting in the sum above follows the analogue pattern in the discrete time scenario outlined in [D97, G11] . In fact, the computation for the term u 1 (t) defined in (7.3) goes word for word (with obvious differences in notation) as in [G11, Proof of Proposition 1.5] (see also [G11, Remark 2.1]). Defining A(x) = x β ℓ(x) such that A(k) = k(1 + o(1)) we write It remains to estimate the term u 2 (t) defined in (7.3). In [D97, G11] , the estimate for the analogue of this term in the discrete time set up is the hard part of their argument. Here, we translate their argument in the notation of the present setting.
Under (H)(i)-(iii), R (ib)
As already mentioned, in the discrete time scenario the renewal sequence T n can be written as T n = ∞ k=0 j 1 +j 2 +...+j k =n R j 1 R j 2 . . . R j k . An analogue of this formula in the continuous time set up can be obtained from (7.2) using (H)(iii):
Hence, we can write
The results below gives the main estimate for handling u 2 (t); the proof is deferred to subsection 7.2.
It follows from Proposition 7.3 that for any δ > 0,
where the last estimate was obtained using Potter's bounds (see, for instance, [BGT87] ). Since K −(2β−δ) = o(1) as K → ∞, we obtain
which together with (7.4) concludes the proof of Theorem 7.1.
Proof of Proposition 7.3
Translating the strategy and estimates in [G11] , in what follows we consider separately the contributions of different (t 1 . . . t k ) to u 2 (t, k) depending on the size the indices t 1 . . . t k , when compared to a truncation level t η defined as follows. Write t = wa k for some w ≥ 1 and let t η = w γ a k /2 ∈ [a k /2, t/2] for some γ ∈ (0, 1) (to be specified below). Let T = {(t 1 , . . . , t k ) : t 1 + . . . + t k = t} be a set which is partitioned into four disjoint sets T j , j ∈ {0, 1, 2, 3} as follows
Recall (from text after (7.2)) that g : R → R is a continuous compactly supported function and let [−a, a] = supp g.
Under (H)(iii), let g 0 (ib) be as defined in (7.1) and set
, a quick computation using integration by parts shows the inverse Laplace transform of m g (ib), which we denote by m g (t) satisfies |m g (t)| = O(t −2 ). Moreover, by the same argument, for any k ≥ 1, the inverse Fourier transform m g (t, k) of m g (ib)
k is O(t −2 ). Using (7.5), defineM
The proof of the result below is deferred to subsection 7.3 and it allows to complete the proof of Proposition 7.3.
Proposition 7.4 For any t ≥ a k and every j ∈ {0, 1, 2, 3}, the integrals
Lemma 7.6 There exists a constant C > 0 such that for all
Proof Starting from assumption (H) and using the continuity Lemma 7.7 below, the conclusion follows arguing word for word as in [G11, Proof of Lemma 3.2].
Proof of Proposition 7.4 The arguments for estimating I j (t), j ∈ {0, 1, 2, 3} go word for word as the arguments used in [G11] in estimating j , j ∈ {0, 1, 2, 3} there with Lemma 7.5 replacing [G11, Lemmas 3.1] and Lemma 7.6 replacing [G11, Lemma 3.2].
Proof of Lemma 7.5
Based on (H)(iii) we have the following continuity property forR:
Lemma 7.7 There exists C > 0, such that for all
for some C > 0. Now restrict to s ∈ H with |s| ≤ L. By equation (7.1), |g 0 (s)| ≪ 1 and |g 0 (s 1 ) − g 0 (s 2 )| ≪ |s 1 − s 2 |. The result follows.
By Lemma 7.7, the map s →R(s) is continuous. By (H),R(0) has 1 as a simple eigenvalue, so there exists δ > 0 and a continuous family λ(s) of simple eigenvalues ofR(s) for s ∈ H ∩ B δ (0) \ {0} with λ(0) = 1. Let P (s) denote the corresponding family of spectral projections, given by
For s ∈ H ∩ B δ (0) \ {0}, writeR(s) = λ(s)P (s) + Q(s), where Q(s) = I − P (s). Recall thatR(s) = g 0 (s)M (s), where g 0 is a scalar function. Hence, for k ≥ 1,
Recalling the definition ofM g (ib) in (7.6) and restricting to b ∈ (−δ, δ),
Lemma 7.8 below is a version of Lemma 7.5 for the non-truncated Fourier transform; this is the analogue of [G11, Lemma 4.2]. Given Lemma 7.8 below, the proof of Lemma 7.5 for estimating the truncated Fourier transform follows goes word for word as in [G11, Proof of Lemmas 3.1].
Lemma 7.8 There exists a constant C > 0 such that for all k ≥ 1,
Proof We first assume that λ Assuming that λ(ib) is well defined on [−a, a], we clarify that each quantity appearing in (7.8) lies in the Banach algebraR β+1 .
From the text below (7.5), we know that the inverse Fourier transform of m g (ib) is O(t −2 ). Next, using (7.7), assumption (H)(iii) and Wiener's Lemma A.2, P (ib) ∈ R β+1 . Also, recall that Q(ib) is an operator acting on B well defined on [−a, a] with spectrum contained in a ball of radius strictly less than 1. Thus, the spectrum of Q(ib) k is contained in a ball of radius strictly less than ρ k , for some ρ < 1. Hence,
It remains to show that λ ∈ R β+1 . The lack of the hat in R β+1 means that we look at a commutative Banach algebra (similar toR β+1 ; see Section 1.3 for precise definition), since λ(ib) is a scalar. Under the extra assumption that the operatorR, and thus λ, is a 2π-periodic continuous function supported on (−π, π], this follows as in [G11, Proof of Lemma 4.2] with the algebra R β+1 replaced by A β+1 recalled in Appendix 1.3).
To reduce to the situation of [G11, Lemma 4.2] let R * denote the 2π periodic version ofR and let λ * be its corresponding eigenvalue. Note that λ| [−π,π] = λ * . As in [G11, Proof of Lemma 4.2], λ * ∈ A β+1 and that for any k ≥ 1, |(λ * ) k | A β+1 ≤ C, for some C > 0 (independent of k). Since we also know that (λ
, a version of Wiener's lemma for funtions with compact support, namely Lemma A.3 below, ensures that |λ(ib) k | R β+1 ≤ C, for some C > 0, as required.
A Some previous established results used in Section 7
1.1 Proof of Equation (7.1)
Since it is short, for the reader's convenience we include the proof of (7. 
Formula (7.1) follows with g 0 (s) = 1/ω(s), so g 0 (0) = 1, g 0 is analytic on H and C ∞ on any compact of {ib : b ∈ R}.
1.2 A result used in the proof of Lemma 7.8
The result below was established in [MT17] and it holds in the present set up due to Lemma 7.7. Although, [MT17, Proposition 13.4] is stated and proved using B = B θ , the proof goes word for word the same, with a general Banach space B provided that (H)(i)-(iii) and Lemma 7.7 hold. 
B
Verifying (H) for the flow (Ψ t ) t∈R First, it is easy to see that assumptions (H0)(i)-(ii) on (r, φ) implies (H)(i)-(ii) for the twisted transfer operator R(e −sτ ), s ∈ H. In particular, the joint aperiodicity of (r, φ) implies that τ is aperiodic, checking (H)(ii).
2.1 Verification of (H)(iii) via Theorem 1.1 and argument in [BMT] Assumption ( 1 − (x − t), t − 1 < x ≤ t, 1 + (x − t), t ≤ x < t + 1, 0, otherwise.
Note that ω is uniformly Lipschitz, with Lipschitz constant 1.
Proposition B.1 Assumption (H)(iii) holds with B = B θ , namely R(ω(t − τ ) θ ≤ Cµ(t − 1 < τ < t + 1).
Proof By (H0), r is Lipschitz and F is Gibbs Markov and in particular, uniformly expanding. Therefore τ is Lipschitz as well, say |τ (y) − τ (y ′ )| ≤ C L d θ (y, y ′ ) for all a ∈α and y, y ′ ∈ a. As a consequence, y → ω(t−τ (y)) is also Lipschitz with Lipschitz constant C L and clearly ω(t − τ ) ∈ [0, 1] is supported on {t − 1 ≤ τ ≤ t + 1}.
SinceF is Gibbs Markov as well, there are constants C 1 , C 2 > 0 such that the Jacobian ep (y) satisfies ep (y) ≤ C 1 µ(a) and |ep (y) − ep (y ′ ) | ≤ C 2 µ(a) for all a ∈α and y, y ′ ∈ a. Thus,
Because τ is Lipschitz (whence sup a τ − inf a τ ≤ C L ), a ∩ {t − 1 ≤ τ ≤ t + 1} = ∅ implies that a ⊂ {t − 1 − C L ≤ τ ≤ t + 1 + C L }. Therefore R(ω(t − τ ))v θ ≪ µ({t − 1 − C L ≤ τ ≤ t + 1 + C L }) v θ as required.
