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Aproblemof the analysis and prevention of noise-induced extinction in nonlinear populationmodels is considered. For the solution
of this problem, we suggest a general approach based on the stochastic sensitivity analysis. To prevent the noise-induced extinction,
we construct feedback regulators which provide a low stochastic sensitivity and keep the system close to the safe equilibrium regime.
For the demonstration of this approach, we apply ourmathematical technique to the conceptual but quite representative Ricker-type
models. A variant of the Ricker model with delay is studied along with the classic widely used one-dimensional system.
1. Introduction
Population models, even in the deterministic case, demon-
strate a wide variety of dynamic regimes, both equilibrium
and oscillatory. These regular and chaotic regimes can be
changed in consequence of the different-type bifurcations
[1, 2]. Any living system is subject to the inevitable noise
which can significantly complicate system’s dynamics and
cause abrupt ecological shifts and catastrophes [3–5].
In the population systems, an investigation of the under-
lying reasons of the transformation from the persistence to
extinction is a challenging problem. Here, an analysis of
the noise-induced extinction attracts the attention of many
researchers [6–12]. In the modern population dynamics,
along with the problem of the analysis of unwanted shifts
caused by noise, control problems for ecosystems are also
highly important.
Stable regimes in the population dynamics are provided
by intrinsic natural feedbackmechanisms of the regulation. If
such mechanisms are destroyed under various disturbances,
then this desired stabilization can be achieved by the control
based on additional artificial feedback [13–17].
Controlling nonlinear systems with regular and chaotic
oscillations is an actively developed research domain. Follow-
ing the pioneeringwork ofOtt et al. [18],many researchers are
involved in the investigations concerning the suppression of
chaos to equilibria or periodic orbits [19–21].
The presence of stochastic disturbances significantly
complicates the solution of control problems [22]. In non-
linear dynamic systems, even with simple regular attrac-
tors, a small noise can cause unexpected and undesired
noise-induced transitions. The underlying reason of such
transitions is the high stochastic sensitivity of the initial
deterministic attractors [23, 24]. A control approach based on
the idea of reducing the stochastic sensitivity was developed
in [25, 26].
The discrete-time population models, even in the one-
dimensional case, are quite representative in the simulation
of both regular and chaotic behavior. One of them is the
well-known Ricker system [27]. A theoretical analysis of
the stochastic Ricker system in terms of Markov chains was
carried out in [28, 29]. In this paper, we use the Ricker
system as a conceptual model to study the probabilistic
mechanisms of phenomena of the noise-induced extinction
and contraction of the persistence zone.
In Section 2, we consider the one-dimensional stochastic
Ricker system as a primary model. The main features of the
uncontrolled model such as noise-induced extinction and
contraction of the persistence zone are discussed. To prevent
the extinction, we use a control approach oriented on the
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synthesis of the stable equilibrium with the small stochastic
sensitivity. The mathematical background of this approach is
briefly presented in the Appendix.
In Section 3, we study the Ricker system with delay as a
secondary model. Here, we demonstrate how themathemati-
cal theory of the stochastic sensitivity synthesis can be applied
to the systems of higher dimensions.
2. Controlling Stochastic Sensitivity in 1D
Ricker Model
Consider the deterministic Ricker model [27]
𝑥𝑡+1 = 𝑥𝑡 exp (𝜇 (1 − 𝑥𝑡)) , (1)
where 𝑥 is the size of the population and 𝜇 > 0 is a parameter
of the intrinsic growth rate. System (1) has two equilibria:𝑥0 = 0 and 𝑥1 = 1. The equilibrium 𝑥0 is unstable for any𝜇 > 0, and the equilibrium 𝑥1 is stable for 0 < 𝜇 < 2. For𝜇 > 2, the system performs Feigenbaum’s scenario of period-
doubling bifurcations and alternations of regular and chaotic
zones.The attractors of the deterministicmodel (1) are shown
in Figure 1. Note that for any𝜇 the population exists in various
forms, both regular and chaotic, with the unlimited growth of
the amplitude under increasing𝜇. So, in the framework of this
deterministic model, the persistence 𝜇-zone is unbounded:0 < 𝜇 < ∞.
It can be underlined that minimum values of the popu-
lation size in oscillatory modes tend to zero as 𝜇 increases.
In the presence of random disturbances, such proximity of
the population size to zero can cause noise-induced extinc-
tion. To study this phenomenon, we consider the following
stochastic variant of the Ricker model:
𝑥𝑡+1 = 𝑥𝑡 [exp (𝜇 (1 − 𝑥𝑡)) + 𝜀𝜉𝑡]+ , (2)
where 𝜉𝑡 is a standard uncorrelated Gaussian random process
with parameters 𝐸(𝜉𝑡) = 0 and 𝐸(𝜉2𝑡 ) = 1 and 𝜀 is the noise
intensity. Here, the environmental noise scales proportionally
with the population size. This model takes into account
the biological fact that the population cannot withstand the
negative environmental disturbance that is more than its own
size. Mathematically, this obvious feature of the interplay of
the population and environment is modeled in (2) by the
function
[𝑦]+ = {{{
𝑦, 𝑦 ≥ 0,
0, 𝑦 < 0. (3)
In the framework of this model, the population size 𝑥 is
nonnegative even for large values of random disturbances.
Consider how noise can destroy the persistence regime of
the population system. For small noise, random trajectories
slightly deviate from the initial deterministic attractor (see
blue curves in Figure 2). With increasing noise, these devi-
ations increase too, and the random trajectory can intersect𝑥 = 𝑥0 and further be zero for any 𝑡 (see red curves in
Figure 2). Such annihilation can be interpreted as the noise-
induced extinction of the population.
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Figure 1: Bifurcation diagram of the deterministic system (1). The
unstable equilibrium 𝑥0 is shown by the red dashed line.
Note that, for larger 𝜇, the noise with smaller intensity𝜀 causes the noise-induced extinction. It can be clearly seen
in Figure 3 where random states of system (2) are shown for
three values of 𝜀. For any 𝜇, we started from the deterministic
attractor and plotted 100 iterations of the stochastic system
(2) after the transient 100 steps. Here, it can be seen that the
increasing noise contracts the persistence zone. For instance,
in the parametric zone where the deterministic system (1)
exhibits persistence with chaotic oscillations, the stochastic
system (2) with the noise intensity 𝜀 = 0.1 demonstrates total
extinction.
Consider now how to avoid this noise-induced extinction
using the appropriate control procedures. Here, our aim is to
stabilize the equilibrium 𝑥1 in a wide range of the parameter𝜇 > 0 and provide small-amplitude stochastic oscillations
near 𝑥1.
Consider the stochastic model with control input
𝑥𝑡+1 = 𝑥𝑡 [exp (𝜇 (1 − 𝑥𝑡)) + 𝜀𝜉𝑡]+ + 𝑢𝑡, (4)
where 𝑢𝑡 is formed by the feedback regulator
𝑢𝑡 = 𝑘 (𝑥𝑡 − 𝑥1) . (5)
To stabilize the stochastic oscillations of system (4) with
regulator (5), we will use a theory of the stochastic sensitivity
synthesis presented in the Appendix. Here,
𝑓 (𝑥, 𝑢, 𝜂) = 𝑥 exp (𝜇 (1 − 𝑥)) + 𝑢 + 𝑥𝜂,
𝜂 = 𝜀𝜉,
𝑥 = 𝑥1 = 1,
𝐹 = 𝜕𝑓𝜕𝑥 (𝑥1, 0, 0) = 1 − 𝜇,
𝐵 = 𝜕𝑓𝜕𝑢 (𝑥1, 0, 0) = 1,
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Figure 2: Time series of the stochastic system (2) (a) for 𝜇 = 1.5 with 𝜀 = 0.1 (blue) and 𝜀 = 0.4 (red) and (b) for 𝜇 = 2.5 with 𝜀 = 0.01 (blue)
and 𝜀 = 0.1 (red).
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Figure 3: Random states of the stochastic system (2) with 𝜀 = 0.001
(green), 𝜀 = 0.01 (blue), and 𝜀 = 0.1 (light blue).
𝐺 = 𝜕𝑓𝜕𝜂 (𝑥1, 0, 0) = 1,
𝑆 = 1.
(6)
The set of the feedback coefficients 𝑘 of regulator (5) stabi-
lizing 𝑥1 = 1 of the deterministic system is given by the
inequality 𝜇 − 2 < 𝑘 < 𝜇. Following (A.14), we have
𝑤𝑘 = 11 − (1 − 𝜇 + 𝑘)2 , (7)
where𝑤𝑘 is the stochastic sensitivity of the equilibrium𝑥1 = 1
in stochastic model (4) with regulator (5). In absence of the
control (𝑘 = 0), the stochastic sensitivity (see the blue curve
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Figure 4: Stochastic sensitivity of the equilibrium 𝑥1.
in Figure 4) of 𝑥1 in the zone 0 < 𝜇 < 2 of its stability is given
by the formula
𝑤0 = 1𝜇 (2 − 𝜇) . (8)
Formally, for 𝜇 ≥ 2, 𝑤0 is equal to infinity. A problem of the
synthesis of the assigned stochastic sensitivity 𝑤 is solved by
regulator (5) with the feedback coefficient (see (A.13))
𝑘 = 𝜇 − 1 ± √1 − 1𝑤. (9)
Here, the attainability set of the stochastic sensitivity is
defined by a simple inequality𝑤 ≥ 1. Results of the modeling
of system (2) without control and system (4) and (5) with
control which synthesizes different values of the stochastic
sensitivity 𝑤 are shown in Figure 5. In Figure 5(a), random
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Figure 5: Random states of the stochastic system (4) and (5) (a) for 𝜀 = 0.01 without control (blue), with control providing 𝑤 = 10 (green)
and 𝑤 = 1 (red); (b) for 𝜀 = 0.1 without control (light blue) and with control providing 𝑤 = 1 (red).
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Figure 6: Time series of the stochastic system for 𝜇 = 2.5 and 𝜀 = 0.01 without control (grey) and with control (blue) providing (a) 𝑤 = 1
and (b) 𝑤 = 10. Control is switched on at 𝑡 = 20.
states are plotted for 𝜀 = 0.01 with control providing 𝑤 = 10
(green points) and 𝑤 = 1 (red points). As can be seen, the
regulator stabilizes 𝑥1 = 1 and provides uniform dispersion
in a wide range of the parameter 𝜇. A value of the dispersion
can be controlled by the assigned 𝑤. Here, the value 𝑤 = 1
is the minimum attainable. In Figure 5(b), random states
are plotted for larger noise intensity 𝜀 = 0.1 with control
providing this minimum value 𝑤 = 1.
In Figure 6, time series of the stochastic system with𝜇 = 2.5 and 𝜀 = 0.01 without control are plotted by a grey
color and those with control are plotted by blue for regulators
providing 𝑤 = 1 (a) and 𝑤 = 10 (b). Here, the control is
switched on at 𝑡 = 20.
Thus, our approach, based on the synthesis of the regula-
tor minimizing the stochastic sensitivity, provides structural
stabilization, decreases the amplitude of oscillations, and
prevents the noise-induced extinction in the population
system. Note that these results can be also interpreted as the
suppression of chaos in the corresponding 𝜇-zone.
Further, we will show how this approach can be applied
to the population system of higher dimension. In the next
section, we demonstrate the effectiveness of our control
approach on the example of the Ricker model with delay.
3. Stabilization of the Stochastic Ricker Model
with Delay
Consider the following modification of the Ricker model (1)
with delay:
𝑥𝑡+1 = 𝑥𝑡 exp (𝜇 (1 − 𝑥𝑡−1)) . (10)
The Ricker model with delay was studied in [30, 31].
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Figure 7: Bifurcation diagram of the deterministic system (11). The
unstable equilibrium𝑀0 is shown by the red dashed line.
Equation (10) can be rewritten as the following system:
𝑥𝑡+1 = 𝑥𝑡 exp (𝜇 (1 − 𝑦𝑡)) ,
𝑦𝑡+1 = 𝑥𝑡. (11)
This systemhas two equilibria:𝑀0(0, 0) and𝑀1(1, 1). For any𝜇 > 0, the equilibrium𝑀0 is unstable. The equilibrium𝑀1 is
stable for 0 < 𝜇 < 1. When the parameter 𝜇 passes the value𝜇 = 1, the equilibrium 𝑀1 becomes unstable, and system
(11) exhibits the Neimark-Sacker bifurcation [32] with the
birth of a closed invariant curve. In Figure 7, 𝑥-coordinates
of attractors of model (11) are plotted. With increasing 𝜇, in
system (11), an alternation of regular and chaotic oscillations
with increasing amplitude is observed. Here, similar to one-
dimensional Ricker model (1), the persistence 𝜇-zone is
unbounded: 0 < 𝜇 < ∞.
Consider now the stochastic variant of the Ricker model
with delay:
𝑥𝑡+1 = 𝑥𝑡 [exp (𝜇 (1 − 𝑦𝑡)) + 𝜀𝜉𝑡]+ ,
𝑦𝑡+1 = 𝑥𝑡. (12)
Here, 𝜉𝑡 is a standard uncorrelated Gaussian random process
with parameters 𝐸(𝜉𝑡) = 0 and 𝐸(𝜉2𝑡 ) = 1, and 𝜀 is the noise
intensity.
For this model with delay, the noise contracts the persis-
tence zone as well. In the presence of noise, this persistence𝜇-zone becomes finite: the larger the noise intensity 𝜀, the
smaller the size of the persistence zone. It is clearly seen
in Figure 8 where random states of system (12) are shown
for three values of 𝜀. Consider now how to stabilize the
equilibrium 𝑀1 for the whole interval 𝜇 > 0 and provide
small-amplitude stochastic oscillations near this equilibrium.
Consider the stochastic model with control input
𝑥𝑡+1 = 𝑥𝑡 [exp (𝜇 (1 − 𝑦𝑡)) + 𝜀𝜉𝑡]+ + 𝑢𝑡,
𝑦𝑡+1 = 𝑥𝑡, (13)
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Figure 8: Random states of the stochastic system (12) with 𝜀 = 0.001
(green), 𝜀 = 0.01 (blue), and 𝜀 = 0.1 (light blue).
where 𝑢𝑡 is formed by the feedback regulator
𝑢𝑡 = 𝑘1 (𝑥𝑡 − 𝑥1) + 𝑘2 (𝑦𝑡 − 𝑦1) . (14)
Here, 𝑥1 = 1 and 𝑦1 = 1 are coordinates of the equilibrium𝑀1.
In notations of the Appendix, for system (13) and the
equilibrium𝑀1, we have the following:
𝑓 (𝑥, 𝑦, 𝑢, 𝜂) = [𝑥 exp (𝜇 (1 − 𝑦)) + 𝑢 + 𝑥𝜂𝑦 ] ,
𝐹 = [1 −𝜇1 0 ] ,
𝐵 = [10] ,
𝐺 = [10] ,
𝑆 = [1 00 0] ,
𝐾 = [𝑘1 𝑘2] ,
𝐹 + 𝐵𝐾 = [𝑎 𝑏1 0] , 𝑎 = 1 + 𝑘1, 𝑏 = −𝜇 + 𝑘2.
(15)
The stability condition 𝜌(𝐹 + 𝐵𝐾) < 1 is equivalent to the
system of inequalities: |𝑏| < 1, |𝑎| < 1 − 𝑏. So, parameters 𝑘1
and 𝑘2 of the stabilizing regulator (14) are
󵄨󵄨󵄨󵄨𝑘2 − 𝜇󵄨󵄨󵄨󵄨 < 1,󵄨󵄨󵄨󵄨1 + 𝑘1󵄨󵄨󵄨󵄨 < 1 + 𝜇 − 𝑘2. (16)
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Figure 9: Plot of the element 𝑤11(𝜇) of the stochastic sensitivity
matrix𝑊 of the equilibrium𝑀1 in system (12).
System (A.8) for the elements of the stochastic sensitivity
matrix𝑊 = [ 𝑤11 𝑤12𝑤
21
𝑤
22
] can be written as
𝑤11 = 𝑎2𝑤11 + 2𝑎𝑏𝑤12 + 𝑏2𝑤22 + 1,
𝑤12 = 𝑎𝑤11 + 𝑏𝑤12,
𝑤22 = 𝑤11.
(17)
Here, due to the symmetry of the matrix𝑊, we have 𝑤21 =𝑤12.
System (17) has the solution
𝑤11 = 𝑤22 = 1 − 𝑏(1 + 𝑏) ((1 − 𝑏)2 − 𝑎2) ,
𝑤12 = 𝑎(1 + 𝑏) ((1 − 𝑏)2 − 𝑎2) .
(18)
In the absence of the control (𝑘1 = 𝑘2 = 0), we have
𝑤11 = 𝑤22 = 1 + 𝜇𝜇 (1 − 𝜇) (2 + 𝜇) ,
𝑤12 = 1𝜇 (1 − 𝜇) (2 + 𝜇) .
(19)
The function 𝑤11(𝜇) is plotted in the stability zone 0 < 𝜇 < 1
of the equilibrium 𝑀1 in Figure 9. It can be noted that the
introduced delay increases the stochastic sensitivity of the
stable equilibrium (compare Figures 4 and 9).
The problem of the synthesis of the assigned stochastic
sensitivitymatrix𝑊 is reduced to finding 𝑎 and 𝑏 from system
(17). The corresponding solution is given by the formulas
𝑏 = ±√1 − 𝑤11𝑤2
11
− 𝑤2
12
,
𝑎 = 𝑤12𝑤11 (1 ∓ √1 −
𝑤11𝑤2
11
− 𝑤2
12
) .
(20)
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Figure 10: Attainability domain.
Note that this solution cannot be found for any matrix𝑊. Elements of the attainable matrices satisfy the following
conditions:
𝑤11 = 𝑤22 > 0,
𝑤11 ≤ 𝑤211 − 𝑤212. (21)
The attainability domain 𝐴 is plotted in Figure 10. Any
attainable matrix can be provided by regulator (14) with
parameters
𝑘1 = 𝑤12𝑤11 (1 ∓ √1 −
𝑤11𝑤2
11
− 𝑤2
12
) − 1,
𝑘2 = 𝜇 ± √1 − 𝑤11𝑤2
11
− 𝑤2
12
.
(22)
As one can see, in the attainability domain, the minimum
value 𝑤11 = 1 corresponds to 𝑤12 = 0. So, we get the
stochastic matrix𝑊 = [ 1 0
0 1
] and 𝑘1 = −1, 𝑘2 = 𝜇.
Results of themodeling of system (12)without control and
system (13) with regulator (14) which synthesizes minimum
values of the attainable stochastic sensitivity 𝑤11 = 1 are
shown in Figures 11 and 12. In Figure 11(a), for 𝜀 = 0.01,
random states of the uncontrolled system are plotted by blue
color, and for the system with control they are shown by red.
In Figure 11(b), for larger noise intensity 𝜀 = 0.1, random
states of the uncontrolled system are plotted by light blue,
and for the system with control they are shown by red. As
can be seen, the regulator stabilizes𝑀1 and provides uniform
dispersion in a wide range of the parameter 𝜇.
In Figure 12, phase trajectories and time series of the 𝑥-
coordinate of the stochastic systemwith 𝜇 = 1.2without con-
trol are plotted by blue color, andwith control they are plotted
by red color for the optimal regulator providing 𝑤11 = 1.
Here, we consider 𝜀 = 0.01 (a) and 𝜀 = 0.1 (b). For small noise
(𝜀 = 0.01), our regulator sharply decreases the amplitude
of stochastic oscillations. For larger noise (𝜀 = 0.1), in the
system without control, the population becomes extinct. The
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Figure 11: Random states of the controlled stochastic system (12) without control (blue) and with control providing 𝑤 = 1 (red) for (a)𝜀 = 0.01 and (b) 𝜀 = 0.1.
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Figure 12: Random trajectories and time series of the stochastic system for 𝜇 = 1.2 without control (blue) and with control providing 𝑤 = 1
(red) for (a) 𝜀 = 0.01 and (b) 𝜀 = 0.1.
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constructed regulator prevents this unwanted ecological shift,
stabilizes𝑀1, and provides admissible stochastic oscillations
near𝑀1.
4. Conclusions
We studied the noise-induced extinction in nonlinear pop-
ulation models. For the mathematical analysis of this phe-
nomenon, we used a general theoretical approach based on
the stochastic sensitivity functions technique. Constructive
abilities of this approach were demonstrated on the concep-
tual 1D and 2D stochastic Ricker models. To prevent the
noise-induced extinction, we reduced a level of the stochastic
sensitivity of the nontrivial equilibrium by the appropriate
control. A mathematical background of the theory of the
stochastic sensitivity synthesis by feedback regulators was
briefly presented. For Ricker models, it was shown how these
regulators provide a low stochastic sensitivity and keep the
system close to the required safe equilibrium regime.
Appendix
Controlling Stochastic Sensitivity
Consider a general discrete-time stochastic system with
control:
𝑥𝑡+1 = 𝑓 (𝑥𝑡, 𝑢𝑡, 𝜂𝑡) . (A.1)
Here, 𝑥 is an 𝑛-dimensional vector of system state, 𝑢 is
an 𝑚-dimensional vector of control parameters, 𝜂 is an 𝑙-
dimensional vector of random disturbances, and 𝑓(𝑥) is a
smooth vector function. It is supposed that 𝜂𝑡 = 𝜀𝜉𝑡, where𝜉𝑡 is an 𝑙-dimensional discrete-time uncorrelated random
process with parameters
𝐸𝜉𝑡 = 0,
𝐸𝜉𝑡𝜉⊤𝑡 = 𝑉,
𝐸𝜉𝑡𝜉⊤𝑘 = 0,
(𝑡 ̸= 𝑘) ,
(A.2)
where 𝑉 is an 𝑙 × 𝑙 matrix and 𝜀 is a scalar parameter of the
noise intensity.
Let 𝑥 be an equilibrium of the uncontrolled deterministic
system (A.1) with 𝑢 = 0 and 𝜂 = 0. Stability of 𝑥 is not
supposed.The control inputwill be formed by the appropriate
feedback function 𝑢(𝑥).
Consider a solution 𝑥𝜀
𝑡
of system (A.1) with the initial
condition 𝑥𝜀
0
= 𝑥 + 𝜀𝑧0, where 𝑧0 is an 𝑛-vector of the
initial disturbance. The sensitivity of the equilibrium 𝑥 both
to initial data and to current random disturbances is defined
by the derivative
𝑧𝑡 = 𝜕𝑥𝜀𝑡𝜕𝜀
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝜀=0 . (A.3)
The variable 𝑧𝑡 is governed by the linear stochastic equation
𝑧𝑡+1 = (𝐹 + 𝐵𝐾) 𝑧𝑡 + 𝐺𝜉𝑡, (A.4)
where
𝐹 = 𝜕𝑓𝜕𝑥 (𝑥, 0, 0) ,
𝐵 = 𝜕𝑓𝜕𝑢 (𝑥, 0, 0) ,
𝐾 = 𝜕𝑢𝜕𝑥 (𝑥) ,
𝐺 = 𝜕𝑓𝜕𝜂 (𝑥, 0, 0) .
(A.5)
The dynamics of the moments𝑚𝑡 = 𝐸𝑧𝑡,𝑀𝑡 = 𝐸𝑧𝑡𝑧⊤𝑡 for
the solution 𝑧𝑡 of system (A.4) satisfy the equations
𝑚𝑡+1 = (𝐹 + 𝐵𝐾)𝑚𝑡, (A.6)
𝑀𝑡+1 = (𝐹 + 𝐵𝐾)𝑀𝑡 (𝐹 + 𝐵𝐾)⊤ + 𝑆, 𝑆 = 𝐺𝑉𝐺⊤. (A.7)
Consider a set of matrices K = {𝐾 ∈ R𝑚×𝑛, 𝜌(𝐹 + 𝐵𝐾) <1}, where 𝜌(𝐴) is a spectral radius of the matrix 𝐴. Suppose
that the pair (𝐹, 𝐵) is stabilized [33], so the setK is not empty.
For any 𝐾 ∈ K, (A.7) has a unique stationary stable
solution 𝑊 = lim𝑡→∞𝑀𝑡. The matrix 𝑊 satisfies the
following algebraic equation:
𝑊 = (𝐹 + 𝐵𝐾)𝑊 (𝐹 + 𝐵𝐾)⊤ + 𝑆. (A.8)
Thematrix𝑊 characterizing the response of system (A.1)
to the small random disturbances is called the stochastic
sensitivity matrix [34] of the equilibrium 𝑥.
Consider how this stochastic sensitivity matrix depends
on the control function 𝑢(𝑥). As can be seen, the matrix𝑊
is defined only by the local parameters 𝐾 = (𝜕𝑢/𝜕𝑥)(𝑥). So,
here we can restrict ourselves by the simple linear regulators
in the following form:
𝑢 (𝑥) = 𝐾 (𝑥 − 𝑥) . (A.9)
Consider now a problem of the synthesis of the stochastic
sensitivity matrix𝑊 by the appropriate regulator (A.9). Let
M = {𝑀 ∈ R𝑛×𝑛 | 𝑀 ≻ 0} (A.10)
be a set of admissible stochastic sensitivity matrices (𝑀 ≻ 0
means that the matrix𝑀 is symmetric and positive definite).
Denote by 𝑊𝐾 a solution of (A.8) for the fixed matrix 𝐾 ∈
K. For any 𝐾 ∈ K, the matrix 𝑊𝐾 belongs to M if the pair(𝐹 + 𝐵𝐾, 𝑆) is controllable [33].
The aim of the proposed control design is the synthesis of
the desired stochastic sensitivity matrix.
Let𝑊 be a desired stochastic sensitivity matrix of system
(A.1) with feedback (A.9). To find a matrix 𝐾 ∈ K
guaranteeing the equality 𝑊𝐾 = 𝑊, we have to solve the
following quadratic matrix equation:
𝑊 = 𝐹𝑊𝐹⊤ + 𝐹𝑊𝐾⊤𝐵⊤ + 𝐵𝐾𝑊𝐹⊤ + 𝐵𝐾𝑊𝐾⊤𝐵⊤
+ 𝑆. (A.11)
Discrete Dynamics in Nature and Society 9
In some cases, this equation is unsolvable. Here, it is impor-
tant to analyze the attainability of𝑊 (see details in [25]).
For one-dimensional case (𝑛 = 𝑚 = 𝑙 = 1), (A.11) is the
following:
𝐵2𝑊𝐾2 + 2𝐵𝐹𝑊𝐾 + 𝐹2𝑊+ 𝑆 −𝑊 = 0. (A.12)
A discriminant of this quadratic equation is𝐷 = 4𝐵2𝑊(𝑊 −𝑆), so the inequality 𝑊 ≥ 𝑆 is an attainability condition
here. For 𝐵 ̸= 0, we get an explicit formula for the feedback
coefficient:
𝐾 = − 1𝐵 (−𝐹 ± √1 − 𝑆𝑊) . (A.13)
The function𝑊𝐾 has the following representation:
𝑊𝐾 = 𝑆1 − (𝐹 + 𝐵𝐾)2 . (A.14)
The value of𝑊𝐾 is minimal (𝑊𝐾 = 𝑆) when 𝐾 = −𝐹/𝐵.
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