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Figure 0.1.: The word ‘sustainable’ is unsustainable [1]

Abstract
Recently there has been a great level of interest in the effect of interfaces in
oxide ionic conductors with a view to eventual application in solid oxide fuel
cells (SOFCs). Enhancements in electrical conductivity of one half to eight or-
ders of magnitude have been reported in simplified thin film and multi-layered
heterostructure systems. Often this is reported to be enhanced oxygen ion con-
duction with little supporting evidence. The aim of this work is to investigate
these reports and develop an understanding of the underlying mechanisms.
Several series of samples were investigated to achieve this goal. The first, de-
signed to emulate an anomalous result from literature with alternating samarium
doped ceria (SDC) and undoped ceria layers, featured an increasing total number
of layers of equal individual thickness, and thus a constant interfacial density. This
system featured no enhancement in conductivity and exhibited a level of tracer
diffusion comparable with that in bulk SDC. Electron energy loss spectroscopy
(EELS) studies, however, revealed a significant level of CeIII in the undoped layers.
The second and third series used similar materials but tested the hypothesis
proposed in many works, that conductivity enhancement was related to tensile
strain in the conducting material at the heterointerfaces. The second, manipulat-
ing the strain at the interface by varying the dopant (Nd, Sm, Y) in films with
alternating doped and undoped ceria layers and a range of interfacial densities.
This series exhibited minimal change in conductivity with strain or interfacial
density.
The third series replaced the doped ceria with yttria-stabilised zirconia (YSZ)
in order to achieve a higher level of tensile strain. This again featured minimal
change in conductivity. Tracer diffusion and secondary ion mass spectrometry
(SIMS) studies suggested that the undoped ceria layers featured vacancy-rich
regions, close to the interfaces, possibly with compensating CeIII.
The final series of multilayers comprised alternating praseodymium nickel cop-
per gallate (Pr1.91Ni0.71Cu0.24Ga0.05O4) and SDC layers which exhibited a high
level of conductivity and evidence of reduced levels of p-type conduction with
decreasing SDC layer thickness, suggesting enhanced ionic conductivity. Oxygen
tracer studies revealed, however, that the dominant charge carrier was not oxygen.
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Finally a study of the effect of dislocations in ionic conductors was performed on
deformed single crystal YSZ. Impedance measurements revealed a small enhance-
ment in conductivity in the orientation parallel to the dislocation cores however
diffusion measurements showed a change that could be negated by the considera-
tion of the inherent errors.
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Glossary
Bode plot: A plot of a transfer function against a log(frequency) axis to display
a system’s frequency response.
Burgers vector: the vector required to complete an atom-atom circuit around
the dislocation core when transplanted to a dislocation free region of the
same crystal.
mosaicity: A measure of the long-range disorder of a near-perfect crystal in a
similar manner to the the arrangement of mosaic tiles.
Nyquist plot: A plot of a transfer function with the real component on the
x-axis and the imaginary component on the y-axis.
Schmid factor: cosφ cosλ, part of the equation for critical resolved shear stress
(τ) on the slip plane, in the slip direction: τ = FA cosφ cosλ.
voxel: a volumetric pixel, analogous to the 2 dimensional pixel representing a
value at a position in 3-dimensional space.
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Acronyms
AC: alternating current.
AFM: atomic force microscopy.
ASR: area specific resistance.
BF: bright field.
CPE: constant phase element.
DC: direct current.
Ea: activation energy.
EBE: electron beam evaporation.
EDX: energy-dispersive X-ray spectroscopy.
EELS: electron energy loss spectroscopy.
EIS: electrochemical impedance spectroscopy.
ESD: electron stimulated desorption.
FCC: face-centred cubic.
FEG-SEM: field emission gun scanning electron microscopy.
FFT: fast Fourier transform.
FIB: focused ion beam.
FRA: frequency response analyser.
FWHM: full width at half maximum.
GDC: gadolinium-doped ceria.
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Acronyms
GDZ: gadolinium-doped zirconia.
GPA: geometric phase analysis.
HAADF: high angle annular dark field.
HR-STEM: high resolution scanning transmission electron microscopy.
HRTEM: high resolution transmission electron microscopy.
IEDP: isotope exchange depth profiling.
LEIS: low energy ion scattering.
LMIG: liquid metal ion gun.
MBE: molecular beam epitaxy.
MD: molecular dynamics.
MIEC: mixed ionic-electronic conductivity.
MLLS: multiple linear least squares.
NDC: neodymium doped ceria.
PLD: pulsed laser deposition.
PNCG: praseodymium nickel copper gallate (Pr1.91Ni0.71Cu0.24Ga0.05O4).
RBS: Rutherford backscattering spectroscopy.
RF: radio frequency.
RHEED: reflection high energy electron diffraction.
RMS: root mean square.
SAED: selected area electron diffraction.
SDC: samarium doped ceria.
SEM: scanning electron microscopy.
SIMS: secondary ion mass spectrometry.
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Acronyms
SOFC: solid oxide fuel cell.
STEM: scanning transmission electron microscopy.
STO: strontium titanate.
TEC: thermal expansion coefficient.
TEM: transmission electron microscopy.
ToF-SIMS: time of flight secondary ion mass spectrometry.
XPS: X-ray photoelectron spectroscopy.
XRD: X-ray diffraction.
XRF: X-ray fluorescence.
XRR: X-ray reflectivity.
YDC: yttrium doped ceria.
YSZ: yttria-stabilised zirconia.
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1. Introduction
The goal of this chapter is to first introduce the context of this work and the
subsequent motivation and aims prior to the review of the current understanding
of the field in Chapter 2. First the global energy crisis and the environmental
effects of society’s fossil fuel use will be discussed before introducing fuel cells as a
highly efficient, fuel flexible, energy conversion device with specific focus on solid
oxide fuel cells (SOFCs) and some of the obstacles currently preventing widespread
adoption. This work will then aim to tackle one of these obstacles through the
fundamental investigations of interfacial behaviour in potential SOFC materials.
1.1. Energy Crisis and Global Warming
The increasing global population and the rapid advance of less economically de-
veloped countries saw the global energy demand rise by 50% in the 25 years
preceding 2005. This presents a serious issue for the global populace that must
be resolved. A dominant proportion of the world’s energy generation utilizes fos-
sil fuels which are produced over millions of years by anaerobic decomposition
of dead organisms subjected to intense pressure and heat in the earth’s crust.
This by extension makes the supply of these fuels finite. Oil extraction from the
world’s accessible oil reserves was predicted to grow and peak, and then decline at
a similar rate in a bell curve-type fashion by M. King Hubbert who first presented
his ‘oil peak theory’ in 1956 [2], which now bears his name. Hubbert’s predictions
are supported by the production of oil in the North Sea over the last 25 years as
illustrated in Fig. 1.1. Oil output grew rapidly from the mid 1970s, appeared to
peak in the late 1990s and is now declining rapidly as the fields become depleted.
Furthermore, the rate of oil discovery and exploitation globally no longer matches
the increase in oil production, which is generally believed to have peaked in about
2000 [4]. With fossil fuel demand now beginning to exceed the available supply,
both the cost of oil and its price volatility are expected to increase with significant
consequences for continuing economic development.
Fossil fuels are not only causing economic problems but also environmental
issues, particularly with the increasing threat of climate change and the effect
19
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Figure 1.1.: Cumulative North Sea crude oil production from 1970-2007 (adapted
from [3])
Figure 1.2.: (a) CO2 concentrations measured in air trapped in ice cores (pre-1977)
and directly in Hawaii (post-1958) (b) Fossil fuel production expressed
in their associated CO2 emissions and world total CO2 emissions (c)
Global population (data from [3])
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that it may have on the planet. The general consensus is that the carbon dioxide
generated by the combustion of fossil fuels is a major contributor to the increase
in the greenhouse gas effect where gases in the atmosphere absorb and re-emit
infrared radiation, subsequently causing an average global temperature increase.
Atmospheric CO2 concentration (Fig. 1.2a) can be seen to correlate with global
fuel production (Fig. 1.2b, plotted in units of the associated CO2 emissions) and
population (Fig. 1.2c) for the past 1100 years.
In summary, mankind has become addicted to fossil fuel as a cheap source of
energy, enabling rapid economic development and a lifestyle (particularly in devel-
oped countries) which is unsustainable. In addition, there is increasing evidence
that use of the fossil fuels on which we currently depend is having a de-stabilising
effect on the global ecosystems on which we rely, with potentially disastrous social
and political consequences. It is therefore critically important that we develop
and implement alternative energy sources as rapidly as possible while carefully
managing the use of the limited fossil fuel resources which remain.
1.2. Fuel Cells
Fuel cells have long been discussed as devices which have the potential to affect
a significant shift in global energy generation, away from fossil fuels such as coal,
oil and natural gas, to a more sustainable form of energy production. There
are a number of classifications of fuel cells, generally dependant on the nature of
electrolyte material used, and in this work materials for SOFCs with oxygen ion
conducting membranes will be investigated. For a review of other fuel cell types
and comparison with SOFCs refer to Larminie and Dicks [5] and Busby [6].
1.3. Solid Oxide Fuel Cells (SOFCs)
SOFCs are the most efficient devices yet invented for the direct conversion of
chemical energy stored in fuel to electrical power [7] however they face a number of
obstacles currently preventing widespread adoption which will be introduced later.
An SOFC is a complex ceramic device consisting of three main components; the
oxide ion conducting electrolyte, the anode and the cathode. These components
are illustrated in Fig. 1.3.
Operating with hydrogen as a fuel1, as illustrated in Fig. 1.3, the reactions
present at the cathode and anode follow, together with the combined overall
1other possibilities include CO
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External Load
Fuel (e.g. H2)
Air
H2O
4e-
Electrolyte
Anode
Cathode
O2-
O2-
Figure 1.3.: Schematic of a planar solid oxide fuel cell (SOFC)
reaction.
O2(g) + 4 e
− −−→ 2 O2− (cathode)
2 H2(g) + 2 O
2− −−→ 2 H2O(g) + 4 e− (anode)
O2(g) + 2 H2(g) −−→ 2 H2O(g) (overall)
In order to optimise performance of the cell as a whole the requirements of the
individual components must be considered.
Electrolytes
The primary function of the electrolyte is to conduct ions between the anode and
cathode to facilitate the two electrode reactions and balance the charge of the
electron flow from cathode to anode, through the external circuit. It must there-
fore be capable of high oxide ion conduction at the desired operating temperature
together with low electronic conductivity to minimize current losses through the
electrolyte.
The electrolyte also separates the oxidant from the fuel and must therefore be
impermeable to gases. The chemical and thermal expansion coefficient (TEC)
compatibility must also be excellent with the other materials comprising the cell
from room temperature up to that of operation.
The electrolyte consists of a solid, non-porous metal oxide, thereby overcoming
the inherent difficulties of liquid electrolytes such as corrosion and electrolyte
management. Currently the most common electrolyte material is yttria-stabilised
zirconia (YSZ) which requires an operating temperature of 800–1100°C [5]. This
is due to the material’s temperature dependent ionic conductivity behaviour and
the requirement of an electrolyte with an area specific resistance (ASR) of less
22
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than about 0.15 Ω cm2 [8]. Other suitable materials include bismuth, cerium
and tantalum oxides. As this work focusses on optimising ionic conduction these
materials will be reviewed in Section 2.1.
Anode
The anode is often a nickel-YSZ cermet designed to match the thermal expansion
of the ceramic electrolyte while providing a high level of electronic conductivity.
The structure is highly porous (20–40%) to facilitate the mass transport of the
reactant and product gases. Mixed ionic/electronic conductors allow an increase
in the effective triple phase boundary between the reactant, anode and electrolyte
from what is essentially a one-dimensional region at the anode-electrolyte-gas
boundary to the two-dimensional surface area of the anode [5].
The main function of the anode is to provide reaction sites for the reaction
mentioned earlier.
Cathode
The cathode is similarly highly porous to allow gas flow. The cathode is often
lanthanum strontium manganite (La0.84Sr0.16MnO3) perovskite although, again,
mixed conductors are attractive to extend the triple-phase boundary [7].
1.4. Thesis Aims
The aims of this work are to investigate recent reports of exceedingly high ionic
conductivity in nanostructured oxide systems to develop an understanding of the
underlying mechanisms. This may allow the future development of solid oxide
electrolyte materials with significantly higher ionic conductivities than those cur-
rently available, leading to a large decrease in fuel cell operating temperatures.
This would make the fuel cell a more viable choice for energy conversion, thus
facilitating a smooth transition from the fossil fuel driven society of today to one
without the associated economic and environmental issues.
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2. Literature Review
In this chapter the materials currently in use and being investigated for potential
solid oxide fuel cell (SOFC) applications will be discussed with particular focus
on electrolyte materials due to their fast oxygen ion conduction. Recent reports
of effects on the electrochemical behaviour of decreasing sample dimensions to
the nano-scale will be thoroughly investigated culminating in a study of literature
covering the effect of dislocations on both oxide ion conduction and the distortion
of the surrounding crystal lattice.
2.1. Electrolyte Materials
In Chapter 1 the electrolyte was introduced as one of the essential components of
an oxide-conducting SOFC system. The primary function of the electrolyte is to
conduct oxygen ions from cathode to anode thus balancing the charge of the elec-
tron flow and completing the electrical circuit of the system. Materials selection
for this role must ensure, among other properties, high oxide ion conduction at the
desired operating temperature together with low electronic conductivity to mini-
mize electronic current losses through the electrolyte and material compatibility
with both cathode and anode materials, in terms of both reactivity and thermal
expansion coefficient (TEC). Research on suitable materials has been extensive
in the last half century and has resulted in a wide range of materials being re-
ported in the literature. Many of these materials fall into several main categories
by structure; fluorite-, perovskite-, pyrochlore- and apatite-structured materials
[9]. Of these, fluorite-structured materials are probably the most extensively in-
vestigated primarily due to the early discovery of ionic conductivities in 15 wt%
yttria-stabilised zirconia (YSZ) by Nernst [10] in 1899.
In order to obtain the highest oxygen ion conduction in a material (and therefore
the best low temperature SOFC performance) we must first consider the attributes
of a material with fast oxygen ion conduction. Current flow in these materials
is the result of movement of the relatively large oxygen ions through the crystal
lattice. The relationship between ionic conductivity and the number of available
25
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charge carriers is shown in Eq. 2.1.
σ = nqµ (2.1)
Where n is the number of available charge carriers, in this case mobile oxygen
ions, q, the charge on each carrier and µ, the mobility. This demonstrates the
importance of two factors: the number of oxygen ion charge carriers in the material
and their mobility. In a suitable material both these factors must be optimised.
Oxygen ion migration in ceramic electrolytes occurs by ion hopping between
oxygen sites. In order to optimise the number of charge carriers, and therefore
the ionic conductivity, an open lattice structure as well as oxygen vacancies or
interstitial sites capable of accommodating the mobile ions is required. The va-
cancies required can either be intrinsic or introduced extrinsically by use of an
aliovalent dopant. For the material to be considered a true solid electrolyte and
to be of use as an electrolyte in a SOFC, the electron conductivity should be neg-
ligible while the ionic conductivity needs to be of a significant level (above about
10−2 Scm−1) [11].
Ionic conductivity is a thermally activated process which obeys an empirical
Arrhenius-type temperature dependance and is thus typically represented on a
logarithmic1 conductivity against reciprocal temperature plot. This relationship
is characterised by Eq. 2.2.
σT = A exp
(
− Ea
RT
)
(2.2)
Where T is the temperature in K, A the pre-exponential factor, Ea the activation
energy in J mol−1 and R, the gas constant in J K−1 mol−1. This equation can
be rearranged to Eq. 2.3 which can be seen to facilitate the determination of
activation energy (Ea) from the ln (σT ), 1T plot described previously.
ln (σT ) = − Ea
RT
+ ln (A) (2.3)
2.1.1. Fluorite Structured Oxides
Fluorite structured oxides typically have the general formula MO2 where M is
a metal (the notable exception in this case being δ-bismuth oxide, Bi2O3). The
fluorite structure consists of a simple cubic arrangement of oxygen ions with metal
ions in alternating body centre positions as shown in Fig. 2.1. This can also be
1throughout this thesis when log is written without a base, 10 is assumed
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Figure 2.1.: The fluorite crystal structure represented as (a) FCC metal cations
and (b) simple cubic oxygens with alternating filled body centres; the
unit cell is marked on each as a dashed line
visualised as a face-centred cubic (FCC) arrangement of the cations with oxygens
in tetrahedral coordinations. This structure is relatively open and can tolerate a
high degree of atomic disorder which can be introduced by doping, oxidation or
reduction. [12]
Doped Ceria System
Ceria (CeO2) is probably the second most thoroughly investigated of the fluorite-
structured fast oxide ion conductors after YSZ. Ceria has the cubic fluorite struc-
ture up to its melting point and therefore, unlike YSZ, requires no stabilisation,
however pure CeO2 has negligible oxide ion conduction. It does however become
highly oxygen deficient in reducing atmospheres due to the variable oxidation
state of the cerium ion (reduced from Ce4+ to Ce3+) which also gives rise to sig-
nificant levels of electronic conduction [12]. Oxygen vacancies can also, however,
be introduced by replacing the Ce4+ ion with an aliovalent (di- or trivalent) cation
and fortunately the large cerium ion also allows a wide range of dopants to be ac-
cepted in the structure. The use of a trivalent dopant (R) introduces one oxygen
vacancy per pair of dopant cations. This is shown in Eq. 2.4 (using Kro¨ger-Vink
notation).
xRO1.5 (CeO2) −−→ xR′Ce +
3x
2 O
x
O
+ x2V
··
O
(2.4)
Dopants successfully used in literature include La3+, Nd3+, Sm3+, Gd3+, Dy3+,
Y3+, Yb3+, Ca2+ and Sr2+ [12, 13].
One would think, referring back to Eq. 2.1, that the conductivity of the ceria
would continuously increase with greater dopant concentration due to the further
introduction of oxygen vacancies allowing greater oxygen mobility (µ) until the
27
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fraction of oxygen ions (1 − [V··O]) and the concentration of available oxygen va-
cancies [V··O] became equal and their product reached a maximum (at [V
··
O] = 0.5),
following Eq. 2.5 [7].
σ = N{[V··O](1− [V··O])}qµ (2.5)
This is not however the case and a typical dopant concentration dependance
on the conductivity of a doped ceria system (in this case Sm-doped) is shown in
Fig. 2.2 as reported by Yahiro et al. [14]. It can be seen that the conductivity
Figure 2.2.: Compositional dependance of the conductivity of samarium doped
ceria ((CeO2)1-x(SmO1.5)x) showing a peak at approximately x = 0.2.
For reference calcium stabilised zirconia is also plotted. [14]
peaks at approximately 20% Sm, or in other terms, where [V··O] = 0.1. Attempts
at fully explaining this behaviour generally incorporate concepts of clustering in
the first and second coordination shells and structural effects [7]. Referring again
to Eq. 2.1 (σ = nqµ) the conductivity can be seen to be dependant on the
number of oxygen vacancies and mobility. While the total vacancy concentration
will remain constant the number of vacancies available to take part in charge
migration drops due to pinning effects. Fig. 2.3 illustrates the dependance of the
conductivity on the ionic radii and the binding energy between dopant and host
cation. Conductivity values are also summarised in Table 2.1 at 800°C together
with their corresponding activation energies. The highest conductivity is seen
with dopants of closest ionic radii to the host cations. This implies that even very
small variations in the strain energy of the lattice can have huge effects on the
conductivity behaviour. This is not just the case in ceria but in other reported
fluorite structured ionic conductors [7].
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Figure 2.3.: The dependance of ionic conductivity on the radius of the dopant
cation for lanthanide doped ceria ((CeO2)0.8(LnO1.5)0.2) at 800°C
(1073K) together with the binding energy between dopant and host
cations (modified from [15], Ce4+ ionic radius from [16])
Table 2.1.: Ionic Conductivity of Doped Ceria at 800°C [13]
Dopant Content Ionic conductivity Activation energy
(mol%) (10−2 Scm−1) (eV)
La2O3 10 2.0 -
Y2O3 20 5.5 0.27
Gd2O3 20 8.3 0.46
Sm2O3 20 11.7 0.51
CaO 10 3.5 0.91
SrO 10 5.0 0.80
The wide range of lanthanide dopants that can be accepted in the ceria lattice
and their inherent range of ionic radii (rYb3+ < rCe4+ < rLa3+ [16]) allows extensive
manipulation of the lattice parameter (shown in Fig. 2.4). This ability is of great
importance in this work.
While doped ceria materials are some of the fastest ionic conductors the pri-
mary concern and obstacle to overcome in the implementation of ceria based
electrolytes for SOFCs is the ease of reduction at low oxygen partial pressures
and the associated electronic conduction, as previously discussed.
Stabilised Zirconia System
Electrolyte materials of stabilised zirconia do not have the same reduction issues
as ceria however pure ZrO2 has a monoclinic structure at room temperature and
the favourable fluorite phase is only stable above 2370°C [17]. This phase can
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Figure 2.4.: Variation in lattice parameter with mol% dopant [References in Ap-
pendix A.1]
be stabilised to room temperature with the substitution of the zirconium for an
alkaline-earth (Ca, Mg, Sr) or rare-earth (Sc, Y) element [18]. More importantly
for electrolyte applications doping with di- or trivalent cations leads to the intro-
duction of oxygen vacancies by way of charge compensation in a similar manner
to that reported for doped ceria and represented in equation 2.4. The most com-
mon and thoroughly investigated of these dopants is trivalent yttrium due to YSZ
offering one of the best combinations of ionic conductivity and stability in the fuel
cell environment [19]. The phase diagram of this ZrO2–Y2O3 system can be seen
in Fig. 2.5.
Figure 2.5.: (a) Phase diagram of the Y2O3-ZrO2 system displaying phases T =
tetragonal, F = cubic fluorite, M = monoclinic and C = C-type [13]
(b) The low YO1.5 region of the same system [17]
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Stabilised δ−Bi2O3
At temperatures greater than 730°C but lower than its melting point of 804°C
Bi2O3 is stable in the fluorite phase and has the highest known bulk oxide ion
conduction (σ = 2.3 Scm−1 at 800°C) [20]. As the fluorite structure (seen in Fig.
2.1 previously) has the ratio of 1:2 cation to anion sites and this material has an
inherent abundance (one quarter) of vacant oxygen sites1 which are randomly dis-
tributed throughout the material. It is obviously of great interest to stabilise this
phase which has been demonstrated at room temperature with the incorporation
of high levels of WO3, Y2O3 or Gd2O3 however this lowers the ionic conductivity
to a small extent [20].
2.1.2. Perovskite Based Oxides
While these materials are of a somewhat less direct interest to this work than
those with fluorite structure they are a major category of fast ion conductors.
Perovskites have the general formula ABO3 where the larger A cation is sur-
rounded by 12 oxygens and the smaller B cation, 6. This structure is represented
in Fig. 2.6 indicating the central A site and the octahedral oxygens around each
B site. These materials have a great range of flexibility in terms of dopants (on
A-site cation
B-site cation
Oxygen
Figure 2.6.: The idealised perovskite structure
either A or B site) and this can lead to distortions of the structure and ordering
of perovskite layers and layers of different structure [19, 20].
Of these systems some of the most thoroughly investigated are lanthanum gal-
late based (LaGaO3) which exhibit particularly high ionic conductivities, espe-
cially when doped with Sr and Mg (commonly referred to as LSGM). These ma-
terials show conductivities almost as high as gadolinium-doped ceria (GDC) but
1In this case they must be considered to be oxygen sites and not vacancies in the traditional
sense as they are not defects.
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have a wider ionic domain allowing use in a wider range of oxygen partial pres-
sures, thus making them more suitable for lower temperature operation [8].
2.1.3. Electrolyte Summary
Fig. 2.7 shows a summary of the common fast ion conductors including those cov-
ered in this section with a few additions. Also plotted is the electrolyte thickness
required to achieve a target area specific resistance (ASR) value of 0.15 Ωcm2.
Films of reliable structure can be produced by conventional ceramic processing
means down to thicknesses of roughly 15 µm [8] and therefore this is indicated
with a dashed line. It can be seen that very few materials reach the required con-
Figure 2.7.: A summary of the conductivity behaviour of selected common
fast oxide ion conductors plotted with the electrolyte thick-
ness equivalent to an ASR value of 0.15 Ωcm2 (a) δ–Bi2O3
[21] (b) (Y2O3)0.09(ZrO2)0.91 [22] (c) Bi2V0.9Cu0.1O5.35 [23] (d)
La2-xYxMo2O9 [24] (e) Bi0.8Er0.2O1.5 [25] (f) La1.8Dy0.2Mo2O9 [26]
(g) Ce0.9Gd0.1O1.95 [27] (h) La0.8Sr0.2Ga0.8Mg0.2O [28] (i) La2Mo2O9
[29] (j) La9.18Mn0.28(GeO4)5.8(MnO4)0.2O2 [30]
ductivity below 500–600°C however the reduction of this temperature is desirable,
as discussed in Chapter 1. The conclusion that can be made from a review of cur-
rent fast ion conductors is that highly oxygen defective and unstable structures
such as δ−Bi2O3 result in the highest performance. Unfortunately a structure
like this with a quarter of the oxygen sites being vacant may well indicate the
limit that can be achieved through the investigation of optimising the materials
chemistry.
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2.2. Nanostructured Materials
In order to achieve any significant gains in electrolyte performance we must take
a different path from optimising bulk material properties with small tweaks to
chemical composition and processing. One possible route is to manipulate and
study interfacial ionic conductivity behaviour by reducing sample dimensions to
the nanometre scale.
This research stems back to initial reports in composite materials such as that by
Liang in 1973 [31] of anomalously high ionic conductivity in a LiI-Al2O3 system
when compared with the two pure phases. A peak in conductivity was seen with a
volume fraction of roughly 35% Al2O3 resulting in a conductivity approximately
50 times that of pure LiI. This research and the subsequent interest in composite
systems highlighted the importance and potential of interfaces.
Investigations of known fast ion conductors exhibiting nanocrystallinity have
been fairly extensive [32–38] especially in YSZ. The reported effect of the grain
size on the conductivity has varied from enhancement [36] to reduction due to
space charge zones hindering oxygen migration across grain boundaries [37, 38].
A recent review article by Rupp [39] discussed the variation in activation energy
of the conductivity with a range of processing routes on Ce0.8Gd0.2O1.9-x thin
films (thickness > 200 nm). The data is shown in Fig. 2.8. A clear correlation
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Figure 2.8.: Activation energy against grain size for a range of processing routes
in Ce0.8Gd0.2O1.9-x polycrystalline thin films [39]
can be seen of activation energy to grain size for each processing route but there
is significant difference between each.
One of the most effective methods to measure the effect of interfaces in a more
direct manner is by growing thin films of ion conducting materials. This allows
direct manipulation of the proportion of hetero-interface to material and allows
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the sample dimensions to drop to the nanometre scale while keeping the other 2
dimensions of a scale more suited to typical laboratory characterisation techniques.
In this section reports in literature of effects on the ionic conductivity in thin films
of known ion conducting materials will be discussed.
At the beginning of this section it is of benefit to introduce a standardised
nomenclature to succinctly describe the structure and chemical composition of
these thin film materials. In this text the following form will be used: n([thickness]
film 1 | [thickness] film 2) | [thickness] film 3 | . . . | substrate, where n is the
number of repeat units and the thickness values are those for each individual film.
An example of this representation is 200([20nm]CeO2 | [30nm]Ce0.85Sm0.15O1.95)
| MgO which consists of a 200 repeat multilayer film of alternating ceria and
samarium-doped ceria on a magnesia substrate.
It is also beneficial to define the lattice misfit which will be encountered through-
out this section. Misfit is the difference in lattice parameter between one film and
the other as in Eq. 2.6.
misfit = a1 − a2
a1
(2.6)
Where a1 and a2 are the lattice parameters of the two phases. This equation
applies when a1 and a2 lie parallel in a fully coherent interface. When referring
to a system where one phase is an ionic conductor and the other is an insulator
(or substrate) a2 will be the conductor in order to allow the sign of the misfit to
indicate the strain state of the conducting film, ie. negative misfit is equivalent
to a compressed conductor lattice and vice versa.
This section will be split into two sub-sections based on the two primary sample
configurations in these materials detailed in Fig. 2.9. The first is a single thin film
of conducting material deposited by one of a range of methods on a nominally
insulating, typically single crystal, substrate. This arrangement is somewhat am-
biguous when it comes to measuring the conductivity behaviour and identifying
the conduction path and mechanism due to the large relative proportion of sur-
face to conducting material. The second configuration is a multilayered system,
often with alternating insulating and conducting layers, designed to increase the
proportion of conducting film to substrate and surface while maintaining the ra-
tio of interface to conducting material in an attempt at making any surface and
substrate conductivity of negligible effect.
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Figure 2.9.: The two primary thin film configurations reported in the literature:
(a) a single thin film and (b) a multilayer system with n repeats of
paired insulating and ionically conducting layers
2.2.1. Single Thin Films
Kosacki et al., 2004 – epitaxial YSZ thin films[40, 41]
One of the first reports of an enhancement in conductivity in oxide-ion conducting
materials was that of Kosacki et al. [40] in single thin films of YSZ on (001)
oriented single crystal MgO substrates; [t](Y2O3)0.095(ZrO2)0.905 | MgO where t
ranges from 2µm to 15nm. The films were prepared using pulsed laser deposition
(PLD) and Kosacki reports that there is near perfect crystallinity with a high
degree of epitaxy in a cube on cube arrangement from X-ray diffraction (XRD)
pole figures. Transmission electron microscopy (TEM) studies of the 28 and
59nm films confirmed good alignment between substrate and film lattices with
little evidence of dislocation arrays (Fig. 2.11a). This is somewhat surprising
given the roughly -22% misfit between the MgO substrate and YSZ films.
The electrochemical behaviour of the films was reported between 400 and 800°C
measured using AC impedance and painted silver electrodes contacting the film
surface. These measurements are plotted in Fig. 2.10. The 15nm film is seen to
be appreciably higher than the thicker films. The conductivity was also measured
to be independent of pO2 in the range of 10
−24–1 atm and was thus interpreted as
oxygen ion conduction. The conductivity enhancement can be attributed to ei-
ther the YSZ−MgO interface or YSZ free surface effects. Kosacki et al. conclude
that the surface effect is minimal due to previous reports of insulating impurity
segregation from the bulk in single crystal YSZ studied by low energy ion scat-
tering (LEIS) [42] however they do not consider the much smaller bulk:surface
ratio in these films than in such a single crystal sample, which will only decrease
with film thickness. This may result in a reduction in surface impurities with
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Figure 2.10.: Conductivity behaviour of [t](Y2O3)0.095(ZrO2)0.905 |MgO thin films
with thickness (t) of 2µm down to 15nm from Kosacki et al. [41]
(a) Arrhenius type plot showing temperature dependance and a drop
in activation energy in the 15µm film compared with single crystal
and thicker films (b) The same data replotted to show the thickness
dependance of the electrical conductivity, solid lines represent fitting
to Eq. 2.7
film thickness and this may be a contributing or even dominating factor in the
conductivity enhancement.
In Fig. 2.10b the thickness dependance of the conductivity was fitted to a
simple ‘rule of mixtures’ type equation typically used to describe the conductivity
in two phase material as described in Eq. 2.7:
σn = σns fs + σnb (1− fs) (2.7)
Where fs is the volume fraction of the MgO−YSZ interfacial conduction path and
can be represented by δ/d where d is the thickness of the interface, and δ is the
film thickness, n is a parameter describing the nature of the connection between
the conductors (in parallel, n = 1 and in series, n = −1). A real two phase
material will exhibit n values somewhere between these ideal scenarios. Kosacki
et al. [40] found that an n value of 0.31 provided the best fit and is shown as
the solid lines in Fig. 2.10b. This fitting can be used to estimate an interfacial
thickness of ∼1.6 nm. Using this dimension Kosacki et al. separated interfacial
and lattice conductivities and report interfacial conductivities roughly 4 orders of
magnitude higher than that of the lattice with a much lower activation energy of
0.45 eV.
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In discussing the reason for the reported enhancement in interfacial conductiv-
ity Kosacki et al. note the similarity in value between the determined interfacial
thickness (δ = 1.6nm) and the 1-2nm space charge regions reported for grain
boundaries of polycrystalline YSZ [43] prompting discussion of space charge ef-
fects. The high levels of strain introduced by the -22% misfit is also discussed.
Of note is the work by Korte in his habilitation thesis [44] where he performed
Figure 2.11.: (a) HRTEM image showing lattice structure and orientation of YSZ
films from Kosacki et al. [41] (b) and (c) Fourier transformation
clearly emphasizing the (020) and (200) MgO and YSZ planes re-
spectively and demonstrating a regular array of dislocations at the
substrate-film interface [44]
Fourier filtering on the HRTEM image of the interface (Fig. 2.11a) resulting in the
identification of a significant number of dislocations at the MgO−YSZ interface,
on the (020) planes, at a density of approximately 1 ⊥/nm. Fourier transforma-
tions emphasizing the (020) and (200) planes can be seen in Fig. 2.11b and c
respectively.
Guo et al., 2005 – polycrystalline YSZ films [45]
In a similar fashion to that previously discussed Kosacki et al., Guo et al.
[45] fabricated YSZ films of the following composition: [t](Y2O3)0.08(ZrO2)0.92 |
MgO with t of 12 and 25nm. These films were described as being polycrystalline
but highly textured along the (001) direction due to the (001)-oriented MgO
substrate. These films were also prepared by PLD. In this case a dislocation
network was found at the interface in the epitaxial YSZ−MgO interface with
dislocation spacings of approximately 1nm. It is interesting to note the similarities
between this finding and the interpretation of Kosacki’s result by Korte [44],
discussed earlier.
The electrical conductivity behaviour of the films was measured between 550
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and 750°C using evaporated Pt electrodes with surface contact. The conductivity
was found to be essentially equal in both films which is not surprising due to the
similarity in thickness. What is surprising however is the drop in conductivity
when compared to ceramic YSZ. This is opposite to the effect seen by Kosacki
et al. [41] and so it is interesting to compare these 2 sets of data by plotting them
on the same set of axes as in Fig. 2.12.
Figure 2.12.: The temperature dependance of conductivity of the thin polycrys-
talline YSZ films of Guo et al. [45] plotted on the same axes with
that of the nominally grain boundary-less YSZ films of Kosacki et
al. [41] (faded) as previously seen in Fig. 2.10
Guo et al. attribute this reduction in conductivity to the development of space
charges at the YSZ−YSZ grain boundaries. The proposed absorption of vacancies
at the grain boundary core gives rise to an effective positive charge resulting in
a vacancy depleted space charge region and the formation of a Schottky barrier.
According to some of Guo’s earlier work [46] the space charge region can extend
to a width of 5− 8nm in YSZ, although this disagrees with the majority of other
attempts to determine this dimension (see Section 2.4.1). Due to the dimensions
of these films and of their grains the proportion of grain boundary to bulk is
significantly higher than in typical ceramic materials. Additionally Guo et al.
suggest the occurrence of a so called “de-doping” effect which has been previously
seen of Ca in TiO2 [47] and Gd in GDC [48] resulting in the depletion of dopant,
and associated drop in conductivity, in the grain bulk.
38
2.2. Nanostructured Materials
Karthikeyan et al., 2006 – polycrystalline YSZ films [49]
Karthikeyan et al. [49] also fabricated YSZ thin films however this time using
electron beam evaporation (EBE). The films had a composition of [t](Y2O3)0.095
(ZrO2)0.905 | MgO with a thickness (t) range of 210 down to 17 nm, grown on
single crystal (100) oriented MgO substrates. An additional film of composition
[t](Y2O3)0.095(ZrO2)0.905 | Al2O3 was also grown on a (0001) oriented Al2O3 single
crystal substrate. The films were seen to be a mix of both cubic and tetragonal
phases by XRD.
Figure 2.13.: The temperature dependance of the conductivity of the films re-
ported by Karthikeyan et al. [49] plotted together with those in
Fig. 2.12 (faded)
Conductivity measurements for the films were reported between 700 and 940°C
in static air by AC impedance using Pt paste electrodes in a 2 probe arrangement
from 1 Hz−300 kHz. This data is plotted in Fig. 2.13a along with previously
discussed data from Guo et al. [45] and Kosacki et al. [41].
The conductivity is seen to rise in a somewhat similar fashion to that of Ko-
sacki et al., by just over an order of magnitude.
Sillassen et al., 2010 – Epitaxial YSZ film [50]
In 2010 Sillassen et al. [50] again report the conductivity behaviour of YSZ thin
films on MgO substrates ranging from thicknesses of 19 nm down to 58 nm. These
films were fabricated using reactive DC magnetron sputtering. High resolution
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transmission electron microscopy (HRTEM) studies revealed highly epitaxial films
with negligible numbers of grain boundaries and a semicoherent interface at the
YSZ | MgO interface with a high dislocation density. The authors also grew a
thick (420nm) YSZ film on an STO substrate by the same method for comparison.
The conductivity of all films was measured by AC impedance in the temperature
range of 150–500°C in static, dry air using Ag paste electrodes. Low tempera-
tures were used due to the desire to avoid silver diffusion effects. The conductivity
results are shown in Fig. 2.14. The conductivity was seen to increase by approx-
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Figure 2.14.: The temperature dependance of the conductivity of the films re-
ported by Sillassen et al. [50]
imately 312 orders of magnitude over that of bulk YSZ and exhibit a change in
activation energy from ∼1.24 eV at high temperatures (T > 500°C), attributed to
a bulk-like behaviour, and ∼0.89 eV at low temperatures (T < 500°C) attributed
to the behaviour of the YSZ | MgO interface. This seems to be a somewhat dubi-
ous claim due to the activation energy remaining constant for all film thicknesses.
According to the rule of mixtures introduced earlier in Eq. 2.7 a drop in activa-
tion energy for one of the components (the interface) would result in a variation of
activation energy with film thickness due to the greater proportion of interfacial
contribution.
YSZ thin film summary
The similarity in terms of both structure and composition between these 4 sets
of YSZ films allows an excellent opportunity to compare the results from each, as
shown in Fig. 2.15. As can be seen there is quite a spread of data with seemingly
4 different effects. Those of Kosacki show an approximate 1 order of magni-
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Figure 2.15.: The conductivity of YSZ films exhibiting the greatest variation from
single crystal data for each publication replotted for comparative
purposes [41, 45, 49, 50]
tude increase in conductivity combined with a drop in activation energy leading
to even greater enhancement at low temperature. The 17nm film produced by
Karthikeyan also shows roughly one order of magnitude increase however main-
tains a similar activation energy to single crystal YSZ. It must be noted however
that there appears to be a change in activation energy at approximately 800°C
between an activation energy of roughly 1.5 eV and one more closely resembling
that of the 15nm film at roughly 0.7 eV. It is unfortunate that these two sets of
data do not overlap more on the temperature scale to see if this trend is exhibited
in both. The films fabricated by Guo show a completely opposite effect to the
first two as they drop in conductivity by about half an order of magnitude. Fi-
nally, the most significant effect was that seen by Sillassen with an approximate
312 orders of magnitude increase over single crystal data.
It is difficult to determine the differences between the four sets of films which
lead to such different results from the information provided in each publica-
tion. Most of the common characteristics discussed occur in one film with en-
hancement and one without, such as the occurrence of grain boundaries. Both
Karthikeyan’s and Guo’s films have significant numbers of grain boundaries
however Kosacki’s and Sillassen’s are reported to have a minimal number.
Likewise Karthikeyan and Guo report films with some texturing which will
therefore have a mixture of incoherent and semicoherent boundaries at the MgO
| YSZ interfaces. Additionally processing routes give little clue as both Kosacki
and Guo utilised PLD while Karthikeyan fabricates films using EBE and Sil-
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lassen uses reactive DC magnetron sputtering. Table 2.2 attempts to summarise
the primary similarities and differences between the results.
Table 2.2.: Comparison of single YSZ thin films
Publication
Kosacki [41] Guo [45] Karthikeyan
[49]
Sillassen [50]
Conductivity ↑σ, ↓Ea ↓σ, same Ea ↑σ, ↑Ea ↑σ, ↓Ea
Grain
boundaries
Minimal Abundant Abundant Minimal
Interfaces Semi-coherent
(regular dislo-
cations)
Textured (dis-
locations seen
in TEM)
Textured Semi-coherent
Fabrication PLD PLD EBE Magnetron
2.2.2. Multilayer Films
Sata et al., 2000 - CaF2/BaF2 heterostructures [51–55]
Sata et al. [51] reported in 2000 the conductivity properties of a range of het-
erostructures of CaF2 | BaF2. These materials are fluoride ion conductors which
makes them of somewhat less relevance to this work. They have, however, been
greatly discussed and were one of the first discoveries of an effect of heterointer-
faces on ion conduction.
The films have the composition n(CaF2 | BaF2) | substrate, where the sub-
strate is either (011¯2) Al2O3 or SiO2, and were grown by molecular beam epitaxy
(MBE). Individual layer thicknesses ranged from 500 nm down to 2 nm with the
films totalling from 200–500 nm. The conductivity (Fig. 2.16a) was reported to
increase by a factor of nearly 112 orders of magnitude over BaF2 in films with
16.2 nm layers and overall thicknesses of ∼500 nm. In a detailed analysis of the
microstructure of the films in 2004 [53] they were seen to be epitaxial with ‘wavy’
interfaces and a large number of dislocations compensating for the ∼14% strain
between the materials with a dislocation spacing of approximately 3 nm. Decreas-
ing layer thickness led to an increase in waviness and an eventual breakdown of
the multilayer structure.
Despite the high level of interfacial strain and the large number of dislocations
at the interfaces the enhancement in conductivity is ascribed to the development
of space charge regions due to the redistribution of F– ions from BaF2 to CaF2
leading to F vacancies in BaF2 and interstitial F– ions in the CaF2 interfaces. The
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Figure 2.16.: (a) Temperature dependance of conductivity for a range of CaF2 |
BaF2 heterostructures, indicated dimensions are layer thicknesses
with a total overall thickness of ∼500 nm [51], (b) and (c) are
HRTEM micrographs of (11¯0) cross sections of the heterointerfaces
indicating misfit-compensating dislocations [53], inset in (b) is the
burgers vector of the dislocation
more pronounced increase in conductivity when the layer thickness drops below
50 nm was said to be due to the overlapping of space charge regions creating a
pseudo-continuous fast ion-conducting material.
Azad et al., 2005 - GDZ/GDC multilayers [56–59]
In 2005Azad et al. [56] fabricated a series of multilayers of alternating gadolinium-
doped zirconia (GDZ) and gadolinium-doped ceria (GDC) by oxygen plasma-
assisted MBE with the composition n(Ce0.88Gd0.12O1.94 | Zr0.88Gd0.12O1.94) |
Al2O3. Films were reported to have an average dopant concentration of 12 at%
by Rutherford backscattering spectroscopy (RBS) and X-ray photoelectron spec-
troscopy (XPS) analysis however segregation of dopant was later reported at the
interface formed during the deposition of CeO2 on ZrO2 from XPS depth pro-
filing with associated lower Gd concentration in the ZrO2 layers [58]. HRTEM
studies shown in Fig. 2.17b and c revealed structural domains in the films and
dislocations, both internally in the films and at the interface.
Conductivity was measured using AC impedance spectroscopy over a wide range
of temperatures, ∼300-900°C, for a series of films with decreasing layer thickness
but constant overall thickness of ∼155 nm down to individual layer thicknesses
of approximately 10 nm. These results are shown in Fig. 2.17a. The conduc-
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Figure 2.17.: (a) Temperature dependence of the conductivity behaviour of
n(Ce0.88Gd0.12O1.94 | Zr0.88Gd0.12O1.94) | Al2O3 films with n re-
peats ranging from 1 to 8, as labelled, each with a total thickness of
∼155nm (b) TEM micrograph of 8 layered sample (c) Fourier filtered
image of an interface with indicated dislocations. [56]
tivity was found to have a significant enhancement with a maximum at 5 layer
repeats (∼15 nm individual layer thickness) of a factor of roughly 10 over single
crystal YSZ and a factor of about 3 higher than polycrystalline GDC which has
been reported to be almost identical to single crystal behaviour for other GDC
compositions [60]. The thinnest films in this system (<10 nm) did not show as
significant an enhancement and this was attributed to the possibility of some sort
of strain effect reducing film quality.
The conductivity enhancement seen in these publications was attributed to a
combination of enhanced defect concentration at the interfaces with excess Gd
and the observed dislocations. The authors dismiss the possibility of space charge
formation causing such great effect due to the Debye length being so small (∼0.1
nm) in materials with such high carrier concentrations.
Kosacki, 2006 - SDC/CeO2 multilayers [61]
In 2006 Kosacki reported in a variety of presentations and through the filing of an
invention disclosure [61] the conductivity behaviour of a system of composition
n([20nm]CeO2 | [30nm]Ce0.8Sm0.2O1.9) | MgO with n ranging from 50 to 400
periods. The films were reported to be highly epitaxial however the difference
between this construction and most others is that while the total number of layers
is increasing the total thickness is also increasing meaning that the interfacial
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density is remaining constant. The conductivity was measured by AC impedance
in the temperature range of 400–800°C with the use of Ag paste electrodes. The
results are reported in Fig. 2.18.
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Figure 2.18.: (a) conductivity behaviour of a n([20nm]CeO2 |
[30nm]Ce0.8Sm0.2O1.9) | MgO (n = 50, 200, 300, 400) multi-
layer system from Kosacki [61] (b) data replotted at 600°C against
layer repeats for conductivity (σ) and activation energy (Ea)
As can be seen this shows a significant correlation between the conductivity and
the number of layers which, if it can be attributed to purely ionic conductivity
is of great significance. The sample with 400 layer repeats and a consequent film
thickness of ∼20 µm shows a conductivity enhancement of roughly two orders
of magnitude at 400°C. Kosacki reported the ability to produce a functional
single chamber SOFC with this sample suggesting sufficient dominance of the
ionic component in the conductance.
Peters et al., 2007 - (CSZ,YSZ)/insulator [62–66]
A substantial and highly systematic work was undertaken by the group headed by
Ju¨rgen Janek at Justus-Liebig-Universita¨t Gießen. Several multilayer film systems
were investigated and they are grouped together here due to their similarities. All
were fabricated using PLD and consist of multilayers of stabilised zirconia (CSZ
or YSZ) and insulating materials with a range of layer thicknesses and a total
system thickness of roughly the same scale throughout.
The first was that published by Peters et al. [62] which had the composition
n((ZrO2)0.913(CaO)0.087 | Al2O3) | Al2O3. This was reported to be a system with
polycrystalline layers and incoherent interfaces from HRTEM and XRD studies.
The conductivity was measured by DC and AC impedance techniques in the
temperature range of 475–675 °C using silver painted electrodes. The conductivity
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of these films was seen to increase with decreasing layer thickness (and therefore
increasing interfacial density) by about two orders of magnitude and the Ea was
reported to drop. The dependence of total conductivity (σtot) on the individual
layer thickness (d) was seen to fit to
σtot = σvol + 2δ(σint − σvol)1
d
, (2.8)
where σvol is the conductivity of the bulk volume of the conducting phase and
σint is that of the interface, d is the thickness of the conducting layer and δ is the
thickness of the interfacial region. The origin of these values are indicated in the
inset in Fig. 2.19a. Eq. 2.8 is only valid where d ≥ 2δ as σtot otherwise becomes
stot
sint
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Figure 2.19.: (a) the trend seen in total conductivity against reciprocal conducting
layer thickness, ivol and iint represent the current densities in the
volume and interface of the films, respectively. Where d < 2δ the
conductivity may follow one of two paths depending on the model,
(sc) space charge or (sd) structural disorder (b) the conductivity
against reciprocal thickness for the CSZ | Al2O3 system [62]
purely σint. The conductivity can then behave in one of two ways, as indicated
in Fig. 2.19a, depending on whether the behaviour follows a space charge type
model or whether the interface is a fixed width region of structural disorder.
Janek’s group followed this work with the fabrication of films combining YSZ
and cubic bixbyite-type rare earth (RE) oxides with the general formula RE2O3
[63–66]. Through the careful selection of the rare earth cation they achieved a
range of lattice misfits. The systems they studied were YSZ | Y2O3 (misfit =
3.09%), YSZ | Lu2O3 (1.02%) and YSZ | Sc2O3 (−4.28%), all on (0001) oriented
Al2O3 substrates. All samples were produced by PLD and consisted of total film
thickness of similar scale with a range of layer thicknesses.
HRTEM studies showed highly textured columnar microstructures for all 3
systems and are reported to have semi- or quasi-coherent interfaces with the YSZ
| Lu2O3 system showing the greatest coherence. The conductivity was measured
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by AC impedance in a range of T = 420–780°C in an air environment using painted
silver electrodes. These results are plotted in Fig. 2.20. The conductivity was
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Figure 2.20.: (a)–(c) plots of total conductivity of the multilayer systems against
reciprocal YSZ layer thickness for the YSZ/Y2O3 (a), YSZ/Lu2O3
(b) and YSZ/Sc2O3 (c) systems, all at T = 833 K (d) plot of the
maximum change in σ against the interfacial misfit indicating the
proposed linear relationship between strain state and conductivity
enhancement [64]
again seen to fit Eq. 2.8 for the YSZ | Y2O3 and YSZ | Sc2O3 systems with the
latter dropping in conductivity. The effect in these samples is much lower than
in the previously mentioned CSZ | Al2O3 system. Finally the authors propose
a linear relationship between lattice misfit and the logarithm of the conductivity
change with films with lattice dilation exhibiting conductivity enhancement and
those with lattice compression exhibiting conductivity degradation as shown in
Fig. 2.20d.
Subsequent analysis of all their results combined with the YSZ thin films re-
ported by Kosacki et al. [40] resulted in the authors proposing a trend of in-
creasing positive misfit and increasing conductivity and highlighting the increased
incoherence of the interfaces with greatest conductivity enhancement. This is
summarised by them nicely in the diagram shown in Fig. 2.21.
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Figure 2.21.: Diagram of the general trends and hypothesis put forward by Korte
et al. [64] including reference to the YSZ | MgO films of Kosacki
et al. [40]
Karthikeyan et al., 2008 - YSZ/(SiO2,Al2O3) [67]
Karthikeyan et al. followed up their work on YSZ single thin films with the fab-
rication of multilayer samples with the composition: insulator | (Y2O3)0.08(ZrO2)0.92
using as an insulator either SiO2 or Al2O3 and deposited on (100) oriented MgO
or (0001)-Al2O3 by RF sputtering. The total film thicknesses was maintained at
∼215 nm in all cases with silica.
XRD measurements on the sample of composition 30([3.4nm]SiO2 | [3.3nm]8YSZ
| SiO2 reveal cubic and tetragonal phases in the YSZ layers. The conductivity
behaviour of the films was measured by AC impedance spectroscopy in the tem-
perature range 670–900°C using porous Pt electrodes and is shown in Fig. 2.22
In a similar fashion to the enhancements reported earlier, the conductivity again
increases by about half an order of magnitude in the sample with thinnest film
thickness (greatest interfacial density) over the single thick film of YSZ (210 nm),
previously seen to be roughly equivalent to bulk behaviour. The activation energy
also became slightly higher than that of bulk YSZ at 1.3 eV (cf. ∼1.1 eV [68]).
Using the rule of mixtures in a similar fashion to that shown in Eq. 2.7 an
average interfacial activation energy of 1.4 eV was determined. Little discussion
of the reason for these effects was put forward in the publication other than that
it was interface related.
Garcia-Barriocanal et al., 2008 - YSZ/STO heterostructures [69–72]
The most controversial publication in the field of thin film ionic conductors dis-
cussed here is that of Garcia-Barriocanal et al. [69] due to the magnitude
of reported conductivity enhancement. They fabricated heterostructures with
YSZ layers (8 mol% nominal yttria content) sandwiched between two 10-nm-thick
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Figure 2.22.: The temperature dependance of conductivity of a series of n(SiO2
| (Y2O3)0.08(ZrO2)0.92) multilayer films with a total thickness of
∼215 nm, indicated thicknesses are that of the YSZ layer, inset:
the relationship between conductivity and reciprocal layer thickness
at 830°C [67]
layers of insulating SrTiO3 (STO). These had the composition [10nm]SrTiO3 |
[x](Y2O3)0.08(ZrO2)0.92 | [10nm]SrTiO3 | SrTiO3 with x ranging from 62 nm down
to 1 nm. Additionally, superlattices were grown with the following composition:
n([10nm]SrTiO3 | [x](Y2O3)0.08(ZrO2)0.92) | [10nm]SrTiO3 | SrTiO3. All samples
were grown by RF sputtering with a high temperature substrate (900°C) and low
growth rate (∼1 nm/min) and were found to be perfectly coherent by both XRD
and HRTEM (Fig. 2.23b) with a 45° rotation around the c-axis of the YSZ on the
STO lattice resulting in an approximate 7% misfit at the interface, resulting in
a highly dilated YSZ lattice. HRTEM was only reported to be performed on the
superlattice structure although one could assume that the less complex trilayer
samples were unlikely to be of inferior quality. In thicker films strain was reported
to be released by the formation of a granular morphology and a loss of interfacial
coherency (increasing the number of dislocations).
The temperature dependence of conductivity of the trilayered (STO / YSZ /
STO) systems are shown, as measured by a 4 probe DC conductivity technique, in
Fig. 2.23a. The sample with YSZ layer thickness of 1 nm exhibited a conductivity
approximately 8 orders of magnitude greater than single crystal and thick film
(700 nm) YSZ samples. In order to put this result in context the conductivity
of this film at 300°C (40 Scm−1) is an order of magnitude greater than that
reported in cation superionic conductors such as α-AgI (3 Scm−1 at 300°C, close
to its melting point) [73] which is conducting the significantly smaller Ag+ ion
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(rAg+ = 1.00 A˚, rO2− = 1.38 A˚ [16]).
Figure 2.23.: (a) Conductivity behaviour of films of composition [10nm]SrTiO3
| [x](Y2O3)0.08(ZrO2)0.92 | [10nm]SrTiO3 | SrTiO3 where x ranges
from 62–1 nm and is labelled in the lower left corner (b) Z-contrast
STEM micrograph of the YSZ/STO interfaces in a superlattice
where x = 1 nm with 9 repeats (low magnification inset)
The conductivity behaviour was also reported for the multilayer superlattices
and the dependance of conductance on number of interfaces was shown to be lin-
ear. The conductance was also mostly independent of YSZ layer thickness which
the authors claim indicates an interfacial effect. Electron energy loss spectroscopy
(EELS) analysis was reported to show TiO2 termination of the STO at the in-
terfaces and an enhanced oxygen vacancy concentration with no change in the Ti
oxidation state [72]. This high degree of disorder was given as the explanation for
the conductivity enhancement and the conductivity was assumed to be dominated
by oxygen ion migration. This is the most tenuous claim in the publication as
they provide no evidence to back this up. A comment published later by Guo
[74] discussed the lack of acknowledgement of the possibility of significant p-type
electronic contributions from the STO substrate. It is pointed out that taking
this into account causes the conductivity of the 1nm YSZ trilayer to drop by 6
orders of magnitude. Guo also proposes that measurements of the superlattice
samples with the technique used would lead to independence of the conductance
from the YSZ layer thickness irregardless of whether there was any lateral inter-
facial effects. While the original authors published a response to Guo’s comment
they did little to irrefutably disprove his analysis.
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Cavallaro et al., 2010 - YSZ/STO structures [75]
Cavallaro et al. [75] attempted to replicate the results of Garcia-Barriocanal
et al. [69] by growing similar STO | YSZ | STO structures however using PLD as
the fabrication method. A similar level of conductivity enhancement (∼7 orders of
magnitude, cf. 8 orders) was seen in these materials (Fig. 2.24a) however HRTEM
studies revealed non-continuous YSZ layers (Fig. 2.24c and d) thus precluding the
samples from conforming to the explanation of the enhancement given by Garcia-
Barriocanal. Further study of the electrochemical behaviour in variable pO2
Figure 2.24.: (a) Plot of sample conductance of the trilayer designed to have a
1 nm YSZ layer from Cavallaro et al. along with that reported
by Garcia-Barriocanal et al. [69] (b) the pO2 dependance of
the high frequency component of the impedance response showing a
power law dependance with exponent ±0.21 (c) TEM cross section
of the 10( [10nm]STO | [1nm]YSZ ) multilayer sample showing non-
continuous layers (d) HRTEM micrograph showing greater details of
YSZ ‘islands’ [75]
atmospheres revealed p-type electronic conductivity (Fig. 2.24b). This result sug-
gests that a similar effect might be expected to occur in Garcia-Barriocanal
et al. who did not investigate this. Additional evidence was provided indicating
background levels of isotopic oxygen tracer, determined by secondary ion mass
spectrometry (SIMS), in the YSZ films after an anneal in an isotopically enriched
atmosphere.
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Sanna et al., 2010 - SDC/YSZ multilayers [76]
The most recent result in this field features multilayers of two alternating con-
ducting phases, samarium doped ceria (SDC) and YSZ. They fabricated these
samples in two systems, one with constant overall thickness of 145 nm and varied
number of layers and another maintaining the total number of layer repeats at
20 and varying the layer thickness from 7.7–28 nm. A strontium titanate buffer
layer was added in order to reduce the misfit between the YSZ and MgO but is
said to add negligible contribution to the conductivity.
The conductivity behaviour was measured by impedance spectroscopy in static
air in the temperature range of 400–800°C and that of the system with constant
overall thickness is reported in Fig. 2.25 and displays conductivity enhancement
of approximately 1 order of magnitude over thick single films of both SDC and
YSZ on the same substrate and STO buffer layer. The activation energy was also
16
(SDC/YSZ)N
SDCYSZ
SDC pellet
N =
 20
N = 8
N = 3
Figure 2.25.: The temperature dependence of conductivity for the n(
Ce0.8Sm0.2O1.9 | (Y2O3)0.08(ZrO2)0.92 ) | SrTiO3 | MgO sys-
tem with n from 3-20 [76]
seen to fall between that of the SDC and YSZ thick films which would be expected
from a simple rule of mixtures. Impedance measurements were also obtained in a
range of pO2 environments (10−25–1 atm) and the same dependance was seen in
the thin film samples as in thick SDC films which the authors therefore associate
with a bulk effect and not electronic contribution specifically from the interfaces.
This is the second result of enhanced conductivity in a sample with alternating
layers of two conducting materials, the first being that of Azad et al. [56].
Unfortunately this makes determination of the enhanced conduction pathway and
mechanism much more difficult. The authors attribute the enhancement to the
highly strained YSZ layer seen in the XRD results.
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Sayle et al. - modelled CeO2/YSZ interface [77]
As the final paper to be discussed in this section the work by Sayle et al. [77]
is a bit of a deviation from those previously discussed. It is not an experimental
study, nor is it a theoretical study designed to interpret the results obtained in an
experimental study, which will naturally be subject to subjective interpretation.
It is in fact a theoretical study initiated prior to many of the publications of
heterostructured oxide systems. The authors saw the appeal of applying what
Sata et al. [51] reported in fluoride ion conducting BaF2/CaF2 structures to
oxide ion conductors with wider possible application.
The system studied is a heterostructure of undoped CeO2 and YSZ. The atom-
istic model is generated through simulated amorphisation and subsequent recrys-
tallisation which allows the natural evolution of features such as dislocations,
grain boundaries, intermixing and intrinsic defects. In this case, the interfaces
were found to have a regular array of dislocations but there were no grain bound-
aries in either phase. The microstructure was favourably compared with that
reported in a YSZ/GDC system by Wang et al. [57]
After the microstructure of the system was established, ionic diffusion was mea-
sured using molecular dynamics (MD). These results are given in various forms
in Fig. 2.26. Fig. 2.26a and b represent the oxygen ion positions before and
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Figure 2.26.: The oxygen ion positions (yellow) before, (a), and after ,(b), 500 ps
of MD at 2500K (c) a cross-sectional representation of the density
of the cations and oxygen ion conductivity with the perfect parent
materials represented by the dashed lines (top: YSZ, bottom: ceria)
(d) temperature dependance of ionic diffusivity in the heterostruc-
ture and in the pure materials [77]
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after the simulation at 2500K. One can clearly see that the ions have migrated
faster in the top YSZ section with an apparent impinged section at the interface
(indicated by arrows in Fig. 2.26b). Fig. 2.26c gives a plot of the conductivity
values represented by this movement (still at 2500K). There is clearly no enhance-
ment at the interfaces in this representation. Finally the diffusivity of the oxygen
species is plotted (Fig. 2.26d) over a range of temperatures. The conductivity
actually drops from that calculated for a pure material in both the YSZ and ce-
ria layers with the YSZ layer showing the greatest effect. The activation energy
is also seen to increase from 0.46 to 0.74 eV between pure YSZ and that in the
heterostructure. This publication has been somewhat overlooked by others in this
field, perhaps due to the results not agreeing with the desired result of enhanced
interfacial conductivity.
2.2.3. Summary
If one refers back to the aims of investigating materials with nano-scale struc-
ture discussed at the beginning of this section, the desire to achieve significant
enhancement in conductivity over the effective limit of bulk behaviour seen in
highly defective materials such as δ-Bi2O3, at first glance these results appear to
have achieved a first step in that direction. Conductivity enhancements of up to 8
orders of magnitude have been reported with the highest by quite a margin being
that reported by Garcia-Barriocanal et al. [69]. This is plotted in Fig. 2.27
along with the conductivities of selected fast ion conductors reported previously
in Fig. 2.7. In addition a proposed limit of bulk conductivity is achieved by the
extrapolation of the δ-Bi2O3 behaviour to low temperatures and it can be seen
that all bulk conductors fit within this region (shaded grey). The conductivity
reported to be purely ionic and within the 1nm YSZ layer exceeds this bulk limit
by almost 4 orders of magnitude. Many follow up articles have brought the ionic
nature of this behaviour into question [74, 75, 78] with particularly compelling
evidence provided by Cavallaro et al. [75] with their measurement of p-type
electronic conductivity in similar structures. If this result is somewhat disregarded
there are still, however, many results worthy of further investigation.
To summarise these results is really quite a challenging task due to the wide
variety of materials, structures and production methods. This has led to a wide
range of variation in the outcomes. Many of the results discussed in this section
are replotted on the same conductivity against reciprocal temperature axes in
Fig. 2.28. Each reportedly enhanced conductivity has been compared with what
was deemed to be the most comparable reported result in materials with larger
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Figure 2.27.: Fast ion conductors (references in Fig. 2.7) plotted with the con-
ductivity behaviour of a 1nm YSZ film as reported by Garcia-
Barriocanal et al. [69], region plotted in Fig. 2.7 indicated with
dashed line, shaded region indicates proposed limit for bulk oxygen
ion conductivity based on activation energy of δ-Bi2O3
scale (100nm or greater) structure. In most cases this is either the same material
produced by the same production method but in a thicker film or a single crystal
of the same chemistry.
In Fig. 2.28 one can see the wide spread of results but it is interesting to note
that most remain within the region designated as that of possible bulk conduc-
tivity seen in Fig. 2.27.
In order to facilitate the comparison of these results to each other this data
is replotted as a factor from a standard reference conductivity in Fig. 2.29. In
all cases with YSZ films, 8 mol% YSZ single crystal data [79] has been used. In
other cases the reference conductivity is specified in the figure caption. Results
from Azad et al. [56] and Sanna et al. [76] featured in Fig. 2.28 have been
excluded due to the use of more than one conducting phase. In this plot, not
only the magnitude of the conductivity but also the change in activation energy
are easily comparable. Again, though, there is quite a range of results, with
conductivity not only enhanced but also decreased in some cases. The effect on
the activation energy is also quite variable but shows a drop in the majority of
cases (a rise in slope). The notable exceptions to this are result (g), the thin film
YSZ with decreased conductivity reported by Guo et al. [45] which displays no
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Figure 2.28.: A summary of many of the discussed single thin film (dashed) and
multilayer (solid line) conductivity enhancements with the high-
est (labelled as a) and lowest (b) conductivity given in samples
with as comparable a structure as possible. (1a) [17nm]YSZ |
MgO (1b) [210nm]YSZ | MgO [49] (2a) 20(YSZ | CGO) | STO |
MgO (2b) 3(YSZ | CGO) | STO | MgO [76] (3a) 400([20nm]CeO2 |
[30nm]SDC) |MgO (3b) SDC single crystal [61] (4a) [15nm]YSZ (4b)
[2000nm]YSZ [41] (5a) 5(GDZ | GDC) | Al2O3 (5b) 1(GDZ | GDC) |
Al2O3 [56] (6a) 20(YSZ | Y2O3) | Al2O3 (6b) 1(YSZ | Y2O3) | Al2O3
[63] (7a) 5(CSZ | Al2O3) | Al2O3 (7b) 1(CSZ | Al2O3) | Al2O3 [62]
(8a) [58nm]YSZ (8b) [420nm]YSZ [50] (9a) [10nm]STO | [1nm]YSZ
| [10nm]STO | STO (9b) YSZ single crystal [69]
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Figure 2.29.: The change in conductivity between a standard (single crystal YSZ
data unless otherwise stated) and the film exhibiting greatest ef-
fect. Much of this data is repeated from Fig. 2.28. (a) [10nm]STO
| [1nm]YSZ | [10nm]STO [69] (b) [58nm]YSZ [50] (c) [15nm]YSZ
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[17nm]YSZ [49] (f) 5(CSZ | Al2O3) against thicker layers [62] (g)
[12nm]YSZ [45] (h) 5(YSZ | Y2O3) [63]
change in activation energy, and result (e), the thin film YSZ sample reported
by Karthikeyan et al. [49] which displays a drop. Also of note in this plot is
that result (h), the 5(YSZ | Y2O3) system reported by Korte et al. [63], which
was reported as a conductivity enhancement over similar multilayers with lower
interfacial density, is actually of a lower conductivity than single crystal YSZ.
Some short conclusions that can be drawn from this section follow:
i. The similarity in terms of composition in the four reported measurements
of YSZ single thin films shows, due to the range of effects on conductivity,
the variation due to subtle factors such as production method and thermal
history.
ii. One possible outcome of these single film studies is the importance of the
interface quality.
iii. Single thin films may have issues with surface contributions and other effects
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thus leading to research on multilayered samples with variable proportion
of internal interfaces
iv. The extraordinary enhancement reported by Garcia-Barriocanal et al.
can be attributed to electronic conductivity in the STO thanks to the work
of Cavallaro et al [75] and Guo [74].
v. Ju¨rgen Janek’s group report a linear relationship between lattice strain and
change in conductivity in samples with a coherent or semi-coherent interface.
This is one of the best explained trends and avoids comparison of the ma-
terials to bulk behaviour through the extraction of a value for conductivity
in the film volume (σvol).
vi. Dislocations may have a huge effect and their effect may be seen in multiple
instances:
a. Possibly in a percolating dislocation network at the interface through
the enhanced YSZ thin films of Kosacki et al. [40] and Karthikeyan
et al. [49] but not those of Guo et al. [45] which display conductivity
reduction.
b. As reported by Korte et al. [64] the conductivity is highly dependant
on the coherence of the interface and they proposed a correlation be-
tween increasing strain-relieving dislocation density and conductivity.
vii. A range of conductivity measurement techniques have been used, although
they are not always extensively detailed. These will be further discussed in
Chapter 3 with the discussion of the most suitable conductivity technique.
2.3. Dislocations in fast ion conductors
As has been discussed in the previous section there may be a dependance of
conductivity on the presence of dislocations at the interfaces in these thin film
systems. In 2003 Otsuka et al. [80, 81] first reported the electrochemical be-
haviour of YSZ single crystal that has been strained to a plastic deformation of 1
and 10%. The sample was deformed in such an orientation to activate the primary
slip plane (001) as shown schematically in Fig. 2.30a. Accompanying this in Figs.
2.30b and c are micrographs of parallel (b) and perpendicular (c) to the (001)
slip plane for the 1% strained sample. At 1% strain the deformation has clearly
only activated the primary slip plane meaning that conductivity measurements
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Figure 2.30.: (a) Schematic of the single crystal compression orientation (b) TEM
micrograph of the (11¯0) orientation after 1% plastic deformation
with dislocation cores perpendicular to the image plane (c) micro-
graph perpendicular to (b), of the (001) plane [81]
in the [11¯0] and [1¯1¯1] direction will result in one orientation with parallel dislo-
cations ([11¯0]) and one with perpendicular dislocations ([1¯1¯1]). Fig 2.31a shows
the change in impedance response between a 10% strained and an undeformed
crystal showing a conductivity increase (resistivity drop). Fig. 2.31b shows the
normalised conductivities (σdeformed/σundeformed) over a range of temperatures for
different directions in the 10 and 1% strained samples. Finally Fig. 2.31c shows
the calculated conductivity in the dislocations depending on the dimensions of
the dislocation core. This shows that the conductivity in the dislocations is some-
where between 102 and 104 times that of the bulk material which could go quite
some way to explaining the effects seen in the thin film structures discussed earlier.
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Figure 2.31.: (a) Nyquist plot of the complex impedance of YSZ single crystals at
400°C (b) temperature dependence of conductivity on strain levels
of 1 and 10% for current directions (E) parallel to each direction
[81] (c) dependance of σdis/σbulk on dislocation core radius for 1%
strained sample [80]
2.4. Theoretical Considerations
2.4.1. Interfaces
An interface is defined as an area separating two phases from one another [82]. If
the solid, liquid and gas phases are considered, 3 interfaces can be classified: solid-
liquid, solid-gas and liquid-gas. These are typically known as surfaces. Within
these phases there can also be liquid-liquid interfaces between two immiscible
liquids and solid-solid interfaces between two separate solid phases. It is this
latter interface which is of importance to this work.
Space Charge Regions
The notion of space charges was first put forward by Wagner [83] to explain
conductivity effects in semiconductor heterostructures and has been developed as
a concept by Maier et al. [43, 51, 52, 54, 84–93].
The dimensions of a space charge region are controlled by the Debye screening
length (LD) [94],
LD =
√
r0kT
2q2cb
, (2.9)
60
2.4. Theoretical Considerations
where r is the dielectric constant of the material, 0 is the permittivity of free
space, k, Boltzmann’s constant, T , temperature, q, the charge on each mobile
charge carrier, and cb, the bulk carrier concentration. Eq. 2.9 can be simplified
as
LD ∝
√
1
cb
, (2.10)
showing the dependance of the spatial dimensions of the space charge region on
the bulk carrier concentration. Using a calculated carrier concentration in 8.5
mol% YSZ of approximately 3.6× 1021 cm−3 allows the calculation of the Debye
length at ∼0.6 A˚ (r from [95]). Thus, while the use of the development of a space
charge region is a suitable explanation for the effects seen in the intrinsically low
carrier concentration fluoride heterostructure reported by Sata et al. [51], it is
not suitable in doped oxide materials with the high carrier concentrations required
to be capable of operating as electrolytes in SOFCs.
It is also noted by Peters et al. [62] that in materials with such high charge
carrier concentrations the Debye-Hu¨ckel theory is not applicable, negating any
physical meaning to the Debye length and invalidating any use of the theory to
attribute the effects seen in solid electrolyte superlattices or thin films.
Interfacial Strain
Solid-solid interfaces can be classified in one of three ways dependant on the
orientation and structure of the 2 crystalline phases: coherent, semi-coherent and
incoherent. A coherent interface is formed when the two materials have a good
‘match’ in atomic arrangement and the lattice is continuous across the interface
[96]. If the lattice is not an exact match the lattice can be strained on either side
of the interface in order to compensate this. This can only occur, however, in
materials where the lattice misfit (defined previously in Eq. 2.6) is still fairly low.
Fig. 2.32 gives a 2 dimensional representation of these three classifications and
indicates the changing nature of the interfaces with increasing lattice misfit.
In order to evaluate the differences in interfaces the strain energy must be con-
sidered. The atoms in an unstrained crystal are normally assumed to be arranged
in a relaxed state with the lowest possible energy. While the elastic behaviour of
most crystal lattices is anisotropic, for simplicity and brevity, isotropic elasticity
theory will be considered here. When a force (~F ) is exerted on the crystal it re-
sults in a displacement (~u) of each atom from its position in the unstrained state.
The nine components of stress (and strain) are derived from these displacements
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Figure 2.32.: 2D schematic representation of 3 classifications of interfaces between
materials; coherent, semi-coherent and incoherent
and are usually given in the form σij where i and j are either x, y, or z and are
the face and direction in which the stress is acting, respectively. These are shown
in Eq. 2.11 and represented graphically in Fig. 2.33.
~σ =

σxx σxy σxz
σyx σyy σyz
σzx σzy σzz
 (2.11)
sxx
syy
szz
sxy
syx
szx
sxz
syz
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y
z
Figure 2.33.: The stress components in Eq. 2.11 acting on the faces of an elemental
cube [97]
The components where i = j are the normal stresses (σxx, σyy and σzz) while
those where i 6= j are shear stresses (σxy, σxz, σyx, σyz, σzx and σzy). A positive
normal stress is defined as being in tension and conversely, negative as in compres-
sion. In a coherently strained film system with an interface between a conducting
and an insulating material with thickness hc and hi, respectively, similar to that
in Fig. 2.34, we can consider the strain in the two films, c and i. Assuming a
uniform strain distribution through the film which will not be the case in reality
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but allows great simplification, the strain and stress components can be defined
as follows [98]
xx,f = yy,f = f , (2.12)
xy,f = 0, σxy,f = 0, (2.13)
σxx,f = σzy,f = σzz,f = 0, (2.14)
σzx,f = σyy,f = σf = Mf f , (2.15)
where f is the film type (c or i) and Mf is the biaxial modulus defined as M ≡
2µ(1 + ν)/(1 − ν), where µ and ν are the shear modulus and Poisson’s ratio,
respectively. Perfect interfacial coherence requires that
c − i = m. (2.16)
Additionally, the condition of zero net force on atomic planes perpendicular to
the interface requires that σchc + σihi = 0, which can be combined with Eq. 2.15
to give
Mcchc +Miihi = 0. (2.17)
Solving Eqs. 2.15 and 2.16 gives the elastic strain for the deformation of both
films in the absence of dislocations as
c =
m
1 + Λ(hc/hi)
, (2.18)
i = −m Λ(hc/hi)1 + Λ(hc/hi) , (2.19)
where Λ ≡ Mc/Mi. Eqs. 2.18 and 2.19 can be seen to reach an asymptotic limit
when hi →∞ which is similar to the case in samples with an insulating substrate
such that hi  hc.
The elastic strain energy (U) stored in the system is given by
U =
∫ 1
2tr(~σ · ~)dV , (2.20)
where ~σ and ~ are the local stress and strain tensors and V is the volume of the
undeformed system. Combining Eq. 2.20 with the stress and strain components
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found in Eqs. 2.12–2.15 gives
U = 12
∑
f
(σxx,f xx,f + σyy,f yy,f )Ahf , (2.21)
where f = c, i and A is the interfacial area. Combining this with Eqs. 2.18 and
2.19 gives
U˜ ≡ U
A
= Mc
2
mhc
1 + Λ(hc/hi)
, (2.22)
where U˜ is the energy per unit area. In the case of considering a thick insulating
substrate as mentioned earlier where hi  hc and an infinite substrate thickness
is assumed (hi →∞, or equivalently hc/hi = 0) Eq. 2.22 can be reduced to
U˜ = Mc2mhc. (2.23)
This shows that there is a linear dependance of the elastic strain energy of a film
on the film’s thickness (hc). There will also be a critical film thickness associated
with this effect, thicker than which will result in the relaxation of the film by
generation of dislocations and thus the loss of coherency of the interface.
For greater detail in the mathematical treatment of this and less coherent film
systems please refer to Zepeda-Ruiz et al. [98].
In real systems the interface will be of the highest strain and this will dissipate
with distance from the interface as shown schematically in Fig. 2.34. The strain
at these coherent interfaces is directly proportional to the lattice misfit introduced
previously in Eq. 2.6 and repeated here.
misfit = a1 − a2
a1
(2.24)
In a system where the conducting film has a smaller lattice parameter than the
insulating film or substrate (a1 < a2) the sign of the misfit, and thus the strain
in the conducting film, will be positive, hence dilating its lattice. Conversely in
a system where a1 > a2 the conducting film will be in compression. These two
cases are illustrated in Fig. 2.34a and b respectively.
2.4.2. Dislocations
While they may relieve the strain from a coherent interface, dislocations represent
a higher but more localised strain state where, rather than a slight mismatch
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Figure 2.34.: The strain state (green = tensile, red = compressive) in films where
(a) a1 < a2 and (b) a1 > a2
between crystal lattice at the interface leading to a 2D strain field, there is, instead,
(in the case of edge dislocations) a missing lattice plane in one location. This
leads to a 1 dimensional, highly strained dislocation core. An edge dislocation is
represented in two ways in Fig. 2.35, the lattice planes and Burgers vector (b)
of the dislocation (a) and the elastic strain field around the dislocation core (b),
again with the Burgers vector indicated.
Figure 2.35.: (a) Schematic of an edge dislocation in a crystal with Burgers vector,
b (b) the corresponding elastic distortion represented as a cylindrical
ring [97]
The strain field around the dislocation core can also be represented as a schematic
of the cross-section as shown in Fig. 2.36a. This diagram conforms well with the
calculated lattice strain for a dislocation in an InAs/GaAs(110) interface reported
by Zepeda-Ruiz et al. [98] and given in Fig. 2.36b.
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Figure 2.36.: (a) A schematic representation of the lattice distortion and result-
ing strain field surrounding an edge dislocation, red indicates lattice
compression and green indicates tension (b) the corresponding cal-
culated strain field [98], the white circle in the centre represents
the dislocation core region where the utilized equation results in a
singularity
2.5. Conclusions
i. There are two anomalous results from the study of multilayered thin film
materials:
a. Garcia-Barriocanal et al. [69] reporting 8 orders of magnitude
enhancement in conductivity. This result has effectively been refuted
by the work of Guo [74] and Cavallaro et al. [75].
b. Kosacki [61] reporting nearly 2 orders of magnitude increase in films
with increasing total thickness. This differs from other reports due to
not having a conductivity linked in any way to the interfacial density
of the films.
ii. Korte et al. [64] correlated interfacial strain and conductivity enhancement
and suggest that systems with greater interfacial disorder will show higher
levels of conductivity enhancement.
iii. Strain clearly plays a huge role and may be affecting systems with either:
a. coherent interfaces resulting in 2D lattice distortion.
b. percolating dislocation networks, due to the strain inherent in the dis-
location core.
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3. Instrumentation and Experimental
Techniques
This chapter aims to present an overview of the principle experimental techniques
used throughout this thesis. First the thin film production method, pulsed laser
deposition (PLD), will be described together with reflection high energy electron
diffraction (RHEED) which was used in most cases for in-situ growth monitoring.
Next, characterisation by thin film X-ray diffraction (XRD) will be detailed and
the utilised electron microscopy techniques. Following this, the two most em-
ployed techniques in this work will be discussed, electrochemical characterisation
by electrochemical impedance spectroscopy (EIS) and oxygen ion tracer diffusion
measurements by secondary ion mass spectrometry (SIMS). Some areas of this
chapter will be kept fairly general however further detail will be given alongside
results in later chapters, as and when required.
3.1. Thin Film Production
Thin films used throughout this work were produced using a physical vapour
deposition technique known as pulsed laser deposition (PLD). PLD was chosen
primarily due to its ability to produce high quality films and its widespread use
throughout many of the works discussed in literature. Samples reported in this
thesis were fabricated by collaborators in one of four institutions, Oak Ridge
National Laboratory, Tennesee, USA, National Institute for Materials Science,
Tsukuba, Japan, Department of Applied Chemistry, Kyushu University, Japan
and Paul Scherrer Institut, Villigen PSI, Switzerland.
3.1.1. Pulsed Laser Deposition
The use of a pulsed laser for material ablation and evaporative film growth has
been explored since the discovery of the laser, however pulsed laser deposition
(PLD), as a technique, sharply gained popularity in the late 1980s due to its suc-
cess in growing epitaxial high temperature superconducting films with both speed
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and reproducibility [99]. The principle benefits of PLD include the stoichiomet-
ric transfer from target material to thin film, the generation of excited oxidising
species and the flexibility and simplicity of the equipment and fabrication condi-
tions.
PLD is a physical vapour deposition process undertaken in a vacuum chamber.
The typical equipment configuration is shown schematically in Fig. 3.1. A high
Plume
Substrate
Heated Substrate
Stage
Target Carousel
Quartz Window
Target A
Target B
Laser Beamline
Vacuum Chamber
Figure 3.1.: Schematic representation of a cross section of a typical PLD chamber
energy laser pulse is focused onto a rotating target of the material to be deposited,
with sufficiently high energy density a plasma plume of ablated material, com-
prising atoms, molecules, electrons, and material clusters, will be generated. The
generation of a plasma plume is detailed in Fig. 3.2. This plume then impinges on
Time
(a) (b) (c) (d)
Figure 3.2.: Key elements of a pulsed laser ablation event (a) initial absorption
of laser radiation (long arrows) and initiation of melting and vapori-
sation (shaded region) (b) propagation of liquid-solid interface (short
arrows) into solid and laser-plume interactions start to become impor-
tant (c) absorption of laser radiation by plume and plasma formation
(d) melt front recedes [100]
the substrate and material is deposited. The substrate is typically heated when a
crystalline film is desired in order to give the deposited atomic species sufficient
kinetic energy for high surface mobility, facilitating crystalline growth. The use
of a sample heater and the temperature used will be introduced with the relevant
68
3.1. Thin Film Production
results in later chapters.
Reflection High Energy Electron Diffraction (RHEED)
Reflection high energy electron diffraction (RHEED) is a technique commonly
used to monitor thin film growth and is used in selected film production in this
work to ensure high quality growth.
The typical RHEED setup consists of a monoenergetic (∼10–50 keV) electron
beam striking the sample at a grazing angle (Θi) of less than 3° and the subsequent
detection of the diffracted beam on a phosphorescent screen. The geometry of this
is depicted in Fig. 3.3. Due to the angle of the incident beam, electron penetration
fi,ff
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Figure 3.3.: Schematic of RHEED geometry with indicated incident (Θi,Θf ) and
azimuthal (φi, φf ) angles of the e-beam [99]
is limited to the first few atomic layers [99] which gives high surface sensitivity
and significant electron scattering by surface steps or terraces.
The 2D lattice arrangement of a crystal surface becomes a series of rods per-
pendicular to the surface in reciprocal space and this dictates the location of spots
observable on the phosphor screen either side of the specular reflection (00) with
separation s, shown in Fig. 3.3.
This technique was only used peripherally and has much more potential than
that utilized in this work. For a more detailed explanation of the principles and
applications refer to Eason [99].
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3.1.2. Film Thickness Measurement
Thin films fabricated for study in this work were measured using a range of tech-
niques which include stylus profilometry and X-ray reflectivity (XRR). Here the
techniques will be described and their use will be indicated later in the work when
discussing each sample set.
Stylus Profilometry
Stylus profilometry is an electromechanical film thickness and surface profile mea-
surement technique in which a stylus is moved across the sample surface. In order
to perform these measurements samples were fabricated with a region of the sub-
strate masked in order to maintain a region with no film1. The stylus was then
moved from this region onto the film with a distance from film edge of 1 mm
either side in order to allow for any substrate warping effect. Prior to sample
growth relatively thick films (∼1µm) of single composition were deposited in or-
der to obtain a thickness/shot calibration. This calibrated value was then put into
use in more complex samples which were subsequently tested in order to ensure
negligible variation from the calibration.
Stylus profilometry measurements in this work were performed on a Dektak 8
profilometer with a diamond-tipped stylus which translates vertical displacement
to a digital signal via a linear variable differential transformer (LVDT) and analog-
digital converter.
X-Ray Reflectivity (XRR)
X-ray reflectivity (XRR) is a film thickness measuring technique which relies on
a similar principle to that introduced in the next section (3.1.3) for atomic layer
spacings to determine the distance between the top surface and the substrate
interface. A monochromatic X-ray beam is directed at the sample with a glancing
angle in order to achieve total external reflection and the source-sample-detector
angle is slowly decreased. Reflection from both the top surface and any parallel
interfaces between materials of different density in the sample result in interference
fringes which are inversely proportional to the thickness of the layer. The thickness
of a multilayered film can be calculated from a version of Bragg’s law (discussed
in more detail in Section 3.1.3) modified in order to take into account refraction
1Masked region inherent in using a clip to mount to sample holder
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in the film shown in Eq. 3.1 [101],
nλ = 2d
(
sin2 θ − δ
) 1
2 , (3.1)
where n is the diffraction order, λ is the wavelength of the incident X-rays, θ is the
angle of the interference peak, δ is the correction for and of most interest, d is the
repeat unit thickness. At critical angles (of total external reflection) greater than
2° refractive effects become negligible allowing the use of the standard Bragg’s
law shown later in Eq. 3.2.
XRR measurements used in Chapter 5 were performed on a PANalytical X’pert
Pro MPD (PANalytical BV, Almelo, NL).
3.1.3. X-Ray Diffraction (XRD)
X-ray diffraction (XRD) is a very common characterisation technique utilized to
primarily identify the structure of crystalline materials. It relies on the similarity
in scale of the wavelength of X-rays and atomic spacing in crystal lattices.
The primary principle utilized is described by Bragg’s law as
nλ = 2d sin θ, (3.2)
where n is the order of the reflection, λ is the wavelength of the incident X-ray, d is
the lattice spacing and θ is the angle of incidence. These values and the principle
are illustrated schematically in Fig. 3.4. This shows that when two lattice planes
q 2q
d sinq
d
Figure 3.4.: Schematic of two atomic planes with spacing d and an X-ray photon
at and incident angle of θ and the subsequent first order, diffracted
photon
are at a spacing of d the difference in X-ray path length for reflection from each
is related to the spacing by d sin θ. The condition for these paths to be in phase
and constructively interfere is given when this is equivalent to a whole number of
wavelengths of the incident X-ray.
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In this work XRD was primarily used to inspect the epitaxial arrangement and
crystalline quality of films by scans in φ and ω orientations. These angles are
shown in Fig. 3.5.
f
y
2q
w
Figure 3.5.: Schematic of the rotation angles discussed with respect to high reso-
lution XRD measurements
Rocking curves
A rocking curve is performed by setting the diffractometer to the θ-2θ angle of a
known Bragg peak, ie. the angle between source and detector is a constant angle.
The sample is then rocked a few degrees either side of this peak in the ω angle
shown in Fig. 3.5. The resultant peak full width at half maximum (FWHM) can
be related to crystalline perfection in either the substrate or the layer including
features such as mosaicity and dislocation density. Layer thickness can also be
determined by way of the Scherrer equation.
In order to acquire rocking curves in this work the 2θ angle was first set to
the desired angle, an initial ω scan was then completed and the centre of the
resultant peak was used as an omega offset to account for sample displacement in
the holder, another ω scan was then performed in order to obtain the final rocking
curve plot.
Azimuthal (φ) scans
A scan around the φ axis involves the investigation of the Bragg peak of a plane
not normal to the growth direction of the film. In order to study this the sample
is offset on the tilt angle (ψ) of the diffractometer to a value appropriate to the
reflection of interest. Fig. 3.6 shows the ψ offset required for the investigation of
the (110) and (111) reflections (investigated in this work are the (111) and (220)
reflections) in a cubic structure with (100) texturing.
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Figure 3.6.: The ψ angles required to move the XRD sample stage from the [001]
direction to the [1¯1¯1] and [101] directions, respectively
With the sample at the correct tilt, reflections are collected as it is rotated
around the azimuth (0 < φ < 360°). In a sample with a low degree of textur-
ing on this axis the plot will show a sustained level of fairly low intensity. With
increasing texture, peaks will appear at certain positions in the plot. In the inves-
tigation of material which is highly textured, single peaks will occur at intervals
corresponding to the peak of interest. In cubic materials φ scans of the (110)
and (111) peaks will result in plots similar to that shown in Fig. 3.7, with peak
intervals at 90°. The reason for this peak separation is also indicated in the figure
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Figure 3.7.: Schematic of a φ scan on a single orientation material indicating the
corresponding lattice plane for each peak, not shown are the second
equivalent {111} planes
with the diagrams of the different planes in the {110} and {111} series causing
the reflection. In multilayered materials the orientation relationship can be de-
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duced from this result, eg. a cube-on-cube growth will show overlapping peaks of
the same type. The FWHM values of these peaks can give an indication of the
amount of low angle mosaicity in the structure.
3.2. Electron Microscopy
Electron microscopy is a collection of techniques relying on the wave-particle du-
ality of the electron. This ability of the electron to behave in a wave-like manner
allows it replace the use of visible light in an imaging system. In terms of the
Rayleigh criterion (used for visible light microscopy) the smallest distance between
two objects that can be individually resolved (δ) is approximated as
δ = 0.61λ
µ sin β , (3.3)
where λ is the wavelength of the radiation used, µ is the refractive index of the
viewing medium and β is the semi-angle of collection of the magnifying lens [102].
If µ sin β (often referred to as numerical aperture) is estimated at 1 then δ is seen
to be approximately half of the wavelength. The wavelength of the electron in
the electron microscope is substantially smaller than that of visible light used in
optical microscopy [103]. This wavelength is dependant on the accelerating voltage
used as shown in Eq. 3.4 [102],
λ = h[
2m0eV
(
1 + eV2m0c2
)] 1
2
, (3.4)
where h is the Planck constant, m0 is the rest mass of the electron, e, the el-
ementary charge, V , the accelerating voltage and c is the speed of light. With
commercial accelerating voltages ranging between 100–1000 kV [102] this gives
wavelengths between 0.0370–0.0087 A˚. The significant difference between these
values and the 400–700 nm wavelengths of visible light allows much greater spa-
tial resolution although not yet up to the wavelength limited resolution predicted
by Eq. 3.3.
When a coherent beam of electrons is incident on a material a range of interac-
tions occur, shown in Fig. 3.8. If the sample is thin enough, a certain proportion
of the electron beam will go all the way through the sample unimpeded. Electron
interaction with the atoms in the material will lead to several types of scattered
electrons which either scatter coherently, resulting in diffraction patterns, or in-
coherently, due to energy transfer to the atoms prior to exiting the material.
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Figure 3.8.: Electron beam interactions in a thin crystalline sample (adapted from
[102])
3.2.1. Scanning Electron Microscopy (SEM)
Scanning electron microscopy (SEM) is a technique in which a focussed electron
beam is rastered across a surface providing an indication of the morphology and
topography. Primary electrons that are not absorbed into the material can be
reflected as backscattered electrons or, having lost some of their energy to the
atoms in the sample, be re-emitted as secondary electrons. These signal types
are shown in Fig. 3.8. In this work SEM is only used for imaging a sample cross
section in one chapter thus greater detail will not be given here. For further
reading on the technique refer to Goodhew [103].
3.2.2. Transmission Electron Microscopy (TEM)
Transmission electron microscopy (TEM) is a technique which differs from SEM
in that the electron beam is transmitted through the material and collected on the
other side. Contrast in the resultant micrograph arises from the interaction of the
electron beam with the sample material. In bright field imaging mode the image is
formed from the portion of the electron beam that transmits through the sample
directly with no scattering. Thus, the intensity of this beam is inversely propor-
tional to the sample thickness and the atomic number of the sample’s constituent
atoms. Conversely, dark field mode is when the diffracted electrons are collected,
this results in regions where no electrons are diffracted being dark. High angle an-
nular dark field (HAADF) is a variation of dark field imaging where, rather than
a single aperture being used to collect scattered electrons, an annular1 detector is
1annular detector: ring-shaped around the non-scattered beam
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used, thus maximizing the intensity. In addition the detector is placed at a high
angle from the transmitted beam, selecting only Rutherford scattered electrons
(not Bragg scattered) which makes intensity approximately proportional to the
square of the atomic number (Z2) [102].
Scanning transmission electron microscopy (STEM) is a variant of TEM in
which the electron beam is rastered across the sample and the detected intensity
at each position becomes one pixel on the micrograph.
TEM studies in Chapter 4 were performed on one of two STEM instruments
(FEI Titan 80-300, FEI Company, USA) both equipped with monochromators
and electron energy loss spectroscopy (EELS) systems (technique described later).
One system is equipped with a Cs-corrector on the imaging lens (located in Im-
perial College London, UK) and the other has a corrector on the probe-forming
lens (located in Ohio State University, USA). STEM operation was performed by
Dr. James M. Perkins or Prof. David W. McComb.
TEM studies in Chapter 5 were performed on a Tecnai F20ST (FEI Co., USA)
by Dr. Vladimir Roddatis at CIC Energigune and those in Chapter 7, by Mr.
Samuel Taub on a JEM-2000FX TEM (JEOL Ltd, Tokyo, Japan).
For further information on TEM and STEM please refer to Williams [102].
Sample Preparation by Focused Ion Beam (FIB) sectioning
Samples were prepared for TEM by the commonly used focused ion beam (FIB)
‘lift-out’ technique which utilizes an ion beam focused in much the same way
as that in an electron microscope which is then rastered across the sample. In
all thin film sample preparation the ion beam used was gallium based with a low
accelerating voltage of 2–5 keV1 in order to minimise Ga implantation and sample
amorphisation. The general details of this technique are well described by many
authors including Langford [104] and Scott [105].
All samples were further polished using low energy argon ion milling (PIPS,
Gatan or Nanomill, Fischione) and plasma cleaned prior to analysis.
3.2.3. Electron Energy Loss Spectroscopy (EELS)
EELS is the measure of energy lost by electrons as they are transmitted through
a sample. The incident beam consists of high energy, nearly monochromatic,
electrons which are focussed on a region of the sample. Through coulombic inter-
actions with the electrons of the sample, the beam is scattered inelastically and
1cf. typical 5–30 keV accelerating voltage [104]
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the energy spectrum of the beam is then recorded. Due to overall conservation
of energy that lost must be equal to the energy gained in the excitation of the
electrons in the sample and thus the characteristic excitation of individual atoms
can be deduced from analysis of the resultant spectrum. [106]
An example of an EELS spectrum is shown in Fig. 3.9 including the zero-loss
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Figure 3.9.: An example experimental EELS spectrum of nickel metal showing
the zero-loss peak, the bulk plasmon resonance and the Ni M - and
L-edges [106]
peak, from the electrons which travel through the sample without any energy
transfer, and the plasmon resonance peak (at roughly 25 eV), resulting from elec-
trons which have excited a plasmon. Of interest to the materials scientist in this
spectrum are the core-loss peaks, in this case Ni M2,3 and at higher energy losses
L3, L2 and L1. These peaks are characteristic of the excitation energies required
to ionize a specific atomic species with the loss of an electron from a specific or-
bital. This allows the identification of both atomic species and oxidation state
from position and integrated intensity of the peaks.
The interested reader is referred to Ahn [106] for further details of EELS anal-
ysis.
EELS results reported in this work were obtained on one of two STEMs (FEI
Titan 80-300) equipped with monochromators and EELS systems (Gatan Tridiem)
in order to achieve an energy resolution better than 0.2 eV.
3.3. Electrical Measurements
One of the most important aspects of this work is the study of the electrical
behaviour of the samples. The majority of the samples were studied by alternating
current (AC) electrochemical impedance spectroscopy (EIS) with some additional
77
Chapter 3. Instrumentation and Experimental Techniques
measurements performed using direct current (DC) 4-point probe measurement
with a Van der Pauw electrode configuration.
3.3.1. Electrochemical Impedance Spectroscopy (EIS)
EIS is a powerful technique which was chosen to analyse the electrical behaviour of
samples in this work for many reasons, including it’s ability to distinguish between
the response of different components in a system.
EIS, as a technique, can be applied to the study of material corrosion, elec-
trode kinetics and membranes, amongst others and has seen extensive use in the
characterisation of the electrochemical behaviour of ceramic materials [107].
The impedance function, Z(jω), is a complex quantity (here j ≡ √−1) whose
value at a certain frequency (ω) is the ‘impedance’ of an electric circuit. This will
often be referred to, for simplicity, as Z(ω). Impedance is somewhat analogous to
resistance in a DC circuit however taking into account phase differences [108].
In a typical impedance experiment a monochromatic (single frequency, ν ≡
ω/2pi) potential signal ν(t) = Vm sin(ωt) is applied to a cell and the resulting
current (i(t) = Im sin(ωt+ θ) is measured. Here θ is the phase shift between the
input voltage signal and the resultant current which is 0 for purely resistive, and
pi
2 for purely capacitive behaviour. After Fourier transformation of the signal an
Ohm’s law-like relationship can be seen in the frequency domain [108], shown in
Eq. 3.5.
I(jω) = V (jω)
Z(jω) (3.5)
Due to this relationship the impedance of a circuit with multiple components can
be calculated with the same rules as with multiple resistors. This simplification
only applies in the condition of linearity, thus the applied signal (ν(t)) must have
a sufficiently small amplitude to keep Vm within the pseudolinear region of the
DC current-voltage response curve. This is shown in Fig. 3.10 along with the
effect on the response signal of moving to the non-linear regime.
The magnitude and direction of a planar vector, such as Z(ω), can be repre-
sented on an orthogonal set of axes with the components shown in Eq. 3.6.
Z(ω) = Z ′ + jZ ′′, (3.6)
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Figure 3.10.: The reflection of a sinusoidal input wave on a non-linear current-
voltage curve, ν1 applied with low amplitude results in non-distorted
response (i1), ν2 with DC bias is shifted into the non-linear region
and gives a highly distorted response (i2)
This is shown in Fig. 3.11, from which Eqs. 3.7–3.9 can be derived.
Re(Z) ≡ Z ′ = |Z| cos(θ) (3.7)
Im(Z) ≡ Z ′′ = |Z| sin(θ) (3.8)
θ = tan−1
(
Z ′′
Z ′
)
(3.9)
The investigation of the impedance response of a material involves the automated
application of a range of signals with varying frequencies to a cell. The real (Z ′)
and imaginary (Z ′′) components of the measured impedance can then be plotted
|  |Z
Z' = |  | cos qZ
Z
'' 
=
 |
  
| 
si
n 
q
Z
q
Figure 3.11.: Impedance, Z, plotted as a planar vector with both rectangular and
polar coordinates
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on a rectangular set of axes to produce a Nyquist plot, as in Fig. 3.12. The other
typical way of representing impedance data is as a Bode plot of Z ′, Z ′′, |Z| or
phase shift (θ) against frequency (ω).
Z'
Z''
Rbulk
wbulk
Rgb
wgb
Relec
welecw
Rbulk Rgb Relec
Cbulk Cgb CPEelec
Figure 3.12.: Nyquist plot of the components in a typical polycrystalline SOFC
electrolyte material with (above) the representative equivalent
circuit
The Nyquist plot in Fig. 3.12 shows the response of a typical polycrystalline
solid state electrolyte material. The value of impedance in this application lies
in its ability to distinguish between processes with different relaxation times,
which will result in responses at different frequencies. Each response is given by a
characteristic arc and can be described using circuit elements of a resistor (R) and
capacitor (C) in parallel. These elements lead to the time constant, τ = RC, the
dielectric relaxation time. The time constant is related to the arc peak angular
frequency (ωmax) by
ωmax = τ−1 (3.10)
and the peak angular frequency is related to the relaxation frequency by
fr =
ωmax
2pi . (3.11)
The equivalent circuit is given in Fig. 3.12 indicating bulk, grain boundary (gb)
and electrode (elec) response. As can be seen a third type of element is used
for the electrode response where the center of the arc is depressed beneath the x
(Z ′) axis, this is termed a constant phase element (CPE) and is used instead of a
capacitor. A CPE is defined in Eq. 3.12.
ZQ = Q−1(jω) (3.12)
The capacitance of a CPE is related to arc depression and can be calculated from
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Eq. 3.13 [109].
C = (R1−nQ)1/n, (3.13)
where Q is the pseudo-capacitance and n is a parameter related to the arc de-
pression angle ranging from 0–1; if n = 1 the element behaves with a phase shift
of pi/2 (ie. a pure capacitor).
The components of the equivalent circuit can be assigned to the appropriate
process by consideration of their capacitance. Irvine et al. [110] detail typical
capacitance values for a range of phenomena in Table 3.1.
Table 3.1.: Capacitance (C) values and their possible interpretation [110]
Capacitance / F Phenomenon Responsible
10−12 bulk
10−11 minor, second phase
10−11–10−8 grain boundary
10−10–10−9 bulk ferroelectric
10−9–10−7 surface layer
10−7–10−5 sample-electrode interface
10−4 electrochemical reactions
Layer Models
In order to correctly interpret impedance measurements made on thin films the
contributions from different components must be considered. The thin films can
be treated as a 2 (or more) phase mixture which have been extensively discussed
since the first model by Maxwell [111] in 1881 (shown in Fig. 3.14a).
Prior to the discussion of different layer models the basic rules of addition of
circuit elements must be introduced, shown in Fig. 3.13 [112]. In these models
the conductance (G) is discussed, which can be related to the resistance by Eq.
3.14.
resistance (R) = 1conductance (G) . (3.14)
When a conductor is parallel to another (Fig. 3.13a) the current density is split
between the two, making the overall effective conductance greater (equivalently,
the resistance lower) thus the conductance of different elements adds linearly.
Conversely when they are in series (Fig. 3.13b) the current must flow through
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(a)
(b)
(c)
(d)
Figure 3.13.: The calculation of effective circuit elements in parallel and series
each in turn and thus the total conductance is lower, these add in reciprocal
(equivalently, as resistors they add linearly).
In dealing with a material with multiple phase we can first consider the most
simplified approach, represented in Fig. 3.14, where the two phases are layers
stacked in either a parallel or perpendicular direction to the electrodes. One can
see that the arrangements are analogous to a series or parallel configuration of
circuit elements, respectively (also included in the figure). The series layer model
gives the possibility (dependant on the difference in time constant) of identifying
the independent behaviour of each phase through impedance analysis however
due to the simplification of the equivalent circuit in Fig. 3.14d one can see that
it would be impossible to extract the different values of G1, G2, C1 and C2.
A model designed to treat the microstructure of a typical polycrystalline ma-
terial in a more realistic way was proposed by Beekmans and Heyne [113] and
later termed the ‘brick layer model’ [25, 114]. This model treats the material as an
array of cubic grains, separated by grain boundaries of finite thickness. Certain
assumptions are made in this model such as that the current flow is linear. This
model is illustrated in Fig. 3.15a and allows for just two current paths as shown
in the exploded view in Fig. 3.15b. The first, path (i), goes through the grain
bulk (labelled as bulk in the equivalent circuit) and across the grain boundaries
(⊥gb) and the second, path (ii), remains in the grain boundary (‖gb).
There are two main uses of this model discussed in Barsoukov and Macdon-
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Phase 1
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(a) (b)
G1+G2
C1+C2
G1
C1
G2
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(d)G1
C1
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(c)
Figure 3.14.: Simplified two-phase microstructures (a) series layer model (b) par-
allel layer model (c) and (d) equivalent circuits of the series and
parallel layer model respectively, the parallel layer model is simpli-
fied to a single GC element, as represented by Barsoukov and
Macdonald [108]
ald [108] depending on the relative magnitudes of σbulk and σgb (assumed, in
this use, to be identical both along and across grain boundaries1).
Case (i): σbulk  σgb. Conduction through the bulk (path (i)) dominates and the
behaviour becomes analogous to that of the series model introduced earlier.
Case (ii): σgb  σbulk. In this case the reverse is true and conduction through
the grain boundary dominates. Impedance analysis of a sample displaying this
behaviour will result in a single arc revealing nothing of it’s microstructure.
In the case where σgb ≈ σbulk these models break down due to the current
no longer taking distinctly separate paths and a more complex model is needed
[108]. In the case of thin film and multilayer materials the model does not need a
great level of complexity due to the inherent simplicity of their microstructures.
In Fig. 3.16 the conduction paths through a multilayered system are shown and
the first estimate of an equivalent circuit is made. This model is made applicable
for single thin film systems as well, with the removal of the ‘insulator’ and ‘in-
sulator/conductor interface’ components. Several assumptions are made for this
model, the most significant being the linearity of current flow in a similar manner
to that in the brick layer model. This is a fairly safe assumption given the range of
conductivities; σcond  σins, σsub and if interfacial conductivity is as enhanced as
that reported in many of the publications in Chapter 2 then σinterface  σcond. A
1This is not always the case, most notably with the formation of space charges as discussed
by Maier [85] however for the discussion of this model it is a useful assumption.
83
Chapter 3. Instrumentation and Experimental Techniques
path (i)path (ii)
(a) (b)
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C||gb
path (i)
path (ii)
Figure 3.15.: (a) the simplified microstructure as defined by the brick layer model
(b) exploded view showing the two possible current paths and (c)
their equivalent circuit
further assumption is made that there is a negligible number of grain boundaries
parallel to the direction of current flow due to the aspect ratio of the films.
Immediately one can see the similarities between this model and the simple
parallel layers model and therefore it can be simplified according to the rules
laid out in Fig. 3.13. Simplified equivalent circuits are detailed in Fig. 3.17 for
two cases, with and without grain boundaries in the films. In the absence of
grain boundaries the GC components in the model corresponding to the grain
boundaries perpendicular to the current flow are irrelevant and can be removed
leaving all other G and C elements in a parallel arrangement with one another.
In this case, if all materials in the system have a relative permittivity (r) of
approximately the same order and as capacitance can be defined [73] as
C = r0
A
l
, (3.15)
where 0 is the permittivity of free space, A is the cross sectional area and l is the
separation between electrodes, the overall capacitance will be dominated by the
much larger value of that of the substrate (Asubstrate  Afilm).
With grain boundaries present the model is a little more complicated (Fig. 3.17a)
and impedance analysis of a sample conforming to this model will only allow dis-
crimination of grain boundary and bulk components if there is sufficient difference
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Figure 3.16.: The proposed model of conduction through a multilayered struc-
ture, as reported previously in Fig. 2.9, along with the associated
equivalent circuit
in their response times (τ).
3.3.2. EIS Measurements in Literature
While there are many reports of impedance and DC conductivity measurements
on thin film and multilayer systems in the literature they are often lacking many
of the details crucial in reproducing the measurements. In addition, most do
not even mention the dimensions used in calculating conductivity values. In these
cases it must be assumed that the film dimensions are used while any contribution
that the substrate gives are considered to be negligible. This instantly indicates an
issue when measuring increasingly thin films, for example if the film is decreased
from 100 to 10 nm the relative conductivity contribution from the substrate must
go up by a factor of 10, the same would then happen with a change from 10 to 1
nm.
In order to determine the optimal apparatus to perform EIS investigations a
short summary of the mentioned techniques used in the literature follows.
• Chen et al. [115] (GDC on LAO and NGO substrates) used a Solartron
Analytical 1260 frequency response analyser (FRA) with a 1296 dielectric
interface. Contacts were made by depositing gold on the top surface by
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Figure 3.17.: (a) the equivalent circuit in Fig. 3.16 (b) simplification in the case
of the presence of grain boundaries and (c) in the absence of grain
boundaries
sputtering and attaching gold leads. Measurements were performed in the
range of 0.1 Hz–13 MHz, 475–818°C.
• Karthikeyan et al. [49] (YSZ on MgO) also used a Solartron Analytical
system but fail to mention the specific instrument. Measurements in this
case were performed over a narrow range of 1 Hz–300 kHz however this
better suits the high temperature (700-940°C) used. Contacts were made
with platinum paste.
• Kosacki et al. [40] (YSZ on MgO) used silver paste electrodes over a
temperature range of 400–800°C and is one of the few publications where
substrate contributions are discussed with the conductivity being negligible
at 2–3 orders of magnitude lower than the film. No mention is made of
equipment used.
• Sanna et al. [76] (GDC/YSZ on MgO) also used silver paste to make
contacts on the film surface. Measurements were performed over 500–800°C,
0.01 Hz–10 MHz with a 50 mV signal amplitude. Again no equipment was
identified.
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• Korte et al. [63] used platinum net contacts on the film edges with silver
paste and a Princeton Applied Instruments Model 1025 FRA. Experimental
settings: 350–700°C, 0.1 Hz–5 MHz.
• Sillassen et al. [50] (YSZ on MgO) used silver contacts on the film surface
with 1.5 mm separation and analysed using a Hioki 3250-50 FRA. In a
similar manner to Kosacki the substrates were analysed without film and
were seen to be beyond the measurement range of the apparatus (∼ 109 Ω).
In summary while many used surface contacts this is generally on single films
where fitting the response to a model is less complicated. Gold, platinum and
silver are all used with no issues mentioned in any case. In this work contact to the
sample edges showed itself to produce data with lower noise. Silver paste contacts
were used throughout and although they were initially expected to cause issues at
higher temperatures (> 500°C) due to conductivity contributions associated with
silver migration across surfaces, this was not the case, with every measurement
displaying linear, Arrhenius-type conductivity from low to high temperatures and
little to no change in sample resistance pre- and post-anneal at 800°C.
3.3.3. EIS Experimental Settings
AC impedance measurements were performed using a Solartron Analytical 1260
FRA and Solartron Analytical 1296A dielectric interface. The addition of the di-
electric interface was necessary in order to extend the sensitivity of the measure-
ment system to lower currents (ie. higher resistance) inherent in measurements
of films with aspect ratios such as the ones in this work. Fig. 3.18 shows the
extended range and accuracy when combining the 1296A with one of their FRAs
taken from Solartron Analytical’s equipment data sheets [116].
The samples were mounted in a custom-made sample holder, detailed in Fig.
3.19a. The samples were in a two probe arrangement with contacts of silver paint
applied directly to freshly cleaved edges as shown in Fig. 3.19b. Silver paint was
then used to attach silver leads to these contacts and the entire arrangements
were sintered at 700°C for 2 hours.
Conductivity was calculated from the dimensions of the conducting material
using the formula shown in Eq. 3.16.
σ = l
Rwtcond
(3.16)
where R is the resistance as interpreted from the impedance results, l is the
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Figure 3.18.: The typical accuracy and measurement range allowed by the addition
of a Solartron Analytical 1296A to an FRA [116]
distance between electrodes, w is the width of the sample and tcond is the total
thickness of material designated as ‘conducting’. Dimensions l and w are indicated
in Fig. 3.19b.
The majority of impedance spectroscopy measurements were performed using
Solartron Analytical’s SMaRT software with zero DC bias, a signal amplitude
of 1 V and over a frequency range of 1 Hz–13 MHz at 30 intervals per decade.
The signal amplitude was chosen after investigating a range of 0.01–5V in order to
choose the setting that would both keep the sample within the pseudo-linear region
of the voltage-current response and yet provide a high enough current response in
order to produce low noise data. The impedance response of a range of applied
voltages is shown in Fig. 3.20. The amplitude of 1 V was the lowest with an
acceptably low level of noise in the resultant spectrum. All samples were allowed
to equilibrate at each temperature set-point for over an hour. These settings are
Table 3.2.: Summary of electrochemical impedance spectroscopy experimental
settings
Setting Value
DC bias 0 V
Amplitude 1 V
Frequency range 1 Hz–13 MHz
Frequency steps 30/decade
Integration 5 s
summarised in Table 3.2. Equivalent circuit fitting was performed in Scribner
Associates’ ZView [117]. An issue arises in data fitting at the change from high
(> 1 MHz) to low (< 1 MHz) frequency measurement. The change performed
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Figure 3.19.: (a) schematic of the sample holder used in all impedance measure-
ments (b) the utilised electrode configuration with indicated sample
dimensions used in conductivity calculation
by the Solartron FRA at this point causes a jump in the measured data. This
makes interpretation difficult but only in the case when this jump happens to
occur in the response of interest (where the peak frequency is ∼ 1 MHz). An
example of this can be seen in Fig. 3.21 along with 3 possible interpretations of
the ‘real’ behaviour as RQ-type circuit components. Interpretation (b) can be seen
to imply that the high frequency data should in fact have a significantly negative
value on the real axis which is not possible. Interpretation (a) and (c) give similar
values for both R and CPE components. The resistance value of interpretation
(c) was seen to provide the best fit with the Arrhenius-type relationship seen for
measurements on the same samples at temperatures where this behaviour was
outside the frequency range of the response and thus was taken to be of greatest
accuracy.
3.3.4. DC Conductivity Measurements
While the majority of conductivity measurements in this work have been per-
formed by electrochemical impedance spectroscopy (EIS) samples produced by
Tatsumi Ishihara’s group at Kyushu University were measured by DC conductivity
with a Van der Pauw electrode arrangement prior to our collaboration. Addition-
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Figure 3.20.: Nyquist (left) and Bode (right) plots of the impedance spectra ob-
tained with a range of signal amplitudes (indicated) from 0.01-5 V.
Sample shown is a multilayered CeO2/YSZ film on MgO.
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Figure 3.21.: Representative data from a thin film sample at 700°C along with 3
fitting interpretations (a) using high frequency data only, (b) using
low frequency data only and (c) using all data combined
ally, all samples made available for oxygen tracer measurements were gold coated,
for reasons discussed later, unfortunately, making the additional measurement by
impedance spectroscopy an impossibility.
DC conductivity measurement relies on Ohm’s law, shown in Eq 3.17.
R = V
I
(3.17)
This shows the relationship between the applied current (I) and the measured
voltage (V ) from which the resistance is calculated. The electrode configuration
used was that known as the ‘van der Pauw’ arrangement originally proposed by
van der Pauw in 1958 [118] which is detailed in Fig. 3.22.
∆V
Sample
(a) (b)
I
1 2
3 4
∆V Sample I
1 2
3 4
Figure 3.22.: The two measurements required for the van der Pauw technique. In
(a) the current is applied between contacts 3 and 4 (I34) and the
voltage is recorded between contacts 1 and 2 (V12), conversely in (b)
the current is applied between contacts 2 and 4 (I24) and the voltage
recorded between 1 and 3 (V13)
Measurements are taken in the two arrangements shown in the figure and re-
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sistances can be calculated for each as follows,
Ra =
V12
I34
, (3.18)
Rb =
V13
I24
, (3.19)
where the components are indicated in Fig. 3.22. The conductivity of the material
can be determined from the solution of the following equation [119]:
e
−piRa
Rs + e
−piRb
Rs = 1, (3.20)
where Rs is the resistance to be determined. When Ra and Rb are similar the
conductivity can be calculated by the simplification of Eq. 3.20 to:
1
σ
= pidln 2 ·
(Ra +Rb)
2 · f, (3.21)
where d is the film thickness and f is a geometric term [119].
Samples measured by the van der Pauw 4 point probe technique were measured
in static air and a range of oxygen partial pressures.
3.4. Diffusion Measurements
The discussion of concerns about the extent of electronic contributions in Chapter
2 makes it obvious that there is a distinct requirement to identify the charge
carrier in these thin film structures. While identification of p-type conductivity
by conductivity measurement in variable pO2 atmosphere allows just that, the
non-existence of evidence for this does not necessarily prove the domination of
oxide anion migration. One technique developed in bulk materials by Kilner
et al. [120] in 1984 is the study of self diffusion of the oxygen ion by means of
annealing the sample in an atmosphere with natural isotopic abundance of oxygen
and subsequently in an oxygen-18 isotopically enriched atmosphere. The sample is
then studied with isotopically sensitive secondary ion mass spectrometry (SIMS)
in order to ascertain a diffusion profile. A version of this technique will be used
in this work, somewhat modified in order to obtain lateral diffusion profiles in the
thin film samples. Before giving a detailed explanation of the technique used, the
theory behind the measurements must first be considered.
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3.4.1. Diffusion Theory
Of interest in this work is the ionic conductivity of the materials which is defined
as ‘ion transport under the influence of an external electric field’ by Smart and
Moore [121]. In order for the ions to be transported there must be defects in the
crystal. There are two primary mechanisms for the movement of the ions, vacancy
and interstitial, represented graphically in Fig. 3.23. The vacancy mechanism
(a) (b)
Figure 3.23.: Ionic motion represented as (a) a vacancy mechanism and (b) an
interstitial mechanism
is when an ion moves from its site in the crystal structure into a vacancy on
an adjacent equivalent site. The interstitial mechanism is when an interstitial
ion moves from an interstitial to an adjacent equivalent site. The primary ion
migration mechanism in most oxygen ion conductors is vacancy migration. As
ionic conductivity and ionic diffusion are both limited by the same processes one
can relate the ionic diffusion coefficient, Dion, to ionic conductivity (σion) by Eq.
3.22 [122].
σion =
z2i e
2cionDion
kT
, (3.22)
where zi is the valence of the ion, e is the charge on an electron, cion is the total
concentration of the diffusing ion in the crystal1, k is the Boltzmann constant and
T is the temperature. This is known as the ‘Nernst-Einstein’ relationship and is
derived from Ohm’s law, discussed earlier (Eqs. 3.5 and 3.17).
In 1855 Adolf Fick derived a series of laws for the diffusion of atoms which can
be used to derive the diffusion coefficient, D. Eq. 3.23 gives Fick’s second law of
diffusion [123].
δc
δt
= δ
δx
[
D
δc
δx
]
(3.23)
Crank [124] solves this equation for the case of diffusion in a semi infinite
1It is important to note that this is not the concentration of ‘available’ charge carriers which
may be misinterpreted as effectively being the concentration of oxygen vacancies (ie. [V··O]) but
is in fact the total concentration of oxygen ions in a vacancy migration dominated material
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medium which is given in Eq. 3.24.
C ′(x, t) = C(x, t)− Cbg
Cg − Cbg
= erfc
[
x
2
√
D∗t
]
−
[
exp
(
k∗x
D∗
+ k
∗2t
D∗
)
× erfc
(
x√
D∗t
+ k∗
√
t
D∗
)]
(3.24)
where C ′(x, t) is the tracer isotope fraction at position x and time t corrected for
the background isotope fraction (Cbg) and the isotope fraction of the annealing
gas (Cg), D∗ is the tracer diffusion coefficient and k∗ is the tracer surface exchange
coefficient.
In materials where the oxygen self-diffusion is of interest the available isotopic
tracers are 16O, 17O and 18O. The natural abundances of these isotopes are
detailed in Table 3.3. 16O is the least useful in this application due to it’s high
Table 3.3.: Oxygen atomic masses and their natural isotopic abundance [125]
Isotope Atomic Mass / amu Abundance / %
16O 15.995 99.762
17O 16.999 0.038
18O 15.995 0.200
abundance. Following this argument 17O should prove to be the best selection
however, at this mass, interference may arise from 16O1H species in residual gases
in the SIMS chamber. Similar interference of the 17O1H signal with that of the
18O can be deemed to be negligible due to the low natural abundance of 17O. 18O
is therefore the best choice.
3.4.2. Oxygen Tracer Measurements in Nanostructures
There are not many studies involving oxygen tracer diffusion measurement in
materials with nanoscale structure and most of these are in materials with high
surface exchange coefficient (k∗) allowing high count (and low noise) data to be
collected from the line scans. The three publications of note will be introduced
and each technique’s merits discussed.
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Burriel et al., 2008 [126] & Cavallaro et al., 2010 [75]
In the first reported study of oxygen tracer measurement in thin films Burriel
et al. [126] investigated c-axis oriented La2NiO4+δ films grown on SrTiO3 and
NdGaO3 single crystal substrates. Due to the anisotropic nature of the structure
the diffusivity was investigated in both lateral and transverse directions. Of in-
terest to this study is their measurement in the transverse direction which was
performed by coating the sample surface with a gold oxygen-blocking layer and
cutting a trench into the film, thus limiting the oxygen tracer (18O) entry to
within this trench. Dynamic SIMS was used to analyse the exchanged sample
using an Atomika 6500 instrument equipped with a quadropole detector. First
the top gold layer was sputtered away in a 450 µm2 area around the trench and
the Atomika 6500’s line scan mode was used to perform the measurement. The
resultant depth profile extracted from this data is given in Fig. 3.24.
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Figure 3.24.: Oxygen-18 isotopic depth profile in the lateral direction of a 170 nm
La2NiO4+δ film deposited on STO [126]
Following this work the same researchers attempted to apply the same technique
in the publication by Cavallaro et al [75] in films of YSZ sandwiched between
STO however were unable to measure diffusion profiles in this material. This may
have been due to a combination of the low surface exchange in materials such as
YSZ and the non-continuous structure of the films as reported in the micrographs.
Wang et al., 2009 [127]
In 2009 Wang et al. [127] utilised the technique developed by Burriel et al.
[126] to study Ba0.5Sr0.5Co0.8Fe0.2O3-δ (BSCF) films grown on single crystal MgO
substrates. In order to cut the trench a dicing blade is used. The films were
analysed by time of flight secondary ion mass spectrometry (ToF-SIMS) using an
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ION-TOF ToF-SIMS IV instrument. For the analysis a 500×1500 µm2 crater was
sputtered away until approximately half way through the BSCF layer and a line
scan of approximately 1200 µm was measured with 10 µm steps. The resultant
depth profile is shown in Fig. 3.25. Due to the high k∗ value in this material the
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Figure 3.25.: Oxygen-18 isotopic depth profile in the lateral direction of a
Ba0.5Sr0.5Co0.8Fe0.2O3-δ film deposited on MgO [127]
depth profile has very low noise levels. Also the diffusion distance is long in this
analysis which should reduce any effect of the rough initial surface made with a
saw blade.
Gerstl et al., 2011 [128]
Gerstl et al. [128] investigated diffusion measurements in a 145 nm thick YSZ
film deposited on an alumina single crystal. In contrast to the previously described
methods the oxygen-18 isotope was injected into the film with the use of an
electric current at a low enough temperature to minimize lateral diffusion. Then
a subsequent anneal in UHV activated the lateral diffusion. This route was taken
due to the low levels of 18O inherent in typical measurements of materials with low
k∗ values. The region with injected 18O was analysed before and after annealing
and fit to a solution of Fick’s 2nd law for diffusion from a rectangular initial
distribution.
ToF-SIMS analysis of the sample pre- and post- heat treatment is plotted in
Fig. 3.26 and shows that the 18O enriched region had fairly sharp edges (∼5
µm) before diffusion and a high normalised concentration of 18O (0.25%). The
profile fitting provided good agreement with the results for yttria-stabilised zirco-
nia (YSZ) single crystals (6.4× 10−10 and 9.0× 10−10 compared to single crystal
values of ∼ 5× 10−10, all units cm2s−1). Due to the complexity of the addition of
electrodes and their subsequent chemical removal combined with the complexity
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Figure 3.26.: Isotopic proportion of 18O in the YSZ film studied by Gerstl et al.
[128]
of the samples structure this technique may take significant development before
it is applicable in the study of multilayered structures.
3.4.3. Oxygen Tracer Exchange Technique
In this work the oxygen isotope is introduced by an exchange anneal process as in
the work by Kilner et al. [120]. The main principle is to introduce the oxygen-
18 (18O2) to a dense sample which has been annealed in oxygen-16 (16O2) at a
controlled temperature and pressure. The final aim of this is to extract a value of
the oxygen tracer diffusion coefficient, D∗. A schematic of the annealing chamber
used for the oxygen isotope exchange is shown in Fig. 3.27. The sample is placed
Figure 3.27.: Schematic of experimental rig for oxygen isotopic tracer exchange
inside a sealed quartz tube and evacuated to a pressure of < 5 × 10−7 mbar.
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Research grade oxygen (99.9995%) with natural isotopic abundance is introduced
in the chamber to a nominal pressure of 200 mbar. While the pressure can be
varied, 200 mbar is selected due to achieving a similar pO2 to air. The tube furnace
is then set to the selected temperature and rolled on to the sample chamber. After
time tan (where tan  tex) the furnace is rolled off and the sample allowed to cool
to room temperature (normally on a time scale of several minutes, temperature
dependant). The sample chamber is again evacuated to a pressure of < 5× 10−7
mbar and oxygen enriched with approximately 20% 18O2 is introduced from a
storage reservoir to the same pressure as that used in the anneal step. The tube
furnace is then rolled back on for the selected length of time (tex) and upon rolling
off the sample allowed to cool in what is essentially an air quenching step. The
18O enriched gas is then recovered to the storage reservoirs through the use of a
molecular sieve sorption pump. Sample retrieval is facilitated by the introduction
of nitrogen or other inert gas up to 1000 mbar to allow the sample chamber to be
opened.
Throughout the process temperature is recorded by a thermocouple attached
to a PC with data logging software and located adjacent to the sample. The
data logger also records oxygen partial pressure inside the chamber at chosen
time increments. The effective anneal time and temperature are corrected by
use of the concepts of the effective duration of a linear slow-cool, as proposed by
Killoran [129] and discussed, for this application, by De Souza et al. [130].
In order to measure the concentration of 18O in the exchanged gas a piece of
silicon is oxidised using the same apparatus and the isotopic fraction of the oxide
layer is measured by SIMS.
Annealing condition selection
To perform the anneal and exchange two conditions must be selected, the exchange
time, tex, and temperature, Tex. In order to facilitate the data collection an
estimate of the desired diffusion length (x) is required, ie. somewhere within the
range of measurement of the chosen analysis technique, in this case ToF-SIMS.
With this value and an estimate of the diffusivity value, D∗, tex can be calculated
from Eq. 3.25.
x = 2
√
D∗tex (3.25)
The diffusion profile in the exchanged sample is then investigated by SIMS. This
technique is explained in the following section.
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3.5. Secondary Ion Mass Spectrometry (SIMS)
Secondary ion mass spectrometry (SIMS) is a commonly used surface analysis
technique measuring the chemical characteristics of a surface through the mass
spectrometry of ejected ions [131]. The sample of interest is bombarded with
an energetic primary ion (or neutral species) beam (typically 0.5–40 keV). The
energy of the particles is transmitted by way of a series of collisions. Some of
these collisions enter deeper into the material causing ion beam induced mixing
and some return to the surface resulting in the ejection of secondary particles.
These can be either individual atoms or clusters and can then become ionised
upon leaving the surface. These particles can be emitted from regions up to 10
nm from the initial point of impact. This process is illustrated schematically in
Fig. 3.28. The emitted secondary particles have significantly lower energy than
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Figure 3.28.: Schematic of a primary particle impacting a material surface and the
subsequent emitted secondary particles, collision paths are indicated
with dashed lines both causing emission and
the primary particle due to the dissipation of energy (ca. 20 eV) with over 95%
of them originating in the top two atomic layers of the sample [132].
SIMS has been historically used in two distinctive modes of operation: dynamic
SIMS and static SIMS. In dynamic SIMS material is removed by the sputtering
primary ion beam, and the chemical composition as a function of depth is mea-
sured. In static SIMS much lower ion beam doses are used such that each impact
(and subsequent secondary particle ejection) is statistically within a region of sam-
ple which has had no previous ion beam damage. This technique can be deemed
to be surface sensitive1. This is shown to be the case when the dose is no greater
1this does, however, depend on the extent to which the ‘surface’ extends
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than 1013 particles/cm2 [131] (<1 nA cm−2 [132]) and is termed static SIMS.
In recent years instruments have been developed where both modes of operation
are possible, the addition of a sputtering beam can be used in a nominally static
configuration to allow the collection of depth dependant data. This technique is
used in parts of this work and will be discussed later.
Following the emission of the secondary particles, mass spectrometry is used to
analyse the composition. In order to achieve this the particles must be charged.
Due to the ionisation of these ejected particles occurring at, or very close to, the
time of emission the yield of each atom/molecule at the detector is dependant on
the electronic state of the sample (this is often termed the ‘matrix effect’). This
is described by Eq. 3.26 [132],
Ims = Ipymα±θmη, (3.26)
where Ims is the secondary ion current1 of species m, Ip is the primary ion current,
ym is the sputter yield of species m, α± is the ionisation probability (positive of
negative), θm is fraction ofm in the effected surface layer and η is the characteristic
transmission of the analysis system.
When these particles are ionised they can then be detected using a mass anal-
yser. The three most widely used being the quadrupole RF mass filter, the mag-
netic sector and the time-of-flight detector [132]. Selection of a suitable mass
analyser is dependant on several factors including whether it will be used for
static SIMS, in which case the maximum information possible is desired for each
primary ion impact, or dynamic SIMS where a high sensitivity to a particular
species is desired. In this work the mass analysers used were the quadropole
and time-of-flight and the difference between SIMS operation with these will be
discussed shortly.
Due to the mass sensitive nature of SIMS it differs from many other composi-
tional analysis techniques in that it is sensitive not just to the elemental, but also
to the local isotopic composition. This is clearly of great benefit when studying
the self diffusion of the oxygen using isotopic tracers.
One aspect that must be considered is whether to study the oxygen isotopes us-
ing the negative or positive secondary ion species. Kilner et al. [120] summarised
the advantages and disadvantages in Table 3.4 and determined that negative sig-
nals of 16O– and 18O– were best due to their high yields allowing optimal counting
statistics as well as avoiding the disadvantages inherent in analysing the positive
1current is a useful measure due to representing the rate of charge movement, I = dQ/dt
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Table 3.4.: Advantages and disadvantages of analysing positive and negative sec-
ondary ions [120]
Advantages Disadvantages
+ve high matrix cation yield (M+) low O+ yield
possibility of electron stimulated
desorption (ESD) signal when
using electron flood gun
interference of 18O+ and 1H162 O+
–ve high O- yield low matrix cation yield (M+)
no ESD signal electron background
ions.
3.5.1. Quadrupole SIMS
In this work one system was used equipped with a quadrupole mass analyser, an
Atomika 4500 (ATOMIKA Instruments GmbH, Munich, Germany). This system
was operated under dynamic conditions.
Quadrupole mass analysers utilise four parallel rods with one pair having a con-
stant DC bias and an additional oscillating radio frequency (RF) AC component
while the other pair have the equal but opposite voltage. The rod configuration
and the basic principle is shown in Fig. 3.29. The fluctuation of the field causes
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Figure 3.29.: (a) schematic of ion selection in a quadrupole mass analyser (b) cross
section showing applied voltages
the majority of ions to travel on an unstable oscillation path however with a cer-
tain mass to charge ratio (m/z) the ion will follow a stable trajectory resulting in
the ion reaching the detector.
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By varying the DC and AC fields the desired m/z ratio can be selected. For
further detail on this and other aspects of the operation of a quadrupole mass
analyser for use in secondary ion mass spectrometry please refer to Vickerman
and Gilmore [132] or Bernius and Morrison [133].
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Figure 3.30.: Schematic of the dynamic SIMS technique representing the sputter-
ing of material and collection of secondary ions
3.5.2. Time of Flight Secondary Ion Mass Spectrometry
(ToF-SIMS)
In this work one instrument was used equipped with a time-of-flight mass analyser,
a TOF-SIMS5 instrument (ION-TOF GmbH, Mu¨nster, Germany) equipped with
a Bi+ liquid metal ion gun (LMIG) analysis beam used to generate secondary ions
and a second dual source ion gun with a Cs+ thermal ionisation source and an
electron impact source for producing O+2 clusters. The instrument is also equipped
with a C60 sputter/analysis source which was not used during this study.
Basic Principles
ToF-SIMS is generally classed as a static SIMS technique however it can be oper-
ated in dynamic mode. In this work it was operated in static mode. Figure 3.31
shows the path of the analysis beam to focus and raster it on the sample surface
and the subsequent collected secondary ion beam.
All analyses by ToF-SIMS in this work consist of the same steps. A primary
ion pulse of sufficiently short duration to allow high mass resolution is required
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Figure 3.31.: Schematic of analysis beam in TOF-SIMS5 (ION-TOF GmbH,
Mu¨nster, Germany)(adapted from [134])
and is produced by one of two methods. The first is by sending a ∼20 ns pulse
of ions through a condenser to reduce the duration to ∼0.6 ns, the second is to
modulate a long pulse of approximately 100 ns at a MHz frequency in order to
generate a series of pulses of approximately ∼1 ns [135]. These two methods are
illustrated in Fig. 3.32. The first method will be referred to as bunched mode
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Figure 3.32.: Representation of the intensity against time for the two different
methods of achieving short pulse times, bunched (a) and burst (b)
modes (adapted from [135])
and the second as burst mode, in ION-TOF’s nomenclature these are termed high
current bunched mode (HCBM) and burst alignment mode with pulsing enabled,
respectively.
As one of the primary aims of the ToF-SIMS analyses in this work is the inves-
tigation of isotope profiles, the rare isotope signal must be kept as high as possible
to obtain optimum counting statistics while the naturally abundant isotope (in
this case 16O) must have a low enough signal to avoid detector saturation. The
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pulsed nature of burst mode reduces the chance of detector saturation for the 16O
signal but still allows high counts for the other isotopes. An example of the spec-
trum obtained in this mode showing the peaks of interest is shown in Fig. 3.33.
The use of this mode and its low mass resolution (m/∆m) of approximately 3500
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Figure 3.33.: An example of the spectrum measured by the ION-TOF TOF-SIMS5
on a 18O-enriched sample showing the 16O–, 16O1H–, 18O– and 19F–
peaks. Inset, the 7 pulses of the 16O– peaks
in the low mass region, however, precludes the use of 17O due to the requirement
of a mass resolution of greater than 6000 [135] in order to separate it from the
intense 16O1H signal, as discussed previously.
The secondary ions generated by the primary ion beam impacting the sample
are extracted perpendicular to the sample surface by an electrical potential of 2 kV
with either a negative or positive polarity. These then enter the drift tube where
ions are separated according to their velocity. A reflectron (electrostatic mirror)
is then used to account for the range of energies (velocities) that each secondary
ion type has, ions with greater energy penetrate further into the electrostatic field
than ions of lower energy. The result of this is that ions of the same mass but
different energy arrive at the detector simultaneously. At the detector the number
of ions and their time of arrival is recorded allowing a complete mass spectrum
to be collected at each analysis (whether it is a pixel in an image or a point in
the depth profile). The detector counts individual ions arriving by themselves
however with high intensity signals there is increasing chance that multiple will
arrive at once. This is corrected for using Poisson statistics [135] which can be
enabled in ION-TOF’s SurfaceLab software and is essential with the high intensity
16O– signal in isotopic tracer measurements.
The high level of charged particles being implanted into the surface during anal-
ysis can lead to surface charging. This degrades the signal due to the detrimental
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effect it has on the proportion of the primary ion beam reaching the sample sur-
face. When the sample was deemed to be electronically insulating an electron
flood gun was used to compensate for this effect, not always fully.
The Bi+ primary ion beam is rastered across the analysis region (typically on
the scale of µm2) using one of two raster modes, sawtooth and random, which
are represented schematically in Fig. 3.34. Using the random mode intrinsically
(a) (b)
Figure 3.34.: Schematic illustration of the raster modes used in the ToF-SIMS
analyses, (a) sawtooth and (b) random
distributes charge in a less ordered manner causing less surface charging. Due to
the insulating nature of the majority of the samples in this work random raster
mode was used in all cases unless otherwise indicated.
Following the collection of an ion image the Cs+ sputter gun is used to clean the
ion beam damaged area and move the analysis to a deeper region of the sample.
The sputter is performed over a much greater area than the analysis in order to
avoid crater edge effects. In most cases the crater width is set at 500× 500 µm2
while the analysis is rastered over the centre 100× 100 µm2. This is illustrated in
Fig. 3.35.
Specimen Cross Section
Crater Analysis region
Figure 3.35.: Schematic showing the location of the analysis region within the
sputtered crater
The data that is produced from a ToF-SIMS study using a combined analysis
beam raster and sputter is inherently 3-dimensional. This is shown in Fig. 3.36.
ION-TOF’s Surface Lab [136] software allows the manipulation of this data in
various ways such as producing line scans in the x-axis by summing the y- and
z-axes or producing a depth profile by summing the x- and y-axes. Exporting the
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Figure 3.36.: A schematic of a ToF-SIMS analysis and the resultant 3-dimensional
data set, indicating the initial ion image collection (i), sputtering
step (ii) and the second ion image collection (ii)
data and working with it in MATLAB [137] allows even greater data manipulation
which was required for all analyses in this work. This flexibility of the data as well
as having the full collectable range of masses for each pixel is one of the advantages
of this technique over SIMS performed with quadrupole mass spectrometers.
The interested reader is directed to Vickerman and Briggs [131] for detailed
review of the ToF-SIMS technique or De Souza et al. [135] for its application in
measuring oxygen isotope profiles.
3.5.3. Crater Depth Measurement
Crater depth measurement was performed using a Zygo NewView 200 3D optical
interferometer. This produces a 3D representation of the surface topography
which can be used to analyse the crater depth between a region within and a
region outside of the crater. The imaging optics are represented schematically in
Fig. 3.37.
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Figure 3.37.: A schematic of the imaging optics of the Zygo NewView 200 (adapted
from [138])
The Zygo illuminates the surface with light that has passed through a narrow
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band filter. After this light passes through the objective the beam is divided with
one portion carrying on to the sample surface while the other reflects from an
internal reference surface. Both portions of the beam are recombined and return
through the objective to be directed to a CCD camera.
Interference between the two wavefronts results in an image with light and dark
fringes. The phase difference between the two is analysed by adjusting the height
of the reference surface and analysing the effect on each pixel in the collected
image. This is performed by the accompanying software, MetroPro and results in
a 3D data-set where z-axis values are determined interferometrically and lateral
distances are calculated through objective lens calibration.
In order to determine the depth of craters in this work, test and reference planes
are defined in the crater, where the test plane is the region within the centre of
the crater over which the analysis beam was rastered and the reference plane is
the region around the edge of the crater. The difference in height (on the Z-axis)
between the two is then used to calibrate the depth scale of the SIMS profiles. In
multilayered samples the sputter rate was assumed to be constant. If more precise
depth measurements were required relative sputter rates could be measured from
individual materials.
3.5.4. Thin Film Sample Preparation and Analysis
In the analysis of oxygen tracer diffusion in thin films the technique used is similar
to that developed by Burriel et al. [126]. In order to achieve an oxygen blocking
layer the samples were gold coated. First accumulated dust and debris was blown
from the surface with air and then the coating was performed with an EMITECH
K575X magnetron sputter coater (Quorum Technologies Ltd., East Grinstead,
UK) at 80 mA for 4 mins or 8 mins in an argon atmosphere, giving a nominal
thickness of ∼80 nm and ∼160 nm, respectively. After coating a trench was scored
through the gold and the thin films using a tungsten carbide tipped glass scribing
tool (Bel-Art Glascribe, tip angle 40°). This resulted in a sample similar to the
schematic shown in Fig. 3.38.
The most important feature of the gold layer is that it is continuous. Layers
that are not completely continuous but instead have sufficient porosity to have
connected pathways for gas to reach the film surface result in an effective 18O
‘flooding’ of the sample which can only be truly detected once SIMS analysis
is performed. Coating with approximately 80 nm of gold had a success rate of
roughly 50% so a switch to 160 nm was made with later measurements which has
had a 100% success rate thus far.
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Figure 3.38.: The trench region of the exchanged multilayer samples indicating
the surfaces available for oxygen exchange
The samples were then annealed and isotopically exchanged in the manner
described in Section 3.4.3. In later chapters further details of the data treatment
will be introduced with the relevant analyses.
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In this chapter two distinct sets of multilayered samples will be discussed. Their
similarities lie in their production and compositions. The first set was designed
to have an increasing total thickness by increasing the total number of layers
(referred to as series 1 ) and the second a constant total thickness with a varied
number of layers and thus interfacial density (series 2 ).
The samples in both series were grown on single crystal, (100) oriented MgO
substrates (Coating and Crystal Technology, Kittanning, PA, USA) with dimen-
sions of 10× 5× 0.5 µm. The grown films consist of alternating layers of undoped
ceria and doped ceria. This combination was chosen both to reproduce and fully
investigate the results of Kosacki [61], discussed on page 44, and to achieve a
system with a high number of ionic conductor/insulator interfaces in a similar
fashion to those of Peters et al. [62–66].
First the sample production will be discussed, as this is predominantly the same
throughout these two series. The samples were grown with the assistance of Dr.
Chris Rouleau at Oak Ridge National Laboratory. Series 1 was produced by Dr.
Sarah Fearn and series 2 by myself with assistance from Dr. James Perkins.
4.1. Sample Production
Samples were produced using pulsed laser deposition (PLD) which is detailed in
Section 3.1.1. Prior to deposition the substrates were selected to ensure optimal
quality by visual inspection, X-ray diffraction (XRD) and atomic force microscopy
(AFM), targets were produced for each composition required by solid state synthe-
sis and checked for impurities using quantified X-ray fluorescence (XRF). Details
of these steps and the final deposition follow.
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4.1.1. Substrate Selection
All samples were grown on single crystal (100) oriented MgO substrates supplied
by Coating and Crystal Technology, Kittanning, PA, USA. In an attempt to
ensure optimal film growth the substrates were checked for quality by several
means. A number of substrates of a quantity greater than double that required
were obtained.
Visual Inspection
The first step was a visual inspection with a hand lens. Substrates were rejected
at this stage with evidence of visible defects such as scratches.
X-Ray Diffraction (XRD)
Rocking curves (ω-axis) were performed on the MgO (200) peak. Details of this
technique are given in Section 3.1.3. The purpose of this was to reduce the
possibility of mosaicity in the substrate causing polycrystalline or misoriented
growth in the films. As discussed previously this technique indicates mosaicity
and other defects in crystalline quality. Fig. 4.1 gives four examples of data
gathered in rocking curve collection. Substrates exhibiting multiple peaks such as
that in Fig. 4.1c were instantly discarded. Those exhibiting a single peak were
then ranked by their full width at half maximum (FWHM) obtained using the
peak fitting and the required number selected from the top ranks. This resulted
in all substrates utilized exhibiting FWHM values of less than 0.04°.
Atomic Force Microscopy (AFM)
AFM was used to determine substrate surface roughness on crystals which had
satisfied the previous criteria for selection. Several were selected at random and
tested using a Dimension 3100 atomic force microscope in tapping mode over an
area of 25 µm2. All were seen to have surface roughness of less than 2 nm. A
representative sample of 2 is shown in Fig. 4.2.
4.1.2. Target Production
Targets for film production by PLD were produced by the stoichiometric mixing
of powders of pure cerium (IV) oxide and the rare earth oxide (R2O3) using an
agate mortar and pestle. The reactant and desired composition for each target
are given in Table 4.1. 10 g of each powder was subsequently pressed into pellets
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Figure 4.1.: XRD rocking curves about the ω-axis with 2θ set to fulfil the condition
required for the MgO (200) peak. (a) and (b) are examples of accepted
substrate quality, conversely (c) and (d) were rejected
in a 1 inch (25.4 mm) diameter pellet die with a uniaxial press up to a pressure
of approximately 4 tonnes.
2 pellets of each composition were produced and placed in a powder bed of the
same composition. These were then subjected to the following heat treatment:
5°C/min ramp to 600°C, hold for 5 hours, a further 5°C/min ramp to 1500°C
and a hold for 20 hours followed by a 5°C/min ramp down to room temperature.
Sintered density was calculated from pellet dimensions and weight, with the as-
sumption of fully reacted powders, to be between 85–95% in all cases, which was
deemed acceptable for ablation.
3.4 nm
0 nm
1.5 nm
5 mm5 mm5 mm5 mm
(a) (b)
0 nm
Figure 4.2.: Representative atomic force micrographs of 2 randomly selected
substrates
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Table 4.1.: Target Compositions
Name Composition Reactants
Ceria CeO2 CeO2
20% Sm-doped Ce0.8Sm0.2O1.9 CeO2 + Sm2O3
20% Nd-doped Ce0.8Nd0.2O1.9 CeO2 + Nd2O3
20% Y-doped Ce0.8Y0.2O1.9 CeO2 + Y2O3
Quantified XRF
Sintered target chemical composition was analysed using a liquid nitrogen-cooled
XRF system (Shimadzu µXRF 3100). A uniform chemical composition in the
target is important to achieve due to the accuracy of the stoichiometric transfer
to the film, during growth by PLD.
The analysis was performed in a range of positions with approximately equal
spacing in a linear path across the diameter of the pellet, as shown in Fig. 4.3. The
Analysis Regions
Figure 4.3.: Schematic of the XRF target analysis technique
results obtained are given in Fig. 4.4. Stoichiometry is seen to be homogeneous
in the targets with an approximate ±5% variation. The region showing greatest
deviation from the mean is in the centre of the Nd-doped target. This is, however,
an area that the laser does not hit due to the circular track resulting from pellet
rotation. The spot size of the XRF instrument is also much smaller than that of
the laser used in the ablation (∼ 100×100 µm and ∼ 2.5×3 mm, respectively) so
this should further average out much of the variation in stoichiometry seen here.
4.1.3. Deposition
Sample deposition was performed in a PLD rig similar to that shown in Fig.
3.1. The targets were mounted in a rotating holder facilitating target alternation
with each target individually rotating with a frequency of approximately 0.5 Hz.
The substrate was mounted using a holder featuring a tension clip. Prior to the
deposition both the holder and the substrate were cleaned with acetone in an
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Figure 4.4.: Quantified XRF results for ceria (a), 20% Sm-doped (b) 20% Nd-
doped (c) and 20% Y-doped (d) targets. Target dopant concentra-
tions are indicated by the dashed line, error bars are ±1 standard
deviation
ultrasonic bath followed by phosphoric acid (85%) for a few seconds before being
rinsed with deionised water and dried using compressed N2 gas.
The substrate was mounted 5 cm from the targets on a heated stage set at
800°C. It is important to note that while this implies a substrate temperature of
close to this value measurements from a thermocouple on the sample holder over
a range of temperatures (shown in Fig. 4.5) indicate a growth temperature of
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Figure 4.5.: Set temperature against that measured on sample holder for the PLD
apparatus
approximately 475°C.
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Deposition was carried out at 2.2±0.2 J cm−2 fluence in 10 mTorr of high purity
oxygen (99.999%) with a shot frequency of 5 Hz. Growth rates were calibrated
using rejected MgO substrates and thin individual films of each target composi-
tion. These were then measured using stylus profilometry as described in Chapter
3. Deposition rates were measured at approximately 1.25 A˚/shot which was con-
firmed in all samples produced by subsequent overall thickness measurements, a
selection of which are shown in Fig. 4.6. The Sm-doped sample is seen to have
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Figure 4.6.: Stylus profilometry measurements of the film edge for (a)
100([5nm]CeO2 | [5nm]Ce0.8Sm0.2O1.9), (b) 100([5nm]CeO2 |
[5nm]Ce0.8Nd0.2O1.9) and (c) 100([5nm]CeO2 | [5nm]Ce0.8Y0.2O1.9)
films (all with 45 nm CeO2 buffer layer)
the thickness closest to that desired (1045 nm) while both the Nd- and Y-doped
films were a little low in all cases. This could be attributed to the order of sample
production which was as follows: calibration thin films → Sm-doped multilayers
→ Nd-doped multilayers→ Y-doped multilayers. The quartz window in the laser
beam line was not cleaned during this time which would have resulted in a small
amount of the ablated material reaching the surface resulting in a diminished laser
spot power density on the target surface.
In-situ reflection high energy electron diffraction (RHEED) was used to evaluate
the quality of the growth in all samples. Although no oscillations in the intensity
were seen in any sample the pattern turned into intense streaks after roughly 400
shots of CeO2 (approximately 50 nm) which was not the case with doped cerias.
The RHEED patterns for both the bare substrate and 50 nm of CeO2 deposition
are shown in Fig. 4.7. This resulted in the decision to start all samples with at
least this thickness of undoped ceria as a buffer layer.
Following the deposition of the total film and the thickness measurement to
ensure correct individual layer thicknesses a capping MgO layer of ∼100 nm was
deposited on all samples using electron beam deposition. The purpose of this was
to act as an oxygen blocking layer for oxygen tracer measurements.
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(a) (b)
Figure 4.7.: RHEED patterns for (a) the MgO substrate before deposition and (b)
after deposition of 50 nm of CeO2
4.2. Increasing Total Thickness
The first system selected for study is designed to replicate one of the most anoma-
lous results reported so far, that of Kosacki [61] in epitaxial multilayer structures
of alternating ceria and samarium doped ceria. As discussed in Chapter 2 this
result is at odds with the conclusions made by the majority of others where the
conductivity in these films was seen to be independent of the interfacial density.
In order to reproduce this system samples were produced with the same struc-
ture. That is, alternating layers of 20 nm of undoped ceria and 30nm of 15 at%
samarium doped ceria with a range of total overall thicknesses. These samples
are illustrated in Fig. 4.8.
n = 50 n = 400n = 200n = 100
Figure 4.8.: Schematic of the 4 samples in the n([30nm]Ce0.85Sm0.15O1.925 |
[20nm]CeO2) | [50nm]CeO2 |MgO system with n ranging from 50–400
(N.B. film:substrate ratio not to scale)
These samples were not only grown in the same method described by Kosacki
but also in the same chamber and with the guidance of the same operator as those
reported.
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4.2.1. X-Ray Diffraction Measurements
After film production XRD measurements were performed on all 4 samples in order
to check the epitaxy and film quality. Measurements of the θ-2θ reflections showed
only the (100) family of Bragg peaks. Separation of the CeO2 and samarium doped
ceria (SDC) peaks were not possible. Rocking curve analysis was performed on
the CeO2 (200) peak and an example of this is shown in Fig. 4.9. All samples
14 15 16
w / °
17
FWHM
= 0.9°
18 19
2q = 33.11°
y = 0°
Figure 4.9.: Example ω rocking curve on the CeO2 (200) peak, in this case of the
400([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO sample
in this series showed rocking curve FWHM values of 0.9° indicating high quality
growth.
Azimuthal scans around the φ-axis were performed on the (111) and (220)
peaks of CeO2 and MgO in order to investigate the epitaxial orientation. These
are presented in Fig. 4.10 and show a cube-on-cube epitaxial relationship of the
cubic CeO2 on the MgO substrate.
The lattice misfit can be calculated using
misfit =
aMgO − aCeO2
aMgO
, (4.1)
where aMgO and aCeO2 are literature values
1 of the lattice parameters of MgO
and CeO2, respectively. This results in a very large misfit at the substrate |
film interface of −28%. As discussed later this is relaxed by the formation of
dislocations at this interface however the films still grow with a high level of
epitaxy beyond approximately 50 nm.
1a(CeO2) = 5.411 A˚[139], a(MgO) = 4.217 A˚[140]
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Figure 4.10.: Example azimuthal (φ) scans on the (111) and (220) peaks of the
CeO2 films and MgO substrate, in this case of the 400([30nm]SDC
| [20nm]CeO2) | [50nm]CeO2 | MgO sample. Inset in (c) is a more
detailed analysis of the CeO2 (111) φ peak indicating the FWHM
(intensity is on a square root scale)
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4.2.2. Electrochemical Impedance Spectroscopy (EIS)
The experimental details are given for all electrochemical impedance spectroscopy
(EIS) measurements in Section 3.3.3. Data was collected over a range of tempera-
ture set points from 400–800°C at 50°C increments followed by a ramp down from
800–400°C remeasuring at the same temperatures. For brevity, impedance data
will be given at 400, 600 and 800°C in the first ramp up. Where the behaviour
deviates from this during the ramp down this data will be introduced.
The temperatures listed are the furnace set points used in the experiment.
When conductivity is calculated and plotted on a log conductivity against recipro-
cal temperature scale temperature measurements are used from the thermocouple
adjacent to the sample.
50 Layers, Total Thickness = 2.5 µm
The first to be reported is the 50 repeat sample: 50([30nm]SDC | [20nm]CeO2) |
[50nm]CeO2 | MgO. The impedance results are plotted at representative temper-
atures of 400, 600 and 800°C in Fig. 4.11. Fig. 4.11a shows that the impedance
experiment results in a single semicircle at lower temperatures (400°C). This fits
the proposed model for a multilayered film sample introduced in Fig. 3.17 (p. 86)
with either no grain boundaries in the film or grain boundaries with insufficient
difference in electrical behaviour to result in distinguishable response times. This
model involves just a single RC component in order to fit the data. This model
was therefore used whenever possible.
Closer inspection of both the Nyquist plot and the Z ′′ Bode plot at 400°C re-
veals that this high frequency semicircle is not perfectly symmetrical and although
the RC element provides a good fit there is a slight tail into lower frequencies,
most obvious in the lack of symmetry of the peak in the Bode plot, which de-
viates from this fit (Fig. 4.11a). This suggests the presence of a much smaller
resistance component with similar yet slightly different relaxation time (and thus,
capacitance).
As the temperature rises the entire high frequency arc becomes somewhat de-
pressed indicating a distribution in relaxation times in the material which could
stem from the low angle grain boundaries discovered by transmission electron mi-
croscopy (TEM) studies discussed later in Section 4.2.3. This makes the fitting
more difficult with a single RC component and thus the capacitor is replaced with
a constant phase element (CPE), Q. Several data points give negative values on
the Z ′ axis, this is a physical impossibility (response signal would have to be
before applied signal) however this data can be disregarded as it is beyond the
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Figure 4.11.: Nyquist (left) and Bode (right) plots of the impedance response of
the 50([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO sample at
400°C (a), 600°C (b) and 800°C (c)
119
Chapter 4. Multilayers - The Ceria/Doped Ceria Systems
accurate region indicated for the measurement apparatus in Fig. 3.18 (p. 88). As
the data at lower frequencies is more accurate this does not effect the resistance
measurements extracted.
The capacitance of the high frequency arc was measured at 10−14–10−13 F at
all temperatures. This is outside the range covered by the typical reference used
in many publications as to the interpretation of impedance arcs from Irvine et al.
[110] which was reported in Table 3.1 (p. 81). The lowest capacitance reported
within is 10−12 F which is attributed to a bulk response.
Upon further consideration, and taking into account the model from Fig. 3.17
once again, a capacitance of 10−14–10−13 F can be explained. Due to the sim-
plification of all components in the system to an RC element the capacitance is
that of the whole system. In the utilized electrode configuration, shown in 3.19b
(p. 89), this includes the MgO substrate. The capacitance (C) can be related to
dimensions and permittivity by
C = r0
A
l
, (4.2)
where r is the relative permittivity of the material, 0 the permittivity of free
space, A the cross sectional area and l the electrode separation. As discussed in
Chapter 3 the cross sectional area, A, will be significantly greater for the substrate
than the film (compare thicknesses of 0.5 mm and ∼1 µm for substrate and film
respectively).
The substrate capacitance can be calculated using typical sample dimensions
of 5 mm × 5 mm × 0.5 mm (l × w × d) and the relative permittivity of MgO at
9.8 [141]1:
Csub = 9.8× 8.8541× 10−12 × 0.005× 0.00050.005
= 4.3× 10−14 F (4.3)
With the addition of material of similar dielectric constant in parallel with this
substrate the capacitance will increase which explains the measured capacitance
of 10−14–10−13 F.
At lower frequencies than the first response arc another response is visible at
all temperatures. This can be seen as a second, much smaller, semi-circle in
the Nyquist plot in Fig. 4.11a but is easier to see in the Bode plot of Z ′′ against
frequency for all temperatures. This component can be fitted with an RC element
10 = 8.8541× 10−12 Fm−1 [73]
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at lower temperatures and shows a capacitance of ∼5× 10−7 F. According to the
previously mentioned work by Irvine et al. [110] this can be interpreted as
a surface layer or sample-electrode interface. In this case it is most likely the
interface between silver paste electrode and the sample edge. In Section 4.3 this
response is reported to vary with time in an extended anneal which supports this
assignment of the response due to the high mobility of silver at the annealing
point (800°C).
Impedance was also measured at all temperatures on the ramp back down from
800–400°C and this showed negligible variation from the results reported in Fig.
4.11.
100 Layers, Total Thickness = 5 µm
The next sample is that with 100 repeated layer units: 100([30nm]SDC | [20nm]CeO2)
| [50nm]CeO2 | MgO. The impedance results are plotted at representative tem-
peratures of 400, 600 and 800°C in Fig. 4.12. The impedance responses are very
similar to those in the 50 layered sample with almost no noticeable difference in
terms of characteristics.
Once again all temperatures show a high frequency semicircle which becomes
increasingly depressed with temperature. This response again had a capacitance
of 10−14–10−13 F due to the substrate contribution.
In this sample the low frequency response is easily visible at all temperatures
and again can be fit to an RQ element with a capacitance of ∼10−7 F and therefore
can be attributed to the silver/sample edge interface.
200 Layers, Total Thickness = 10 µm
Next is the sample with 200 repeated layer units: 200([30nm]SDC | [20nm]CeO2)
| [50nm]CeO2 | MgO. The impedance results are plotted at representative tem-
peratures of 400, 600 and 800°C in Fig. 4.13.
This sample also showed almost identical characteristics in its response to the
two previous samples including the high frequency arc getting more depressed with
temperature but maintaining a capacitance of 10−14–10−13 F throughout. The
low frequency arc was also fit to an RQ element with capacitance of ∼10−7 F.
400 Layers, Total Thickness = 20 µm
The final sample to be reported is that with 400 repeated layer units: 400([30nm]SDC
| [20nm]CeO2) | [50nm]CeO2 | MgO. The impedance results are plotted at repre-
121
Chapter 4. Multilayers - The Ceria/Doped Ceria Systems
0 5 10 15 20 25 30 35
0
-5
-10
-15
 
Z
'' 
/ 
10
5  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-5
-10
-15
Z
'' 
/ 
10
5  
0 2 4 6 8 10 12 14 16 18 20 22
0
-2
-4
-6
-8
-10
 
Z
'' 
/ 
10
4  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-2
-4
-6
-8
-10
Z
'' 
/ 
10
4  
0 1 2 3 4
0
-1
-2
 
Z
'' 
/ 
10
4  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-1
-2
Z
'' 
/ 
10
4  
0
10
20
30
Z
' /
 1
05
 
0
4
8
12
16
20
Z
' /
 1
04
 
0
2
4
Z
' /
 1
04
 
Figure 4.12.: Nyquist (left) and Bode (right) plots of the impedance response of
the 100([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO sample at
400°C (a), 600°C (b) and 800°C (c)
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Figure 4.13.: Nyquist (left) and Bode (right) plots of the impedance response of
the 200([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO sample at
400°C (a), 600°C (b) and 800°C (c)
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sentative temperatures of 400, 600 and 800°C in Fig. 4.14.
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Figure 4.14.: Nyquist (left) and Bode (right) plots of the impedance response of
the 400([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO sample at
400°C (a), 600°C (b) and 800°C (c)
While the response is yet again very similar there is a slight difference in the
400 repeat sample. The high frequency arc, while still asymmetrical and less
symmetrical with temperature, shows less asymmetry at the low frequency edge.
This is best seen by comparing the Z ′′ Bode plots of each sample, as shown in
Fig. 4.15. This is not a huge effect but the consistency of the asymmetry in the
other samples suggests that the 400 layer sample has a weaker response from this
second component. This may hint at a less defective structure (ie. less low angle
grain boundaries or similar) which would be counter intuitive in a sample with a
thicker overall film.
Summary of EIS Features
To summarise the impedance spectra presented in this section they will be broken
down into their principle components:
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Figure 4.15.: Bode plots of the high frequency Z ′′ response of the (a) 50, (b) 100,
(c) 200 and (d) 400 repeat samples. Triangles indicate data, lines,
RC element fitting from ZView
High Frequency Arc: This appears in all samples and temperatures with a
capacitance of 10−14–10−13 F. At 400°C it is slightly asymmetric on the low
frequency side suggesting a second component with similar response time.
As the temperature increases the semicircle becomes increasingly depressed
indicating a spread of the frequency response. The resistance (R) of this
component is attributed to the film conductivity as the capacitance is close
to that expected for the MgO substrate calculated in Eq. 4.3 (p. 120).
Low Frequency Arc: This appears in some samples especially at low temper-
atures and has a capacitance of ∼10−7 F. This is very noisy and the fitting
is not of great accuracy in any response. This can be attributed to the
silver/sample edge interface.
Sample Conductivity
Fig. 4.16 summarises the conductivity of the 4 samples in this series. The conduc-
tivity is calculated, as discussed in Chapter 3, from the resistance of the high fre-
quency response1, the thickness calculated from the deposition rate ratio (doped,
rd, to undoped, ru, ceria) and the overall thickness (tfilm) measured by stylus
profilometry as well as the distance between electrodes (l) and the sample width
(w) using the following equation,
σ = l
R1wtfilm (rd/ru)
. (4.4)
If the result here is compared with that seen in Fig. 2.18a on page 45 from
Kosacki [61] it can be seen to differ enormously. The most substantial difference
being that in Kosacki’s work the conductivity was seen to increase by approxi-
1This includes when the high frequency response shows a depressed semicircle with a range
of response times
125
Chapter 4. Multilayers - The Ceria/Doped Ceria Systems
0.9 1.0 1.1 1.2 1.3 1.4 1.5
-0.5
0.0
0.5
1.0
1.5
2.0
lo
g(
T
 /
 S
cm
-1
K
-1
)
800 700 6
50 repeat
100 repeat
200 repeat
400 repeat
SDC15 bulk
00 500 400
Figure 4.16.: Conductivities extracted from R values in fittings of the 4 samples
in this series with repeats ranging from 50–400 repeats, 15 at% Sm-
doped ceria (15SDC) bulk data is included for comparison [142]
mately 112 orders of magnitude while the data reported here fits much more closely
with expected bulk conductivity results for the same composition of SDC (also
plotted in Fig. 4.16).
The activation energy (Ea) can be calculated for the Arrhenius-type tempera-
ture dependance seen at 0.72±0.004 eV for all samples. These activation energies
are incredibly close compared to the amount of variation seen in literature which,
while not showing evidence of a change in dominant conduction process and thus
an effect in the films, lends credibility to the production and measurement tech-
niques used along with their ability to give reproducible results.
Fig. 4.17 represents the conductivity data plotted in Fig. 4.16 against the
number of repeated layer units for three different temperatures (400, 600 and
800°C). In this plot one can see the drop in conductivity between the bulk data
(represented as a 0 layered film) and the 50 layered sample, with a further drop
to all other samples.
One possible interpretation of this is that a certain quality of the film changes
with thickness until a certain point (when 2.5 < t < 5 µm) when an equilibrium
state is reached and further layers grow in a consistent manner. In this work
TEM studies showed a great deal of misfit dislocations at the MgO | CeO2 interface
which seemed to disappear within the first 50 nm. Perhaps a similar effect happens
over a longer range resulting in this stabilisation in behaviour.
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Figure 4.17.: Conductivities at temperature set points of 400 (a), 600 (b) and
800°C (c) against layer repeats. Data at 0 repeats is bulk data
previously plotted in Fig. 4.16
4.2.3. Transmission Electron Microscopy
Electron microscopy in this section as well as the electron energy loss spectroscopy
(EELS) results in the next were performed by Dr. James Perkins or Prof. David
McComb. Samples were prepared using the focused ion beam (FIB) sectioning
technique described in Section 3.2.
Bright field (BF) and high angle annular dark field (HAADF) images of the 50
layered sample: 50([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO are shown in
Fig. 4.18a and b, respectively. Due to the intensity in the HAADF image being
50 nm 50 nm
undoped
undoped
(a) (b) (c)
doped
doped
2 nm
Figure 4.18.: (a) HAADF and (b) bright field STEM images of the multilayer
structure in the as-grown 50 layer repeat sample acquired in parallel
and (c) a high resolution STEM image showing the doped/undoped
layer interface and the good epitaxial growth. Growth direction for
all is from the bottom to the top
proportional to Z2, as discussed in Section 3.2, the brighter regions in Fig. 4.18a
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correspond to the SDC layers due to the contribution of the heavier samarium1
and thus the darker regions, the undoped CeO2 layers. Comparison with the
scale bar indicates that the film growth was well calibrated and film thickness is
as expected at 30 and 20 nm for the doped and undoped layers, respectively.
The BF image in Fig. 4.18b was acquired in parallel with the HAADF image
and comparison of the two shows the reversal of contrast. Some features are
visible in both that cross the interface between layers (indicated by circles). In
HAADF images features like these are often interpreted as a surface damage or
amorphised layer on the specimen however the preparation involved a final low
energy (< 200 V) argon ion milling step designed to avoid this. The lack of an
amorphous layer at the top edge of the sample provides evidence that this was
successful. Another interpretation might be that this is evidence of crystalline
grains in the films. This conflicts, however with the aforementioned XRD results
and high resolution HAADF investigations, shown in Fig. 4.18c, which shows
high quality, epitaxial growth.
A high resolution transmission electron microscopy (HRTEM) image of one of
these contrast features is shown in Fig. 4.19. The region shown in Fig. 4.19b
5nm
5.56°
10nm
(a)
(b)
(b)
Figure 4.19.: HRTEM image of a low angle (5.56°) grain boundary in the 50 layer
sample. The growth direction runs bottom to top, roughly parallel to
the grain boundary. The region containing the boundary is marked
with dotted lines
clearly shows that this is a low angle grain boundary which is aligned with the
direction of growth. Also indicated on the figure are solid lines along the lattice
fringes indicating the lattice misorientation which is measured at 5.56° in this
instance. The plane of the grain boundary is not oriented parallel to the electron
beam thus making it difficult to identify the exact location.
The low angle of these boundaries explains the minimal influence they had on
1ZSm = 150.36, ZCe = 140.12
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the surface flatness seen during growth with RHEED and suggests that they will
have only had a slight broadening effect on rocking curve XRD measurements.
These grain boundaries may be the origin of the depressed arc response in the
impedance discussed previously. Their orientation perpendicular to the direction
of current flow would cause them to add an effective additional RC component in
the equivalent circuit however their low angle could be expected not to cause a
drastic change in their electrochemical behaviour compared to that of the rest of
the film. This would result in an impedance response with a similar time constant
like that reported.
Energy-dispersive X-ray spectroscopy (EDX) mapping of the layers, shown in
Fig. 4.20, shows sharp, compositionally abrupt layers which supports the evidence
of sharp interfaces seen in the HAADF images such as that in Fig. 4.18c. The
(a) (b)
(b)
(c)
30 nm 5 nm
Sm Ce
(d)
Figure 4.20.: HAADF image (a) showing individual layers and the selected region,
(b), with an example of the mentioned contrast features over which
EDX maps were collected for Sm (c) and Ce (d)
region investigated in Fig. 4.20 is in the region of a contrast feature which was
previously discovered to be a low angle grain boundary. The compositional map
shows no effect of this feature.
Electron Energy Loss Spectroscopy (EELS)
Electron energy loss spectroscopy (EELS) was used to investigate the oxygen K,
cerium M4,5, and samarium M4,5 edges in the multilayers. An example spectrum
is shown in Fig. 4.21 indicating the peaks of interest. Compositional profiles were
extracted from a series of EELS analyses by removing the background in each
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Figure 4.21.: An example electron energy loss spectrum from a doped region of the
sample indicating the energy windows (dashed lines) used to extract
composition profiles
spectrum by fitting to a power law function. The intensity in each energy window
indicated in Fig. 4.21 was then integrated to represent an individual point on the
plot. The probe size used in the EELS analyses was < 0.5 nm and the distance
between each point approximately 1 nm.
This technique is used in Fig. 4.22 to analyse the composition across several
layers. The Sm profile allows an approximation of average interfacial width at
∼2 nm which is consistent with the previously reported HAADF images and EDX
maps as well as the MgO substrate roughness (root mean square (RMS)) of ∼2 nm
as reported earlier from AFM measurements. The Sm profile also shows essentially
zero intensity in the undoped layers. In the Ce profile the intensity drops by
∼15% in the doped layers which is the level expected from the stoichiometries of
the targets used for film production.
The O level also drops in the doped layers however in this case by ∼17%. This
is much higher than the 3.75% drop expected from Ce0.85Sm0.15O1.925 to undoped
CeO2 assuming Ce(IV) oxidation state. Further analyses in other regions of the
sample resulted in similar oxygen intensity changes of 15–20%. This excess of
oxygen vacancies could be compensated for by a change in cerium valence. In
order to achieve a drop of 15% the material would have to have the composition
CeIV0.2CeIII0.65SmIII0.15O1.6.
In order to investigate the Ce valence multiple linear least squares (MLLS)
fitting of the Ce M4,5-edges was used to extract the CeIII/CeIV ratio using Gatan
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Figure 4.22.: (a) HAADF STEM image of the 50 layered sample with the com-
position line scan region highlighted (b) profile of extracted O K,
Ce M4,5 and Sm M4,5 edges for the indicated region in (a). Shaded
regions indicate the doped layers
Digital Micrograph software. Spectra from CeO2 and CePO4 powders [143] were
used as reference spectra and are shown together with an experimentally obtained
spectrum in Fig. 4.23. This technique is detailed in several publications [143, 144].
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Figure 4.23.: An example of the utilised MLLS fitting routine showing reference
EELS spectra for CeIII and CeIV and an experimentally obtained
spectrum
A scan was performed across several layers in the structure and EELS spectra
were collected at each point in a similar manner to those previously recorded.
Each spectrum was independently MLLS fitted to the reference spectra in Fig. 4.23
allowing a line scan of the ratio. This is shown in Fig. 4.24 along with the region
in which it was collected. The CeIII content is seen to be essentially zero in the
undoped layers as the layer is dominated by nearly 100% CeIV. This is not the
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Figure 4.24.: (a) HAADF STEM image of region with indicated line profile (b)
of the variation of the Ce4+/ Ce3+ ratio extracted from the MLLS
fitting of EELS spectra at each point. Shaded grey regions indicate
approximate positioning of the doped layers
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case, however, with the doped layers which show nearly 30% CeIII content.
The same technique was used in line scans collected along the doped layers to
check for consistency and the CeIV ratio was seen to vary by about ±5% over a
range of approximately 40 nm.
Investigation of a sample of the same film after an anneal at 800°C in static
air showed the redistribution of the CeIII between the doped and undoped layers
however the overall ratio was maintained. This anneal would be expected to fully
oxidise a reduced ceria sample resulting in the elimination of any CeIII however
this is not the case which indicates that there must be a barrier to inter-diffusion.
It appears that oxygen from the doped layer has diffused into the undoped layer,
reducing CeIV in the doped layer and oxidisng some CeIII in the undoped layer
without an overall flux of oxygen in or out of the sample.
It is important to remember with regards to these results that the material
does not have a higher level of conductivity either before or after an anneal at
800°C and instead has a level very similar to bulk behaviour in polycrystalline
Ce0.85Sm0.15O1.925 which is reported to have very little CeIII [12, 145]. The CeIV–
CeIII reduction typically results in electronic, n-type conduction by the small po-
laron conduction mechanism [145] in both doped and undoped cerias as discussed
in Chapter 2. Mogenson et al. [145] report that the electronic conductivity
contribution from the CeIII (σe) is given by the equation
σe = [Ce
′
Ce]eµ, (4.5)
where [Ce
′
Ce] is the concentration of CeIII (prime denotes excess electron over
CeIV), e is the charge on an electron and µ is the electron mobility.
In this case the lack of this contribution in the measurements of the impedance
response implies that the mobility must be very low or that the CeIII is distributed
in a non-uniform fashion in the film thus not creating a continuous percolating
network through the film.
4.2.4. Oxygen Isotope Tracer Measurements & SIMS Depth
Profiling
In order to identify the principle charge carrier in the EIS measurements oxy-
gen isotope tracer exchange and secondary ion mass spectrometry (SIMS) line-
scanning were performed in the manner described in Section 3.4.3 and 3.5, respec-
tively. The analysis was performed on the 50 layered sample with composition
50([30nm]SDC | [20nm]CeO2) | [50nm]CeO2 | MgO which is identical to that used
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in TEM and EIS measurements.
In order to act as a surface oxygen blocking layer, an MgO coating of approxi-
mately 100 nm was deposited on the sample surface as mentioned in Section 4.1.
This was designed to limit diffusion in the films to the lateral direction. The sam-
ple edges were left exposed in order to allow oxygen exchange with the annealing
gas atmosphere.
The sample was first annealed in an 16O atmosphere at 970 K for several hours
in order to achieve chemical equilibrium. The sample was then annealed in an
oxygen atmosphere with 36% 18O for approximately 20 minutes. For a more
detailed description of this technique refer to Section 3.4.3.
SIMS measurements were performed on an Atomika 4500 SIMS equipped with
a quadrupole mass spectrometer at the University of Warwick by Dr. Sarah Fearn
and Dr. Richard Morris. The primary beam used was 1 keV Cs+ at 45° angle
of incidence to the surface with a beam current of ∼20 nA. For a more detailed
description of the SIMS technique refer to Section 3.5.
A depth profile was first performed on the unannealed sample in order to inves-
tigate both the compositional sharpness at the layer interfaces and the suitability
of the material for study of the tracer diffusion. The analysis was performed fol-
lowing positive species of 24Mg+, 140Ce+, 150Sm+, 156CeO+ and 166SmO+. The
obtained depth profile is shown in Fig. 4.25.
The sputter rates were calibrated individually for the MgO and doped and
undoped CeO2 materials using bare substrate (for MgO) and single thin films
of each. The ratio of these was then used, together with the total crater depth
from optical interferometry measurements, to calculate the depth scale. This
method was needed to account for the distortion in the depth scale due to the
large variation in sputter rates between the MgO capping layer and the ceria films.
As can be seen in Fig. 4.25b this results in a depth scale which correlates quite
nicely with the film thicknesses seen in earlier TEM studies (eg. Fig. 4.18, p.
127) showing ∼28 nm SDC and ∼19 nm undoped CeO2 layers.
The most notable feature is the peaking of the CeO+ signal, shown best in
Fig. 4.25b, which is most likely a result of the change in surface potential of the
material as it moves from material to material (SDC to CeO2 or vice versa). This
appears at both types of interface, be it SDC | CeO2 or SDC | CeO2 however is
not exhibited in the atomic species, Ce+.
In order to measure an oxygen isotope line scan a sputter step was first used
to remove the MgO capping layer. This was performed over a large area while
following the Ce+ and Mg+ species. When the Mg+ intensity dropped to 50% of
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Figure 4.25.: (a) SIMS depth profile through the MgO capping layer and the first
few layers of the 50 repeat SDC/CeO2 multilayer sample (b) the
layered region plotted on a linear intensity scale to highlight char-
acteristic features (Ce+ and Sm+ signals increased by a factor of 15
and 20 respectively)
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its maximum value the sputtering was stopped. The sample was then repeatedly
linescanned in the crater bottom in order to obtain 18O diffusion profiles. The
18O–, 16O–, Ce–, CeO– and SmO– species were followed in order to not only extract
oxygen isotopic ratios but also to determine the point at which the layer changed
through an increase in SmO– or decrease in cerium signals.
The linescans were performed over a length of 1000 µm with 256 analysis points
with 5 s of secondary ion collection at each. In total 146 scans were carried
out. After analysis the depth of the line scan trench was measured by optical
interferometry to be 60 nm deep, giving a 0.017 nm s−1 sputter rate.
Of the 146 linescan analyses performed, the first 72 were performed before
any drop in SmO– and were thus deemed to correspond to the SDC layer. The
following 48, with minimal Sm content, corresponded to the CeO2 layer. The
layer thicknesses can be determined from the average sputter rate to be 28 and
19 nm for the doped and undoped layer, respectively. This corresponds well with
the expected layer thickness from deposition rate calibration and TEM analyses.
The 18O– and 16O– signals of the linescans in each layer allowed a normalised
isotopic fraction (C ′) diffusion profile to be extracted for each. C ′ was calculated
at each position using the equation previously introduced in Eq. 3.24
C ′(x, t) = C(x, t)− Cbg
Cg − Cbg , (4.6)
where C ′(x, t) is the tracer isotope fraction at position x and time t corrected
for the background isotope fraction (Cbg), taken here to be 0.2%, and the isotope
fraction of the annealing gas (Cg), 36.2%. To obtain values of the diffusion coef-
ficient (D) and the surface exchange coefficient (k) the diffusion profile was fitted
to Fick’s 2nd law (Eq. 3.24, p. 94) as described in Section 3.4 using a regression
analysis fit in Matlab [137].
The diffusion profiles for the two layers and the fit obtained for each are shown
in Fig. 4.26. In the case of the SDC layer the first few points of the profile
have been excluded as they are artificially lower, this can be attributed to sample
edge effects related to ion beam induced charge dissipation. This, unfortunately,
renders any value of k obtained, meaningless, however will not effect the values
of D.
The values of D in both layers are shown in Table 4.2, errors are those discussed
in Appendix A.7 taking into account equipment errors in analysing lateral diffusion
profiles. The most surprising aspect of this result is the similarity between the
diffusivity of the two layers. The value of D for the undoped CeO2 layer is
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Figure 4.26.: The normalised 18O diffusion profile, C ′ against distance for the
CeO2 and Ce0.85Sm0.15O1.925 (SDC) layer. Solid lines show fits to
the solution of Fick’s second law [144]
Table 4.2.: Diffusion coefficient (D) results obtained from profile fitting
Layer D / cm2s−1 ± 3.5%
SDC 2.8× 10−8 ± 3.5%
CeO2 2.6× 10−8 ± 3.5%
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significantly higher than would be expected in bulk ceria. This is, however, only
an apparent effect due to the aspect ratio of the films. The diffusion length in the
films is of the order of 100 µm while the individual film thickness is only 20 or
30 nm. This gives an aspect ratio of roughly 5000:1. This means that an oxygen
tracer ion could migrate down the conducting SDC layer a great distance before
moving only a short distance (< 20 nm) into the relatively insulating CeO2 layer,
thus giving a similar lateral diffusion profile to that in a doped layer. A schematic
detailing this concept is shown in Fig. 4.27.
(a) (b) (c)
SDC
SDC
CeO2
SDC
SDC
CeO2
SDC
SDC
CeO2
18O 18O 18O
Figure 4.27.: A schematic representation of the 18O diffusion front in a cross-
section of the multilayer system where (a) is the theoretical diffusion
front with both materials behaving in an independent manner how-
ever diffusion will occur in the regions indicated by the small arrows,
across the interface, (b) shows the effective diffusion front and (c),
the further propagation at greater anneal time, t
Under the conditions used in the anneal a value of D can be estimated for
CeO2 of 10−11 cm2s−1 [146]. An estimation of the time for the diffusion distance
of 10 nm1 can be made using the equation introduced in Eq. 3.25 which can be
rearranged for time (tex) as shown in Eq. 4.7.
x = 2
√
D∗tex
tex =
(x/2)2
D∗
(4.7)
Using this the time (tex) for the diffusion length to reach 10 nm would be
approximately 1× 10−3 s which is 6 orders of magnitude lower than the exchange
time of 2250 s. This confirms that an apparent long diffusion profile is to be
expected in this case.
It is worth noting that this implies that the CeO2 | SDC interface has very little
effect on the oxygen ion migration parallel to the film growth direction (normal
to the interface).
1half the thickness of the 20 nm undoped layer due to diffusion from both sides
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Using the Nernst-Einstein equation introduced in Eq. 3.22 (p. 93),
σion =
z2i e
2cionDion
kT
, (4.8)
the ionic contribution to the conductivity (σion) can be calculated giving values
of 0.023 S cm−1 and 0.024 S cm−1 for the CeO2 and SDC layers, respectively.
The conductivity value for the SDC layer is plotted together with the impedance
results discussed earlier in Fig. 4.28 (p. 139). The diffusion calculated value is in
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Figure 4.28.: Conductivities previously plotted in Fig. 4.16 with the addition of
the σion value calculated from D in the SDC layer
excellent agreement with those from impedance measurements. The conductivity
of the 50 layered sample measured at 969 K is 0.0393 S cm−1. This close corre-
lation confirms that the dominant conduction method in the films is oxygen ion
migration, as expected for samarium-doped ceria.
4.2.5. Conclusions: Increasing Total Thickness
With the first series of films characterised with respect to their microstructure
and electrical properties it is useful to summarise many of the conclusions made.
i. The films are of high growth quality with epitaxial, coherent interfaces be-
tween the doped and undoped cerias, shown by XRD (rocking curve FWHM
of 0.9°, phi (φ) scan FWHM of ∼1.2°) and TEM studies.
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ii. Impedance results show single, asymmetric, high frequency responses which
become more depressed with increasing temperature and low frequency
electrode-related responses.
iii. Conductivity calculated from impedance is very close to bulk SDC data
however slightly lower, contrasting with the results of Kosacki [61].
iv. EELS studies reveal high levels of CeIII in the doped layers of the as-grown
multilayer sample (a 30:70 CeIII:CeIV ratio). After an 800°C anneal this is
no longer localised to the doped layer implying that oxygen migration occurs
across the interface allowing the dissipation of the reduced cerium into the
undoped layers.
v. The CeIV/CeIII reduction must be charge compensated by the formation of
oxygen vacancies which is also evidenced by the drop in the O EELS signal
intensity in the doped layers in the as-grown sample.
These conclusions raise several pertinent questions. What is the role of the
oxygen vacancies that are required to compensate for the additional CeIII seen in
EELS analysis? Why does the conductivity in the films not increase significantly
due to the effective donor-doping of the reduced cerium? Additionally, and of most
importance to the aims of this work, why do the films not exhibit the behaviour
reported by Kosacki [61]?
If the CeIII is locally stabilised during growth, possibly in the region surrounding
the observed low angle grain boundaries, this could lead to the pinning of oxygen
vacancies in this region. While it is surprising that the CeIII seems so stable
when typically bulk CeIII containing oxides would rapidly oxidize, it has been
demonstrated that on the nanoscale this behaviour is markedly different [147–149].
In nanoparticles of CeO2 a difference in valence has been reported between the
bulk and surface with CeIII content of 3% and 83%, respectively [147]. In addition
this was shown to correlate with particle size. The CeIII may be segregating
into nanodomains in the doped layers thus forming no continuous conduction
pathway preventing the additional oxygen vacancies and electronic carriers from
contributing to the measured impedance and diffusion.
Perhaps in Kosacki’s work the films were somewhat more defective than here,
thus forming a continuous network through the film, resulting in the significant
conductivity enhancement reported. This may also explain the increase in con-
ductivity he sees when increasing the film thickness to 400 layers. These thick
films may have had worse quality than their thinner counterparts resulting in an
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increasingly connected, high oxygen vacancy network with electronic conductivity
contributions.
4.3. Increasing Interfacial Density
While the investigations in the previous series showed that the production tech-
nique was successful in producing high quality, epitaxial, multilayered films it was
not successful in reproducing a reported enhancement in conductivity in similar
films. The original report by Kosacki [61] did, however, contradict many of the
more systematic investigations, such as that of Peters et al. [62–66]. These reports
showed a correlation between the number of hetero-interfaces in a certain volume
and the conductivity. As conductivity is a dimension independent characteristic
the result reported by Kosacki indicates an effect that is independent of the
interface but is in fact due to another factor.
The following series was designed to manipulate two factors in films with the
same growth as those previously seen to be such high quality; the interfacial
density and the interfacial strain. The first of these was achieved by growing films
with the same overall thickness of 1 µm but varying the number of alternations
between the two targets (doped and undoped ceria). The second, by using the
inherent change in lattice parameter with different rare earth dopants in the ceria
lattice. This was discussed in Chapter 2 upon the introduction of ceria as a
common fast oxide ion conducting material. The lattice parameter variation with
dopant concentration and species was first shown in Fig. 2.4 and is repeated here
in Fig. 4.29.
The three selected dopants are highlighted: Sm, Nd and Y. Samarium was
chosen in order to test the effect of varying interfacial density on the system
studied in series 1. Neodymium, providing a larger lattice parameter than CeO2,
was chosen to study the effect of causing an effective compression of the conducting
film at the interface. According to the interfacial strain explanation given by
Korte et al. [64], and nicely represented in Fig. 2.20 (p. 47), this will result in
a drop in conductivity which will be proportional to the density of interfaces in
the film. Finally, yttrium was chosen in order to give films with the reverse effect,
as yttrium doping gives a smaller lattice than undoped ceria this material will
be dilated at the interface which, according to the strain explanation, will give
an increase in conductivity. A dopant concentration of a slightly higher 20% was
used to produced these samples, in order to maximize the strain-related effects.
For each dopant, samples were produced with a range of interfacial densities
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Figure 4.29.: Variation in lattice parameter with mol% dopant as in Fig. 2.4 with
particular focus on the low dopant regime showing the selection of
Nd, Sm and Y as suitable dopants to achieve a range of lattice misfits
[References in Appendix A.1]
but with the same overall film thickness of 1 µm (with an additional 45 nm CeO2
buffer layer1). The number of undoped and doped ceria repeats in the films was 1,
10 or 100. In addition single films of each doped ceria were grown to the thickness
of 1 µm. The range of samples produced for each dopant are shown in Fig. 4.30.
In the 100 layer sample each individual unit is 10 nm and each layer within
that is 5 nm. As the substrate surface was seen to be of ∼2 nm roughness and
the achieved interfacial sharpness seen in TEM was of the same scale, 5 nm layers
were estimated to be the thinnest that could be grown while ensuring continuous
layer growth.
4.3.1. X-Ray Diffraction Measurements
After film production XRD measurements were performed on all samples in order
to check the epitaxy and film quality. Measurements of the θ-2θ reflections again
showed only the (100) family of Bragg peaks. Separation of the CeO2 and the
doped ceria peaks was not possible for any ceria dopant. Rocking curve analysis
was performed on the CeO2 (200) peak for all samples and those with 100 layers
are shown in Fig. 4.31. The FWHM of these peaks was 0.8–0.9° for all sam-
ples. The Y-doped multilayers were slightly higher suggesting slightly worse film
145 nm as the first layer is always 5 nm or greater of CeO2 providing the same 50 nm buffer
as the previous series
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single thin film n = 100n = 10n = 1
doped CeO2 undoped CeO2
Figure 4.30.: Schematic of the 4 samples produced for each dopant all with total
thickness = 1 µm + 45 nm CeO2 buffer layer (N.B. film:substrate
ratio not to scale)
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Figure 4.31.: ω rocking curve analyses on the CeO2 (200) peak for the 100 layered
samples with dopant: Nd (a), Sm (b) and Y (c)
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quality. These values are very similar to those for the first series suggesting that
approximately the same film quality has been maintained.
Azimuthal scans around the φ-axis were performed on the (111) and (220)
peaks of CeO2 and MgO in order to investigate the epitaxial orientation. These
are presented in Fig. 4.32 for, in this case, the 100 layered, Sm-doped sample. This
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Figure 4.32.: Example azimuthal (φ) scans on the (111) and (220) peaks of the
CeO2 films and MgO substrate, in this case of the 100([5nm]SDC
| [5nm]CeO2) | [45nm]CeO2 | MgO sample. Inset in (c) is a more
detailed analysis of the CeO2 (111) φ peak indicating the FWHM
(intensity is on a square root scale)
shows the same orientation relationship as in the first series with cube-on-cube
growth and the -28% misfit at the the CeO2 | MgO interface.
Samples with Nd and Y dopant also showed the same orientation relationship
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and all had FWHM values of the CeO2 (111) phi (φ) peaks of 1.1–1.2°.
4.3.2. Electrochemical Impedance Spectroscopy (EIS)
The experimental details are given for all EIS measurements in Section 3.3.3.
Data was collected over a range of temperature set points from 400–800°C at
50°C increments followed by a ramp down from 800–400°C remeasuring at the
same temperatures. For brevity, impedance data will be given at 400, 600 and
800°C in the first ramp up. Where the behaviour deviates from this during the
ramp down, this data will be introduced.
The temperatures listed are the furnace set points used in the experiment.
When conductivity is calculated and plotted on a log conductivity against recipro-
cal temperature scale temperature measurements are used from the thermocouple
adjacent to the sample.
First, due to the much thinner films (500 nm of conducting material compared
with >1500 nm in series 1), the contributions from substrate may be more sig-
nificant than those measured before. In order to ensure that this contribution
is negligible a bare substrate and a substrate with a deposited 50 nm undoped
CeO2 layer (equivalent to the buffer layer used throughout these samples) were
measured. In both cases the time constant of the impedance response of these
materials was outside of the range of measurement possible with the impedance
apparatus used. A 1 µm thick undoped ceria did, however, give a measurable
impedance response. In a similar manner to those discussed in the previous series
it showed a single impedance arc. The impedance data is plotted at temperatures
of 400, 600 and 800°C in Appendix A.2 (Fig. A.1). The conductivity of this film
is calculated from the R value of this response and is shown in Fig. 4.33 along
with the conductivities of single, 1 µm thick, 20% Sm, Nd and Y doped films
on 45 nm CeO2 buffer layers and MgO substrates calculated by similar means.
These impedance responses are also shown in Appendix A.2 (Figs. A.2–A.4).
The conductivity seen in the undoped film is higher than that reported for single
crystal CeO2 by ∼2 orders of magnitude [150] however this can be attributed to
the contributions of the substrate, which, at this low level of conductivity, would
be significant. The conductivity of the undoped film and substrate is, however,
greater than 1 order of magnitude lower than that of the doped films. Therefore
even in these thinner films the conductivity contributions of the MgO substrate
can be considered to be negligible. The deviation from a linear, Arrhenius-type
response may be arise from the lack of instrumental accuracy when measuring
resistances this high.
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Figure 4.33.: Conductivity of single thin films (1 µm) of Sm-, Nd- and Y-doped
and undoped ceria on MgO substrates
4.3.3. EIS - Samarium-Doped System
The first system in this series that will be discussed is that with alternating
CeO2 and Ce0.8Sm0.2O1.9 layers starting with just one repeat unit, that is the
1([500nm]SDC | [500nm]CeO2) | [45nm]CeO2 | MgO sample. As before, the
impedance results are plotted at 400, 600 and 800°C in Fig. 4.34. The result
is very similar to that seen before in the first series reported, in terms of char-
acteristics. The resistance is, however, slightly higher, as would be expected for
a thinner film such as this. The high frequency arc can again be fitted with a
single RQ component and shows a capacitance of 10−14–10−13 F at all temper-
atures. This capacitance is, as earlier, attributed to the contribution from the
MgO substrate which was calculated in Eq. 4.3 (p. 120) to be of the same order.
This means that the resistance value can again be attributed to the conduction
through the film as shown by the model in Fig. 3.17 (p. 86). This high frequency
semicircle also becomes more depressed with temperature.
In addition there is a low frequency arc which can be fitted to an RQ component
in the equivalent circuit showing a capacitance of 10−7 F which can be attributed
to the silver electrode/sample interface.
The impedance response of the 10 layered sample, 10([50nm]SDC | [50nm]CeO2)
| [45nm]CeO2 | MgO, is reported in Fig. 4.35 at 400, 600 and 800°C. Again the
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Figure 4.34.: Nyquist (left) and Bode (right) plots of the impedance of a 1 layered
Sm-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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Figure 4.35.: Nyquist (left) and Bode (right) plots of the impedance of a 10 layered
Sm-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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result is very similar to all those shown previously, featuring the high frequency,
10−14–10−13 F, arc attributed to the sample behaviour and the low frequency,
10−7 F, arc which is attributed to the silver electrode/sample interface.
In this sample the low frequency arc is noticeably bigger than any other mea-
sured. In addition, the impedance of the high frequency arc is lower on the ramp
down than before it was heated to 800°C. The two measurements at 600°C, dur-
ing the ramp up and the ramp down, are shown in Fig. 4.36 as these show the
clearest low frequency arc. The high frequency arc, and thus the measured sample
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Figure 4.36.: (a) the impedance response of the 10 layered, Sm-doped sample be-
fore and after heating to 800°C (b) the expanded low frequency re-
gion of the Nyquist plot showing the reduction in electrode-material
response
resistance, decreases after the effective 800°C anneal. This may be related to the
decrease in resistance of the low frequency response. This drop in resistance from
∼5 × 104 Ω to less than 2 × 104 Ω may indicate a better electrode contact on
the sample edges due to silver migration and further sintering at 800°C as this
temperature is higher than that used to sinter the silver contacts (700°C). If this
silver is very mobile at 800°C it may also diffuse into the film edges reducing the
effective electrode separation distance and thus the measured resistance. What-
ever the cause of the change in resistance, when conductivity is calculated and
plotted on a logarithmic scale this difference is indistinguishable.
The final sample in this system is that with 100 repeated layer units and
thus the highest interfacial density and thinnest individual films: 100([5nm]SDC
| [5nm]CeO2) | [45nm]CeO2 | MgO. The impedance response of this sample is
plotted at 400, 600 and 800°C in Fig. 4.37.
Once again the 2 responses are visible, the high frequency arc attributed to
the sample and the low frequency, attributed to the electrode/sample interface.
The arcs show the same capacitances and the high frequency arc becomes more
depressed with temperature. Upon comparing the responses of the 3 samples
with the same composition but varying interfacial density one can see slightly less
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Figure 4.37.: Nyquist (left) and Bode (right) plots of the impedance of a 100
layered Sm-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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asymmetry as the number of interfaces increases. This is shown in Fig. 4.38. In
Z
''
Z'
 
1
10
100
Figure 4.38.: Nyquist plot of the impedance response at 400°C of samples with
indicated number of layer repeats (1, 10 and 100). Data has been
plotted on different scales in order to achieve overlapping data up to
the arc peaks
this figure the scales have been normalised1 in order to achieve identical responses
for the first half of the semicircle and investigate the low frequency tail. While
the difference is not significant it shows a trend in a decreasing resistance, second
component in the high frequency arc with number of interfaces. This asymmetry
was previously ascribed to defects in the films like the low angle grain bound-
aries seen in TEM studies. The decrease in resistance seen here with decreasing
individual layer thickness suggests that the thinner films are actually of slightly
higher quality. This may be related to the time that the sample is allowed to
anneal between layer depositions, while the target is changing. This delay is only
∼1 s, however in the 1-repeat sample this only happens once yet in the 100-repeat
sample it happens approximately 200 times, once after each 5 nm deposition.
An additional sample was produced to investigate this effect with the same
structure as that with 100 repeats. Between each layer deposition there was a 10 s
pause before the target was changed while the sample was held at temperature
(approximately 475°C, as shown in Fig. 4.5). Impedance measurements of this
sample showed an approximately 1 order of magnitude decrease in conductivity
indicating significantly worse film quality. Further investigations of this effect
were not undertaken.
Conductivity Summary
The conductivity of all measured samples in this system are plotted in Fig. 4.39
together with that of the 1 µm Ce0.8Sm0.2O1.9 film mentioned earlier (impedance
results shown in Appendix A.2) and bulk Ce0.8Sm0.2O1.9 conductivity reported by
Yahiro et al. [14]. The conductivity can be seen to be incredibly similar for all
1aspect ratio is maintained at 1:1, Z′:Z′′
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Figure 4.39.: Conductivity of the 1-, 10- and 100-repeat, Sm-doped multilayer
structures along with the 1 µm thick SDC film and extrapolated
SDC bulk data from Yahiro et al. [14]
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interfacial densities as well as the single film and the bulk data from literature. In
fact the conductivity is even closer to bulk data than in the previous series which
were also Sm-doped. This fits with the trend seen in Fig. 4.17 (p. 127) where the
conductivity was seen to drop slightly for the thicker films with the thinnest, 50
layer (2.5 µm, 1.5 µm conducting) sample closest to bulk. These samples are all
thinner than this at 1 µm (500 nm conducting) and thus would be expected to be
even closer to bulk.
The activation energy of conductivity of all samples was approximately 0.75
eV and these values are shown in Table 4.3. One can see that there is not much
Table 4.3.: Activation energy of conductivity for the samarium doped samples
Sample Activation Energy (eV)
Ce0.8Sm0.2O1.9 film 0.74
SDC-1 0.76
SDC-10 0.77
SDC-100 0.74
Ce0.8Sm0.2O1.9 bulk [14] 0.77
variation in activation energy which is evident from the Arrhenius-type plot in Fig.
4.39, however the 100 layered sample (SDC-100) has a slightly lower activation
energy than those with lower interfacial density.
The most important things to note from these results is that there is effectively
zero change in the conductivity of the multilayer samples with varying interfacial
density and that, as the bulk conductivity is replicated almost exactly this material
can be assumed to behave exactly as bulk. That is, maintaining the fast oxide
ion conduction inherent in SDC.
Extended Oxygen Anneal
In the 10 layered structure, and to a somewhat lesser extent in the other samples,
a slight decrease in resistance was seen after heating to 800°C for approximately
2 hours. This was shown in Fig. 4.36 and the possible effect of high temperature
on the silver electrodes was discussed.
In order to investigate this as well as any possible effect of reduced cerium
(CeIII), as seen in the previously discussed EELS studies, impedance was mea-
sured every hour for a period of 23 hours at 800°C in flowing, research grade
(>99.995%) O2. The first measurement was performed after the furnace had
reached temperature and allowed to stabilise for approximately 30 minutes. These
impedance spectra are plotted in Fig. 4.40. After the 23 hour anneal (with half
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Figure 4.40.: (a) Nyquist plot of the impedance response of the 100 layered sample
during an anneal in research grade (>99.995%) O2 at 800°C for
23 hours with impedance analyses (duration < 15 mins) at 1 hour
intervals (b) the total resistance against time, plotted at 24 hours is
resistance measured after electrodes were reapplied
an hour allowing the temperature to stabilise) the resistance can be seen to drop
by approximately 11%. This change seems to happen almost linearly with time
other than between 16–17 h where the resistance seems to drop more steeply, by
nearly 3%.
After the 23 hours the sample was removed from the impedance rig and the silver
contacts were removed using a razor blade, followed by 5 minutes in acetone in an
ultrasonic bath and the reapplication of contacts. This was then remeasured in
the same atmosphere and temperature after a half hour temperature equilibration
step. This resulted in the resistance shown at 24 hours1 in Fig. 4.40b which is very
close to that at the beginning of the experiment. This suggests that the sample
conductivity is not actually effected by an extended anneal at this temperature and
that it is, in fact, something related to the silver contacts. Another interpretation
of this, however, could be that the changes in the sample at the end of the anneal
were reversed upon cooling down to room temperature to reapply the electrodes
however this seems unlikely as the cooling rate was quite fast.
4.3.4. EIS - Neodymium-Doped System
The second system in this series is that with conducting layers of Ce0.8Nd0.2O1.9.
The first of which is the sample with 1 neodymium doped ceria (NDC)/CeO2
unit: 1([500nm]NDC | [500nm]CeO2) | [45nm]CeO2 | MgO. The impedance spec-
tra measured at 400, 600 and 800°C are shown in Fig. 4.41. The response is, once
again, very similar to all those reported previously. The high frequency arc is,
again, slightly asymmetric with a capacitance of 10−14–10−13 F at all tempera-
1measurement not actually performed at the 24 hour mark
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Figure 4.41.: Nyquist (left) and Bode (right) plots of the impedance of a 1 layered
Nd-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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tures. This capacitance is, as in both the samarium-doped systems, attributed to
the contribution from the MgO substrate which was calculated in Eq. 4.3 (p. 120)
to be of the same order. Therefore, the resistance value can again be attributed
to the conduction through the film as shown by the model in Fig. 3.17 (p. 86).
This high frequency semicircle also becomes more depressed with temperature.
As in every previous impedance response reported there is an additional low
frequency arc which can be fitted to an RQ element and shows a capacitance of
10−7 F. This can be attributed to the silver electrode/sample interface.
The impedance response of the 10 and 100 layer samples measured at 400, 600
and 800°C are reported in Figs. 4.42 and 4.43, respectively. These have the
structure of 10([50nm]NDC | [50nm]CeO2) | [45nm]CeO2 | MgO (10 layer) and
100([5nm]NDC | [5nm]CeO2) | [45nm]CeO2 | MgO (100 layer).
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Figure 4.42.: Nyquist (left) and Bode (right) plots of the impedance of a 10 layered
Nd-doped sample at 400°C (a), 600°C (b) and 800°C (c)
Yet again, both of these samples show the same features as in the previous
measurements. A slightly asymmetric high frequency arc with a capacitance of
10−14–10−13 F at all temperatures which becomes more depressed with tempera-
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Figure 4.43.: Nyquist (left) and Bode (right) plots of the impedance of a 100
layered Nd-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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ture, which can be attributed to the sample behaviour, and a low frequency arc
with 10−7 F capacitance ascribed to the electrode/sample interface. Once again
the high frequency impedance response at 400°C appears to be most symmetrical
in the sample with 200 layers.
Conductivity Summary
The conductivity of all measured samples in this system are plotted in Fig. 4.44
together with that of the 1 µm Ce0.8Nd0.2O1.9 film mentioned earlier (impedance
results shown in Appendix A.2) and bulk Ce0.8Nd0.2O1.9 conductivity reported
by Zhu et al. [151].
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Figure 4.44.: Conductivity of the 1-, 10- and 100-repeat, Nd-doped multilayer
structures along with the 1 µm thick NDC film and extrapolated
NDC bulk data from Zhu et al. [151]
All samples in this system show conductivity behaviour which is very similar
to that of both the bulk and the thick (1 µm) NDC film. The 100 layer sample
does appear to show slightly lower activation energy although in this temperature
range, no change in magnitude.
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The activation energy of conductivity seen in these results is reported in Table
4.4. The activation energy of all samples was approximately the same, as expected
Table 4.4.: Activation energy of conductivity for the neodymium doped samples
Sample Activation Energy (eV)
Ce0.8Nd0.2O1.9 film 0.78
NDC-1 0.80
NDC-10 0.80
NDC-100 0.75
Ce0.8Nd0.2O1.9 bulk [151] 0.79
from the Arrhenius type plot, with the thick film and 100 layer sample showing
the lowest at 0.78 eV. The 1, and 10 repeat samples were slightly higher than this
and bulk at 0.8 eV.
4.3.5. EIS - Yttrium-Doped System
The third system in this series is that with conducting layers of Ce0.8Y0.2O1.9.
The first of which is the sample with 1 yttrium doped ceria (YDC)/CeO2 unit:
1([500nm]YDC | [500nm]CeO2) | [45nm]CeO2 | MgO. The impedance spectra
measured at 400, 600 and 800°C are shown in Fig. 4.45. As in all previously
reported impedance measurements in this work, the same features are present.
The high frequency arc is, yet again, slightly asymmetric with a capacitance of
10−14–10−13 F at all temperatures. This capacitance is, as in both the samarium-
doped and neodymium-doped systems, attributed to the contribution from the
MgO substrate which was calculated in Eq. 4.3 (p. 120) to be of the same order.
Therefore, the resistance value can again be attributed to the conduction through
the film as shown by the model in Fig. 3.17 (p. 86). This high frequency semicircle
also becomes more depressed with temperature.
In addition there is the same low frequency arc although in this result it is actu-
ally too small to be extracted from the noise at low frequency. Capacitance can,
however, be estimated using approximate values of peak frequency and resistance
and is once again on the order of 10−7 F. This can be attributed to the silver
electrode/sample interface.
The impedance response of the 10 and 100 layer samples measured at 400, 600
and 800°C are reported in Figs. 4.46 and 4.47, respectively. These have the
structure of 10([50nm]YDC | [50nm]CeO2) | [45nm]CeO2 | MgO (10 layer) and
100([5nm]YDC | [5nm]CeO2) | [45nm]CeO2 | MgO (100 layer).
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Figure 4.45.: Nyquist (left) and Bode (right) plots of the impedance of a 1 layered
Y-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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Figure 4.46.: Nyquist (left) and Bode (right) plots of the impedance of a 10 layered
Y-doped sample at 400°C (a), 600°C (b) and 800°C (c)
161
Chapter 4. Multilayers - The Ceria/Doped Ceria Systems
0 2 4 6 8 10 12 14 16 18 20 22 24 26
0
-2
-4
-6
-8
-10
-12
 
Z
'' 
/ 
10
6  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-2
-4
-6
-8
-10
-12
Z
'' 
/ 
10
6  
0 1 2 3 4 5 6 7 8 9 10 11 12 13
0
-1
-2
-3
-4
-5
-6
 
Z
'' 
/ 
10
5  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-1
-2
-3
-4
-5
-6
Z
'' 
/ 
10
5  
0 2 4 6 8 10 12 14 16 18 20 22 24
0
-2
-4
-6
-8
-10
-12
 
Z
'' 
/ 
10
4  
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
0
-2
-4
-6
-8
-10
-12
Z
'' 
/ 
10
4  
0
4
8
12
16
20
24
Z
' /
 1
06
 
0
2
4
6
8
10
12
Z
' /
 1
05
 
0
4
8
12
16
20
24
Z
' /
 1
04
 
Figure 4.47.: Nyquist (left) and Bode (right) plots of the impedance of a 100
layered Y-doped sample at 400°C (a), 600°C (b) and 800°C (c)
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Once again all of the same features are present in both of these measurements
however the 10 layered sample shows a much greater level of asymmetry even at
lower temperature (400°C). The measurement at 600°C (Fig. 4.46b) even shows
evidence that the second component, typically much smaller in resistance and
appearing only in the low frequency tail, is actually of greater resistance than the
higher frequency component. This feature also remained after heating to 800°C.
This is the first time in any of the measurements this has been seen and the
only time in the measurement of thin films of any composition. The structural
difference between this film and all others is unclear as there was no noticeable
difference in XRD results. Perhaps, if this lower frequency component of the
response is attributed to the low angle grain boundaries as proposed earlier, this
result indicates a greater quantity of grain boundaries in the film. Unfortunately
no TEM studies have been performed on this film.
The 100 layered sample again only has 1 high frequency arc and is seen to be
much more symmetrical than the other samples, in a similar manner to the other
100 layered samples with Sm and Nd dopants.
Conductivity Summary
The conductivity of all measured samples in this system are plotted in Fig. 4.48
together with that of the 1 µm Ce0.8Y0.2O1.9 film mentioned earlier (impedance
results shown in Appendix A.2) and bulk Ce0.8Y0.2O1.9 conductivity reported by
Van Herle et al. [152].
All samples in this system show conductivity behaviour which is very similar to
that of both the bulk and the thick (1 µm) YDC film. The 100 layer sample, again,
appears to show slightly lower activation energy although in this temperature
range, no significant change in overall conductivity.
The activation energy of conductivity seen in these results is reported in Table
4.5 with all samples showing approximately the same, as expected from the Ar-
Table 4.5.: Activation energy of conductivity for the yttrium doped samples
Sample Activation Energy (eV)
Ce0.8Y0.2O1.9 film 0.82
YDC-1 0.84
YDC-10 0.82
YDC-100 0.79
Ce0.8Y0.2O1.9 bulk 0.82
rhenius type plot, with the 100 layer sample showing the lowest at 0.79 eV. The
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Figure 4.48.: Conductivity of the 1-, 10- and 100-repeat, Y-doped multilayer struc-
tures along with the 1 µm thick YDC film and extrapolated YDC
bulk data from Van Herle et al. [152]
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activation energy of the 1, and 10 repeat samples were approximately the same
as bulk and the thick film at ∼0.82 eV.
4.3.6. Conclusions: Increasing Interfacial Density
Samples in these systems have been characterised by means of XRD and shown
to be of the same, or better, quality than those in the first series. It is therefore
assumed that the samples show similar interfacial sharpness and the high quality
coherent interfaces seen in TEM studies of the first series, especially the samples
with Sm dopant.
The similarity in samples extends to their characterisation by EIS. The samples
in this series show the same characteristics as those discussed previously with
the high frequency, asymmetrical response being attributed to sample behaviour.
This lends further credence to the assumption that these samples all have similar
structural features as those seen in the SDC/CeO2 multilayers of series 1.
The 100 layered sample showed the lowest degree of asymmetry in the high
frequency arc across all compositions. This suggest that these samples have lower
grain boundary density.
The conductivity of the three film compositions in this series are plotted in Fig.
4.49 against the number of layer repeats (and thus the interfacial density) for the
measured range of temperatures (400-800°C).
This figure again shows the consistency across all samples measured. One appar-
ent trend in this data is that the 1 repeat samples show a slight rise in conductivity
and those with 10 repeats show a drop in conductivity. This must be related to a
feature of the deposition in order for it to occur across all compositions but any
attribution of this effect would be pure speculation.
The change in conductivity between the single thin film sample and the 100
layer repeat sample, seen in Fig. 4.49, is plotted against the theoretical lattice
misfit between the doped and undoped ceria layers in Fig. 4.50. One effect that
this shows is the change in activation energy between the thick and thin films. As
the difference at 400°C is always greater than that at 800°C the activation energy
is clearly seen to drop in all cases with the high interfacial density samples.
Plotting the data is this manner appears to show an increase in conductivity
with both the Nd and Y dopants. It must, however, be noted that this scale
is very small. When it is compared to the work of others reported in Chapter
2, where conductivity enhancements of 2–8 orders of magnitude were reported a
change of less than 0.2 orders of magnitude is almost negligible and close to the
inherent level of errors in these measurements.
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4.4. Summary and Conclusions
In this chapter two systematic studies of the conductive behaviour of thin film
multilayered structures have been performed. The first, in Section 4.2, featuring
Sm-doped and undoped ceria (CeO2) in structures with identical thickness repeat
units of alternating composition layers but with increasing overall thickness. The
second, in Section 4.3, featured samples with the same overall thickness and the
same proportion of conducting (doped) to insulating (undoped ceria) material
with 3 different dopants used: Sm, Nd and Y.
The first series (with increasing total thickness) was designed to reproduce
the results of Kosacki [61] who saw an increase in conductivity of roughly two
orders of magnitude in a range of samples with 50-400 repeats of alternating
layers of samarium doped ceria (SDC) (30 nm) and CeO2 (20 nm). The highest
conductivity reported was in the sample with 400 layers.
In this work samples of the same structure were produced. They were char-
acterised by means of X-ray diffraction (XRD), electrochemical impedance spec-
troscopy (EIS), scanning transmission electron microscopy (STEM) and oxygen
tracer diffusion studies by secondary ion mass spectrometry (SIMS). Conclusions
that were made from this series follow.
i. The films were of high growth quality with epitaxial, coherent interfaces
between the doped and undoped cerias, shown by XRD (rocking curve full
width at half maximum (FWHM) of 0.9°, phi (φ) scan FWHM of ∼1.2°)
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and transmission electron microscopy (TEM) studies.
ii. Impedance results showed single, asymmetric, high frequency responses which
become more depressed with increasing temperature and low frequency
electrode-related responses.
iii. Conductivity calculated from impedance is very close to bulk SDC data
however slightly lower, contrasting with the results of Kosacki [61].
iv. Electron energy loss spectroscopy (EELS) studies revealed high levels of
CeIII in the doped layers of the as-grown multilayer sample (a 30:70 CeIII:CeIV
ratio). After an 800°C anneal this was no longer localised to the doped layer
implying that oxygen migration occurs across the interface allowing the dis-
sipation of the reduced cerium into the undoped layers.
v. The CeIV/CeIII reduction must be charge compensated by the formation
of oxygen vacancies which was also evidenced by the drop in the O EELS
signal intensity in the doped layers in the as-grown sample.
vi. Evidence of high levels of CeIII has been reported in nanoscale cerias in
literature [147–149] and was seen to be size-dependant and segregated to
surfaces. This suggests that the CeIII may be segregating into nanodomains
in the doped layers thus forming no continuous conduction pathway prevent-
ing the additional oxygen vacancies and electronic carriers from contributing
to the measured impedance and diffusion.
The most important conclusion from the investigations on this series is that,
with samples reproduced to the best of our knowledge in every way, the conduc-
tivity actually shows a slight decrease and nothing like the 2 orders of magnitude
seen by Kosacki. The reasons for this disparity are impossible to determine
without access to the original samples or further knowledge of the production
technique used.
In the second series the focus was changed to the heterostructures seen by
Peters et al. [62–66] and, more specifically, their interpretation of the changes
in conductivity which they saw as a pure interfacial strain effect.
In this series the experience in producing high quality films from the previous
series was taken advantage of by producing films with the same materials: MgO
substrates, CeO2 and rare-earth doped CeO2 (Sm, Nd and Y). For each dopant,
samples with a range of interfacial densities were produced, with 1, 10 or 100
repeated units of alternating, equal thickness, doped and undoped ceria. Total
film thicknesses were kept constant at 1 µm.
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Samarium doping was designed to investigate the effect of directly increasing
the interfacial density on the system studied in the previous series. Neodymium
doping was designed to give a greater level of lattice compression in the conducting
film than that in the Sm-doped films, according to the hypothesis proposed by
Korte et al. this would decrease the conductivity. Conversely, yttrium doping
was designed to introduce a low level of lattice dilation in the conducting layers
as it gives a smaller lattice parameter than the insulating, undoped ceria.
XRD studies of these samples showed high quality film growth and FWHM
values of ω rocking curve and azimuthal (φ) scan peaks similar to those in the
first series. It can therefore be assumed that the samples show similar interfa-
cial sharpness and high quality coherent interfaces as seen in the TEM studies
performed on the first series.
The similarity of the samples extended to their electrochemical behaviour. The
samples in this series showed the same characteristics as those in the first series
with the high frequency, asymmetrical response being attributed to sample be-
haviour. This lent further credence to the assumption that these samples all have
similar structural features as those seen in the SDC/CeO2 multilayers of series 1.
The only systematic variation in impedance response was seen in samples with
100 repeat units. These showed a lower degree of asymmetry in their high fre-
quency arcs suggesting that they have a lower density of the previously mentioned
low angle grain boundaries.
An additional anomaly appeared in the impedance response of the 10 layered,
Y-doped sample. This showed a much greater level of asymmetry, even at the
lowest temperature of 400°C. The measurement at 600°C (Fig. 4.46b) showed
evidence that the second component, typically much smaller in resistance and
appearing only in the low frequency tail, was actually of greater resistance than
the higher frequency component. This feature also remained after heating to
800°C. The structural difference between this film and all others is unclear as
there was no noticeable difference in XRD results. Perhaps, if this lower frequency
component of the response is attributed to the low angle grain boundaries, as
proposed earlier, this result indicates a greater quantity of grain boundaries in
the film. Unfortunately no TEM studies of this film were performed.
The conductivity of these samples was shown to be almost identical to bulk
and thick film behaviour, even closer than in the first series. This fits with the
trend already seen in series 1, best represented in Fig. 4.17 (p. 127), where the
conductivity was seen to drop for the thicker films with the thinnest, 50 layer (2.5
µm, 1.5 µm conducting) sample closest to bulk. Samples in series 2 are all thinner
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than those of series 1 at 1 µm (500 nm conducting) and thus would be expected
to be even closer to bulk.
While the conductivity was very consistent in all measurements the conductivity
of all 1 layered samples showed a slightly higher conductivity and the 10 layered
samples a slightly lower conductivity suggesting a factor related to the film size
or growth procedure. The activation energy also decreased in all samples with
100 layer repeats, this feature is best seen in Fig. 4.50 (p. 167). The sample
showing the greatest increase in conductivity in the change from 1 µm film to 100
layered film were those with yttrium dopant. The effect was, however, on a much
smaller scale than literature results with less than a fifth of an order of magnitude
change. This is, however, at a very low level of interfacial misfit compared to
other reports.
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5. Multilayers - The Ceria/Yttria
Stabilised Zirconia System
In this chapter a third system of multilayered thin films will be discussed. In
a similar manner to the second series in Chapter 4, all samples in this system
feature a constant total thickness and similar conducting to insulating material
ratio. In this case, however, the conducting material is 8 mol% yttria-stabilised
zirconia (YSZ) which has the chemical formula Zr0.852Y0.148O1.926. The nominally
insulating material is once again CeO2 and the substrate, (001)-oriented MgO.
All samples in this series were fabricated by Dr. Daniele Pergolesi and Prof.
Enrico Traversa’s group at the National Institute for Materials Science (NIMS),
Tsukuba, Japan. High resolution transmission electron microscopy (HRTEM)
studies were performed by Dr. Vladimir Roddatis at CIC Energigune, Spain. In
addition to electrochemical impedance spectroscopy (EIS) investigations carried
out by the author, a measurement by Dr. Emiliana Fabbri (NIMS, Japan) is
reported.
The 8YSZ/CeO2 system was chosen in order to achieve a greater level of lattice
misfit between the layers, producing a dilated YSZ lattice at the interface on
a level closer in scale to the materials reported by Ju¨rgen Janek’s group [62–
66]. The Y-doped samples in the previous chapter have a theoretical misfit of
0.13%1 between the doped and undoped CeO2 layers while those reported to
exhibit enhanced conductivity are typically of greater than 2–3% lattice misfit. It
must be noted that these structures are, however, reported to have semicoherent
interfaces, partially relaxed by the formation of dislocations.
The combination of 8YSZ as the conducting material and CeO2 as the insula-
tor was chosen to give a higher lattice misfit of 5.0%2 if cube-on-cube growth is
achieved. In addition, Sanna et al. [155] reported a conductivity enhancement of
approximately 1 order of magnitude in samples with alternating layers of samar-
ium doped ceria (SDC) and 8YSZ. Unfortunately due to the conducting nature of
both materials in these multilayered structures the origin of the enhanced conduc-
1aCeO2 = 5.411 A˚ [139], aCe0.8Sm0.2O1.9 = 5.404 A˚ [153]2aCeO2 = 5.411 A˚ [139], aZr0.85Y0.15O1.93 = 5.140 A˚ [154]
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tion is difficult to identify. This does, however, make the chances of discovering
enhanced conductivity in a similar system with undoped CeO2 seem more likely.
5.1. Sample Production
The samples in this chapter were prepared using pulsed laser deposition (PLD).
Deposition of the CeO2 directly on the MgO substrate was found to result in poor
quality films which could be remedied by the use of an intermediate strontium
titanate (STO) buffer layer. MgO, STO and CeO2 all have cubic symmetry how-
ever with different structures (rock salt, perovskite and fluorite, respectively). The
lattice parameters are also quite different at 4.217 A˚ (MgO) [140], 3.90 A˚ (STO)
[156] and 5.411 A˚ (CeO2) [139]. The MgO/STO/CeO2 structure was previously
found to grow epitaxially and biaxially textured with the relationships (001) MgO
‖ (001) STO ‖ (001) CeO2 and (100) MgO ‖ (100) STO ‖ (110) CeO2 by Sanna
et al. [155]. This indicates a 45° rotation between the STO and CeO2 layers which
reduces the misfit from ∼-28% (cube-on-cube CeO2 on MgO) to ∼2% (2:1, CeO2
on STO).
Targets were prepared by solid state sintering with the desired stoichiometries;
CeO2, (Y2O3)0.08(ZrO2)0.92 and SrTiO3. PLD was performed in a custom-made
system (AOV Ltd., Tokyo, Japan) equipped with a resistive heater and a multi-
target carousel. Thermal contact between substrate and heater was achieved with
gold paste and the heater was set at 700°C. This should have provided better heat
transfer to the substrate than the clip-based system used in Chapter 4. All samples
were deposited in 5 Pa of research grade oxygen with a 75 mm target to substrate
distance. In-situ reflection high energy electron diffraction (RHEED) was used
to monitor growth quality and showed some evidence of a 3-dimensional growth
mechanism.
A KrF excimer laser (Coherent Lambda Physik GmbH) was used with a wave-
length of 248 nm and a frequency of 2–5 Hz. The fluence at the target surface was
measured at approximately 60 J cm−2 (5×5 mm spot). Deposition rates of CeO2
and 8YSZ were calibrated using X-ray reflectivity (XRR) at about 0.45 A˚/shot
and 0.13 A˚/shot for CeO2 and YSZ, respectively. The XRR results for thin films
of CeO2 and YSZ is shown in Fig. 5.1.
Samples were produced with the structure n(CeO2 | YSZ) | CeO2 | STO | MgO
with n ranging between 2 and 30. The total thickness of the film (excluding STO
buffer layer of approximately 10 nm) was kept constant at approximately 300
nm and YSZ and CeO2 layer thicknesses were equal. A summary of the samples
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Figure 5.1.: XRR measurements of single thin films of CeO2 and YSZ, courtesy
of D. Pergolesi
produced and the associated labels, used throughout this chapter, is presented in
Table 5.1.
Table 5.1.: The structure of the 5 samples produced
Sample n Bilayer thickness / nm Number of interfaces
A 2 120 4
B 4 70 8
C 8 35 16
D 16 18 32
E 30 10 60
5.2. X-Ray Diffraction Measurements
X-ray diffraction (XRD) was utilised to investigate the epitaxial orientation and
crystalline quality of the samples. Fig. 5.2 shows the θ–2θ scans in the range of
25–50° for all 5 multilayered samples. All samples showed epitaxial orientation
with the substrate. In samples A, B and C (002) peaks can clearly be seen for
8YSZ and CeO2, as labelled. Beginning in sample C one can see the beginnings
of superlattice modulations due to interference effects. In the thinnest layers
(sample E) only the average structure peak and surrounding satellite peaks are
visible. The very sharp, well-defined satellite peaks indicate high quality interfaces
between the layers.
The relative position of the satellite peaks allows the thickness (Λ) of each
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Figure 5.2.: XRD patterns of the 5 CeO2/YSZ samples (A-E) in the range 25–50°
2θ, courtesy of D. Pergolesi
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bilayer to be calculated using
Λ = nλ2 sin θn − 2 sin θ0 , (5.1)
where n is the order of the satellite peak, λ, the X-ray wavelength (in this case Cu
Kα = 1.540 A˚), θn, the position of the satellite peak and θ0 that of the superlattice
peak. For the case of sample E this calculation results in Λ = 97.5 A˚ which is
in good agreement with the target of 100 A˚, indicating correct deposition rate
calibration.
In order to investigate the second epitaxial orientation, azimuthal scans were
performed around the φ-axis. These results are shown for sample D in Fig. 5.3.
Due to the 45° rotation between the STO and CeO2 (111) peaks the orientation
was seen to be equivalent to that reported by Sanna et al. [155] and discussed
earlier. FWHM of the φ peaks were slightly larger for the YSZ than the CeO2
films indicating somewhat more mosaicity, consistent with transmission electron
microscopy (TEM) studies discussed later. They are, however, still low, indicating
excellent epitaxy in all samples.
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Figure 5.3.: Example azimuthal (φ) scans on the (111) peaks of the CeO2 and
8YSZ films, the STO buffer layer and the MgO substrate, in this case
of sample D. Inset in (a) and (b) are expanded φ peaks indicating the
FWHM (intensity is on a square root scale)
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5.3. Transmission Electron Microscopy (TEM)
High resolution transmission electron microscopy (HRTEM) was performed in
order to investigate the local microstructural features of the samples. This was
performed on a Tecnai F20ST (FEI Co., USA) electron microscope equipped with
a high angle annular dark field (HAADF) detector and operated at an accelerating
voltage of 200 kV.
Figure 5.4a and b show typical HAADF and high resolution scanning transmis-
sion electron microscopy (HR-STEM) micrographs of a heterostructure, in this
case sample E, featuring the thinnest layers. The 8YSZ and CeO2 layers appear
20 nm
YSZ CeO2
STO
MgO
[001]
(a) (b)
5 nm
[001]
YSZ
Figure 5.4.: HAADF image of sample E along direction [110] (a) and a corre-
sponding HR-STEM image of the layers (b)
to be well defined and largely continuous1 along with the STO buffer layer. In
these images the CeO2 layers show the higher brightness due to the Z dependent
contrast. Selected area electron diffraction (SAED) patterns acquired in various
regions revealed a level of mosaicity with a range of crystallographic tilts of ±2.5°
with respect to the [001] direction of the substrate. This was mainly observed in
the YSZ layers which is consistent with the wider φ peaks seen in azimuthal XRD
scans.
Average thicknesses of the layers in sample E were determined to be approxi-
mately 4.5 and 6 nm for the CeO2 and YSZ layers, respectively. This is in good
overall agreement with the 5 nm target thickness, however indicates that the de-
position rate was not exactly as calibrated. This thickness ratio agrees well with
that obtained from secondary ion mass spectrometry (SIMS) depth profiles, dis-
cussed later (Section 5.5). The interfacial roughness is approximately 1 nm. This
value is also similar to the roughness value extracted from SIMS depth profile
1the appearance of a lack of continuity may arise from instrumentation/sample preparation
effects
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fitting.
No evidence of grain separation was found in the films with the exception of a
few locations close to the STO buffer layer. An example of this is shown in Fig.
5.5a. These grains rarely extended beyond the first YSZ layer and investigating
5 nm
(a)
(c)
(c) (b)
(b)
111
002
111
111
002111
MgO
STO
CeO2
YSZ
CeO2
YSZ
Figure 5.5.: HAADF image of a misoriented grain (dashed outline) (a) together
with FFT patterns from the regions highlighted in the dominant
structure (b) and the misoriented grain (c)
the fast Fourier transform (FFT) patterns shown in Fig. 5.5b and c indicate a 45°
rotation between structure of the majority of the film and the misoriented grain.
The appearance of these grains was related to local roughness or defects in the
STO layer, as can be seen in Fig. 5.5a.
The theoretical simulation by Sayle et al. [77], discussed in Chapter 2, reported
the amorphisation and recrystallisation of a 6.7 mol% YSZ1 | CeO2 heterostructure
and showed a polycrystalline intermediate microstructure that evolved toward an
epitaxial structure with annealing. The misoriented grains seen in these HRTEM
studies show a strong resemblance to those reported (Fig. 4 in Sayle et al.)
In addition to the misoriented grains, a few local structural defects were seen.
Examples of these are shown in Fig. 5.6. These were all induced by local inho-
mogeneity in the STO buffer layer and included a lack of layer flatness around
protuberances in the STO, as seen in Fig. 5.6a, and inhomogeneity in the layer
thickness, as shown in Fig. 5.6b, which was associated with a concave feature in
the STO. These structural defects had no effect on the microstructure or crystal-
lographic orientation.
All of the defects mentioned showed very low density and were completely
isolated. There was also a significant smoothing/disappearance of these features
1while 6.7 mol% Y does not typically stabilise ZrO2 in the cubic fluorite phase Sayle et al.
reported it to in this simulation work
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YSZ
CeO2
CeO2
20 nm
STO
MgO[001]20 nm
STO
MgO[001]
(a) (b)
Figure 5.6.: HAADF images of example local defects in the film structures: (a)
non-flat region caused by protuberant STO in sample E (b) inhomo-
geneity in the thickness in sample D
with distance from the substrate.
Using geometric phase analysis (GPA) [157] the presence of strain in the layers
was confirmed. Digital processing of experimental HRTEM images using the GPA
method was performed in Digital Micrograph [158]. The HRTEM micrograph and
corresponding maps of the distribution of the strains xx and yy1 are given in Fig.
5.7. The lattice parameters used for this analysis were aCeO2 = 5.41A˚ and a8YSZ =
(a) (b) (c)
5 nm 5 nm 5 nm
YSZ
YSZ
CeO2
CeO2
CeO2
YSZ
YSZ
CeO2
CeO2
CeO2
Figure 5.7.: Bright field HRTEM image of layers in sample E (a) with the cor-
responding GPA strain maps of xx (b) and yy (c), dislocations are
marked with circles, grey levels arise from the shift between undis-
torted and real fringes
5.14A˚. These strain maps show that both the YSZ and CeO2 layers were non-
uniformly distorted in both directions from 0–5%, the latter being approximately
the misfit between the two bulk lattices.
Misfit dislocations have been reported in experimental work as the primary
method of accommodating the lattice mismatch between CeO2 and YSZ (7 and
8 mol%) [159, 160]. Dislocations are expected to appear to relieve the mismatch
of an 8YSZ | CeO2 interface with a regular spacing of approximately 7 nm, in
1strains equivalent to the stress components introduced in Fig. 2.33 (p. 62)
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a similar fashion to that reported by Sayle et al. [77]. This would result in a
reduction of the strain from 5.1 down to 0.7%. A regular array of dislocations
with ±3.9 nm spacing was seen in 8YSZ | CeO2 bilayers grown on (001)-oriented
silicon by Chen et al. [159] while a spacing of ±3.3 nm was reported in CeO2 films
grown on (001)-oriented single crystal 7YSZ by molecular beam epitaxy (MBE)
by Wang et al. [160].
Analysis of a range of areas in sample E resulted in a calculated average spac-
ing of between 6 and 7nm. This value is close to that predicted by theoretical
simulation [77] but almost double that reported in literature for similar structures
[159, 160]. The dislocations in the samples in this work are, however, not as reg-
ular as others reported, possibly due to the interfacial roughness preventing the
formation of regular arrays.
5.4. Electrochemical Impedance Spectroscopy (EIS)
The experimental details for all EIS measurements are given in Section 3.3.3.
Data was collected over a range of temperature set points from 400–800°C at
50°C increments followed by a ramp down from 800–400°C, remeasuring at the
same temperatures. For brevity, impedance data will be given at 400, 600 and
800°C. As samples in this chapter all show notable change after being heated to
800°C the data will be plotted for measurements taken before and after, at 400
and 600°C.
Prior to introducing the results from the multilayered samples it is important
to eliminate the SrTiO3 buffer layer as a source of possible conductivity enhance-
ment. An MgO substrate with a 10 nm STO layer, equivalent to the buffer layer
used in all samples, was measured and resulted in a conductivity1 greater than 2
orders of magnitude lower than bulk 8YSZ.
Temperatures listed for all measurements are the furnace set points used in the
experiment. When conductivity is calculated and plotted on a log conductivity
against reciprocal temperature scale, temperature measurements are used from
the thermocouple adjacent to the sample.
5.4.1. Sample A: 2 YSZ layers, 60 nm each
The first to be reported is sample A which consists of 2 bilayers: 2([60nm]CeO2
| [60nm]YSZ) | [60nm]CeO2 | [10nm]SrTiO3 | MgO. The impedance results are
1σ700° = 10−4 S cm−1 (sample could only be measured at high temperature due to the
measurement range of the instrument)
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plotted at representative temperatures of 400, 600 and 800°C in Fig. 5.8.
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Figure 5.8.: Nyquist (left) and Bode (right) plots of the impedance response of
sample A at 400°C (a), 600°C (b) and 800°C (c) open symbols are
measurements during the ramp down
First the measurements taken during the ramp up to 800°C will be considered.
The measurement at 400°C (Fig. 5.8a) is very similar to the majority of spectra
reported in Chapter 4. That is, it features a high frequency arc with a low
frequency ‘tail’. This arc can be fit with an RQ component with a capacitance of
∼5× 10−13 F which, as demonstrated by the calculation performed previously in
Eq. 4.3 (p. 120), can be attributed to the sample behaviour, dominated by the
capacitance of the MgO substrate.
When the temperature rises to 600°C (Fig. 5.8b) the response is almost identical
except for the magnitude, as expected. A significant change occurs by the time
the temperature reaches 800°C (Fig. 5.8c). The second response, which was seen
at lower temperatures as a tail almost fully incorporated in the high frequency arc,
has separated in response time. Fitting this spectrum with two RQ components in
series allows a good fit, with the second response having a capacitance of 10−11 F.
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The separation of this component may be due to the formation of a significant
number of defects in the film.
Upon decreasing the temperature back to 600°C (Fig. 5.8b) this component
remains separated from the high frequency component, indicating that this change
is not reversible. The capacitance of this second arc also rises to ∼10−10 F. A
small shift in the peak frequency of the high frequency arc can also be seen, in
the Bode plot on the right, between the measurement before and after the 800°C
hold.
On returning to 400°C the resistance of the high frequency arc has more than
tripled. The low frequency secondary arc, still present at 450°C, would be beyond
the measured frequency range at this temperature. Further measurement of the
sample with new electrodes resulted in no further change in characteristics and
most notably, no return to the behaviour seen prior to the 800°C hold.
5.4.2. Sample B: 4 YSZ layers, 35 nm each
The second to be discussed is sample B which consists of 4 bilayers: 4([35nm]CeO2
| [35nm]YSZ) | [35nm]CeO2 | [10nm]SrTiO3 | MgO. The impedance results are
plotted at representative temperatures of 400, 600 and 800°C in Fig. 5.9.
First the measurements taken during the ramp up to 800°C will be considered.
The measurement at 400°C (Fig. 5.8a) is one of the most symmetrical, non-
depressed impedance arcs recorded in any thin film sample. This is quite a contrast
from the depressed arc seen in sample A. This indicates a very high quality film
with only one conduction process. Fitting of this response can be achieved with
an RQ equivalent circuit where n (discussed in Eq. 3.13, p. 81) is greater than
0.98 which allows simplification to an RC component. Capacitance is again ∼5×
10−13 F and the arc is thus attributed to the sample response. Noise in the signal
is the result of the high resistance of the sample which had somewhat larger
electrode separation than that typically used.
No changes in response characteristics were observed for any measurement up
to 800°C or on the ramp down, other than a slight increase in resistance. This
was, however, seen to disappear upon remeasuring with new contacts, indicating
that this is a contact degradation related effect.
5.4.3. Sample C: 8 YSZ layers, 17.5 nm each
The third sample to be discussed is sample C which consists of 8 bilayers: 8([17.5nm]CeO2
| [17.5nm]YSZ) | [17.5nm]CeO2 | [10nm]SrTiO3 |MgO. The impedance results are
plotted at representative temperatures of 400, 600 and 800°C in Fig. 5.10.
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Figure 5.9.: Nyquist (left) and Bode (right) plots of the impedance response of
sample B at 400°C (a), 600°C (b) and 800°C (c) open symbols are
measurements during the ramp down
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Figure 5.10.: Nyquist (left) and Bode (right) plots of the impedance response of
sample C at 400°C (a), 600°C (b) and 800°C (c) open symbols are
measurements during the ramp down
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In this sample the response is, once again, a single semicircle which is slightly
depressed. As the temperature rises to 600 and then 800°C the range of time con-
stants increases, resulting in the incomplete separation of 2 components at 800°C.
This can be fitted using two RQ components in series with the first featuring the
same capacitance as all previous high frequency arcs (∼5×10−13 F) and the lower
frequency arc having a capacitance of 10−11 F. This is similar to the response seen
after the 800°C hold in sample A.
Upon reducing the temperature to 600°C the response seems to remain primarily
the same with a slight change in resistance. Further reduction in temperature to
400°C, however, results in a significant change in resistance with a greater than
4 fold increase. This is similar to the effect seen in sample A and is, again, still
present when the electrodes are reapplied and the sample remeasured.
5.4.4. Sample D: 16 YSZ layers, 9 nm each
The last sample to be discussed is sample D which consists of 16 bilayers: 16([9nm]CeO2
| [9nm]YSZ) | [9nm]CeO2 | [10nm]SrTiO3 | MgO. The impedance results are plot-
ted at representative temperatures of 400, 600 and 800°C in Fig. 5.11.
In this sample the response is, yet again, a single semicircle, which at 400°C is
highly symmetrical and can be fitted with a single RC component. The capaci-
tance of this arc is ∼5× 10−13 F which can be attributed to the sample response,
as discussed previously. As the temperature rises to 600°C the single RC response
remains, in a similar manner to the behaviour seen in sample B. When the sample
is further heated to 800°C this behaviour changes with a second, lower frequency
component becoming visible which can be fit to an additional RQ component
giving a capacitance of 10−11 F which is similar to the behaviour seen in samples
A and C.
Upon cooling the sample this lower frequency arc remains however does not
result in a significant change in the overall resistance attributed to the sample.
This is very different from samples A and C and is closer in behaviour to sample
B.
5.4.5. Conductivity Summary
In addition to the measurements reported for samples A–D, sample E was mea-
sured by Dr. Emiliana Fabbri using a VMP3 multichannel potentiostat (Bio-Logic
SAS, France) between 400–700°C and 1 MHz–100 mHz. Contact was made with 2
parallel Ti-Pt electrodes deposited on the film surface with a separation distance
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Figure 5.11.: Nyquist (left) and Bode (right) plots of the impedance response of
sample D at 400°C (a), 600°C (b) and 800°C (c) open symbols are
measurements during the ramp down
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of 1 mm by Pt paste. The electrodes were deposited using electron beam deposi-
tion at room temperature in ∼5× 10−5 Pa and consisted of 10 nm of Ti and 100
nm of Pt.
The conductivity for all samples is calculated, as discussed in Chapter 3, from
the total resistance attributed to the sample (R), the thickness of the total YSZ
content of the samples as calibrated from XRR measurements (t), as well as the
distance between electrodes (l) and the sample width (w) using the following
equation,
σ = l
Rwt
. (5.2)
The conductivity determined for all 5 samples is plotted in Fig. 5.12 together
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Figure 5.12.: Conductivities extracted from R values in fittings of the 5 measured
samples in this series (A–E), Y-doped zirconia single crystal data is
included with a range of YO1.5 contents (indicated) for comparison
[161]
with a selection of single crystal yttria-doped zirconia conductivity data extrapo-
lated from Ikeda et al. [161].
The conductivity of the samples seem to fall in 2 different categories. Samples
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B, D and E show conductivity with an activation energy of ∼1.1 eV with no
difference seen between the ramp up and the ramp down. This is very close to
what is expected for 8YSZ (atomic % of yttrium: 14.8%) which is very close to
the transition between a zirconia stabilised in the cubic phase and a partially
stabilised zirconia with mixed tetragonal and cubic phases. The remaining two
samples, A and C, show a transition on the ramp up between a low activation
energy of 0.7–0.8 eV and a high activation energy of 1.2 eV. During the ramp down
the behaviour remains linear and maintains an activation energy of 1.2 eV to the
lowest temperature measured. In both samples this change was non-reversible.
In order to compare activation energy with that of fully and partially stabilised
zirconias from Ikeda et al. [161] the activation energies of the slopes indicated
in Fig. 5.12 are plotted on a graph of activation energy of conductivity against
yttrium dopant level in Fig. 5.13. As noted before, samples B, D and E show an
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Figure 5.13.: Activation energy of conduction against mol % YO1.5 content (data
from [161]) with those from this work indicated on the right
activation energy almost identical to that of the 15 % YO1.5 zirconia indicating
minimal change from bulk behaviour. Samples A and C, however, show an acti-
vation energy at low temperature which is lower than a 4 atomic % YSZ single
crystal and closer to that of a doped ceria (0.78 eV for SDC20 [14]). At this low
dopant level the structure is almost fully tetragonal. While this doesn’t neces-
sarily imply that these films are also tetragonal in structure it does highlight the
variation in activation energy in zirconias. There is therefore a distinct possibility
that the films in these samples are stabilised in a distorted structure which is
not possible to detect by the XRD measurements performed. After raising the
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temperature to above 500–600°C the activation energy becomes closer to that of
a fully cubic stabilised zirconia but is slightly higher than that seen in the three
other samples indicating a distinct difference in behaviour. As this change in be-
haviour is non-reversible it is surprising that the electrode sintering hold at 700
°C for 2 hours did not cause the change, unless the furnace used was extremely
poorly calibrated.
Other than the changes in activation energy seen, the samples show very little
variation from the expected values and no evident trend in conductivity with
interfacial density. This is shown by plotting the conductivity of each sample at
400, 600 and 800 °C against the number of CeO2/8YSZ bilayers in Fig. 5.14. The
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Figure 5.14.: Conductivity (log(σT )) against the number of bilayers for each sam-
ple at 400 (a), 600 (b) and 800 °C (c)
only general trend is a slight decrease in conductivity with the number of layers.
While this decrease is more significant than anything in the previous chapter it is
still on a very small scale.
5.5. Compositional Depth Profiles by SIMS
Secondary ion mass spectrometry (SIMS) was utilised in order to investigate com-
positional depth profiles to compare the structure, layer interdiffusion, film con-
tamination and interfacial sharpness of the multilayered structures. Depth profil-
ing was performed on samples A–D in this series. These analyses were performed
by time of flight secondary ion mass spectrometry (ToF-SIMS) on the TOF.SIMS5
instrument (ION-TOF GmbH, Germany) discussed in Section 3.5.
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5.5.1. Depth Resolution Determination and Modelling
At this point it is advantageous to discuss and define parameters of depth resolu-
tion. There are three features which can be quantified in order to compare depth
profiles, the slope of the leading edge and that of the trailing edge and the FWHM
of the peak. In SIMS the maximum intensity of the signal (Imax) is dependent
on a large number of factors making it very difficult to quantify [132]. A typical
SIMS depth profile of a delta layer and its features are shown in Fig. 5.15. Both
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Figure 5.15.: A hypothetical SIMS depth profile of a delta layer, the nm/decade
measurements of leading (λl) and trailing (λt) edges are indicated
along with the 16–84% depth resolution definition (λl2), the peak
FWHM and the peak intensity, Imax
the leading and trailing edges can be seen to be exponential in nature as they
appear approximately linear on a logarithmic intensity scale.
The edge parameters is quantified in a range of ways in literature:
i. The depth over which the signal increases (leading) or decreases (trailing)
by a decade. These are indicated in Fig. 5.15 as λl and λt and have the
units of nm/decade
ii. The depth between the signal at intensities of 16 and 84 % of the maximum,
Imax, indicated on the leading edge as λl2 in Fig. 5.15
iii. The depth over which the signal increases (leading) or decreases (trailing)
by a factor of 1/e of it’s original value
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In this work depth resolutions of both the leading (λl) and trailing (λt) edges
will be calculated using definition i., the depth of a change in intensity of a decade.
This was used for several reasons including ease of slope determination due to the
fitting of slopes to a linear regression fitting and subsequent slope value extraction.
In addition, the data often included noise that might cause significant error in
measured depth values using the 16–84 % method.
Depth resolution (∆z) is composed of a number of contributions, many of which
are summarised by Hofman et al. [162] in Eq. 5.3,
∆z =
(
∆z20 + ∆z2s + ∆z2m + ∆z2λ + ∆z2r + ∆z2i + · · ·
)1/2
, (5.3)
which includes the inherent lateral inhomogeneity of the depth distribution1, ∆z0,
the surface roughening by sputtering statistics, ∆zs, the atomic mixing, ∆zm, the
information depth (as shown in Fig. 3.28, p. 99), ∆zλ, the ion-beam induced
roughening, ∆zr, and the inhomogeneous ion beam intensity, ∆zi. After sputter-
ing a few nanometres and achieving an equilibrium state ∆zs, ∆zm and ∆zλ are
typically constant, however, ∆zr and ∆zi increase with sputtered depth.
To achieve high depth resolution it must be independent of sputtered depth
and is thus mainly dependent on atomic mixing, resulting in an asymmetrical
depth resolution function. The parameters have been quantified using a so called
MRI model which takes into account atomic mixing (M), surface roughness (R)
and information depth (I), first developed in the late 1980s [162]. Atomic mixing
is characterised by an exponential term with a characteristic mixing length, w,
surface roughness by a Gaussian term with standard deviation σ and information
depth by an exponential term with a mean escape depth of λ. These are shown
by Eqs. 5.4–5.6 [163]2.
g(w) = exp
(
−z − z0 + w
w
)
(5.4)
g(σ) = 1√
2piσ
exp
(
−(z − z0)
2
2σ2
)
(5.5)
g(λ) = exp
(
−z − z0
λ
)
(5.6)
In this work a cerium and a zirconium containing signal from each analysis
have been fitted to this MRI model using COMPRO 10 [164] and a custom writ-
ten MATLAB [137] script, used to convert SIMS data to the ISO14976 standard
1includes both roughness and interfacial width
2for extensive details of the model refer to Hofman [163]
191
Chapter 5. Multilayers - The Ceria/Yttria Stabilised Zirconia System
format. The information depth parameter, λ, is constant in SIMS and is approxi-
mately 1-2 monolayers in ToF-SIMS analyses such as these [165] therefore a value
of 0.4 nm was used throughout these fittings. It is important to note that the
model assumes constant ion-beam induced roughness (the previously introduced
∆zr and ∆zi contributions to depth resolution) and thus deviations from this
model with depth are contributed by these factors.
5.5.2. Depth Profile Analyses
In order to achieve sufficient depth resolution to investigate films with thickness
down to 9 nm a low energy sputter beam is desired to reduce both the atomic
mixing and surface roughness factors. While this would typically result in the
choice of a Cs+ beam with ∼100 eV energy this was found to lead to extremely
long analysis times (on the order of hours to sputter through tens of nanometres).
This is partially due to the low sputter rate of dense ceramic materials such as
YSZ and CeO2 as well as their insulating nature, resulting in the need to use
non-interlaced sputtering and analysis with a pause in between each cycle, and
the large sputter areas used to ensure the analysed regions are within the flattest
central region of the crater.
A suitable compromise was obtained by setting the Cs+ sputter beam to an
energy of 2 keV in all analyses in this chapter. This beam was rastered over a
region of 500×500 µm with the Bi+ beam, set to 25 keV with a low dose, rastered
using a random pattern over an analysis region of 100 × 100 µm, centred in the
crater. The analysis was performed in high current bunched mode (HCBM) and
positive ions were collected as this provides greater sensitivity to matrix species,
as discussed in Section 3.5. The sputter and analysis beams were non-interlaced
with 1 s of analysis followed by 0.5 s pause.
Unlike the depth profile discussed in Chapter 4 where separate sputter rate
calibrations were required due to the large MgO capping layer all samples in this
chapter used a single calibration determined from the final crater depth measured
by optical interferometry. Estimated sputter rate ratios can be calculated using
SRIM (Stopping and Range of Ions in Matter) [166] a piece of code originally
written in 1983 but continuously updated which uses the Monte Carlo method to
simulate a large number of ions bombarding a target of known density and chemi-
cal composition with one or more layers. Calculated densities and stoichiometries
of the 8YSZ and CeO2 layers1 can be used together with the Cs+ beam parame-
1ρYSZ = 6.1 gcm−3, ρCeO2 = 7.2 gcm
−3
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ters1 in order to simulate a large number (>5000) of ion bombardments.
Sputter rates were determined for 5000 Cs+ ion bombardments to be 7.25
atoms/ion and 8.43 atoms/ion for YSZ and CeO2, respectively. These values
are close, however they give a ratio of 1:1.16 between the two layers. This means
that the same thickness of YSZ on a sputter time scale will appear to be 1.16
times as thick.
The SIMS depth profiles through samples A–D are represented by projecting the
3-dimensional analysis data onto the YZ plane of each analysis, using MATLAB
[137], in Fig. 5.16. These are reproduced in a larger size along with ion images
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Figure 5.16.: Ion image of samples A–D projected on the YZ plane of signals
representative of each layer
for other species of interest in each analysis in Appendix A.3.
1beam energy = 2 keV, angle of incidence = 45°
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For each sample a depth profile was obtained by summing the total number
of counts at each depth for each mass of interest. The depth profile of Sample
C is shown in Fig. 5.17 together with the leading and trailing edge values, Fig.
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Figure 5.17.: Depth profile following the positive matrix signals through sample
C (a) and the slopes of the leading (b) and trailing (c) edges in
nm/decade
5.17b and c, respectively, determined from the depth taken to increase or decrease
intensity by one decade, at the position of 50% maximum intensity on the slope
being measured. Depth profiles of samples A, B and D are shown in Appendix
A.4.
All depth profiles show exceptional quality indicating that surface flatness ex-
tends over a long range (100 µm) and that interfaces are sharp. In order to sum-
marise the significant quantity of data that is available from the depth profiles
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it is useful to indicate some features that are either unexpected or vary between
the samples. These are isolated and shown in Fig. 5.18 and include the leading
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Figure 5.18.: Comparison of features of interest in the depth profiles of the 4
samples A–D: (a) the second Ce+ peak from the sample surface, (b)
Y and Zr contamination in the STO buffer layer, (c) the first ZrO+
peak from the sample surfaces and (d) the Mg+ signal upon reaching
the substrate interface
and trailing edge intensity spikes of the CeO+ peaks, the Y, and occasional Zr,
contamination in the STO buffer layer, the characteristic ZrO+ peaks and the
Mg+ signal from the substrate.
The first feature of interest, and possibly the most unusual, is the intensity
spiking at the leading and trailing edges of the Ce+ and CeO+ signal. This
can be seen for all samples at an arbitrary intensity offset in Fig. 5.18a. This
195
Chapter 5. Multilayers - The Ceria/Yttria Stabilised Zirconia System
is very similar to the response seen in the SIMS depth profile reported in the
SDC/CeO2 sample in Fig. 4.25 (p. 135) although in this sample the effect is
much more pronounced. In this earlier sample electron energy loss spectroscopy
(EELS) analysis showed a significant proportion of reduced cerium (CeIII). This
might suggest that these samples have similar ceria layers. In all samples, as well
as that from Chapter 4, this higher intensity peak appears in the first ∼5 nm of
the leading edge. Following this comes a plateau region at approximately half the
signal intensity of the previous peak. At the trailing edge a sharp drop in overall
counts is seen in some samples, namely B and D, and not in others, before a rise
to almost the height of the initial peak at the trailing edge. These features might
indicate an interfacial layer with reduced ceria and significant oxygen depletion as
this would cause a significant change in ion yield. In addition, investigation of the
layer thicknesses and sputter rate ratios, discussed later, as well as lateral diffusion
measurements in Sample D, reported in Section 5.6 agrees with this explanation.
The second feature, shown in Fig. 5.18b, is the contamination of the STO
layer by yttrium and, to a lesser extent, zirconium. The indicated signals show a
significant level of yttrium in the buffer layer but not in the intermediate CeO2
layer. This is unexpected as yttrium is a commonly used dopant in ceria, in fact it
was even used as such in the previous chapter, and is therefore easily accepted into
the typically fluorite structure. This suggests that the yttrium in the buffer layer
did not originate in the first deposited YSZ layer and migrate through the CeO2,
in which case a diffusion profile would be expected, but did instead originate
elsewhere. Two possibilities exist to explain this; the first being that the sample
chamber is contaminated with yttrium and the STO buffer acts as a getter or
that the STO target is contaminated with low levels of yttrium. In addition to
the yttrium samples A and B feature a small amount of zirconium.
The slight rise in the trailing edge of all yttrium and zirconium containing
signals, Fig. 5.18c, show strikingly similarity across all samples. The cause of
this may be purely through changes in the equilibrium condition of the analysis
or possibly a gradual variation in density. Unfortunately this is very difficult to
determine. In addition to this the Mg+ signal from the substrate is plotted in
Fig. 5.18d showing the differences in the achieved charge compensation for all
samples. Sample C is the only one where this was fully achieved and sample B is
the worst, with several orders of magnitude decrease in signal intensity.
Fig. 5.19 gives the average values for the leading and trailing slopes of the
different signals in all depth profiles against the number of YSZ layers in the
corresponding structure. While trends are hard to extract from this plot there is
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Figure 5.19.: Average values for leading and trailing edge slopes (in nm/decade)
for each species
the expected increase in slope value between the leading and trailing edges and it
is also clear that the leading edges are worse in samples B and D than in samples
A and C.
In all samples sputter rate calibration gives good agreement with the target total
thickness of 300 nm, however the FWHM values of the YSZ and CeO2 layers differ
from their target values. As discussed earlier a discrepancy is to be expected due
to different sputter rates which, as calculated by SRIM, should result in a ratio
of 1.16, YSZ to CeO2 thickness. Comparison of this with the achieved ratio for
each sample is shown in Fig. 5.20 against reciprocal layer thickness (proportional
to interfacial density).
As can be seen the ratio of the YSZ to CeO2 thicknesses show a trend towards
lower value with films with thinner target thicknesses. While this may be inter-
preted as a failing in the deposition rate calibrations this trend with layer thickness
indicates that this may be due to another feature of the films. If assumptions are
made that the actual thickness ratio is the same as that seen in TEM studies (4.5
and 6 nm, CeO2 and YSZ, respectively) and that the peaks seen in the cerium
containing signals at interfaces are due to a structural change such as depletion
of oxygen and hence lower density, a model can be produced.
As density has a large effect on sputter rate [132] the interfacially adjacent
region can be assumed to be significantly different (lower sputter rate with lower
density). Estimation from depth profiles provides a thickness of this region in the
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Figure 5.20.: Ratio of YSZ:CeO2 thicknesses determined from SIMS measure-
ments against target YSZ layer thickness
CeO2 of approximately 5 nm, as discussed earlier. By fixing the sputter rate of
YSZ at an arbitrary value that of the two other regions (CeO2 ‘bulk’ and interface
adjacent ceria) can be manipulated to provide optimal fit to the experimental data.
This model, using sputter rates of 1.3 and 0.55 times that of YSZ in the CeO2
bulk and interface, is plotted with the experimental data in Fig. 5.20. This model
is seen to produce excellent fit considering the number of variables that may vary
between analyses and the presence of a significantly reduced ceria layer agrees
with the discovery of fast ion conduction in the CeO2 layers, discussed later.
5.5.3. Fitting Depth Profiles to the MRI Model
Fitting the depth profiles of samples A–D to the MRI model using COMPRO al-
lows deconvolution of the profile and determination of the characteristic functions
of atomic mixing (w) and interface roughness (σ) (information depth was set to
0.4 nm, as discussed earlier). This was performed on the CeO+ and YO+ signals
as these were the most intense representations of each layer in the structure. The
fitting and subsequent deconvolution of the depth profile through Sample C, pre-
viously shown in Fig. 5.17, is shown in Fig. 5.21. The fitting of the profiles of
Samples A, B and D are presented in Appendix A.5.
In all cases the MRI model provides an excellent fit to the depth profile data with
layer deconvolution revealing little overlap and thus good agreement with reality.
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Figure 5.21.: CeO+ (a) and ZrO+ (b) measured profiles (open squares) through
sample C and their respective MRI fittings (lines) together with the
combined, deconvolved profiles (c)
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Variations from the model, such as that in the interlayer troughs in Sample B
(Fig. A.13, p. 276), can be assumed to be features of the film. In the case of
sample B there seems to be a greater degree of diffusion between layers although
this level is still small, given the logarithmic intensity scale.
Another feature which deviates from the model is the final trailing edge of the
CeO+ signal, at the STO interface, in all samples. This indicates that it is a
rougher interface than any between YSZ and CeO2, which agrees with the results
of the TEM studies revealing a number of structural defects in this location.
The characteristic parameters of the fitting are presented for each sample in
Table 5.2. In these extracted values it is clear that samples B and D have a
Table 5.2.: Values of the functions of the MRI model for fitting each sample’s
depth profile
Sample Roughness (σ) / nm Mixing (wCeO+) / nm wZrO+ / nm
A 0.74 2.32 2.98
B 0.91 2.14 1.93
C 0.75 1.74 2.05
D 0.95 1.22 1.59
higher level of roughness (σ) than that of samples A and C. It is interesting to
note that samples A and C were the two that showed the two distinct activation
energies in the conductivity determined by EIS while samples B and D showed
conductivity much closer in activation energy to single crystal 8YSZ. While the
values of these two ‘sets’ are slightly different they are both similar in scale to the
value of interfacial roughness estimated from HRTEM studies discussed earlier
which gives credence to the accuracy of the fitting.
While discussing the accuracy of the fitting it is also important to discuss the
other two parameters used. Atomic mixing (w) is dependant on the sputtering
Cs+ beam as this uses a significantly higher dose (or beam current) than the
analysis beam. In these analyses the beam energy was 2 keV and the incident
angle, 45°. Estimates of the ion range and hence ion beam induced mixing from
this can be calculated using SRIM (Stopping and Range of Ions in Matter) [166],
introduced earlier. Using calculated densities of YSZ (∼6.1 gcm−3) and CeO2
(∼7.2 gcm−3) together with their respective stoichiometries the simulation was
run with 99,999 ion collisions on a structure of 90 A˚ YSZ followed by 90 A˚ of
CeO2 as well as with the layers reversed (CeO2 as the top layer). The calculated
ion ranges were 23 A˚ and 22 A˚ for when the surface layer was YSZ and CeO2,
respectively. This correlates nicely with the fitted values of atomic mixing of
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approximately 2 nm seen in all analyses.
In summary, SIMS depth profiling has been used to characterise samples A–D
and has shown features which separate the samples into two groups: A and C
with extremely low interfacial roughness and no change in slope with sputtered
depth and B and D, featuring slightly higher interfacial roughness and a change
in slope values with sputtered depth.
5.6. Tracer Diffusion Measurements by IEDP and
SIMS
In order to analyse the nature of the charge carrier in the films the sample with
the thinnest resolvable films (sample D) was prepared as described in Section
3.5.4 and isotopically exchanged by the method described in Section 3.4.3. This
involved coating the sample with an oxygen-blocking gold layer of approximately
160 nm, scoring a trench through the gold and films and annealing the sample.
An initial anneal of approximately 24 hours was performed in an atmosphere of
high purity, 99.999%, natural isotopic abundance oxygen at 200 mbar, 482°C.
A second, exchange anneal was performed in an atmosphere of equivalent pO2
with high concentration of oxygen-18 for a much shorter period of ∼3450 s at the
same temperature of 482°C. The 18O concentration in the gas was measured by
oxidising a piece of silicon and analysing the resultant SIMS mass spectrum at
29.6%.
This experiment is designed to investigate lateral diffusion in the films from the
effective exchanged surface in the trench. The principles of this are illustrated in
Fig. 5.22. Analysing an area of the sample by ToF-SIMS produces a 3-dimensional
data set where the Y-axis is parallel to the trench and the X-axis is normal to it
and the Z-axis is the depth into the film. This is shown in Fig. 5.22b and c. This
data set is composed of square arrays of individual analyses, in this case 256×256,
at each depth. Each analysis is stored as an individual mass spectrum and the
integration of a single mass peak in this spectrum results in an intensity value.
This intensity value therefore represents the presence of that particular species in
3-dimensional space and has (x,y,z) coordinates in this system, effectively a voxel.
This data can be manipulated in many ways to investigate the distribution of
the species within the sample. While the data from each individual pixel can
be very noisy when dealing with materials with low concentrations, the statistics
can be improved by summing along certain axes. For example if a 1-dimensional
depth profile is desired, all the values on each X-Y plane can be summed. This is
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Figure 5.22.: (a) a schematic of the exchanged sample in the trench region (not
to scale), previously seen in Fig. 3.38 (p. 108) indicating the sur-
face available for oxygen exchange and the blocking effect of the
surface gold layer (b) the sample after the gold layer has been re-
moved with the analysis region indicated (c) a representation of the
3-dimensional dataset produced in the analysis which can then be
separated into layer type depending on depth (d) the resultant top-
down, xy plane, ion images showing the diffusion front which can be
summed along the y direction to give individual diffusion profiles
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the origin of the depth profiles presented in the previous section. Alternatively, if
a profile in the lateral, X direction is desired the value of the Y-Z planes can be
summed. This is how oxygen diffusion profiles in this section are calculated. Ion
images in this section as well as all others are produced by summing along the
axis that is out of the page.
While this has all been detailed previously in Section 3.5.2 it is especially im-
portant to reinforce for the complicated interpretation of the data reported here.
After the anneal, discussed previously, the gold capping layer was removed
by light abrasion with a cotton bud and subsequent cleaning in acetone in an
ultrasonic bath. This was required due to the adverse effect on the SIMS analysis
conditions with the change from conductive gold to insulating sample. In addition
the rougher surface of the gold would have been duplicated in the eventual crater,
and therefore analysis region, severely decreasing depth resolution.
The analysis reported was performed with a 2 keV Cs+ sputter beam (500×500
µm2) and 25 keV Bi+ analysis beam over an analysis region of 100 × 100 µm2
with 256 × 256 pixels. This is performed from the top surface of the films to
a depth of 122 nm, just over a third of the total film. While a greater depth
could have been achieved this was restricted due to time constraints of equipment
use. The subsequent crater depth was determined by optical interferometry with
no adjustment made for variation in the sputter rate between the two types of
material.
The analysis beam was operated in burst alignment mode with 7 pulses. The
analyser was set to collect negatives species for reasons discussed in Section 3.5.
Subsequent determination of peak intensity used solely the first 16O– peak, mul-
tiplied by 7, but all 7 18O– peaks to avoid issues with detector saturation.
Ion images produced from the analysis data showing both the plan view of the
X-Y plane and the side-on view of the X-Z plane are shown in Fig. 5.23 for the
molecular matrix signals. From the ion image of the X-Z plane one can see a clear
indication of where the trench cuts through the layers and that the region to the
right shows even, homogenous layers similar to those seen in the positive depth
profile analyses reported in the previous section.
Selecting just the region of the analysis indicated in Fig. 5.23 a profile through
the depth (Z-axis) can be achieved by summing along the other axes to give the
profile of this region. This is shown in Fig. 5.24b with the associated isotopic
ratio profile in Fig. 5.24a. In addition to this analysis another was performed with
identical parameters in a region away from the trench with the analyser collecting
positive species. This was to ensure no deviation from the structure measured
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Figure 5.23.: Ion images of the molecular matrix signals indicating the different
layers on both the X-Y (top) and X-Z (bottom) planes. Indicated
on all is the region used to generate the depth profiles seen in Fig.
5.24a and b.
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in the sample before analysis, reported in the previous section. The depth pro-
file from this analysis is reported in Fig. 5.24c and shows identical features to
those previously reported. In addition the signals show good correlation between
positive and negative species.
The most striking feature of the negative depth profile is that the leading and
trailing edge peaks are present in the CeO– signal as well as those of the positive
cerium containing species.
By comparing the compositional depth profiles with that of the isotopic ratio
one can see that there is significantly more 18O in the YSZ layers than in the
CeO2 layers.
Ion images can also be produced from both oxygen isotope signals, as shown
in Figs. 5.25a and b, and the value in each pixel can be normalised to produce
the isotopic fraction image. This is shown in Fig. 5.25c and clearly confirms the
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Figure 5.25.: Ion images of the O– (a) and 18O– (b) species with the isotopic ratio
(c)
isotopic distribution indicated by the depth profile of the layered region in Fig.
5.24a. The view of the X-Y plane also indicates that the diffusion front is even
and homogeneous indicating that the gold surface layer was effective in blocking
surface exchange. Due to the aspect ratio of the analysis (100 µm × 120 nm) even
the slightest pinholes in the gold layer would lead to effective 18O flooding in that
area of the film which was experienced in several analyses.
The most basic depth profile to obtain from this data is the lateral profile
through the entire analysis volume. This ignores any difference that may be
present between the layers, although we can already assume that there is, giving
the variation in isotopic fraction seen in the layers.
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The first step is to determine the effective surface in the exchange experiment.
This should be the edge of the trench however this is difficult to determine from
solely the MgO– line scan along the X axis, shown in Fig. 5.26a. Thus, as the ion
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Figure 5.26.: (a) line scans along the X axis of the MgO– signal along with the
YO– signal in the CeO2 layers and the CeO– signal in the YSZ layers,
trench region indicated, (b) X-Z and (c) X-Y ion images of the YO–
signal
images of the X-Z plane show the trench containing a mixed region with signals
from all layers, a line scan performed along a YSZ layer will have reached the
trench when a large cerium containing signal is found, and vice versa for the
CeO2 layers. To this end two such scans are plotted together with the total MgO–
line scan in Fig. 5.26a. The trench is determined to start where the signals jump
from background levels as indicated on the plot and representative ion images,
shown previously, of the YO– signal.
With the trench edge known, line scans of the 16O and 18O starting from this
point can be calculated and the isotopic ratio determined for each position. This
is then normalised to the annealing gas isotopic concentration (Cg) and the back-
ground concentration (Cbg) before being fit to Crank’s solution to Fick’s second
law, detailed in Eq. 3.24 (p. 94) using a linear least squares fitting in MATLAB
[137].
While the profile from this analysis does not return to background, an analysis
was performed through several layers in a region away from the trench (> 200 µm)
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Figure 5.27.: Diffusion profile and the fitting to Fick’s 2nd law for the total
analysis
which gave the isotopic concentration of approximately 0.2 %, the natural isotopic
abundance. The fitting gives a diffusion coefficient, D∗, of 3.14×10−9 cm2s−1 and
a surface exchange coefficient, k∗, of 1.48×10−8 cm s−1 with a goodness of fit (χ2)
of 0.01. While the inaccuracy of the edge determination renders surface exchange
coefficients highly inaccurate for studies of this type, the diffusion coefficient is
valid. Using the Nernst-Einstein equation introduced in Eq. 3.22 (p. 93),
σion =
z2i e
2cionDion
kT
, (5.7)
one can determine the ionic contribution of the oxygen migration to the conduc-
tivity. If the analysed volume is assumed to be entirely YSZ this results in a σion
of 1.76 × 10−3 S cm−1. This is approximately 5 times higher than the measured
conductivity of sample D and therefore the origin of this slight enhancement needs
to be established.
First the homogeneity of the diffusion profile must be investigated to ensure
that no pinholes have resulted in a raised section in the middle of the profile area.
In order to study this the 16O and 18O data in the region used for the profile
(to the right of the trench) was summed along the Z-axis in a similar manner
to that used to produce the X-Y ion images. The resultant datasets were then
in 2 coordinate (x,y) matrices, however visual representation of this data proved
ambiguous due to the high level of noise. The data was therefore binned through
207
Chapter 5. Multilayers - The Ceria/Yttria Stabilised Zirconia System
summation, to achieve a matrix of 20 × 20 intensity values. The isotopic ratio
determination was left until last in order to achieve optimal statistics. This data
is plotted as a 3-dimensional surface in Fig. 5.28 together with the background
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Figure 5.28.: Isotopic ratio against position in the X-Y plane
isotopic abundance (0.2 %). While the result is still highly noisy there is clearly
no individual region which has a significant rise in 18O levels.
With further data manipulation the individual layers can be extracted. The 3-
dimensional dataset can be split into slices on the Z axis representing the volume
of the different layers. This was represented schematically in Fig 5.22c. The
depths on the Z-axis at which to perform this slicing were derived from the depth
profile through the region to the side of the trench, this was shown in Fig. 5.25b,
on which the first YSZ and second CeO2 layers are indicated. In addition to these
distinct layer types, intermediate regions were also defined as the region between
where the leading edge of the next peak passed 33% of its maximum value and
where the trailing edge of the previous peak dropped past 33% of its maximum.
These demarcations are indicated, later, in Fig. 5.30c.
Individually summing the 16O and 18O intensities for each layer type (CeO2,
YSZ and ‘inter’) diffusion profiles can be extracted and fit in the same manner
as that of the total analysis volume earlier. These three profiles and the achieved
fittings are plotted in Fig. 5.29. The results of these fittings, including the
diffusion coefficient (D∗), surface exchange coefficient (k∗) and the goodness of fit
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Figure 5.29.: Lateral diffusion profiles in combined CeO2 (a), YSZ (b) and mixed
intermediate layer (c) and a comparison of the 3 fitted profiles (d)
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(χ2), are presented in Table 5.3.
Table 5.3.: Results of fitting the diffusion profiles shown in Fig. 5.29 to Fick’s 2nd
law
Layer type D∗ / cm2s−1 k∗ / cm s−1 χ2
CeO2 4.13× 10−9 1.24× 10−8 0.04
inter-layer 3.24× 10−9 1.66× 10−8 0.03
YSZ 3.00× 10−9 2.02× 10−8 0.05
Once again the absolute scale of these k∗ values can be disregarded due to the
inaccuracy of surface determination. The diffusion coefficient, D∗, however, shows
something very unexpected. It is higher for the CeO2, assumed to be nominally
insulating, than the well known oxygen ion conductor YSZ. In order to establish
that these values are representative of all layers of the same type it was possible to
perform the same procedure on each individual layer. While the counting statistics
are fairly poor when using such a low number of counts this can nevertheless give
a good idea of if there are any outlying points giving this high ceria conductivity.
The surface exchange and diffusion coefficients for each layer are plotted along
with the depth profile presented earlier (Fig. 5.25b) in Fig. 5.30.
The goodness of fit values for these results were significantly worse, as expected,
with an average χ2 value of 0.7. There is, however, a significant trend for all ceria
layers to have higher D∗ and lower k∗ values than in the YSZ layers. The lack
of any overall trend with depth yet again reinforces that this is a lateral diffusion
effect with negligible contribution from the top surface.
While it appears from these plots, especially that of k∗ (Fig. 5.30a), that there
is a significantly different behaviour in the CeO2 | YSZ interfaces than in the
reversed, YSZ | CeO2, interfaces this may be due to the deviations in flatness of
the interfaces close to the trench, seen in the ion images in Fig. 5.23 (p. 204).
The origin of this is most likely the damage caused to the film when cutting the
trench but could also be related to edge charging effects inherent in the SIMS
analysis near an edge such as the trench.
The most significant implication of the clear and systematic variation between
the two layer types is that oxygen vacancy migration across the interfaces is
not trivial. If the film materials were isotropic in diffusion behaviour, the small
layer separation distance would result in diffusion profiles which were uniform
throughout.
Investigation of the lateral homogeneity of the diffusion profile and the diffusion
coefficients in the individual layers throughout the depth of the analysis have
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established that the measured diffusion is in the lateral (X) direction with no
contribution from the top surface of the film. As the ceria layer has a higher level
of diffusivity this dominates the behaviour of the entire system. This is similar
to the concept portrayed in Fig. 5.31 (p. 212) in the previous chapter, where the
undoped ceria showed a higher level of conductivity than expected, however in this
case the roles are reversed. The effective diffusion front is illustrated schematically
in Fig. 5.31 for cases where the YSZ has a higher level of ionic conductivity than
the CeO2 and the alternate case, where the, typically insulating, CeO2 has a
higher ionic conductivity than the YSZ.
The high ionic conductivity in the ceria layer may stem from a significant con-
centration of vacancies. These may be charge compensated by a reduction in the
CeIV to CeIII as in the following equation (Kro¨ger-Vink notation) [167],
2 CexCe + O
x
O −−→ 2 Ce′Ce +
1
2O2
+ V··O, (5.8)
which would result in a high level of CeIII. A level similar to that reported in
the SDC/CeO2 sample in Chapter 4. In that system the undoped material was
seen to have very little reduced cerium while the doped layer had a high level
211
Chapter 5. Multilayers - The Ceria/Yttria Stabilised Zirconia System
(a) (b) (c)
YSZ
YSZ
CeO2
YSZ
YSZ
CeO2
YSZ
YSZ
CeO2
18O 18O 18O
(d) (e) (f)
YSZ
YSZ
CeO2
YSZ
YSZ
CeO2
YSZ
YSZ
CeO2
18O 18O 18O
s 8
Y
SZ
 <
 s
C
eO
2
s 8
Y
SZ
 >
 s
C
eO
2
Figure 5.31.: A schematic representation of the 18O diffusion front in a cross-
section of a CeO2 / YSZ multilayer system in two cases, where con-
ductivity in the YSZ layers, σYSZ, is greater than that in the CeO2
layers, σCeO2 , (a–c) and vice versa (d–f) where (a) and (d) show the
theoretical diffusion fronts with both materials behaving in an in-
dependent manner however in reality diffusion will occur across the
interface, as indicated by the smaller arrows, resulting in the effec-
tive diffusion front shown in (b) and (e), after a longer anneal time,
t, the diffusion front will propagate further, shown in (c) and (f)
212
5.6. Tracer Diffusion Measurements by IEDP and SIMS
(almost 30%). It should be noted that in that system the doped material was
under compression while in the system reported in this chapter the undoped ceria
is the layer under compression.
Using the Nernst-Einstein equation introduced in Eq. 3.22 (p. 93),
σion =
z2i e
2cionDion
kT
, (5.9)
the ionic contribution to the conductivity (σion) for each layer type can be cal-
culated1 giving values of σYSZ and σCeO2 of 2.0 × 10−3 and 1.7 × 10−3 S cm−1,
respectively. These values are plotted together with the conductivity measured
by impedance earlier in this chapter, in Fig. 5.32.
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Figure 5.32.: Conductivity calculated from diffusion coefficients for the CeO2 and
YSZ layers in sample D at 482°C plotted together with that from
impedance results for samples A–E, previously reported in Fig. 5.12
(p. 187), 20% SDC bulk conductivity from [14]
The calculated ionic conductivity contribution in both layer types is significantly
higher than that measured by EIS, approximately by an order of magnitude.
1calculated using lattice parameters of aCeO2 = 5.41 A˚ [139] and aZr0.85Y0.15O1.93 = 5.14 A˚
[154]
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This suggests that in the samples measured by impedance there was negligible
concentration of oxygen vacancies in the undoped ceria layers, resulting in the
sample conductivity being dominated by ionic conduction in the YSZ layers. The
principle difference between the sample D measured by EIS and that by tracer
diffusion measurements is their thermal history. The former has gone through
an effective anneal at approximately 700°C as part of the silver contact sintering
process before any analyses are performed while the latter is in an as-grown state.
While the pre-anneal performed prior to the exchange should ensure that there is
no chemical diffusion and the system is in equilibrium it may be in a metastable
phase that disappears after an anneal at a higher temperature (lower than 700°C).
Plotting the ionic conductivity of a samarium doped ceria, where the dopant
ionic radius is most similar to that of the cerium, together with the impedance
and calculated conductivity results shows that the high level of diffusion reported
is still lower than that in bulk SDC. In addition the activation energy of the
impedance in regions A1 and C1 are much closer to that of the doped ceria than
any YSZ shown previously. This similarity will be discussed later.
5.7. Summary and Conclusions
In this chapter a study of the behaviour of a multilayered, 8 mol% yttria-stabilised
zirconia (YSZ) / undoped ceria system has been performed. All samples were
grown on single crystal (100)-oriented MgO substrates with strontium titanate
(STO) buffer layers. This series was designed to give a higher level of interfacial
lattice misfit while maintaining the overall, insulator/ionic conductor, multilayer
system design used in the second series in Chapter 4.
Samples were structurally and compositionally characterised by X-ray diffrac-
tion (XRD), high resolution transmission electron microscopy (HRTEM) and sec-
ondary ion mass spectrometry (SIMS) depth profiling and the electrochemical
behaviour was investigated by electrochemical impedance spectroscopy (EIS) and
oxygen isotope tracer diffusion measurements using SIMS. Some of the conclusions
that can be made from the discussed results follow.
i. XRD and HRTEM results show high quality heterostructures with excellent
epitaxy and the orientation relationships (001) MgO ‖ (001) STO ‖ (001)
CeO2 ‖ (001) YSZ and (100) MgO ‖ (100) STO ‖ (110) CeO2 ‖ (110)
YSZ which was similar to that reported by Sanna et al. [155] in films of
samarium doped ceria (SDC) on MgO.
ii. θ–2θ XRD scans of samples with thinner individual films (C and D) showed
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superlattice modulations in the (002) YSZ and CeO2 peaks indicating high
quality interfaces between the layers.
iii. A higher level of mosaicity is implied by higher azimuthal XRD scan full
width at half maximum (FWHM) values in the YSZ, than in the CeO2
layers. This is also seen when acquiring selected area electron diffraction
(SAED) patterns in the two layer types.
iv. HRTEM studies revealed high quality films epitaxial films, as expected,
with a number of structural defects, all with a low overall density and mainly
present in the few layers closest to the substrate. These included misoriented
grains, similar to those reported in the simulation work of Sayle et al. [77],
and local film flatness and thickness defects caused by inhomogeneities in
the STO buffer layer.
v. The YSZ and CeO2 layer thicknesses seen in transmission electron mi-
croscopy (TEM) studies were not of the 1:1 ratio calibrated for, but instead
showed a slightly thicker YSZ layer. They did, however, exhibit a good
overall agreement with the targeted thicknesses.
vi. Geometric phase analysis (GPA) analysis of HRTEM micrographs of the film
lattice showed a range of strain between 0–5% and revealed that the inter-
facial misfit is partially relieved by misfit dislocations with average spacing
of between 6 and 7 nm. These don’t, however, have regular spacing possibly
preventing the formation of a regular dislocation array.
vii. Interfacial roughness of approximately 1 nm was determined from HRTEM
analysis which corresponded to the values determined from SIMS depth pro-
file fitting to the Atomic Mixing–Interfacial Roughness–Information Depth
(MRI) model of between 0.7–1 nm.
viii. The sample conductivity measured by EIS showed a level similar to single
crystal 8YSZ with little variation between samples and no trend with layer
thickness. The activation energy of the measurements revealed two distinct
groups:
B,D and E: The behaviour of these samples showed a linear, Arrhenius-
type, temperature dependence on both the heating and cooling ramps
of the impedance analysis. The activation energy was approximately
1.1 eV, very close to that of an 8 mol% YSZ single crystal [161].
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A and C: The impedance response of these two samples showed a change
in activation energy on the ramp up to 800°C, starting at a value of
between 0.7–0.8 eV up to 500–550°C, followed by approximately 1.2 eV
up to 800°C. On cooling the measurements maintained the higher ac-
tivation energy. It is worth noting that the first activation energy is of
roughly the same level as 20 mol% SDC [14]
ix. This grouping into two behaviours was duplicated in several features of SIMS
depth profiling:
a. Leading and trailing edge slopes were worse in samples B and D than
in A and C (seen in Fig. 5.19, p. 197).
b. Roughness values obtained from MRI model fitting were higher at
∼0.9 nm for samples B and D than for A and C at ∼0.75 nm indi-
cating rougher interfaces (Table 5.2, p. 200).
c. Samples B and D showed a large drop in counts in both cerium con-
taining signals prior to the characteristic trailing edge peak ( Fig. 5.18,
p. 195).
These features all indicate that the interfacial quality of the films is higher
in samples A and C, the samples showing the change in activation energy.
x. Depth profiles through all samples exhibited a characteristic behaviour in all
cerium containing signals; a peak at the leading and trailing edges showing
significantly greater effect in the molecular CeO+ species than in the atomic
Ce+. This is very similar to the behaviour seen at the SDC/CeO2 interfaces
in the analysis reported in Chapter 4. It was shown to fit with a proposed
model involving a reduced layer adjacent to the interface in the ceria which
also allowed excellent fitting to the variation of layer thickness ratio.
xi. Investigation of the lateral oxygen diffusion behaviour by tracer measure-
ment using the developed technique allowed identification of diffusion coef-
ficients for individual layers in sample D.
xii. The high diffusion coefficient (D∗) in the CeO2 layers resulted in an artifi-
cially high D∗ in the YSZ layers due to layer interdiffusion. The fact that the
layers had behaviour that could be separated indicates that oxygen vacancy
migration across the heterointerface is not, however, trivial.
xiii. Comparison of the conductivity calculated from the measured diffusion co-
efficients in the two layer types with that measured by EIS shows that the
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former is approximately an order of magnitude higher. The higher level of
diffusion in the CeO2 layers suggest an abundance of available oxygen va-
cancies in the structure. This would provide a similar conduction behaviour
to a doped ceria such as SDC which is still significantly higher than the
diffusion calculated conductivity.
It appears from these conclusions that in the as-grown state the ceria layers are
highly defective and remain in a metastable state with a large number of oxygen
vacancies close to the interface with the YSZ. These then provide a fast oxygen
diffusion pathway, of a level similar to doped ceria, as shown in Fig. 5.32. The
depth of these regions can be seen in depth profiles of the matrix species to be
approximately 5 nm. These features are summarised in Fig. 5.33
YSZ
YSZ
CeO2-x
CeO-
CeO2-x
CeO2
Fast Oxygen
Diffusion Pathway
Figure 5.33.: A schematic representation of the hypothesized structure in an unan-
nealed YSZ/CeO2 structure together with the depth profile of the
CeO– signal through the structure and the proposed regions of high
oxygen diffusion
The most likely form of charge compensation in this material is the reduction
of the cerium (CeIV→CeIII). While a high concentration of oxygen vacancies and
CeIII in the layers should contribute a significant amount of conductivity, both by
oxygen ion migration and n-type electronic conductivity [168], this is not reflected
in the measured impedance results. This may be due to the effective anneal at
700°C for 2 hours performed as part of the silver contact sintering process prior
to any impedance measurement.
The difference in conductivity behaviour between samples A and C and B and
D can be associated with the interfacial roughness, and hence film quality, seen
in SIMS depth profiling results. The samples with lower interfacial roughness
may exhibit greater stabilisation of this metastable, high oxygen vacancy/CeIII,
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structure resulting in residual quantities remaining even after this 700°C anneal.
The further anneal of samples A and C for several hours at a greater temperature
of 800°C may then result in the elimination of this structure and the full oxidation
of the ceria causing conduction through the YSZ layers to dominate.
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6. Multilayers - The
PNCG/Samarium Doped Ceria
System
In this third chapter to feature multilayer systems, the isotopic tracer diffusion
analysis in thin films technique, demonstrated in Chapter 5, will be applied to
the study of a system which has previously been measured by a DC conductivity
technique and seen to show an inverse relationship between film thickness and
conductivity.
The system in question consists of alternating praseodymium nickel copper
gallate (Pr1.91Ni0.71Cu0.24Ga0.05O4, referred to as PNCG) and 20 mol% samarium
doped ceria (SDC) films on polycrystalline MgO substrates which were grown by
Prof. Tatsumi Ishihara’s group at Kyushu University.
PNCG is a composition based on Pr2NiO4 with the layered, K2NiF4-type struc-
ture featuring mixed ionic-electronic conductivity (MIEC) reported by Ishihara
et al. [169]. Further work [170] revealed that thin, polycrystalline PNCG films
exhibited high p-type electronic conductivity at approximately 300 nm due to
a change in valence state of the Pr and Ni. At thicknesses lower than 200 nm
the hole mobility became lower due to a distorted lattice, however high levels of
interstitial oxygen, charge compensating this, suggest that the films may have
improved ionic conductivity, although this wasn’t measured.
The films in this system were grown due to a desire to achieve low levels of
electronic conductivity and high ionic conductivity for possible use in solid oxide
fuel cell (SOFC) electrolytes through lamination of the electronically insulating
SDC and the PNCG.
6.1. Sample Production
The growth method for these samples was, once again, pulsed laser deposition
(PLD) with the samples heated to 800°C during growth. Samples were produced
with the following structure: 2([x]SDC | [100nm]PNCG) | MgO where x has the
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value of 976, 548, 318 or 96 nm.
The sample of greatest interest in this chapter is that with x = 96 nm as this
was the one which showed the highest level of conductivity and was therefore
supplied by Prof. Ishihara in order to perform tracer diffusion measurements.
The MgO substrates were sintered at 1700°C for 10 h and the SDC and PNCG
target were produced by a typical solid state route before deposition.
Field emission gun scanning electron microscopy (FEG-SEM) was used in order
to investigate film deposition quality. A micrograph of the sample with x = 96
nm is shown in Fig. 6.1. The micrograph shows dense, continuous films with the
500 nm
PNCG/SDC layers
MgO substrate
Figure 6.1.: FEG-SEM micrograph of the 2([96 nm]SDC | [100nm]PNCG) | MgO
sample cross section, courtesy of T. Ishihara
expected thickness and good film/substrate adhesion. Energy-dispersive X-ray
spectroscopy (EDX) was performed in the SEM however the lateral resolution
was not sufficient to determine good compositional separation.
X-ray diffraction (XRD) analysis, shown in Fig. 6.2a, showed that the films
were polycrystalline however the intensities of the SDC peaks were significantly
higher than those of the PNCG. Investigation of a single PNCG film on MgO
indicated that the PNCG was highly textured with the c-axis parallel to the
growth direction with an intense (004) peak. This, however, overlaps with the
SDC in the pattern shown in Fig. 6.2.
The lattice parameter of the SDC was calculated for each thickness (x) and
is plotted in Fig. 6.2b. As the layer thickness decreases the lattice parameter
increases. The first interpretation of this is that the lattice is under a tensile strain
at the interfaces and this region becomes proportionally larger when the thickness
is decreased. The extent of the cation interdiffusion between the layers revealed
by secondary ion mass spectrometry (SIMS) later in this chapter, however, may
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Figure 6.2.: (a) θ–2θ scan of the 2([96 nm]SDC | [100nm]PNCG) | MgO film (b)
calculated SDC lattice parameter against layer thickness, data cour-
tesy of T. Ishihara
be effecting the lattice parameter preventing this from being ascribed solely to
strain on a perfect SDC lattice.
6.2. Electrical Measurements
Electrical measurements were performed on the films by the 4 probe direct current
(DC) technique detailed in Chapter 3 with a Van der Pauw electrode configuration.
These samples were measured by the group of Prof. Ishihara, Kyushu University,
and the samples provided for my work were gold coated after production to avoid
both film damage and contamination. This gold film was eventually found to
be too thin to effectively block the oxygen exchange but also had the unfortu-
nate side effect of making these samples unavailable for comparative impedance
spectroscopy to be performed at Imperial College.
The results of the Van der Pauw measurements are plotted in Fig. 6.3. These
samples display an increasing total conductivity with decreasing layer thickness.
This shows a change of over an order of magnitude which is similar to what many
authors report in literature (cf. Fig. 2.28, p. 56). In addition the samples
exhibit lower activation energy with SDC layer thickness and thus present greater
enhancement at lower temperatures.
In addition to the multilayer data in Fig. 6.3 the expected conductivity for each
PNCG:SDC ratio is plotted, calculated using a simple rule of mixtures.
The high (800°C) and low (400°C) temperature conductivity is plotted against
the SDC layer thickness in Fig. 6.4 together with the expected value, mentioned
previously.
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222
6.2. Electrical Measurements
In addition this data can be plotted against the calculated SDC lattice parame-
ter, as shown in Fig. 6.5. While this might suggest that a greater tensile strain in
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Figure 6.5.: Conductivity against the calculated SDC lattice parameter, shown in
Fig. 6.2b, data courtesy of T. Ishihara
the SDC lattice leads to a higher level of conduction through the films the truth
may not be as simple as this. As suggested by the previously mentioned cation
interdiffusion between layers.
Investigation of the pO2 dependence of conductivity revealed, as shown in Fig.
6.6, that all samples exhibit p-type dependence. A decrease in slope with SDC
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Figure 6.6.: (a) the oxygen partial pressure dependence of conductivity for samples
in the 2([x]SDC | [100nm]PNCG) | MgO system, x is labelled (b) the
slopes from (a) plotted against x, data courtesy of T. Ishihara
layer thickness was also seen. This suggests that the oxide ion conductivity became
more dominant. This is the opposite of what would be expected as decreasing the
SDC film thickness increases the, nominally p-type conducting, PNCG proportion
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of the sample.
6.3. SIMS Measurements
In order to determine both the extent of the oxygen ion conduction and the layers
which dominate the behaviour, a 2([98nm]SDC | [100nm]PNCG) | MgO sample
was prepared by the technique detailed in Section 3.5.4 and analysed using time
of flight secondary ion mass spectrometry (ToF-SIMS) also detailed in Chapter 3.
Compositional depth profiling was also performed on the same sample.
6.3.1. Sample Preparation and Analyses
The sample was coated with an oxygen blocking gold layer using magnetron sput-
tering, in this case for 8 minutes, and two trenches were cut through with spacing
of at least 2 mm. With samples of this type a ‘well-scored’ trench was much more
difficult to achieve than with any sample previously discussed. When a pressure
was applied to the scribing tool of similar level to that used in previous cases the
film was seen to chip around the trench. After several attempts the size of these
indentations was reduced to < 5 µm which was deemed acceptable but must be
noted to reduce the accuracy of edge determination in later analyses. The reason
for the difference in scribing behaviour can be attributed to the different physical
properties of the film materials suggesting that the PNCG/SDC material exhibits
lower characteristic hardness.
With the trenches cut the sample was then annealed in oxygen with natural iso-
topic abundance and then in oxygen-18 enriched gas with the conditions described
in Table 6.1.
Table 6.1.: Isotopic exchange conditions for the 2(SDC | PNCG) | MgO sample
Condition name Symbol Value
Anneal time (16O) tan > 25 h
Anneal time (18O) tex 2475 s
Concentration of 18O in enriched
gas
cg 27.8%
Oxygen partial pressure pO2 200 mbar
Anneal temperature (furnace set
at 650°C)
Tan 627°C
After the isotopic exchange the gold layer was removed by light abrasion and
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ultrasonic cleaning and analysed by ToF-SIMS. Three of the performed analyses
will be discussed in this section. The location of these is shown in Fig. 6.7. The
3
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xz
Figure 6.7.: A schematic of the location of the three analyses on the sample surface
first (analysis 1) is an analysis of positive ions in a region away from any trenches
and the following 2 (analysis 2 and 3) are negative analyses in order to determine
the extent of the oxygen tracer diffusion in regions adjacent to the trench.
The volume analysed in these three analyses is represented in Fig. 6.8 by the
ion images projected on to the faces of the cuboid of the positive (analysis 1) and
negative (2 and 3) CeO counts. Note that the aspect ratios of these analyses are
(a) Analysis 1 (b) Analysis 2 (c) Analysis 3
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Figure 6.8.: 3-dimensional representation of the 3 analyses using ion images
(CeO+/–) projected on to each face
not to scale and that the X and Y axes are approximately 106 times the scale of
the depth (Z) axis. As analysis 2 and 3 were performed in the region surrounding
(and incorporating) the trench its location can be seen as the region without
cerium, running parallel to the X-axis.
The analysis conditions of the three analyses are summarised in Table 6.2. All
analyses were performed with the Bi+ analysis beam at 25 keV with a random
raster. The Cs+ beam with 2 kV energy was rastered over the respective sputter
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Table 6.2.: A summary of the principle differences between the three discussed
analyses
Analysis 1 2 3
Polarity (+)ve (-)ve (-)ve
X-Y raster / µm 100× 100 150× 150 150× 150
Sputter raster / µm 500× 500 500× 500 500× 500
Pixels/layer 128× 128 512× 512 512× 512
Shots/pixel 1 1 2
Mode HCBM BA (7 pulses) BA (7 pulses)
region detailed in the table, a large size was used to ensure that the entire analysis
region was within the crater base. This is essential when investigating depth
profiles through thin films such as these, particularly when the sample is insulating
as this can result in a shift in position of the analysis region of approximately 100
µm from the location set up prior to analysis.
In order to reduce sample charging the electron flood gun was used in all cases
as well as non-interlaced sputtering mode, using a second of sputtering followed by
a half second pause prior to analysis. This allowed a certain amount of dissipation
of the charge caused by the high dose, positive Cs+ beam.
6.3.2. Compositional Depth Profiling
First it is important to understand the compositional distribution in the films.
While all 3 provide information towards this end two analyses were performed to
a depth greater than the film thickness, analysis 1 and 2.
Analysis 1 was performed in a region that was assumed to have little to no
damage to the structure from the trench cutting. The purpose of this was primar-
ily to investigate the structure of the films by following matrix species and was
performed in a region of 100× 100 µm2. Results from summing the counts of the
voxels in each X-Y plane to give a depth profile are plotted in Fig. 6.9a.
In addition, a depth profile can also be extracted from the data in Analysis
2. In order to avoid the effect of the trench, the surrounding region is excluded
(approximately the volume of trench +10 µm either side) and the data for each
X-Y plane is again summed. This depth profile is plotted in Fig. 6.9b and the
region that was reconstructed to produce this is indicated later in Fig. 6.10.
Immediately on looking at these compositional profiles one can see that the
layers are of far worse quality than those in Chapter 5. There is minimal difference
between the features of the positive and negative analyses however the former
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Figure 6.9.: Depth profiles from analysis 1 (a) and from the regions excluding the
trench in analysis 2 (b)
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had significantly lower counts for many of the signals and has, therefore, been
normalised to the maximum intensity for each signal1. Due to the large amount
of layer interdiffusion these profiles were unsuitable for fitting to any model.
The profiles have been separated into regions for ease of discussion, the first
(A) being the top SDC layer. This features a low level of Pr and Ga, it seems
reasonable that the Pr would occupy the cerium sites in the lattice due to the
similarity in ionic radii. Pr-doped ceria has been previously reported to retain the
cubic fluorite structure with the Pr primarily adopting a trivalent state [171]. If
this were the case in this material it might provide extra oxygen vacancies. The
doping of SDC with low levels of Ga has also been investigated in literature [172]
and found to give little effect on the ionic conductivity in bulk materials.
Moving on to B–D, the nominally PNCG layer, there is a clear segregation
of the Cu, Ni and Ga away from the interfacial region as well as a slight Sm
content (evident from the difference in slope from the Ce containing signals).
These interfacial regions, B and D, are approximately 10–15 nm in thickness.
The lack of significant quantities of other cations suggest these regions are a
lightly doped praseodymium oxide. Due to the variable Pr valence its oxides have
a range of properties and stoichiometries with a wide selection of electrochemical
properties [173] making assumptions about what this layer provides with respect
to the diffusion difficult to make. The purpose of this region may be to relieve
the lattice misfit as there is a wide range of lattice parameters possible with
praseodymium oxides, 5.48–5.60 A˚ [173].
E is the second SDC layer and again contains high levels of Pr and Ga with
an additional Ni contribution. The level of these contaminations is even higher in
this film, possibly due to the longer duration at temperature during deposition.
F–G comprise the final PNCG layer. In the SDC | PNCG interface region (F)
there is an even thicker layer depleted of cations other than Pr before the Ga
reappears of approximately 30 nm. Both the Ni and Cu have diffused, almost
entirely, into the MgO substrate. Transition metal doping in MgO is known to
result in low levels of conductivity which should be negligible in this case [174].
The majority of the layer (G) is therefore Ga rich praseodymium oxide. The
perovskite PrGaO3 doped with low levels of cations such as Mg (possibly present
from the substrate) is an MIEC with a similar level of conductivity to PNCG with
low activation energy of approximately 0.3 eV [175].
The complex composition of this material clearly makes attribution of the pre-
1many signals appear not to reach 1 however this is due to the first analysis at the surface,
prior to stabilisation, giving much higher counts and being hidden by the axis
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viously reported enhanced conductivity incredibly difficult and not quite as simple
as at first expected from SDC lattice parameter measurements.
6.3.3. Oxygen Tracer Measurement
In order to quantify the ionic conductivity component in the films the lateral
diffusion profiles could be obtained from analysis 2 and 3. The first analysis (2)
was performed through the entire film depth while the second (analysis 3) was
performed with a greater number of shots/pixel in order to obtain diffusion profiles
for thinner volumes of the film. Unfortunately this had the side effect of increasing
the analysis time and therefore this analysis was not performed through the entire
depth.
Analysis 2
Analysis 2 was performed in a region bisected by the trench. This is shown in the
ion images projected on both the X-Y and Y-Z planes in Fig. 6.10. Ion images
In
te
ns
it
y
0
50
100
150
mm
0 50 100 150
mm
500
300
400
200
100
0
nm
18O-/(O-+18O-)(d)
0
50
100
150
mm
0 50 100 150
mm
500
300
400
200
100
0
nm
PrO-(a)
x
yz
z
yx
0
50
100
150
mm
0 50 100 150
mm
500
300
400
200
100
0
nm
MgO-(c)
0
50
100
150
mm
0 50 100 150
mm
500
300
400
200
100
0
nm
CeO-(b)
R
eg
io
n 
an
d 
di
re
ct
io
n
of
 d
ep
th
 p
ro
fi
le
Figure 6.10.: Ion images from Analysis 2 of the PrO– (a), CeO– (b) and MgO– (c)
species and the isotopic ratio, 18O−/16O−+ 18O− (d), also indicated
in a and b are the regions reconstructed to form the depth profiles
in Figs. 6.9 and 6.12
for other species of interest are shown in Fig. A.15 (p. 278) in Appendix A.6.
Although the trench appears well defined in the Y-Z plane the surface chipping
mentioned earlier can be seen from the top. This will make edge determination
inaccurate, thus invalidating any surface exchange (k∗) values obtained.
In order to isolate the individual regions shown in Fig. 6.10d the YZ projected
ion images of the MgO–, CeO– and PrO– signals were produced using a cumulative
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binning procedure of 3 pixels in the z direction, converting 1525 scans to 509
horizontal rows of pixels. These ion images were then converted to a binary
image (pixel intensities 1 and 0, black and white) where the top 90% of pixel
intensities were given the value 1 and the remaining, 0. In order to remove the
effect of noise in the images a gaussian filter was applied in MATLAB1 [137] and
the images were overlaid using Adobe Photoshop [176] on the ion image showing
the isotopic ratio in each pixel, shown in both Fig. 6.10d and 6.11a. The results
of these are shown in Fig. 6.11c–d.
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Figure 6.11.: Ion images from Analysis 2 of the isotopic ratio shown in Fig 6.10d
(a) along with that of the isolated regions with high MgO– (b) CeO–
(c) and PrO– (d) levels
The regions highlighted will not be entirely true representations of the isotopic
ratio data corresponding to the individual layers (SDC, PNCG and MgO) due
to the assumption of continuous structure in the x-axis and ignoring the clear
interdiffusion of the layers seen in the depth profiling performed earlier. This
representation does, however, give a general idea of the oxygen diffusion behaviour
in the layers. The two film types (Fig. 6.11c and d) show very similar features with
an apparent flat diffusion front throughout. This suggests that oxygen diffusion
across interfaces is either similar in scale to the lateral diffusivity or that the lateral
diffusion in all films is approximately equal. This differs from the behaviour seen
in CeO2 | YSZ film measurements in Chapter 5 where a variation in 18O was
clearly visible between layers on a much smaller depth scale.
An additional observation that can be made from these isotopic ratio images is
that the level of 18O appears to be much higher on the left (side 1) than the right
(side 2). If the diffusion profiles are plotted this is seen to be an approximate
30% difference at the trench. In order to extract diffusion coefficient values the
trench must first be determined. As in this case the trench is seen to feature MgO
regions at both sides of the trench a line scan can be obtained along the Y-axis
(summed X-Z planes) and trench edge determined from the position at which the
1with command: fspecial(’gaussian’,[5 5],2);
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MgO– intensity reaches 50%.
With the trench edge known, line scans of the 16O and 18O intensities along
the Y-axis can be calculated and the isotopic ratio determined for each position.
This is then normalised to the annealing gas isotopic concentration (Cg) and
the background concentration (Cbg) before being fit to Crank’s solution to Fick’s
second law, detailed in Eq. 3.24 (p. 94) using a linear least squares fitting in
MATLAB [137]. In order to check the value of Cbg an additional, short analysis
was performed in a region a few millimetres from the trench and the level was
determined to be approximately 0.002.
Typical diffusion profiles for a single layer, each side of the trench in this analysis
are shown in Fig. 6.12. The background corrected 18O isotopic fraction does
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Figure 6.12.: Diffusion profiles and subsequent fitting to Fick’s 2nd law for a typ-
ical layer in Analysis 2, such as those indicated in Fig. 6.13
not return to background within the analysis region however the profiles can be
assumed to do so from the previously mentioned measurement a few millimetres
from the trench.
Using the depth profile described previously, and shown earlier in Fig. 6.9b,
through this analysis, the individual layers can be defined in much the same way
as that shown in Chapter 5 (see Fig. 5.22, p. 232). The position of these layers
is shown in Fig. 6.13 along with the background corrected 18O isotopic fraction
with depth (produced in the same volume used to make the depth profile) and
lateral diffusion (D∗) and surface exchange (k∗) coefficients from fittings obtained
for sides 1 and 2 (indicated in Fig. 6.11a).
Considering first the depth profile of the isotopic fraction (Fig. 6.13b) there is
a slight overall slope from the film/substrate interface towards the top surface.
While this suggests that any diffusion from the surface into the film through the
gold layer was minimal and that the gold was suitably impermeable, it also has
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Figure 6.13.: (a) the compositional depth profile obtained in Analysis 2 through
regions excluding the trench (indicated in Fig. 6.10) (b) the 18O
isotopic fraction with depth (c) results from fitting lateral diffusion
profiles
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the more interesting implication that the diffusion through the layer next to the
substrate may have been higher
There appears to be negligible diffusion into the substrate with it returning to
approximately 0, however after this there seems to be a slight rise as it gets deeper
into the substrate. The origin of this is difficult to explain and visual inspection of
the isotopic ratio image in Fig. 6.10d reveals that it appears to be fairly uniform.
The surface exchange (k∗) data presented in Fig. 6.13c demonstrates the lack
of validity of the precise surface exchange value by the large variation between
values from the 2 sides of the analysis. This variation must stem from differences
in the characteristics of the trench wall, which must be far from the perfect surface
of a typical single crystal or bulk diffusion analysis. What can be extracted from
these, however, is a trend, and in a similar manner to the isotopic concentration
in the films, the k∗ values increase towards the substrate
The final, and most important, part of this data to discuss is the calculated
diffusion coefficients (D∗). The trends in this data are comparable between the
analyses on both sides of the trench, highlighting the independence of D∗ from
k∗. As mentioned previously the highest level of 18O was in the region adjacent
to the substrate and this is also the region that features the highest diffusivity,
the ‘PNCG 2’ layer. In addition, in both sides of the analysis the ‘PNCG 1’
layer shows a slight increase in D∗. This implies that it is these two layers which
dominate the diffusion however this is not the same as the conduction. As the
conductivity can be determined from the previously mentioned Nernst-Einstein
equation,
σion =
z2i e
2cionDion
kT
, (6.1)
where cion is the concentration of charge carriers (ie. oxygen ions), the conduc-
tivity in these films is still lower than bulk SDC due to the lower density of the
material. The conductivity values will be discussed after the introduction of data
from the second tracer diffusion analysis, Analysis 3.
Analysis 3
Analysis 3 was performed in a region to one side of a second trench, with the same
analysis area dimensions. This allowed a greater proportion of the diffusion profile
to be measured. In addition, the number of shots/pixel was doubled (from 1 to 2)
providing better counting statistics for lateral diffusion profiles and allowing the
investigation of thinner sections.
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The analysis volume is shown in the example ion images in Fig. 6.14. Ion
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Figure 6.14.: Ion images from Analysis 3 of the PrO– (a), CeO– (b), MgO– and
the isotopic ratio, 18O−/16O− + 18O− (c), also indicated in a and b
are the regions reconstructed to form the depth profiles in Fig. 6.16
images for other species of interest are shown in Fig. A.16 (p. 279) in Appendix
A.6. The analysis incorporates the trench to the left with the top SDC and PNCG
layers. The analysis was stopped after this point due to the excessive time needed
to continue further.
The 18O isotopic ratio (Fig. 6.14d) appears very uniform with no significantly
different regions in the diffusion gradient. Once again the trench exhibits chipping
along the edges with a roughness of <5 µm.
Using the same technique described on page 229 to produce Fig. 6.11, the oxy-
gen isotopic ratio in the regions corresponding to the layers which are nominally
SDC and PNCG, as well as MgO, can be highlighted, as shown in Fig. 6.15.
The SDC layer is clearly slightly upturned which is probably a combined result of
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Figure 6.15.: Ion images from Analysis 3 of the isotopic ratio shown in Fig 6.14d
(a) along with that of the isolated regions with high MgO– (b) CeO–
(c) and PrO– (d) levels
film damage during trench cutting and the dependence of sputter rate on impact
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angle.
The relatively high level of 18O intensity allowed the analysis volume to be
sectioned at every 50 s of sputter time, roughly equivalent to 15 nm, while main-
taining relatively low levels of noise in the obtained lateral diffusion profiles. Two
examples of these are shown in Fig. 6.16 for the topmost layer and that resulting
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top section and (b) that resulting in the highest D∗, each is a depth
of approximately 15 nm
in the highest value of D∗.
The compositional depth profile obtained from the region indicated in Fig. 6.14
is shown in 6.17 together with the isotopic ratio depth profile and the values of
diffusion (D∗) and surface exchange (k∗) coefficient obtained from linear least
squares fitting of the lateral diffusion profiles, against the depth of the midpoint
of the volume used.
The isotopic ratio again shows an increase towards the substrate, in a similar
manner to that shown in Fig. 6.13b. The results for D∗ and k∗ are also similar
to those in Analysis 2 at approximately 6 × 10−8 cm2s−1 and 7 × 10−7 cm s−1,
respectively. D∗ appears to be regular throughout the top SDC layer but then
shows an increase in the PNCG layer. The profile giving the highest point of this
peak is that shown in Fig. 6.16b. The drop towards the back end of the layer
may be due to the first section of the profile corresponding to the SDC material
seen to be sampled at the same sputter depth in Fig. 6.14a and b.
The ionic contribution to the sample conductivity can be calculated using the
previously discussed, Nernst-Einstein equation, introduced in Eq. 3.22 (p. 93),
σion =
z2i e
2cionDion
kT
. (6.2)
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Figure 6.17.: (a) the compositional depth profile obtained in Analysis 3 through
regions excluding the trench (indicated in Fig. 6.14) (b) the 18O
isotopic fraction with depth (c) results from fitting lateral diffusion
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The value of the concentration of charge carriers, cion, was calculated assuming
the lattice parameters of pure 20 mol% SDC1 and PNCG2 which, while likely not
exactly correct, will give a good approximation of the magnitude. In addition,
while PNCG is reported to be an oxygen excess phase [169] and conduction is likely
by an interstitial mechanism, the number of ions per unit cell used to calculate
conductivity for these layers was that available for a vacancy migration mechanism
(8 in the K2NiF4 structure). This will give a higher level of conductivity than the
number of ions available for a purely interstitial mechanism and approximately
the same level for a mixed mechanism.
The calculated ionic conductivity contribution for all the points within the
regions deemed to be either SDC or PNCG, from both Analysis 1 and 2, are
plotted in Fig. 6.18 with the DC conductivity measurements reported earlier and
bulk 20 mol% SDC.
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Figure 6.18.: Arrhenius type plot previously seen in Fig. 6.3 with the addition of
the diffusion calculated conductivities for the PNCG and SDC layers
shown in Figs. 6.17 and 6.13 and bulk 20 mol% SDC from Yahiro
et al. [14]
It is clear from these results that the enhanced conductivity in the films is not
related to any enhancement in ionic conductivity. Any enhancement in conduc-
tivity in the SDC may be artificial due to the slightly faster diffusion along the
1aSDC20 = 5.434 A˚ [177]
2aPNCG = 5.425 A˚, cPNCG = 12.538 A˚ [177]
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PNCG layers and subsequent migration across the interface. This faster diffusion,
however, is equivalent to a lower conductivity due to the lower overall oxygen
concentration in the PNCG structure, as discussed earlier.
6.4. Summary and Conclusions
In this chapter a multilayer system consisting of alternating praseodymium nickel
copper gallate (Pr1.91Ni0.71Cu0.24Ga0.05O4, referred to as PNCG) and 20 mol%
samarium doped ceria (SDC) films on polycrystalline MgO substrates which were
grown by Prof. Tatsumi Ishihara’s group at Kyushu University.
The system can be described as 2([x]SDC | [100nm]PNCG) | MgO where x has
the value of 976, 548, 318 or 96 nm. The 100 nm of PNCG was chosen due to the
reported suppression of hole conduction in single thin films on MgO [170].
The samples were produced by pulsed laser deposition (PLD) and investiga-
tion by scanning electron microscopy (SEM) and X-ray diffraction (XRD) showed
uniform, dense films and the presence of the cubic fluorite phase of the SDC and
weak peaks from the Pr2NiO4 phase. Investigation of a single PNCG film on
MgO lead to the explanation that there is strong c-axis texturing and (004) peak
overlap in the XRD pattern. The SDC lattice parameter was seen to increase
with decreasing layer thickness (x) suggesting it was under tensile strain.
Electrical conductivity measurements performed using the Van der Pauw elec-
trode configuration revealed an increase in conductivity by approximately 2 orders
of magnitude and a decrease in activation energy with decreasing SDC layer thick-
ness. This correlated with the variation in SDC lattice parameter which suggests
that this effect may be related to the level of strain.
Measurements performed in a range of oxygen partial pressures reveal that all
samples exhibited p-type dependence. The slope value of this, however, decreases
with layer thickness, which is the opposite of what would be expected when the
proportion of PNCG is increasing. This suggests that it is less dominated by the
hole conduction.
Secondary ion mass spectrometry (SIMS) compositional depth profiling of the
2([96nm]SDC | [100nm]PNCG) | MgO sample revealed a significant amount of
cation interdiffusion between the layers as well as into the substrate. The addi-
tion of contaminant cations in the ceria lattice will affect the lattice parameter,
invalidating any assumptions that are based on the lattice strain in the mate-
rial. In addition, the complexity of the resultant material as a whole makes the
identification of the nature of any change in conductivity extremely difficult to
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identify.
Investigation of the tracer diffusion and subsequent calculation of the ionic
conductivity contribution in the films eliminates enhanced oxide ion conduction
as the cause of the large enhancement in conductivity.
The enhancement reported may be due to the reduction of cerium (CeIV to
CeIII). If a greater proportion of this occurs in thinner films this would give a
greater n-type conduction contribution, dropping the level of the slope. This hy-
pothesis would, however, be very difficult to prove due to the previously mentioned
compositional complexity of the material.
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7. Dislocation Studies - Strained YSZ
In this chapter the enhancement in conductivity in deformed yttria-stabilised zir-
conia (YSZ) single crystals, reported by Otsuka et al. [80, 81] and discussed in
Section 2.3 (p. 58), is investigated. As discussed in Chapter 2 there is a possibil-
ity that the single and multilayered thin films with enhanced ionic conductivity
reported in the literature feature percolating dislocation networks at the inter-
faces. This would explain the correlation between conductivity and film thickness
as the films would feature a higher effective dislocation density. Korte et al. [64]
also highlight the dependance of conductivity on the interfacial coherence and the
authors proposed a correlation between increasing, strain-relieving, dislocation
density and conductivity, as shown in Fig. 2.21 (p. 48).
In the work of Otsuka et al. the authors deformed 10 mol% YSZ single crystals
up to 1% and 10% strains. The samples deformed to 1% strain were found to have
only activated the primary slip system of (001)[110] while those deformed to 10%
activated further slip systems. The samples were then analysed by electrochemical
impedance spectroscopy (EIS) with no indication of whether the enhancements
seen were by way of increased ionic conduction. In this work YSZ single crystals
are deformed to 1% strain, activating solely the primary slip system and allowing
for investigation of the conduction behaviour parallel and perpendicular to the
induced dislocations, and the oxygen diffusion behaviour in the two orientations
is investigated.
Commercial 10 mol% single crystals (MaTecK GmbH, Ju¨lich, Germany) were
cut to dimensions of 5× 5× 10 mm3 with the surface orientations shown in Fig.
7.1 and polished to a submicron finish. The compression axis of [112] was chosen,
as in Otsuka et al., to preferentially activate the (001)[110] primary slip system.
This slip system has a high Schmid factor of 0.47 [178, 179].
Compression tests were performed in air at 1150°C with polycrystalline 9.5YSZ
capping pieces placed on the ends of nickel superalloy rods to both prevent sample
contamination and insulate the metal from the high temperature. Sample dimen-
sions were recorded at room temperature pre- and post- deformation and resulted
in a strain of −1.1% on the [112] axis. Striations at approximately 55° from the
compression axis were visible, post-deformation, in the crystal on viewing from
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55°
(001)
[112]
Compression
[110]
(112)
(111)
(110)
[001]
55°
Figure 7.1.: Schematic of the YSZ single crystal
the (11¯0) faces, indicating that the primary slip plane had been activated, as
expected.
The sample was then cut into several pieces to perform transmission electron
microscopy (TEM) analysis to investigate dislocation density, EIS analysis to
ensure agreement with the results of Otsuka et al. and finally, investigation of
the oxygen isotopic tracer diffusion.
7.1. Transmission Electron Microscopy (TEM)
Samples were prepared for TEM by conventional focused ion beam (FIB) section-
ing using a Helios NanoLab 600 (FEI Company, USA). Analysis was performed
on a JEM-2000FX TEM (JEOL Ltd, Tokyo, Japan) with an accelerating voltage
of 200 kV.
Fig. 7.2 shows a bright field image of a typical (11¯0) section of the deformed
crystal. The majority of dislocations are seen as dots indicating that their cores
run parallel to the optic axis. The features seen are very similar to those reported
by Otsuka et al. [81] and shown earlier in Fig. 2.30b (p. 59). Viewing sections
of the (1¯1¯1) plane revealed little detail due to the orientation; the dislocations,
while running parallel to this plane, were unlikely to appear due to the sample
thickness being lower than the dislocation spacing.
The dislocation density in the (11¯0) plane was calculated from Fig. 7.2 at
1.3 × 1013 m−2. This compares well with the value of ∼1013 m−2 obtained by
Otsuka et al.
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0.2 mm
[112]
(110)
Figure 7.2.: Bright field TEM image of the (11¯0) plane, viewed parallel to the
(001) slip plane
7.2. Electrochemical Impedance Spectroscopy
Otsuka et al. [81] report exceedingly small changes in conductivity which casts
doubts upon their comparison of undeformed with deformed samples due to in-
herent differences between them. In this work the electrochemical behaviour was
investigated in two pieces of the same crystal in order to ensure comparability.
Samples were prepared by cutting sections with the approximate dimensions of
5.0×5.0×1.5 mm3 as shown in Fig. 7.3. In order to analyse the two orientations,
Cut
(a)
(b) (c) Electrodes
(112)
(110)
(111)
Figure 7.3.: A schematic of the crystal, previously shown in Fig. 7.1, indicating
orientation and location of the cut (a) and the two separate samples
ready for analysis of the electrochemical behaviour in the [11¯0] (b)
and [1¯1¯1] (c) directions
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contacts were applied by silver paste with an embedded coil of silver wire on the
faces required, ie. to investigate the [11¯0] direction, electrodes were applied to the
(11¯0) faces, as shown in Fig. 7.3b.
In order to determine the optimum EIS analysis conditions the samples were
first analysed in air at 400°C with a range of signal amplitudes from 10 mV–1 V1.
This not only allowed determination of the lowest noise response but ensured that
the analysis was within the pseudo-linear region of the current-voltage response.
The 50 mV signal was found to be low in noise whilst still well within the pseudo-
linear region of the response.
The next step was to determine the best temperature to perform analysis to
allow a direct comparison. Otsuka et al. performed analyses over a range of
temperature but provide no detail as to how the, supposedly identical, temper-
ature between two samples is kept constant. The samples were measured over a
range of 200–500°C at 50° increments with an applied signal amplitude of 50 mV.
300°C was determined to give the most easily comparable response.
Thus, the final analyses were performed using the apparatus discussed in Chap-
ter 3 with a 50 mV signal amplitude and with a furnace set-point of 300°C. The
samples were secured in the same position relative to a thermocouple which gave
a reading of 294°C for both analyses. Five frequency sweeps from 13 MHz–1 Hz
were performed on each orientation with 30 points/decade and 5 s of integration
after an hour at temperature. The dimensionless impeditivity is represented by
Nyquist and Bode plots in Fig. 7.4 for the first analysis (performed after 1 hour
at temperature) together with the response of single RQ equivalent circuits.
The variation in impedance response between the 5 analyses of each was negli-
gible. The samples were all fitted to single RQ element circuits and the average
R value was used to calculate conductivity, as discussed in Chapter 3, using the
sample dimensions (l, w and t) and the following equation,
σ = l
Rwt
. (7.1)
These values are summarised in Table 7.1. The conductivity of the [11¯0] orien-
tation, parallel to the dislocation cores, is approximately 8% higher than that of
the [1¯1¯1] orientation. This is comparable with the ∼10% increase reported by
Otsuka et al. [81].
1list of signal amplitudes: 10, 50, 100, 500, 1000 V
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Figure 7.4.: Nyquist (left) and Bode (right) plots of the dimensionless impeditivity
response at 294°C of the [11¯0] (a) and [1¯1¯1] (b) directions together
with the combined results of fitting to RQ equivalent circuits
Table 7.1.: The average calculated conductivities in orientations parallel ([11¯0])
and perpendicular ([1¯1¯1]) to the dislocation cores
Orientation σ / S cm−1
[11¯0] 2.98× 10−7
[1¯1¯1] 2.76× 10−7
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7.3. Oxygen Tracer Diffusion Measurement by SIMS
In order to confirm the nature of the charge carrier in the crystal and provide
another measurement to confirm the reported enhancement, oxygen tracer diffu-
sion measurements were performed. A single piece of the sample, approximately
5×5×4 mm3 in dimension, was prepared by coating with silver paste and allowing
this to sinter at 700°C for 2 hours. The sample was then annealed in 200 mbar
of oxygen with natural isotopic abundance for > 36 hours with the tube furnace
set at 500°C followed by an exchange anneal at the same pressure and tempera-
ture with an atmosphere enriched with 25.8% 18O. Thermocouple readings gave
a temperature of 465°C with an exchange time of 11580 s, approximately 3 hours.
This technique is described in more detail in Section 3.4.3.
The process of analysing the diffusion profiles is detailed, schematically, in Fig.
7.5. It begins with the exchange described in the previous paragraph (a) followed
18O Cut16O
18O16O
(112)
(111)
(110)
(112)
(110)
(111)
18O
x
18O
y
(a) (b)
(c)
(d)
(i) (i)(ii)
(ii) unexposed region
Figure 7.5.: A schematic of the steps involved in the exchange process: (a) the
deformed sample, previously shown in Fig. 7.1, is coated in silver
and exchanged with both the (11¯0) and (1¯1¯1) surfaces available, (b)
the samples is cut on a (112) plane, (c) SIMS analyses (i) and (ii) are
performed on this surface after polishing to a 1/4 µm finish and finally
(d) linescans of the data along the [1¯1¯1] (i) and [1¯1¯1] (ii) directions
provide diffusion profiles perpendicular and normal to the dislocation
cores
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by the exchanged sample being cut to expose a previously unexposed surface (b).
The sample is then polished to a sub-micron finish to allow high quality and lateral
resolution secondary ion mass spectrometry (SIMS) imaging (c). After a cleaning
step the SIMS analyses at each edge [1¯1¯1] (i) and [11¯0] (ii) are then summed along
the axis parallel to the edge, producing isotopic ratio depth profiles from each (d).
SIMS analyses in this chapter were performed by time of flight secondary ion
mass spectrometry (ToF-SIMS) on the TOF.SIMS5 instrument (ION-TOF GmbH,
Germany) discussed in Section 3.5. In order to ensure accuracy of the obtained
[18O]:[16O] ratio an initial cleaning step was performed with a 500× 500 µm Cs+
sputter beam raster at 2 keV and an analysis region of 150 × 150 µm using a
random rastered Bi+ beam with 256× 256 pixels with the analyser set to collect
negative species. This was performed until the principle surface contaminant, C,
was seen to bottom out in the depth profile. This was stopped after 160 s of
sputtering for each region and is shown for both in Fig. 7.6.
0 50 100 150
100
1000
In
te
ns
it
y 
/ 
co
un
ts
S
(a) (b)
putter time / s
 C-
 O-
18O-
 YO-
0 50 100 150
100
1000
Sputter time / s
Figure 7.6.: The depth profiles of the sputtering step prior to the isotopic line
scan collection for the [11¯0] (a) and [1¯1¯1] (b) facing edges
Following the cleaning step the analysis conditions are maintained with the
exception of the analysis raster. 512× 512 pixels are used, instead of 256× 256 to
double the lateral resolution, this has the side effect of quadrupling the analysis
time. The Bi+ beam is operated in burst alignment mode with 7 pulses, for reasons
discussed in Section 3.5. Line scans in the direction of interest were obtained by
summing along the axis parallel to the sample edge. Edge position was determined
from the line scan of the total ion counts as the point at which the total counts
reached 50% of its maximum value.
The depth profiles of the background corrected oxygen-18 concentration for
each orientation are plotted in Fig. 7.7 together with their fittings to the solution
of Fick’s second law given by Crank [124] and shown previously in Eq. 3.24 (p.
94). The results of the fittings are reported in Table 7.2 together with the ionic
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Figure 7.7.: Diffusion profiles in the [1¯1¯1] (a,b,c) and [11¯0] (d,e,f) directions in the
1% plastically deformed 10YSZ single crystal on linear, semilog and
difference in observed and calculated value plots, together with the
combined fitting results (g,h)
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Table 7.2.: Results from fitting the diffusion profiles in Fig. 7.7 in orientations
parallel ([11¯0]) and perpendicular ([1¯1¯1]) to the dislocation cores to-
gether with the calculated ionic conductivity contribution. Errors are
discussed in Appendix A.7. Also reported are values extrapolated from
data by Manning et al. [180] in 9.5 mol% YSZ
Orientation D∗ / cm2s−1 k∗ / cm s−1 σion / S cm−1
[11¯0] 2.24× 10−10 ± 3.5% 2.06× 10−8 1.26× 10−4 ± 3.5%
[1¯1¯1] 2.19× 10−10 ± 3.5% 2.10× 10−8 1.23× 10−4 ± 3.5%
Manning 2.2× 10−10 1× 10−10 1.2× 10−4
contributions to the conductivity calculated using the Nernst-Einstein equation
(Eq. 3.22, p. 93). The use of a silver coating to enhance surface exchange has
resulted in a significant increase from approximately 1 × 10−10 cm s−1, extrapo-
lated from the low temperature surface exchange data reported by Manning et
al. [180] in 9.5 mol% YSZ, by a factor of approximately 200. This has resulted in
a surface concentration sufficiently high to produce low noise diffusion profiles, in
contrast to the diffusion profiles in the YSZ thin film samples of Chapter 5.
Fig. 7.7c and f show the difference between the observed data (C ′obs) and that
calculated from the fitting (C ′fit) and show no deviation with depth which might
have indicated faster dislocations, as reported for fast conducting grain boundaries
by Kilner [181]. The deviation seen in the semilog plots (Fig. 7.7b and e) can
be attributed to a slight error in 18O background determination.
The extracted diffusion coefficients are within error of those reported by Man-
ning et al. in 9.5 mol% YSZ, extrapolated from the extensive single crystal
diffusion studies performed in said work, to be approximately 2.2×10−10 cm2s−1.
The magnitude of the calculated conductivity is also similar to those of other
yttrium-stabilised zirconias such as those shown in Fig. 5.12.
While the ionic conductivity parallel to the dislocation cores ([11¯0]) is slightly
higher than that perpendicular ([1¯1¯1]), the difference is very small at 2% which
is significantly less than that seen in impedance analysis earlier (8%) and that
measured by Otsuka et al. [81] (10%). It is also within the errors expected
from surface determination, discussed in Appendix A.7. Comparison of the fitted
diffusion profiles, Fig. 7.7g and h, show that the the diffusion profiles are virtually
indistinguishable which suggests that if there is any change in diffusion coefficient
it is unable to be resolved by the inherent resolution of these tracer diffusion
measurements. The disparity suggests that what Otsuka et al. considered to be
enhanced ionic conductivity may, in fact, be a slightly smaller ionic contribution
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accompanied by a contribution from an electronic, or other, charge carrier.
7.4. Summary and Conclusions
In this chapter a 10 mol% YSZ single crystal was deformed to −1.1% plastic strain
on the [112] axis. TEM studies revealed that the primary slip plane of (001)[110]
was activated with a dislocation density of 1.3 × 1013 m−1. EIS measurements
exhibited an enhancement in the orientation parallel to the dislocation core ([11¯0])
of a similar scale to the measurements reported by Otsuka et al. [81], 8% and
10%, respectively. Diffusion measurements, however, showed very little change in
diffusion profile with no evidence of fast, dislocation related, ion migration.
Despite the very small change, approximately 2%, in diffusion calculated con-
ductivity measured by the tracer diffusion technique, the relative enhancement in
conductivity through the dislocation over that of the bulk can still be determined
to be significant due to the low number of dislocations in the samples. This can
be calculated by a method similar to that of Otsuka et al. [80]. Note that in
this case the ionic conductivity contribution calculated from diffusion data will be
used but the use of the impedance derived conductivity results provides similar
results, due to the relatively large contribution each dislocation must make to give
small variation in overall conductivity when their density is so low.
The total conductivity can be represented as,
σtot = σbulk
(
1− pir2ρ
)
+ σdispir2ρ, (7.2)
where σbulk and σdis are the bulk and dislocation conductivities, respectively, r is
the dislocation radius and ρ is the dislocation density. In this case the dislocation
density is 1.3 × 1013 m−1, as discussed earlier, and the bulk conductivity is that
calculated from diffusion in the [1¯1¯1] direction, perpendicular to the dislocation
cores.
The ratio of σdis to σbulk are plotted against a range of dislocation radii in Fig.
7.8, along with the same calculation, as performed by Otsuka et al. (Fig. 3 in
ref. [80]).
As the dislocation radius can be assumed to be several times the Burgers vector
(b) of the dislocation [97] and if the b is the same as that found in Otsuka et al.,
b = aYSZ/2 or 2.57 A˚, both the impedance and diffusion measurements performed
on the 1% deformed YSZ sample agree with the conclusion made by Otsuka et
al., that the dislocation shows a conductivity enhancement of between 102–103
over the bulk YSZ.
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Figure 7.8.: The dependence of σdis/σbulk on the dislocation core radius for the
conductivity calculated from the D∗ values in Table 7.2 together with
that calculated from the impedance results of Otsuka et al. [80]
In conclusion, this chapter has shown that, while there may be an enhanced
oxygen ion conductivity in the dislocation cores it is not quite as high as that de-
termined by impedance spectroscopy, due to the much lower enhancement seen in
oxygen tracer diffusion measurements. The latter measurements cannot, however,
completely rule out the existence of an effect as the diffusion coefficients cannot
be determined to an accuracy sufficient to indicate zero dislocation induced en-
hancement.
251

8. Conclusions & Outlook
As stated in the introduction (Chapter 1) the aims of this work were to investi-
gate recent reports of exceedingly high ionic conductivity in nanostructured oxide
systems to develop an understanding of the underlying mechanisms. In order to
achieve this, a study of the literature was performed and revealed two anomoulous
results:
i. The first result is that of Garcia-Barriocanal et al. [69] who reported 8
orders of magnitude enhancement in conductivity. This result has, however,
effectively been refuted by the work of Guo [74] and Cavallaro et al. [75].
ii. The second is that of Kosacki [61] who reported nearly 2 orders of magni-
tude increase in films with increasing total thickness. This differs from other
reports due to not having a conductivity linked in any way to the interfacial
density of the films.
In order to investigate the latter result, a system consisting of 50-400 repeats
of alternating layers of samarium doped ceria (SDC) (30 nm) and CeO2 (20 nm)
was grown by pulsed laser deposition (PLD) in the first series of Chapter 4.
The films were characterised by means of X-ray diffraction (XRD), electrochem-
ical impedance spectroscopy (EIS), scanning transmission electron microscopy
(STEM) and oxygen tracer diffusion studies by secondary ion mass spectrometry
(SIMS). Several conclusions were made about this system:
i. The films were of high growth quality with epitaxial, coherent interfaces
between the doped and undoped cerias, shown by XRD and transmission
electron microscopy (TEM) studies.
ii. Impedance results showed single, asymmetric, high frequency responses which
became more depressed with increasing temperature and low frequency
electrode-related responses.
iii. Conductivity calculated from impedance is very close to bulk SDC data
however slightly lower, contrasting with the results of Kosacki [61].
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iv. Electron energy loss spectroscopy (EELS) studies revealed high levels of
CeIII in the doped layers of the as-grown multilayer sample (a 30:70 CeIII:CeIV
ratio).
v. Evidence of high levels of CeIII has been reported in nanoscale cerias in
literature [147–149] and was seen to be size-dependant and segregated to
surfaces. This suggests that the CeIII may be segregating into nanodomains
in the doped layers thus forming no continuous conduction pathway prevent-
ing the additional oxygen vacancies and electronic carriers from contributing
to the measured impedance and diffusion.
The most signficant conclusion presented here is that, with samples reproduced
to the best of our knowledge in every way, the conductivity actually shows a
slight decrease and nothing like the 2 orders of magnitude seen by Kosacki. The
reasons for this disparity are impossible to determine without access to the original
samples or further knowledge of the production technique used.
In the second series of Chapter 4 the focus was shifted to heterostructures
studied by Peters et al. [62–66] and, more specifically, their interpretation of
the changes in conductivity which they saw as a pure interfacial strain effect.
In this series films were produced with the same materials: MgO substrates,
CeO2 and rare-earth doped CeO2 (Sm, Nd and Y). For each dopant, samples with
a range of interfacial densities were produced, with 1, 10 or 100 repeated units
of alternating, equal thickness, doped and undoped ceria. Total film thicknesses
were kept constant at 1 µm.
Samarium doping was designed to investigate the effect of directly increasing
the interfacial density on the system studied in the previous series. Neodymium
doping was designed to give a greater level of lattice compression in the conducting
film than that in the Sm-doped films, according to the hypothesis proposed by
Korte et al. [64] this would decrease the conductivity. Conversely, yttrium
doping was designed to introduce a low level of lattice dilation in the conducting
layers, as it gives a smaller lattice parameter than the insulating, undoped ceria.
According to Korte et al. this would have increased the conductivity.
XRD studies of these samples showed high quality film growth and full width at
half maximum (FWHM) values of ω rocking curve and azimuthal (φ) scan peaks
similar to those in the first series. It was therefore assumed that the samples
showed similar interfacial sharpness and high quality coherent interfaces as seen
in the TEM studies performed on the first series.
The similarity of the samples extended to their electrochemical behaviour. The
samples in this series showed the same characteristics as those in the first series
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with the high frequency, asymmetrical response being attributed to sample be-
haviour. The only systematic variation in impedance response was seen in samples
with 100 repeat units. These showed a lower degree of asymmetry in their high
frequency arcs suggesting a lower density of the previously mentioned low angle
grain boundaries.
The conductivity of these samples was shown to be almost identical to bulk
and thick film behaviour, even closer than in the first series. This fits with the
trend already seen in series 1, best represented in Fig. 4.17 (p. 127), where the
conductivity was seen to drop for the thicker films, with the thinnest, 50 layer
(2.5 µm, 1.5 µm conducting) sample closest to bulk. Samples in series 2 are all
thinner than those of series 1 at 1 µm (500 nm conducting) and thus would be
expected to be even closer to bulk.
While the conductivity was very consistent in all measurements the conductivity
of all 1 layered samples showed a slightly lower conductivity and the 10 layered
samples a slightly higher conductivity suggesting a factor related to the film size
or growth procedure. The activation energy also decreased in all samples with
100 layer repeats, this feature is best seen in Fig. 4.50 (p. 167). The sample
showing the greatest increase in conductivity in the change from 1 µm film to 100
layered film were those with yttrium dopant. The effect was, however, on a much
smaller scale than literature results with less than a fifth of an order of magnitude
change. This is, however, at a very low level of interfacial misfit compared to
other reports.
In Chapter 5 a study of the behaviour of a multilayered, 8 mol% yttria-stabilised
zirconia (YSZ) / undoped ceria system was performed. All samples were grown
on single crystal (100)-oriented MgO substrates with strontium titanate (STO)
buffer layers. This series was designed to give a higher level of interfacial lattice
misfit while maintaining the overall, insulator/ionic conductor, multilayer system
design used in the second series in Chapter 4.
i. Samples were structurally and compositionally characterised by XRD, high
resolution transmission electron microscopy (HRTEM) and SIMS depth pro-
filing and the electrochemical behaviour was investigated by EIS and oxy-
gen isotope tracer diffusion measurements using SIMS. XRD and HRTEM
results showed high quality heterostructures with excellent epitaxy and a
45°rotation between the STO buffer layer and the CeO2 and YSZ films,
which subsequently grew in a cube-on-cube manner.
ii. HRTEM studies revealed a number of structural defects, all with a low
overall density and mainly present in the few layers closest to the substrate.
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These included misoriented grains, similar to those reported in the simula-
tion work of Sayle et al. [77], and local film flatness and thickness defects
caused by inhomogeneities in the STO buffer layer. The individual layer
thicknesses were not of the 1:1 ratio calibrated for, but instead showed a
slightly thicker YSZ layer. They did, however, exhibit a good overall agree-
ment with the targeted thicknesses. In addition the interfacial misfit was
seen to be partially relieved by misfit dislocations with average spacing of
between 6 and 7 nm. These don’t, however, have regular spacing possibly
preventing the formation of a regular dislocation array.
iii. Interfacial roughness of approximately 1 nm was determined from HRTEM
analysis which corresponded to the values determined from SIMS depth pro-
file fitting to the Atomic Mixing–Interfacial Roughness–Information Depth
(MRI) model of between 0.7–1 nm.
iv. The sample conductivity measured by EIS showed a level similar to single
crystal 8YSZ with little variation between samples and no trend with layer
thickness. The activation energy of the measurements revealed two distinct
groups:
B,D and E: The behaviour of these samples showed a linear, Arrhenius-
type, temperature dependence on both the heating and cooling ramps
of the impedance analysis. The activation energy was approximately
1.1 eV, very close to that of an 8 mol% YSZ single crystal [161].
A and C: The impedance response of these two samples showed a change
in activation energy on the ramp up to 800°C, starting at a value of
between 0.7–0.8 eV up to 500–550°C, followed by approximately 1.2 eV
up to 800°C. On cooling the measurements maintained the higher ac-
tivation energy. It is worth noting that the first activation energy is of
roughly the same level as 20 mol% SDC [14]
v. This grouping into two behaviours was reciprocated in several features of
SIMS depth profiling:
a. Leading and trailing edge slopes were worse in samples B and D than
in A and C (seen in Fig. 5.19, p. 197).
b. Roughness values obtained from MRI model fitting were higher at
∼0.9 nm for samples B and D than for A and C at ∼0.75 nm indi-
cating rougher interfaces (Table 5.2, p. 200).
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c. Samples B and D showed a large drop in counts in both cerium con-
taining signals prior to the characteristic trailing edge peak ( Fig. 5.18,
p. 195).
These features all indicate that the interfacial quality of the films is higher
in samples A and C, the samples showing the change in activation energy.
vi. Depth profiles through all samples exhibited a characteristic behaviour in all
cerium containing signals; a peak at the leading and trailing edges showing
significantly greater effect in the molecular CeO+ species than in the atomic
Ce+. This is very similar to the behaviour seen at the SDC/CeO2 interfaces
in the analysis reported in Chapter 4. It was shown to fit with a proposed
model involving a reduced layer adjacent to the interface in the ceria which
also allowed excellent fitting to the variation of layer thickness ratio.
vii. Investigation of the lateral oxygen diffusion behaviour by tracer measure-
ment using the developed technique allowed identification of diffusion co-
efficients for individual layers in sample D with the CeO2 layers appearing
higher. This high diffusion coefficient (D∗) in the CeO2 layers resulted in an
artificially high D∗ in the YSZ layers due to layer interdiffusion. The fact
that the layers had behaviour that could be separated indicates that oxygen
vacancy migration across the heterointerface is not, however, trivial.
viii. Comparison of the conductivity calculated from the measured diffusion co-
efficients in the two layer types with that measured by EIS shows that the
former is approximately an order of magnitude higher. The higher level of
diffusion in the CeO2 layers suggest an abundance of available oxygen va-
cancies in the structure. This would provide a similar conduction behaviour
to a doped ceria such as SDC which is still significantly higher than the
diffusion calculated conductivity.
It appears from these conclusions that in the as-grown state the ceria layers are
highly defective and remain in a metastable state with a large number of oxygen
vacancies close to the interface with the YSZ. These then provide a fast oxygen
diffusion pathway, of a level similar to doped ceria, as shown in Fig. 5.32. The
depth of these regions can be seen in depth profiles of the matrix species to be
approximately 5 nm. These features are summarised in Fig. 5.33 (p. 217).
The most likely form of charge compensation in this material is the reduction
of the cerium (CeIV→CeIII). While a high concentration of oxygen vacancies and
CeIII in the layers should contribute a significant amount of conductivity, both by
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oxygen ion migration and n-type electronic conductivity [168], this is not reflected
in the measured impedance results. This may be due to the effective anneal at
700°C for 2 hours performed as part of the silver contact sintering process prior
to any impedance measurement.
The difference in conductivity behaviour between samples A and C and B and
D can be associated with the interfacial roughness, and hence film quality, seen
in SIMS depth profiling results. The samples with lower interfacial roughness
may exhibit greater stabilisation of this metastable, high oxygen vacancy/CeIII,
structure resulting in residual quantities remaining even after this 700°C anneal.
The further anneal of samples A and C for several hours at a greater temperature
of 800°C may then result in the elimination of this structure and the full oxidation
of the ceria. Resulting in conduction through the YSZ layers dominating.
Following the growth of two systems designed to study the effect of interfaces by
varying interfacial density in a systematic manner and their subsequent conduc-
tivity investigations resulting in very little, if any, variation from expected/bulk
values, the next system was one in which the conductivity had already been found
to be significantly enhanced. This was a multilayer system consisting of alternat-
ing praseodymium nickel copper gallate (Pr1.91Ni0.71Cu0.24Ga0.05O4, referred to
as PNCG) and 20 mol% SDC films on polycrystalline MgO substrates which was
grown and electrically characterised by Prof. Tatsumi Ishihara’s group at Kyushu
University.
The system can be described as 2([x]SDC | [100nm]PNCG) | MgO where x had
the value of 976, 548, 318 or 96 nm. The 100 nm of PNCG was chosen due to the
reported suppression of hole conduction in single thin films on MgO [170].
The samples were produced by PLD and investigation by scanning electron mi-
croscopy (SEM) and XRD showed uniform, dense films and the presence of the
cubic fluorite phase of the SDC and weak peaks from the Pr2NiO4 phase. Investi-
gation of a single PNCG film on MgO lead to the explanation that there is strong
c-axis texturing and (004) peak overlap in the XRD pattern. The SDC lattice
parameter was calculated and seen to increase with decreasing layer thickness (x)
suggesting it was under tensile strain.
Electrical conductivity measurements performed using the Van der Pauw elec-
trode configuration revealed an increase in conductivity by approximately 2 orders
of magnitude and a decrease in activation energy with decreasing SDC layer thick-
ness. This correlated with the variation in SDC lattice parameter suggesting that
this effect may be related to the level of strain.
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Measurements performed in a range of oxygen partial pressures reveal that all
samples exhibited p-type dependence. The slope value of this, however, decreases
with layer thickness, which is the opposite of what would be expected when the
proportion of PNCG is increasing. This suggests that it is less dominated by hole
conduction.
SIMS compositional depth profiling of the 2([96nm]SDC | [100nm]PNCG) |
MgO sample revealed a significant amount of cation interdiffusion between the
layers as well as into the substrate. The addition of contaminant cations in the
ceria lattice will affect the lattice parameter, invalidating the previous assumptions
that are based on the lattice strain in the material. In addition, the complexity
of the resultant material as a whole makes the identification of the nature of any
change in conductivity extremely difficult to identify.
Investigation of the tracer diffusion and subsequent calculation of the ionic
conductivity contribution in the films eliminates enhanced oxide ion conduction
as the cause of the large enhancement in conductivity.
The enhancement reported may be due to the reduction of cerium (CeIV to
CeIII). If a greater proportion of this is present in thinner films this would give
a greater n-type conduction contribution, dropping the level of the slope. This
hypothesis would, however, be very difficult to prove, due to the previously men-
tioned compositional complexity of the material.
Finally, in Chapter 7, a study of the influence of edge dislocation cores on the
level of conductivity was performed in order to investigate the effect of interfacial
misfit dislocations in the thin film materials. Korte et al. [64] highlighted their
importance by correlating interfacial strain and conductivity enhancement and
suggesting that systems with greater interfacial disorder will show higher levels
of conductivity enhancement. In addition Otsuka et al. [80, 81] reported a con-
ductivity enhancement in YSZ single crystals in a direction parallel to dislocation
cores and calculated the enhancement in conductivity in the dislocation core to
be a factor of 102–103 times that of the bulk YSZ.
In order to investigate this, a 10 mol% YSZ single crystal was deformed to
−1.1% plastic strain on the [112] axis. TEM studies revealed that the primary
slip plane of (001)[110] was activated with a dislocation density of 1.3× 1013 m−1
and EIS measurements exhibited an enhancement in the orientation parallel to
the dislocation core ([11¯0]) of a similar scale to the measurements reported by
Otsuka et al. [81], 8% and 10%, respectively. Diffusion measurements, however,
showed very little change in diffusion profile with no evidence of fast, dislocation
related, ion migration.
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Despite the very small change, approximately 2%, in diffusion calculated con-
ductivity measured by the tracer diffusion technique, the relative enhancement
in conductivity through the dislocation over that of the bulk could still be deter-
mined to be significant due to the low number of dislocations in the samples. This
was calculated by a method similar to that of Otsuka et al. [80] however con-
sideration of the mathematics behind the claimed 102–103 factor of enhancement
reveal that with any measurable overall enhancement, that of each individual
dislocation must be of this order due to the low dislocation density.
8.1. Outlook
While none of the systems measured revealed significant enhancement in oxygen
ion conduction there are several investigations that could be performed to answer
some of the open questions remaining from this work.
For the samples reported in Chapter 5, featuring alternating YSZ and CeO2
layers, an investigation of the low temperature conduction would be interesting, if
a method of reliable electrode application that does not require a high temperature
sintering step could be developed. In addition it would be beneficial to study
the oxygen tracer diffusion behaviour when a sample had been fully annealed to
verify the hypothesized interface adjacent reduced ceria layers. The author is, as
of writing, attempting to perform this latter experiment.
With regards to the PNCG/SDC system of Chapter 6 a study of the impedance
response would prove interesting due to the, potentially very different, response
this would give to those discussed in Chapters 4 and 5. This would help to
improve the understanding of literature results which, in a similar manner, feature
enhanced electronic condcutivity and not ionic.
The studies of the effect of dislocations on the oxygen tracer diffusion would
benefit from additional measurements in order to allow statistical analysis of the
results. The single measurement performed is subject to too many errors to take
at face value however the agreement of impedance results with literature indicate
that this is a promising route of investigation.
In order to further the aims of this thesis, investigation of the mechanisms
behind the large variation in results in single thin films of YSZ on single crystal
MgO substrate, discussed in Chapter 2 (eg. Fig. 2.15), should allow great insight
due to the relative wealth of comparative data. Utilising techniques such as low
energy ion scattering (LEIS) and the tracer diffusion techniques in this analysis
should allow identification of surface and ‘bulk’ behaviour in films such as these. In
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addition, fabricating nominally identical samples by a range of techniques would
allow determination of microstructural and compositional variations that have, as
yet, been overlooked.
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A.1. Data and References for Figure 2.4
Table A.1.: Data and References for Figure 2.4
Dopant Level Lattice / A˚ Ref. Dopant Level Lattice / A˚ Ref.
La 0.05 5.425 [182] Gd 0.2 5.423 [153]
La 0.2 5.4675 [183] Gd 0.3 5.428 [153]
La 0.2 5.4776 [184] Gd 0.3 5.43115 [185]
La 0.44 5.588 [186] Dy 0.1 5.412 [153]
La 0.5 5.58 [187] Dy 0.2 5.4112 [184]
Nd 0.2 5.448 [153] Dy 0.3 5.408 [153]
Nd 0.2 5.4462 [183] Dy 0.4 5.405 [153]
Nd 0.25 5.4602 [188] Dy 0.5 5.397 [153]
Nd 0.25 5.458 [189] Y 0.1 5.408 [153]
Nd 0.3 5.463 [153] Y 0.2 5.404 [153]
Nd 0.4 5.478 [153] Y 0.2 5.404 [190]
Nd 0.5 5.489 [153] Y 0.3 5.4 [153]
Nd 0.5 5.493 [191] Y 0.32 5.3942 [192]
Sm 0.1 5.423 [153] Y 0.4 5.393 [153]
Sm 0.1 5.423 [193] Y 0.5 5.384 [153]
Sm 0.2 5.433 [153] Y 0.6 5.372 [153]
Sm 0.2 5.437 [184] Y 0.025–
0.25
5.411–
5.403
[194]
Sm 0.25 5.4427 [195] Yb 0.1 5.401 [153]
Sm 0.3 5.443 [153] Yb 0.2 5.39 [153]
Sm 0.3 5.4388 [196] Yb 0.2 5.3897 [184]
Sm 0.4 5.45 [153] Yb 0.3 5.379 [153]
Sm 0.5 5.453 [197] Yb 0.4 5.366 [153]
Gd 0.1 5.418 [153] Yb 0.45 5.361 [153]
Gd 0.1 5.418 [193]
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A.2. Impedance Results for Single Thin Films of
Doped/Undoped Ceria
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Figure A.1.: Nyquist (left) and Bode (right) plots of the impedance of a 1 µm
CeO2 film on MgO at 400°C (a), 600°C (b) and 800°C (c)
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Figure A.2.: Nyquist (left) and Bode (right) plots of the impedance of a 1 µm
Ce0.8Sm0.2O1.9 film on MgO with 45 nm CeO2 buffer layer at 400°C
(a), 600°C (b) and 800°C (c)
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Figure A.3.: Nyquist (left) and Bode (right) plots of the impedance of a 1 µm
Ce0.8Nd0.2O1.9 film on MgO with 45 nm CeO2 buffer layer at 400°C
(a), 600°C (b) and 800°C (c)
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Figure A.4.: Nyquist (left) and Bode (right) plots of the impedance of a 1 µm
Ce0.8Y0.2O1.9 film on MgO with 45 nm CeO2 buffer layer at 400°C
(a), 600°C (b) and 800°C (c)
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A.3. Ion Images of YSZ/CeO2 Depth Profile Analyses
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Figure A.5.: Ion images of Sample A
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Figure A.6.: Ion images of Sample B
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Figure A.7.: Ion images of Sample C
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Figure A.8.: Ion images of Sample D
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A.4. YSZ/CeO2 Depth Profiles of Samples A, B and C
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Figure A.9.: Depth profile following the positive matrix signals through sample
A (a) and the slopes of the leading (b) and trailing (c) edges in
nm/decade
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A.5. YSZ/CeO2 Depth Profiles Fittings to the MRI
Model
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Figure A.12.: CeO+ (a) and ZrO+ (b) measured profiles (open squares) through
sample A and their respective MRI fittings (lines) together with the
combined, deconvolved profiles (c)
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Figure A.13.: CeO+ (a) and ZrO+ (b) measured profiles (open squares) through
sample B and their respective MRI fittings (lines) together with the
combined, deconvolved profiles (c)
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Figure A.14.: CeO+ (a) and ZrO+ (b) measured profiles (open squares) through
sample D and their respective MRI fittings (lines) together with the
combined, deconvolved profiles (c)
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A.6. Ion Images of PNCG/SDC Analyses
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Figure A.15.: Ion images from Analysis 2
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Chapter A. Appendices
A.7. Consideration of Errors in Lateral Oxygen
Diffusion Measurements
In this appendix the errors inherent in measurement of diffusion profiles will be
discussed. Particular consideration will be given to the measurements in Chapter
7 due to the desire to resolve the small differences in D∗ reported.
As all profiles in this work use a lateral linescanning technique the first consider-
ation must be lateral resolution of the instrument. In the case of the TOF.SIMS5
instrument (ION-TOF GmbH, Germany) used for the majority of the measure-
ments this is ∼100 nm using the liquid metal ion gun (LMIG) source [198]. In
addition, most measurements are on the order of 100 µm wide with 128–512 anal-
yses across this distance giving an effective analysis spacing of 200 nm or greater.
Kilner and De Souza [199] showed that the beam diameter (FWHM), B,
and thus lateral resolution, should agree with
B >
x
20 =
√
D∗tex
5 , (A.1)
for diffusion profiles of length, x1. With a lateral resolution of 100 nm this means
that diffusion profiles with x greater than 2 µm can be measured with a reasonable
degree of accuracy. This is significantly lower than any of those measured in this
work.
The next consideration is the overall lateral calibration of the SIMS raster.
This is first checked on a copper grid, moving analysis region to the sample may
cause this to deviate slightly and is largely dependent on the Z-height, that is,
the distance between sample surface and the ion beam and detector, which is set
to the correct position by the focusing of the beam in a spot. The error resulting
from inaccuracies of the lateral analysis dimensions can only be approximated and
is rarely considered in literature. In this case a value of ±1% is taken.
Another source of error is the edge roughness, assumed to be perfectly flat, and
the angular offset from perpendicular. From consideration of the ion images of
the X-Y plane this can be estimated to give a variation in x of approximately
±1 µm for all thin film samples. In the case of the single crystal yttria-stabilised
zirconia (YSZ) samples, however this is approximately the surface finish, in this
case this can be estimated at 1/4 µm. Using
x = 2
√
D∗tex, (A.2)
1x was previously discussed in Eq. 3.25, p. 98
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previously introduced on p. 98, the variation in D that errors in the overall lateral
calibration and edge determination would cause can be estimated. In the case of
the single crystal samples in Chapter 7 this results in a variation of approximately
±3.5%.
As these two sources of error are the only two that should vary between the two
measured orientations of the single crystals, analysed on the same instrument in
the same session and with identical beam conditions, they are the only two which
are considered.
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