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MORSIFICATIONS AND MUTATIONS
SERGEY FOMIN, PAVLO PYLYAVSKYY, AND EUGENII SHUSTIN
Abstract. We describe and investigate a connection between the topology of
isolated singularities of plane curves and the mutation equivalence, in the sense of
cluster algebra theory, of the quivers associated with their morsifications.
Contents
Introduction 2
1. Singularities and morsifications 5
2. Divides 8
3. A’Campo-Guse˘ın-Zade diagrams 13
4. Quivers 15
5. Main conjecture 17
6. Links of divides 19
7. Plabic graphs 21
8. Plabic graphs attached to divides 24
9. Scannable divides 26
10. Plabic fences 29
11. Positive braid isotopy 31
12. Oriented plabic graphs and their links 35
13. Yang-Baxter transformations 39
14. Transversal overlays 43
References 47
Date: February 24, 2018.
Key words and phrases. Plane curve singularity, morsification, A’Campo–Guse˘ın-Zade diagram,
quiver mutation, positive braid, plabic graph, scannable divide, link equivalence.
2010 Mathematics Subject Classification Primary 13F60, Secondary 20F36, 57M25, 58K65.
Partially supported by NSF grants DMS-1361789 and DMS-1664722 (S. F.), DMS-1148634 and
DMS-1351590 (P. P.), a Sloan Fellowship (P. P.), and the ISF grant 176/15 (E. S.).
1
2 SERGEY FOMIN, PAVLO PYLYAVSKYY, AND EUGENII SHUSTIN
Introduction
We present and explore a remarkable connection between two seemingly unrelated
subjects: the combinatorics of quiver mutations (which originated in the theory of
cluster algebras) and the topology of plane curve singularities. Our constructions
build on the elegant approach to the latter subfield of singularity theory that was
pioneered in the 1970s by N. A’Campo [1] and S. Guse˘ın-Zade [24, 25]. Given
a real form of an isolated plane curve singularity, one begins by finding its real
morsification, a real nodal local deformation that has the maximal possible number
of real hyperbolic nodes. From the combinatorial topology of the morsification (more
precisely, of its divide, the set of real points of the deformed curve in the vicinity
of the singularity), one constructs the associated A’Campo–Guse˘ın-Zade diagram, a
certain tripartite planar graph. This diagram, or the quiver it determines, can be
used to explicitly compute the monodromy and the intersection form in the vanishing
homology of the singularity. In fact, more is true: the diagram uniquely determines
the complex topological type of the singularity, as shown in [9] (for totally real
singularities) and in [32] (in full generality).
A given complex singularity may have many distinct real forms. These are real
plane singular curves which, when viewed over the complex numbers, are locally
homeomorphic to each other—but over the reals, they are not. Their real morsifi-
cations are also different from each other, and so are the associated diagrams and
quivers. How, then, can we tell, looking at two morsifications, whether we are dealing
with the same complex singularity or not?
One answer to this question was given by N. A’Campo [2] in the late 1990s,
in terms of a certain link which can be constructed from the divide of any given
morsification. In this paper, we propose an alternative answer which comes from
the theory of cluster algebras [18, 21], specifically from the combinatorics of quiver
mutations. (A quiver can be mutated in different ways, depending on the choice of
a vertex. One then applies a mutation to the resulting quiver, and so on. The set
of quivers obtained in this way defines a cluster algebra.) We conjecture that two
real singularities are topologically equivalent over the complex numbers if and only if
the quivers associated with their respective morsifications are mutation equivalent to
each other, i.e., if and only if one quiver can be transformed into another by iterated
mutations. Thus, different real forms of the same complex singularity—and different
morsifications of these real forms—should give rise to mutation equivalent quivers.
Conversely, topologically distinct singularities are expected to produce quivers of
different mutation type. Succinctly put, plane curve singularities are classified by
the cluster algebras defined by their morsifications.
Our main results (Theorems 13.10 and 13.13) establish this relationship between
the topology of plane curve singularities and the mutation equivalence of associated
quivers modulo three technical assumptions, each of which we optimistically expect
to be redundant: (i) the existence of a sequence of Yang-Baxter moves transforming
the divide of a given real morsification into a scannable form; (ii) the assumption
that for any two morsifications, the positive braids associated with the respective
scannable divides are related via positive isotopy (for braids of minimal index, this is
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equivalent to conjugacy); and (iii) the expectation that in the case of quivers coming
from morsifications of real singularities, mutation equivalence can be replaced by
the move equivalence of associated plabic graphs, in the sense of A. Postnikov [37].
These assumptions are satisfied in all examples of real morsifications known to us,
including those obtained via transversal overlays of Lissajous curves, see Section 14.
The link between morsifications and quiver mutations revealed in this paper is
suggestive of a deep intrinsic relationship between singularities and cluster algebras.
To give just one example, a quasihomogeneous singularity xa + yb = 0 is described
by the same mutation class of quivers as the standard cluster structure on the ho-
mogeneous coordinate ring of the Grassmannian Gra,a+b(C). The underlying reasons
for these combinatorial coincidences are yet to be uncovered.
To obtain our main results, we begin by reformulating the problem on both sides
of the conjectural correspondence. On the singularity theory side, we use A’Campo’s
construction [2] mentioned above, recasting the topological equivalence of plane
curve singularities in terms of divides coming from their morsifications: as shown
by A’Campo, two singularities are equivalent if and only if their links are isotopic
to each other. While the definition of the link of a divide is geometric, in the case
of scannable divides one can use a beautiful palyndromic rule, due to O. Couture
and B. Perron [14], to construct the corresponding (positive) braid. We then use the
above assumptions (i)–(ii) to translate topological equivalence of singularities into
the language of positive braids, where it corresponds to a certain subclass of isotopies.
On the cluster side, we replace the dynamics of quiver mutations by the closely
related dynamics of local moves on plabic graphs. We then show that in the case of
scannable divides, one can interpret the relevant braid isotopies in terms of sequences
of local moves on the corresponding plabic graphs. In this way, we establish one di-
rection of the main correspondence (under the assumptions made), viz., “topological
equivalence implies mutation equivalence.”
The opposite direction requires an additional insight, involving edge orientations of
plabic graphs. To any plabic graph possessing an orientation satisfying certain local
constraints, we associate a combinatorially constructed link. We show that local
moves on plabic graphs transform their edge orientations in a canonical way, and
moreover preserve the isotopy class of the associated link. For a scannable divide,
one recovers the A’Campo link. It follows that if the plabic graphs corresponding
to two scannable divides can be connected by local moves, then these divides have
isotopic links. In the case of divides coming from morsifications, this means that the
underlying singularities are topologically equivalent.
Both directions of the correspondence are then extended to arbitrary divides which
can be converted into scannable form via a sequence of Yang-Baxter transformations
(a.k.a. Reidemeister moves of type III), cf. assumption (iii) above. This extension
relies on two properties of Yang-Baxter transformations: they preserve the A’Campo
links (see [14]), and they can be emulated by local moves on plabic graphs.
Our investigations naturally lead to a number of questions concerning the topology
of plane curve singularities, their real forms, morsifications, divides, braids, quivers,
and plabic graphs; see in particular Conjectures 7.9, 11.2, and 13.9. The recent
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paper [32] by P. Leviant and the third author was motivated by this work; see
Conjecture 1.5 and Theorem 3.4.
The initial impetus for this project came from the desire to understand the reasons
behind the common appearance of the ADE classification, in its version involving
quivers, in two ostensibly unrelated contexts: V. Arnold’s celebrated classification [6]
of simple plane curve singularities and the much more recent classication of cluster
algebras of finite type [19].
Organization of the paper
This paper has at least two intended audiences: the readers whose primary inter-
ests lie either in singularity theory or in the theory of cluster algebras. Bearing this in
mind, we tried to make our presentation as accessible as possible to the mathemati-
cians who might be unfamiliar with one of the two subjects. Additional details from
singularity theory can be found in the textbooks [7, Sections 2.1–2.2] [8, Section 4.1]
and in the papers [1, 9, 24, 25, 32]. For a detailed exposition of the fundamentals
of quiver mutations, and their relations with cluster algebras, the reader is referred
to [21].
In Sections 1–4, we review the requisite technical background: isolated singularities
of complex and real plane curves, and their morsifications (Section 1); divides and
their role in the study of plane curve singularities (Section 2); the A’Campo–Guse˘ın-
Zade diagrams (Section 3); and the basic notions of quiver mutations (Section 4).
The putative correspondence between topological classification of singularities and
mutation equivalence of associated quivers is formulated in Section 5.
In Section 6, we define A’Campo’s links of divides, review their properties, and
reformulate the main conjecture in this language. Section 7 introduces the combi-
natorics of plabic graphs and local moves on them, in a version slightly different
from Postnikov’s original treatment [37], to suit our current setting. In Section 8,
we define plabic graphs attached to divides, and restate the cluster side of the main
correspondence in this language.
Section 9 is devoted to scannable divides and the associated positive braids, in-
cluding the palyndromic rule of Couture and Perron. A distinguished choice of a
plabic graph attached to a scannable divide, which we call a plabic fence, is intro-
duced in Section 10. These fences are closely related to the corresponding braids.
In Section 11, we introduce the notion of positive braid isotopy, and relate it to move
equivalence of plabic fences. Section 12 is dedicated to admissible orientations of
plabic graphs, and to the links which they define. In Section 13, we review the rel-
evant properties of Yang-Baxter transformations of divides, and use them to obtain
the most general form of our main results.
Section 14 treats a large class of examples coming from transversal overlays of
quasihomogeneous singularities, and associated Lissajous divides.
Acknowledgments
We benefitted from stimulating discussions with Sergei Chmutov, Diana Hubbard,
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1. Singularities and morsifications
Throughout this paper, the term singularity means a germ (C, z) ⊂ C2 of a reduced
analytic curve C in the complex plane C2 at a singular point z ∈ C2. We can
postulate, without loss of generality, that z = (0, 0).
We shall always assume that our singularity is isolated : there exists a closed ball
B = BC,z ⊂ C2 centered at z such that z is the only singular point of C in B.
Moreover we can assume that any sphere centered at z and contained in B intersects
our curve C transversally; we then call B the Milnor ball at z.
The simplest example of a singularity is a node, i.e., a transversal intersection of
two locally smooth branches.
Isolated singularities of plane complex curves can be studied up to different types
of equivalence. Here we focus on the topological theory, which considers singularities
up to homeomorphisms of a neighborhood of an isolated singular point. We note
that this point of view is substantially different from treating singularities up to
diffeomorphisms, cf. Example 1.1.
Example 1.1. All singularities consisting of four smooth branches transversally
crossing at a point z ∈ C2 are topologically equivalent to each other. On the other
hand, any diffeomorphism of a neighborhood of z preserves the cross-ratio of the
tangent lines (at z) to the four branches, so configurations with different cross-ratios
are not equivalent to each other in the smooth category.
By a theorem of Weierstrass (see, e.g., [23, Theorems I.1.6 and I.1.8] or [11, Sec-
tion III.8.2]), any locally convergent power series f(x, y) splits into a product of
irreducible factors that are also locally convergent. In the case under consideration
(an isolated singularity f(x, y) = 0) we can choose B so that everything converges
there. The factors are determined uniquely up to permutation, and up to multipli-
cation by a unit (i.e., by a nonvanishing function B→ C). Since we assume that the
curve is reduced, the factors are pairwise distinct: no two of them differ by a unit.
These factors correspond to the local branches of the singularity.
Example 1.2. A singularity (C, z) is called quasihomogeneous of type (a, b) (here
a ≥ b ≥ 2) if, in suitable local coordinates, (C, z) is given by an equation of the form
(1.1) f(x, y) =
∑
bi+aj=ab
i,j≥0
cijx
iyj = 0,
with z=(0, 0). We say that (C, z) is semi-quasihomogeneous of type (a, b) if it can be
given by
∑
bi+aj≥ab
i,j≥0
cijx
iyj=0 where the corresponding equation (1.1) defines a quasiho-
mogeneous singularity of type (a, b) (so the quasihomogeneous polynomial f(x, y)
does not contain multiple irreducible factors). Any semi-quasihomogeneous singu-
larity of type (a, b) is topologically equivalent to the quasihomogeneous singularity
(1.2) xa + yb = 0.
The singularity (1.2) has gcd(a, b) (complex) branches.
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From now on, we shall always assume that (C, z) is a real singularity. That is,
C ⊂ C2 is an analytic curve invariant under complex conjugation, and z ∈ C its
real singular point. Equivalently, C is given by an equation f(x, y) = 0 where all
coefficients in the power series expansion of f (at z) are real.
The simplest example of a real singularity is a real node of a real plane curve.
Such a node can be either hyperbolic or elliptic, i.e., analytically equivalent over R
to x2 − y2 = 0 or to x2 + y2 = 0, respectively.
A (real) singularity (C, z) is called totally real if all its local branches are real. For
example, a hyperbolic node is totally real, but an elliptic one is not.
Theorem 1.3 ([25, Theorem 3] [9, Theorem 1.1]). Every complex plane curve sin-
gularity is topologically equivalent to a totally real one.
A real singularity topologically equivalent to a given complex singularity is called
a real form of the latter. By Theorem 1.3, any complex plane curve singularity
has a real form. There are typically several distinct real forms, up to conjugation-
equivariant topological equivalence. For example, a complex node has two essentially
different real forms: hyperbolic and elliptic. An irreducible complex singularity (i.e.,
one that has a single branch) has only one real form.
One of our implicit goals is to better understand the relations between different
real forms of the same complex singularity.
A nodal deformation of a singularity (C, z) (inside the Milnor ball B) is an analytic
family of curves Ct ∩B such that
• the complex parameter t varies in a (small) disk centered at 0 ∈ C;
• for t = 0, we recover the original curve: C0 = C;
• each curve Ct is smooth along ∂B, and intersects ∂B trasversally;
• for any t 6= 0, the curve Ct has only ordinary nodes inside B;
• the number of these nodes does not depend on t.
The maximal number of nodes in a nodal deformation is δ(C, z), the δ-invariant of
the singularity; see, e.g., [34, §10].
A real nodal deformation of a real singularity (C, z) is obtained by taking a nodal
deformation (Ct ∩B) which is equivariant with respect to complex conjugation, and
restricting the parameter t to a (small) interval [0, τ) ⊂ R.
A real morsification of a real singularity (C, z) is a real nodal deformation Ct =
{ft(x, y) = 0} as above such that
• all critical points of ft are real and Morse (i.e., with nondegenerate Hessian);
• all saddle points of ft are at the zero level (i.e., lie on Ct).
Proposition 1.4 ([32, Lemma 2]). The number of real hyperbolic nodes in any real
nodal deformation of a real singularity (C, z) is at most
δR(C, z)
def
= δ(C, z)− ImBr(C, z),
where δ(C, z) is the δ-invariant of the singularity, and ImBr(C, z) denotes the num-
ber of pairs of distinct complex conjugate local branches of C centered at z. Moreover
it is equal to δR(C, z) if and only if this real nodal deformation is a real morsification.
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Thus a real morsification is a real nodal deformation that has δR(C, z) real hyper-
bolic nodes, the maximal possible number.
Conjecture 1.5. Any real plane curve singularity possesses a real morsification.
The totally real case of Conjecture 1.5 was settled long time ago in [1, Theo-
rem 1] and [25, Theorem 4]. Much more recently, Conjecture 1.5 was established
in [32, Theorem 1] for a wide class of singularities that in particular includes all
singularities that can be represented as a union of a totally real singularity with
semi-quasihomogeneous singularities having distinct non-real tangents.
Real morsifications of totally real singularities have been successfully used to
compute the monodromies and the intersection forms of plane curves singularities
[1, 2, 24, 26].
Example 1.6. Consider the complex singularity with four smooth branches inter-
secting transversally at the point z = (0, 0), cf. Example 1.1. Its three essentially
distinct real forms, and their respective morsifications, are shown in Figure 1.
real singularity morsifications
x3y − xy3 = 0
(four real branches)
xy(x− y + t)(x+ y − 2t) = 0
x4 − y4 = 0
(two real branches,
two complex
conjugate branches)
(x2 − y2)(x2 + y2 − t2) = 0
(x2 − (y − 1.2t)2)(x2 + y2 − t2) = 0
(x2 + 4y2)(4x2 + y2) = 0
(two pairs of complex
conjugate branches)
(x2 + 4y2 − t2)(4x2 + y2 − t2) = 0
Figure 1: Three real forms of the singularity from Example 1.6, and their mor-
sifications.
Example 1.7. Two morsifications of (different real forms of) the quasihomogeneous
singularity of type (4, 2) (cf. Example 1.2) are given by y2 + x4 = tx2 (a lemniscate)
and (x2 − t)2 = y2 (two parabolas).
Remark 1.8. The complex singularities of the kind considered in this paper are com-
pletely characterized by certain combinatorial invariants defined in terms of Puiseux
expansions (or “resolution trees,” with multiplicities), or equivalently in terms of the
topology of a certain link (the Zariski-Burau Theorem [12, 44], see [11, Chapter 8]).
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2. Divides
In this section, we recall and discuss the concept of a divide, introduced and
extensively studied by N. A’Campo, see [4, 5, 28] and references therein. There are
several versions of this notion in the existing literature; we will use the following one.
Definition 2.1. Loosely speaking, a divide D is the image of a generic relative
immersion of a finite set of intervals and circles in a disk D ⊂ R2. More precisely,
the images of immersed intervals and circles, collectively called the branches of D,
must satisfy the following conditions:
(D1) the immersed circles do not intersect the boundary ∂D;
(D2) the immersed intervals have pairwise distinct endpoints which lie on ∂D;
moreover these immersed intervals intersect ∂D transversally;
(D3) all intersections and self-intersections of the branches are transversal;
(D4) no three branches intersect at a point.
We are only interested in the topology of a divide. That is, we do not distinguish
between divides related by a homeomorphism between their respective ambient disks.
The connected components of the complement D \D which are disjont from ∂D
are the regions of D. The closure of the union of all regions and all singular points
of D (its nodes) is called the body of the divide. We also require that
(D5) the body of the divide is connected, as is the union of its branches;
(D6) each region is homeomorphic to an open disk.
In what follows, we don’t always draw the boundary of the ambient disk D.
Definition 2.2. Any real morsification (Ct)t∈[0,τ) of a real plane curve singularity
(C, z) defines a divide in the following natural way. The sets RCt of real points of the
deformed curves Ct, for 0 < t < τ , are all isotopic to each other in the “Milnor disk”
D = RB ⊂ R2 consisting of the real points of the Milnor ball B. Each real curve
RCt ∩D, viewed up to isotopy, defines the divide associated with the morsification.
Conditions (D1)–(D4) and (D6) of Definition 2.1 are readily checked. Condition (D5)
follows from the connectedness of the Dynkin diagram of a singularity [22] and from
Guse˘ın-Zade’ algorithm [25] that constructs this diagram from a divide, cf. Section 3.
A simple example is given in Figure 2.
Figure 2: Divides associated with the two real morsifications of the real singu-
larity x4 − y4 = 0 shown in Figure 1 (second row). In each case, the two real
branches x ± y = 0 get deformed into two immersed segments, and the two
complex conjugate branches x ± iy = 0 get deformed into an immersed circle.
Each of these two divides has 4 regions and 5 nodes.
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Several examples of divides associated with morsifications of (various real forms of)
quasihomogeneous singularities xa+yb = 0 are shown in Figure 3. (It is not obvious—
but true—that each of these divides does indeed come from such a morsification.)
For instance, the four divides shown for a = b = 4 correspond to the morsifications
in Figure 1.
A few additional examples are given in Figures 4–6.
Remark 2.3. We are not aware of any (efficiently testable) necessary and sufficient
conditions—even conjectural ones—ensuring that a given divide D represents
• a real morsification of a given real singularity; or
• a real morsification of some real form of a given complex singularity; or
• a real morsification of some real form of some complex singularity.
We call the divides arising via the construction of Definition 2.2 algebraic. That is,
an algebraic divide is a divide that comes from a real morsification of (a real form of)
a complex isolated plane curve singularity. As stated in Remark 2.3, it is difficult to
detect whether a given divide is algebraic.
While a given real singularity typically has several inequivalent real morsifications,
giving rise to distinct divides (cf., e.g., Figure 2), some of the basic features of the
resulting divide are uniquely determined by the real singularity at hand, see Propo-
sitions 2.4–2.5 below. Proofs, further details, and references can be found in [32].
Proposition 2.4. The branches of a divide associated with a real morsification are
obtained by deforming the local branches of the original real singularity. Each real
local branch of the singularity deforms into an immersed interval with endpoints
on the boundary of the Milnor disk. Each pair of distinct complex conjugate local
branches deforms into an immersed circle in the interior of the Milnor disk.
In particular, among algebraic divides, the ones corresponding to totally real sin-
gularities are precisely those which contain no closed curves.
Proposition 2.5. Given a real plane curve singularity, the following collections of
numbers do not depend on the choice of its morsification (or the associated divide):
• the numbers of self-intersections of the individual branches of the divide;
• the numbers of intersections of the pairs of branches of the divide;
• the total number of regions in a divide.
Specifically, the number of regions is equal to µ(C, z)−δR(C, z), where µ(C, z) denotes
the Milnor number of the singularity; and the aforementioned intersection numbers
are determined by the δ-invariants and the intersection numbers of the local branches.
The importance of divides in the context of singularity theory stems from the fact
that an algebraic divide completely determines the topological type of the underlying
complex singularity. (It also contains some information concerning the real form at
hand.) See [32] and references therein, as well as Theorem 3.4 below.
Let D be a divide in a disk D, cf. Definition 2.1. Recall that the body of D,
henceforth denoted I(D), is the closure of the union of the (inner) regions together
with the nodes. Since we assumed the regions to be homeomorphic to open disks,
the body I(D) has a natural structure of a cell complex:
10 SERGEY FOMIN, PAVLO PYLYAVSKYY, AND EUGENII SHUSTIN
a=2 a=3 a=4 a=5 a=6
b
=
2
A1 A2 A3 A4 A5
node cusp tacnode 2 branches with
order 3 tangency
b
=
3
D4 E6 E8 E
(1,1)
8
3 lines 3 branches with
the same tangent
b
=
4
E
(1,1)
7 2 cusps with
4 lines the same tangent
Figure 3: Divides associated with quasihomogeneous singularities xa + yb = 0.
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D5 D6 E7
Figure 4: Divides associated with singularities of types D5 (a cusp and a line),
D6 (a tacnode and a line), and E7 (a cusp and its cuspidal tangent).
Figure 5: A divide associated with the non-quasihomogeneous singularity de-
fined by the Puiseux parametrization y = x3/2 + x7/4, see [14, Figure 31].
Figure 6: Divides associated with two different real forms of the singularity
(y2 + x3)(x2 + y3) = 0 (two transversal cusps).
• the nodes of D are the 0-cells;
• the components of the set of nonsingular points of D which are disjoint
from ∂D are the 1-cells;
• the regions are the 2-cells.
If D is a hyperbolic node (i.e., two embedded segments with a single transverse
intersection), then I(D) is a single point. Otherwise I(D) is a connected (cf. (D5))
and simply-connected 2-dimensional cell complex.
Propositions 1.4 and 2.5 imply the following statement.
Proposition 2.6. Let D be an algebraic divide. The combined number of 0-cells
and 2-cells of the cell complex I(D) is equal to the Milnor number of the associated
singularity. In particular, this number does not depend on the choice of morsification,
nor on the choice of the real form of the given complex singularity.
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Example 2.7. The three divides in the lower-right corner of Figure 3 correspond to
morsifications of the following real forms of the same complex singularity:
• two complex conjugate cusps with the common tangent;
• two real cusps with the common tangent and opposite orientation;
• two co-oriented real cusps with the common tangent, cf. Figure 7(a).
In each of the three cases, the combined number of nodes and regions is equal to 15,
matching the Milnor number of the singularity.
Remark 2.8. For D an algebraic divide, the cell complex I(D) is not necessarily
regular : the closure of a d-cell does not have to be a closed d-ball. Even if I(D) is
regular, the intersection of the closures of two d-cells may be disconnected. Figure 7
(borrowed from [32]) illustrates each of these possibilities, for both d = 1 and d = 2.
(a) (b)
Figure 7: (a) A real morsification of the singularity (y2 + x3)(y2 + 2x3) = 0
(two cooriented real cuspidal branches with a common tangent) defined
by (y2 + x2(x− ε1))(y2 + 2(x− ε2)2(x− ε3)) = 0, with 0 < ε2 < ε3 ≪ ε1 ≪ 1 ,
and the corresponding divide (cf. Figure 3, a = 6, b = 4, at the bottom). Here
we see that the closure of a cell in I(D) does not have to be simply connected.
(b) A real morsification of the singularity (y2 − x4)(y2 − 2x4) = 0 (four real
smooth branches quadratically tangent to each other), and its divide. Here we
see that the intersection of two d-cells may be disconnected, for d = 1, 2.
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3. A’Campo-Guse˘ın-Zade diagrams
In this section, we review the basics of AΓ-diagrams, originally introduced by
N. A’Campo [1] and S. Guse˘ın-Zade [24]. These diagrams also appeared in the liter-
ature under other names: Coxeter-Dynkin diagrams of singularities, R-diagrams, etc.
See [9] for another overview of this construction, and for additional references.
Two regions of a divide are called adjacent if the intersection of their closures
contains a 1-cell (which is said to separate these two regions).
Definition 3.1. Given a divide D as in Definition 2.1, its A’Campo-Guse˘ın-Zade
diagram AΓ(D) (AΓ-diagram for short) is a vertex-colored graph constructed as
follows:
• place a vertex at each node of D, and color it black;
• place one vertex into each region of D; color these vertices ⊕ or ⊖ so that
adjacent regions receive different colors (signs), and non-adjacent regions sharing
a node receive the same color;
• for each 1-cell separating two regions, draw an edge connecting the vertices
located inside these regions;
• for each region R, say bounded by k one-dimensional cells, draw k edges con-
necting the nodes on the boundary of R to the vertex located inside R; these
edges correspond to the k distinct (up to isotopy) ways to draw a simple curve
contained in R (except for one of the endpoints) connecting the interior vertex
to a boundary node.
Figures 8 and 9 show AΓ-diagrams of divides associated with different real morsi-
fications of real singularities of types A3 and E6, respectively.
⊕ ⊖⊖
Figure 8: Two divides of type A3, and their associated AΓ-diagrams.
⊕
⊖ ⊖
⊖
⊖ ⊖
Figure 9: Two divides of type E6, and their associated AΓ-diagrams.
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Remark 3.2. The last rule in Definition 3.1 allows for the possibility of double edges
in case the closure of R is not simply connected. For example, this situation arises
in the AΓ-diagram associated with the morsification in Figure 7(a), see Figure 10.
⊖ ⊖
⊖ ⊖
⊕ ⊕ ⊖
Figure 10: The AΓ-diagram for the divide/morsification shown in Figure 7(a).
Definition 3.1 specifies the coloring of the vertices in the AΓ-diagram up to a global
change of sign. This coloring is proper : every edge in AΓ(D) connects vertices of
different color. Thus AΓ(D) is a tripartite graph.
Remark 3.3. Any AΓ-diagram is a planar graph; it comes with an embedding into
the real plane supplied by the divide. According to the above definition, the notion
of an AΓ-diagram does not include a choice of a planar embedding. A given AΓ-
diagram can have two non-homeomorphic planar embeddings, and can correspond to
two topologically distinct divides, see an example in [9, Figure 4]. We do not know
whether this can happen for divides associated with morsifications.
For an algebraic divide D coming from a real morsification of a real singularity, the
vertices of the AΓ-diagram AΓ(D) correspond to the critical points of the morsified
curve Ct = {ft(x, y) = 0}. Furthermore, one can choose the coloring so that
• the vertices colored ⊕ are located in the regions where ft > 0, and correspond
to the local maxima of ft;
• the vertices colored ⊖ are located in the regions where ft < 0, and correspond
to the local minima of ft;
• the black vertices are located on the curve ft = 0, and correspond to the
saddle points of ft.
By Proposition 2.6, the number of vertices in AΓ(D) is equal to the Milnor number
of the singularity.
Theorem 3.4 ([32]). The AΓ-diagram of a real morsification of a real isolated plane
curve singularity determines the complex topological type of the singularity.
In the case of totally real singularities, Theorem 3.4 was proved by L. Balke and
R. Kaenders [9, Theorem 2.5 and Corollary 2.6] under an additional assumption
concerning the topology of the intersections of cell closures in I(D); cf. the discussion
in Remark 2.8.
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4. Quivers
In this section, we quickly review the basic combinatorics of quiver mutations.
We refer the reader to [21, 42] for further details, examples, and motivation. For the
purposes of this paper, we will not need the full generality of quivers with “frozen”
vertices, just the simple setup described in Definition 4.1 below.
While quiver mutations play a fundamental role in the theory of cluster algebras,
we will not rely on any results from this theory, such as for example the Laurent
Phenomenon [18] or the finite type classification [19]. We will however use the stan-
dard Dynkin diagram nomenclature, along with K. Saito’s notation for the extended
affine exceptional types (cf. [20, Section 12]), to assign names to some of the quivers
appearing in various examples, cf. Figure 3.
Definition 4.1. A quiver is a finite directed graph without oriented cycles of length 1
or 2. In other words, no loops are allowed, and all arrows between a given pair of
vertices must have the same direction. We do not distinguish between quivers (on the
same vertex set) which differ by simultaneous reversal of the direction of all arrows.
Given a vertex z in a quiver Q, the quiver mutation at z is a transformation of Q
into a new quiver Q′ = µz(Q) constructed in three steps:
1. For each path x→z→y of length 2 passing through z, introduce a new edge x→y.
2. Reverse the direction of all edges incident to z.
3. Remove oriented 2-cycles.
z
Q
µz←→
z
Q′
Figure 11: Two quivers related by a quiver mutation at the vertex z.
Definition 4.2. Two quivers Q and Q′ are called mutation equivalent if Q can be
transformed into a quiver isomorphic to Q′ by a sequence of mutations. It is easy
to see that quiver mutation is involutive (i.e., µz(µz(Q)) = Q), and consequently
mutation equivalence is indeed an equivalence relation.
Remark 4.3. The problem of deciding whether two given quivers are mutation
equivalent or not is notoriously difficult. Furthermore, there is a dearth of known
invariants of quiver mutation, even though experimental evidence strongly suggests
that many independent invariants must exist.
The AΓ-diagram of a divide gives rise to a quiver in the following way.
Definition 4.4. Given a divide D, its associated quiver Q(D) is constructed from
the AΓ-diagram AΓ(D) as follows:
• first, orient the edges of AΓ(D) using the rule •→⊕→⊖→• ;
• then remove the marking of the vertices.
Since we consider quivers up to global reversal of arrows, the choice of signs in the
AΓ-diagram does not matter.
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To illustrate, both divides shown in Figure 8 give rise to the quiver •→ • ←• .
Additional examples of quivers associated with divides coming from morsifications
are shown in Figure 12 (compare with Figure 9) and Figure 13 (cf. Figure 1).
Figure 12: Quivers associated with divides of type E6.
Figure 13: The quivers associated with morsifications from Figure 1.
Remark 4.5. While the quiver contains almost the same information as the AΓ-
diagram, some information is lost. For example, the AΓ-diagrams shown in Figure 8
are different from each other—but the corresponding quivers are isomorphic.
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5. Main conjecture
While Theorem 3.4 tells us that all information about the topology of a real plane
curve singularity is encoded by the AΓ-diagram of its real morsification, it does not
yield a satisfactory topological classification of such singularities. One reason is that
we do not have the nomenclature of the AΓ-diagrams which can arise from such
morsifications, because the problem of classifying the corresponding divides is open,
and likely hopeless. Another, more practical problem has to do with deciding whether
two singularities are isomorphic or not. The same singularity will typically have many
real forms; each of them will have many topologically different morsifications, each
with its own quiver. What do all these quivers have in common? That is, how
can we tell, looking at two quivers associated to morsifications of two isolated plane
curve singularities, whether these singularities are topologically the same? In light of
Theorem 3.4, this should in principle be possible. The following conjecture provides
a hypothetical answer to this important question.
Conjecture 5.1 (Main conjecture, version 1). Given two real morsifications of real
isolated plane curve singularities, the following are equivalent:
• the two singularities have the same complex topological type;
• the quivers associated with the two morsifications are mutation equivalent.
To rephrase, Conjecture 5.1 asserts that isolated plane curve singularities are topo-
logically classified by the mutation classes of associated quivers. Put another way:
• different morsifications of (different real forms of) the same complex plane
curve singularity have mutation equivalent quivers;
• morsifications of (real forms of) topologically different complex plane curve
singularities have quivers which are not mutation equivalent to each other.
Example 5.2. The two quivers in Figure 12 are mutation equivalent to each other.
This is an instance of a general phenomenon discussed in Section 13 below: divides
related via Yang-Baxter transformations have mutation equivalent quivers.
Example 5.3. Figure 13 shows the quivers associated with the four morsifications
presented in Figure 1. It is not hard to check that these four quivers lie in the same
mutation class. Moreover any quiver associated with the morsification of a different
isolated singularity is not mutation equivalent to these four.
Example 5.4. For each cell (a, b) of the table in Figure 3, the quivers associated to
the divides shown therein are mutation equivalent to each other.
Figure 14 further illustrates the essence of Conjecture 5.1, and the relationships
between its various ingredients.
Remark 5.5. It is worth noting that in most cases, a very small subset of quivers in
a given mutation class show up as the quivers Q(D) associated with morsifications
of singular curves. In other words, Conjecture 5.1 only applies to quivers which are
already known to come from morsifications. In most cases, the relevant mutation
equivalence class contains infinitely many pairwise non-isomorphic quivers; among
them, the quivers associated with morsifications form a finite subset.
18 SERGEY FOMIN, PAVLO PYLYAVSKYY, AND EUGENII SHUSTIN
C
on
je
ct
u
re
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1
general concept illustration
complex singularity
four smooth branches
intersecting transversally
at the point (0, 0) ∈ C2
։
real singularity
x4 − y4 = 0
(two real branches and two
complex conjugate branches)
։
morsification (x2 − y2)(x2 + y2 − t2) = 0
↓
divide
↓
AΓ-diagram ⊖
⊕
⊕
⊖
↓
quiver
↓
mutation class E
(1,1)
7
↓
cluster algebra Grassmannian Gr4,8(C)
Figure 14: Unpacking Conjecture 5.1. A complex plane curve singularity has at
least one real form. Each of these real singularities has a real morsification.
A morsification defines a divide. A divide has the associated AΓ-diagram.
The AΓ-diagram produces a quiver. The quiver determines a mutation equiva-
lence class (which can in turn be used to define a cluster algebra or category).
Conjecture 5.1 asserts that this mutation class and the topology of the original
complex singularity uniquely determine each other.
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6. Links of divides
As mentioned in Remark 2.3, it is very difficult to distinguish algebraic divides,
i.e., those associated with real morsifications, from the divides which do not arise in
this way. Luckily, this problem can be circumvented using an elegant construction
introduced by N. A’Campo [2], which we recall in Definition 6.1 below. For surveys
of some of the related research, see [28, Sections 1 and 6] and [40, Sections 4–5].
The main idea is to extend the equivalence of divides based on the topology of
the associated singularity (which can only be defined for algebraic divides) to a more
general equivalence relation—defined for all divides—based on the topology of a
certain link constructed from a given divide.
Definition 6.1. Let D be a divide in the unit disk D ⊂ R2. The link L(D) is
constructed inside the unit 3-sphere
S
3 = {(x, y, u, v) ∈ R4 | x2 + y2 + u2 + v2 = 1},
as follows. Assume that D is given by a smooth immersion of a collection of intervals
and circles. For each regular (resp., nodal) point (x, y) ∈ D, find the two (resp., four)
different points (x, y, u, v) ∈ S3 such that (u, v) is a tangent vector to D at (x, y).
The link L(D) is defined as the set of all such points (x, y, u, v), together with the
points (x, y, 0, 0) for (x, y) ∈ D ∩ ∂D. We can view L(D) as a subset of C2 via the
identification (x, y, u, v) ≃ (x+√−1 u, y +√−1 v).
Two divides are called link-equivalent if their associated links are isotopic.
Definition 6.2. The link L(C, z) associated with an isolated plane curve singularity
(C, z) (as in Section 1) is defined by intersecting the curve C with a small sphere
centered at z. The links arising in this way are called algebraic links.
The crucial property established by N. A’Campo is that in the case of algebraic
links, the constructions of Definitions 6.1 and 6.2 produce the same link.
Theorem 6.3 (N. A’Campo). For an algebraic divide D arising from a real morsi-
fication of a singular curve (C, z), the links L(D) and L(C, z) are isotopic to each
other inside S3.
Remark 6.4. While the original construction in [2] was for divides without closed
branches, it can be extended to full generality, cf. [3, 14, 30].
It is well known that the link L(C, z) completely determines (and is determined by)
the local topology of a given singular complex plane curve (C, z). Combined with
Theorem 6.3, this yields the following useful statement.
Corollary 6.5. In the case of algebraic divides, link equivalence coincides with the
topological equivalence of the corresponding singularities.
Corollary 6.5 allows us to restate Conjecture 5.1 as follows.
Conjecture 6.6 (Main conjecture, version 2). Algebraic divides are link-equivalent
if and only if the corresponding quivers are mutation equivalent.
It is tempting to extend this conjecture to a larger generality:
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Problem 6.7. Identify a class of divides—as broad as possible—within which the
equivalence in Conjecture 6.6 holds. In particular, does it hold for all divides?
Remark 6.8. Any topological invariant of a complex plane curve singularity can be,
in principle, recovered from the A’Campo link L(D) associated with the divide D
coming from a real morsification of some real form of the singularity. In practice,
extracting even basic invariants from L(D) can be highly nontrivial. For example,
a theorem of R. Williams [43] (see A. Libgober [33] for an alternative proof) asserts
that the multiplicity of a singularity is equal to the the braid index of the associated
algebraic link, i.e., the smallest number of strands in a braid defining the link. On
the other hand, determining the braid index is, in general, a very difficult problem.
Remark 6.9. A’Campo’s construction of the link L(D) presented in Definition 6.1
is elementary but non-combinatorial. Several authors subsequently suggested ways
to compute the link L(D) directly from the combinatorial topology of a divide D. In
particular, O. Couture and B. Perron [14] gave an algorithm producing a braid rep-
resentation for the link L(D) associated with any divide D. It involves an extension
of the construction to signed divides, wherein each node is labeled by a sign, either
+ or −. (The case when all signs are positive corresponds to the usual notion.)
Other (related) constructions of braid representations of links of divides were given
by S. Chmutov [13] and M. Hirasawa [27]. While these constructions are more direct
than the one in [14], and do not involve signs, they are not “local” as they require
dragging the strands of the link to the boundary of the disk, and then back.
Remark 6.10. All aforementioned algorithms rely on a non-canonical choice of a
preferred “Morse direction” within the ambient disk of a divide. We are not aware
of a non-recursive topologically equivariant local combinatorial rule for constructing
the A’Campo link of a divide. The difficulties in producing local rules of this kind
might have to do with the subtle differences between positivity properties of links
associated with algebraic vs. general divides. Every algebraic link is positive (i.e.,
representable by an oriented link diagram without negative crossings) and moreover
braid positive (i.e., representable by a braid which is a product of Artin generators).
This follows from the A’Campo-Guse˘ın-Zade construction of a morsification of an ar-
bitrary isolated singularity, or more precisely, of its totally real form, cf. Theorem 1.3.
By contrast, the links associated with general (not necessarily algebraic) divides are
“only” quasipositive, i.e., representable by a braid that factors into a product of con-
jugates of Artin generators. Indeed, A’Campo [3] proved that any divide link arises
as an intersection of a complex algebraic curve with a sphere (potentially enclosing
several singular points); by a theorem of M. Boileau and S. Orevkov [10], all such
links are quasipositive. (The converse is also true [38].) Quasipositivity of divide
links can also be obtained directly (see T. Kawamura [30]) using Hirasawa’s con-
struction. We note that the class of quasipositive links includes some non-positive
links as well as some links which do not come from divides, see [30].
Now that we have reformulated our main conjecture on the singularity theory
side (replacing the topological equivalence of singularities by the link equivalence of
associated divides), we are going to recast it on the cluster theory side as well, using
Postnikov’s machinery of plabic graphs.
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7. Plabic graphs
Plabic graphs were introduced by A. Postnikov [37, Section 12], who used them to
describe parametrizations of cells in totally nonnegative Grassmannians. We review
Postnikov’s construction below, adapting it for our current purposes.
Definition 7.1. A finite connected planar graph P properly embedded into a disk D
(as a 1-dimensional cell complex) is called a plabic (=planar bicolored) graph if
• each vertex of P is colored in one of the two colors, either black or white
(the coloring does not have to be proper);
• each vertex of P lying in the interior of D is trivalent;
• each vertex of P lying on the boundary ∂D has degree 1;
• each internal face of P (i.e., a face not adjacent to ∂D) is separated from at
least one other internal face by an edge whose endpoints have different colors.
(This condition does not apply if P has a single internal face.)
We view plabic graphs up to isotopy, and up to simultaneously changing the colors
of all vertices. See Figure 15.
Two plabic graphs are called move equivalent if they can be obtained from each
other via repeated application of local deformations (moves) shown in Figure 16.
They include the flip moves, the square moves, and the tail attachment/removal
moves. For the technical details concerning these moves, see Remarks 7.2 and 7.3.
Figure 15: Plabic graphs. The first two graphs are related by a square move; the
second and the third by a flip move; the fourth one is obtained via tail removal.
(a) ←→ ←→
(b) ←→
(c)
∂D
←→ ←→
∂D
Figure 16: Local moves in plabic graphs. (a) The flip move (two versions).
(b) The square move. (c) The tail attachment/removal moves.
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Remark 7.2. The operation of tail removal in Definition 7.1 works as follows, cf.
Figure 16(c). Take a vertex v connected to ∂D by an edge (a “tail”) whose endpoints
have different colors. Remove this edge from P ; remove v; and merge the two edges
incident to v. A reverse move inserts a vertex v into an edge bordering a region R
adjacent to ∂D, and connects v across R to a vertex of different color lying on ∂D.
Remark 7.3. There is an inconspicuous restriction concerning the square move, cf.
Figure 16(b): among the four faces surrounding the square, the opposite ones are
allowed to coincide, but the consecutive ones must be distinct. See Figure 17.
AB C
Figure 17: A fragment of a plabic graph. The square move is allowed at A, but
not at B, because face C is adjacent to two consecutive sides of B.
Remark 7.4. As explained by Postnikov [37], the above definitions naturally ex-
tend to arbitrary planar graphs. We find it easier, for our current purposes, to work
in the restricted generality of trivalent-univalent graphs. Another difference is the
introduction of the tail attachment/removal moves, which were not present in [37].
Finally, we require that for each internal face, there is a black-and-white edge sep-
arating it from another internal face. This condition, which propagates under all
types of moves, ensures that the moves do not create monogons, nor digons with
vertices of the same color.
Remark 7.5. A plabic graph defines a dual triangulation of the disk D, with each
triangle colored black or white. A flip move in a plabic graph corresponds to a flip
in the dual triangulation (hence the terminology), i.e., to removing an interior arc α
and replacing it by another “diagonal” of the quadrilateral region formed by the two
triangles separated by α. Note that we are only allowed to do this when the triangles
are of the same color. Incidentally, this process will never create self-folded triangles
(in the terminology of [20]) since those correspond to monogons in a plabic graph.
Remark 7.6. All the plabic graphs appearing in our forthcoming applications are
balanced, in the sense that they contain equally many black and white vertices.
We note that the condition of being balanced is preserved by all types of local moves,
cf. Figure 16. In view of this, the reader may choose to include this condition in the
definition of a plabic graph; all subsequent results would remain valid.
Oftentimes, when drawing a plabic graph, we do not show the boundary of the
ambient disk, and accordingly may omit showing the colors of the boundary vertices.
This omission is usually unimportant—unless we are performing a tail removal move,
whose allowability depends on the colors of the two endpoints of the “tail” edge.
It is well known that local moves on plabic graphs are a special case of quiver
mutation. To see this, one needs the following definition.
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Definition 7.7. The quiver Q(P ) associated with a plabic graph P is constructed
as follows. Place a vertex of Q(P ) into each internal face of P . For each edge e in P
such that
• the endpoints of e are of different color, and
• the faces F1, F2 on both sides of e are internal and distinct,
draw an arrow of Q(P ) across e connecting the vertices of Q(P ) located inside the
faces F1 and F2, and orient this arrow so that the black endpoint of e appears on
its right as one moves in the chosen direction. If this construction produces oriented
cycles of length 2, i.e., pairs of arrows connecting the same vertices but going in
opposite directions, then remove such pairs, one by one. See Figure 18.
Figure 18: Quivers associated with plabic graphs. The double arrows in the
right quiver correspond to the instances where a pair of faces of the plabic
graph share two disconnected boundary segments.
The following observation is implicit in Postnikov’s original work [37].
Proposition 7.8. If two plabic graphs are move equivalent to each other, then their
associated quivers are mutation equivalent. Also, changing the colors of boundary
vertices does not affect the quiver.
Proof. It is straightforward to check that a square move in a plabic graph translates
into a quiver mutation, and that neither the flip move nor a tail attachment/removal
change the associated quiver. 
Figure 19: The first two plabic graphs are related by a square move; their
quivers are obtained from each other by a single mutation. The second and the
third plabic graphs are related by a flip move, and have isomorphic quivers.
The following conjecture, based on an observation communicated to us by Michael
Shapiro, asserts that the converse to Proposition 7.8 is also true.
Conjecture 7.9 (M. Shapiro’s conjecture). Two plabic graphs are related to each
other via local moves and changing the colors of boundary vertices if and only if their
associated quivers are mutation equivalent.
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8. Plabic graphs attached to divides
Definition 8.1. The set P(D) of plabic graphs attached to a divide D is defined as
follows. We begin by properly coloring the complement of the divide in two colors,
labeled ⊕ and ⊖. We then replace each node of the divide by four trivalent vertices
connected into a square, and color them alternately black and white, as shown below:
⊕
⊕
⊖ ⊖ −→
Finally, we attach tails—as many or as few as we wish—to the resulting graph, and
color its boundary vertices in an arbitrary way. (Notice that when attaching the
tails, we are not restricted to the choices of colors shown in Figure 16(c).) The set
P(D) consists of all plabic graphs which can be obtained from the divide D via the
above procedure.
An example is shown in Figure 20. From now on, to simplify the drawing process,
we do not picture the white vertices of a plabic graph as hollow circles. We continue to
depict black vertices as filled circles; all the remaining points in a drawing where three
lines (representing edges of the graph) come together, as well as all the remaining
endpoints, will be understood to represent the white vertices of the plabic graph.
⊕
⊕
⊖ ⊖
⊖
Figure 20: A divide coming from a morsification of a type E6 singularity, and
one of the plabic graphs attached to it.
Definition 8.1 is justified by the following simple observation.
Proposition 8.2. For any plabic graph P ∈ P(D), we have Q(D) = Q(P ).
In other words, the quiver obtained from the A’Campo–Guse˘ın-Zade diagram co-
incides with the quiver associated with any plabic graph attached to the divide.
An example is shown in Figure 21.
We are now prepared to translate the “cluster side” of our main conjecture into
the language of plabic graphs.
Given the tight connection between the move equivalence of plabic graphs and
the mutation equivalence of the quivers associated to them (see Proposition 7.8 and
Conjecture 7.9), it seems reasonable to modify Conjecture 5.1/6.6 as follows:
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Figure 21: Left: the quiver obtained from the AΓ-diagram (cf. Figure 12).
Right: the quiver obtained from the plabic graph (cf. Figure 20).
Conjecture 8.3 (Main conjecture, version 3). Algebraic divides D and D′ are link-
equivalent if and only if some plabic graphs P ∈ P(D) and P ′ ∈ P(D′) attached to
them are move equivalent.
It may well be that Conjecture 8.3 holds beyond algebraic divides, cf. Problem 6.7.
Remark 8.4. The relationships between the three versions of our main conjecture
are presented in Figure 22. We note that while the first two versions (Conjectures 5.1
and 6.6) are equivalent to each other, the third one (Conjecture 8.3) is only equivalent
to them modulo Shapiro’s conjecture (Conjecture 7.9). One can however make an
argument that this last version may in fact be the “right one.” On the singularity
theory side, replacing topological equivalence of singularities by the link equivalence
of divides makes the issue at hand more tractable computationally, and might allow
an extension to non-algebraic divides and their (quasi-positive) links. On the cluster
side, replacing mutation equivalence of quivers by the move equivalence of plabic
graphs makes even more sense: in light of Remark 4.3, it seems reasonable to restrict
the mutation dynamics to a manageable subset of allowed directions.
topological equivalence
of singularities
mutation equivalence
of quivers
link equivalence
of divides
move equivalence
of plabic graphs
Cor. 6.5
?
Conj. 5.1
Prop. 7.8 Conj. 7.9?
?
Conj. 8.3
?
Conj. 6.6
Figure 22: Different versions of the main conjecture (Conjectures 5.1, 6.6, 8.3).
Remark 8.5. Conjecture 8.3 suggests the existence of a way to associate a link L(P )
to each plabic graph P , and a canonical plabic graph P (D) to each divide D, so that
• the link associated with the plabic graph of an algebraic divide D coincides
with its A’Campo link: L(P (D)) = L(D); and
• applying a local move to a plabic graph does not change the associated link.
We are skeptical that such a correspondence exists (for reasons having to do with
Remark 6.10), but would be delighted to be proven wrong.
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9. Scannable divides
Our strategy for attacking Conjecture 8.3 is closely aligned with the approach of
O. Couture and B. Perron [14, 15]. The main idea is to try to transform a given
divide, via local moves preserving the associated link, into a “scannable” divide (in
their terminology, an “ordered Morse divide”). If a divide is scannable, its link can
be described by a simple combinatorial rule.
In this section, we review the basic results of [14] needed for our purposes.
Definition 9.1. A scannable divide is a divide D drawn inside a rectangle of the form
[a0, a]× [b0, b] ⊂ R2 so that the following conditions hold, for some a0 < a1 < a2 < a.
For every point (x0, y0) on D such that the tangent line to a local branch of D at
(x0, y0) is vertical (i.e., is given by the equation x = x0), we require that
• (x0, y0) is a smooth point of D (i.e., not a node);
• either x0 = a1 or x0 = a2;
• if x0 = a1, then the local branch of D lies to the right of the tangent;
• if x0 = a2, then the local branch of D lies to the left of the tangent.
In other words, we can parametrize each branch of D so that, as we move along it,
the x-coordinate makes all of its U-turns at the locations x = a1 (approaching from
the right) and x = a2 (approaching from the left).
Every vertical line x = x0 with a1 < x0 < a2 intersects a scannable divide as above
in the same number of points, the number of strands in the divide. We say that a
scannable divide is of minimal index if this number is equal to the braid index of
the corresponding link. (Recall that for algebraic divides, the braid index is equal
to the multiplicity of the corresponding singularity.)
When we talk of a scannable divide, we implicitly consider its representation given
above fixed, up to isotopy within the class of divides with the given number of strands
and a given ambient rectangle. Cf. Remark 9.2 below.
When drawing a scannable divide, we only show its part inside the rectangle
[a1, a2]× [b0, b], the rest of it being redundant.
To illustrate, all divides shown in Figure 3 are manifestly scannable, with the
exception of the divide at the bottom of the last column, which is not scannable.
Remark 9.2. Scannable divides isotopic to each other may have rather different
combinatorial types, and may even have a different number of strands. See Figure 23.
Figure 23: Isotopic scannable divides.
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Definition 9.3. Let D be a scannable divide with k strands. The braid β(D) asso-
ciated with D is the (positive) braid in the k-strand braid group defined as follows.
Let σi denote the positive Artin generator that switches the ith and (i+1)st strands.
Let left(D) (respectively right(D)) be the product of the (commuting) generators
σi corresponding to the pairs of adjacent strands (i, i+1) of the divide D which
connect to each other at its left (respectively right) end, at the points with a vertical
tangent. Let bulk(D) be the product of Artin generators σi, multiplied left to right,
corresponding to the pairs of adjacent strands of the divide which get switched as
we scan it left to right. Let klub(D) denote the product of the same generators,
multiplied right to left. We then set β(D) = left(D)bulk(D)right(D)klub(D).
See Figure 24 for an example. Additional examples appear further in the text.
Figure 24: For this scannable divide D, we have left(D) = σ2, right(D) = σ1,
bulk(D) = σ1σ1σ2σ1, klub(D) = σ1σ2σ1σ1, and β(D) = σ2σ1σ1σ2σ1σ1σ1σ2σ1σ1.
We can now state the key result by Couture and Perron.
Theorem 9.4 ( [14, Proposition 2.3]). The link L(D) of a scannable divide D is
isotopic to the closure of the positive braid β(D) given by Definition 9.3.
We note that Theorem 9.4 does not require the divide D to be algebraic.
Example 9.5. Let D1 and D2 be the scannable divides shown in Figure 6. Denote
∆ = σ1σ3σ2σ1σ3σ2 = σ2σ1σ3σ2σ1σ3 = σ1σ2σ1σ3σ2σ1 .
Then
β(D1) = σ1σ3σ2σ1σ3σ2σ1σ3σ1σ3σ2σ1σ3σ2 = ∆σ1σ3∆ = ∆
2σ1σ3 ,
β(D2) = σ1σ3σ2σ1σ3σ1σ2σ1σ3σ2σ1σ3σ1σ2 = σ
−1
2 ∆
2σ1σ3σ2 ,
which shows that the braids β(D1) and β(D2) are conjugate to each other. This
was to be expected, since the divides D1 and D2 come from morsifications of two
different real forms of the same complex singularity.
The description of the link L(D) associated with a scannable divide D given in
Theorem 9.4 and Definition 9.3 can be recast as the following local rule. Replace
each strand of the divide by a pair of parallel strands. Transform each crossing in D,
and each coupling of its strands that occurs at either of the two ends of D, using the
recipe shown in Figure 25. Finally, cap each of the remaining “loose ends” of D by
connecting the corresponding two strands of the link to each other. The resulting
(oriented) link is isotopic to L(D). See Figure 26.
We note that our convention for drawing braids and links is different from [14], as
we are using right-handed twists as positive Artin generators.
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divide
link
Figure 25: Transforming a scannable divide into a link diagram.
divide
D
link
L(D)
braid
β(D)
σ2 σ1 σ2 σ1 σ2 σ1 σ2 σ1
closed
braid
Figure 26: Scannable divide D coming from a morsification of a singularity of
type E6; the associated link L(D) (a (3, 4)-torus knot); and the corresponding
positive braid β(D). The closure of the braid recovers the link L(D).
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10. Plabic fences
For a scannable divide D, there is a natural choice of a plabic graph attached to D
which we call a “plabic fence” (borrowing the term fence from L. Rudolph [39]). The
combinatorics of plabic fences is closely connected to positive braids.
Definition 10.1. Fix an integer k ≥ 2. Let w be an arbitrary word in the alphabet
(10.1) Ak = {σ1, . . . , σk−1} ∪ {τ1, . . . , τk−1}.
The plabic graph Φ = Φ(w), called the plabic fence associated with w, is constructed
as follows. Begin by stacking k parallel horizontal line segments (“strands”) on top
of each other, and numbering them 1, . . . , k, bottom to top. Reading the entries of w
left to right, place vertical connectors between pairs of adjacent strands of the fence,
representing each entry σi as , and each entry τi as , each time connecting
strands numbered i and i+ 1. See Figure 27.
Conversely, any plabic fence Φ as above determines the associated word w = w(Φ)
in the alphabet Ak. To be a bit more precise, since Φ is defined up to isotopy, the
corresponding word w(Φ) is defined up to transpositions of the form σiσj ↔ σjσi, or
σiτj ↔ τjσi, or τiτj ↔ τjτi, for |i− j| ≥ 2.
word σ2 σ1 τ1 τ2 σ2 σ1 τ1 σ2
plabic fence
1
2
3
braid σ2 σ1 σ2 σ1 σ2 σ1 σ2 σ1
Figure 27: A word w, the associated plabic fence Φ, and the braid β(w) = β(Φ).
Definition 10.2. Let D be a scannable divide with k strands. We define the asso-
ciated plabic fence Φ(D) as follows:
(i) stack k parallel horizontal line segments (strands) on top of each other;
(ii) for each node in D, connect the corresponding strands in Φ(D) by a pair of
vertical edges, and color their four endpoints as prescribed by Definition 8.1;
(iii) for each instance of two adjacent strands in D connecting to each other at an
end of D, insert a connector between the corresponding strands in Φ(D);
(iv) color the left endpoints of Φ(D) white, and color the right endpoints black.
To illustrate, the scannable divide in Figure 26 gives rise to the plabic fence shown
in Figure 27.
Remark 10.3. It is immediate from Definition 10.2 that for a scannable divide D,
the plabic fence Φ(D) is a plabic graph attached to D, in the sense of Definition 8.1.
In particular, the quiver Q(Φ(D)) associated with the plabic fence Φ(D) coincides
with the quiver Q(D) defined by D.
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Definition 10.4. Let Φ be a plabic fence on k strands, and let w be the corresponding
word in the alphabet Ak (see (10.1)). We define the positive braid β(Φ) = β(w) in
the k-strand braid group Bk as follows. Let w be the word obtained from w by first
recording all the entries of the form σi , left to right, then all the entries of the
form τi , right to left, then replacing each τi by σi . The braid β(Φ) is then obtained
from w by interpreting each σi as an Artin generator of Bk.
To illustrate, if w = σ1τ2σ3τ4 , then β(w) = σ1σ3σ4σ2. Also, see Figure 27.
The following statement is easily confirmed by direct inspection.
Proposition 10.5. Let D be a scannable divide. Then β(Φ(D)) = β(D). That is,
the braid constructed from the plabic fence associated with D (see Definition 10.4)
coincides with the braid β(D) described in Definition 9.3.
Lemma 10.6. Let w be a word in the alphabet Ak, and let w be the braid word from
Definition 10.4. Then the plabic fences Φ(w) and Φ(w) are move equivalent.
Proof. The braid word w can be obtained from w by repeatedly applying transforma-
tions of the form · · · τjσi · · · ❀ · · ·σiτj · · · (pushing the τ ’s to the right of the σ’s)
and/or · · · τi ❀ · · ·σi (replacing τi by σi at the end of the word). Each of these
transformations can be viewed as an instance of move equivalence:
• a switch τjσi❀σiτj for |i−j| ≥ 2 translates into an isotopy of the plabic fence;
• a switch τiσi ↔ σiτi corresponds to a square move:
↔
• a switch τi±1σi ↔ σiτi±1 corresponds to a flip move:
↔ or ↔
• replacing τi by σi at the end of a word is emulated by a tail removal followed
by a tail attachment:
(10.2)
↔ ↔
Proposition 10.7. Let Φ and Φ′ be plabic fences on k strands whose associated
braids β(Φ), β(Φ′) ∈ Bk are equal to each other. Then Φ and Φ′ are move equivalent.
Proof. By Lemma 10.6, it is enough to treat the case of plabic fences whose associated
words only involve the σ’s—but not the τ ’s. In this case, we need to check that each
relation in Artin’s presentation of Bk translates into an instance of move equivalence
for the corresponding plabic fences. Indeed, the switches σjσi ↔ σiσj for |i− j| ≥ 2
translate into isotopies of the plabic graph, whereas the braid relations σiσi+1σi ↔
σi+1σiσi+1 are emulated by flip and square moves, as follows:
←→ ←→ ←→

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11. Positive braid isotopy
Given that the link of a scannable divide can be described by a simple and explicit
combinatorial recipe, it is natural to try to establish our main conjectures in the case
of scannable divides. We start by noting that for two scannable divides D and D′,
the following are equivalent:
• D and D′ are link equivalent;
• the closures of the braids β(D) and β(D′) are isotopic;
• the braids β(D) and β(D′) can be obtained from each other by a sequence of
Markov moves combined with braid conjugation.
The first two statements are equivalent by Theorem 9.4; the last two statements are
equivalent by Markov’s theorem.
Definition 11.1. Two positive braids β and β ′, or more precisely positive braid
words defining them, are called positive-isotopic to each other if they are related by
a sequence of the following transformations:
(i) isotopy among positive braids (i.e., applying Artin’s braid relations);
(ii) cyclic shifts (i.e., moving the last entry in a braid word to the front);
(iii) positive Markov moves and their inverses.
(A positive Markov move adds a strand at the top of a k-strand braid, and inserts
the Artin generator σk into the braid word, at a single arbitrarily chosen location.)
If β and β ′ can be related to each other using transformations (i)–(ii) only, then we
say that they are positive-isotopic inside the solid torus.
By definition, positive braid isotopy (resp., positive isotopy inside the solid torus)
corresponds to a particular subclass of isotopies of closed positive braids inside R3
(resp., inside the solid torus).
If two positive braids are positive-isotopic inside the solid torus, then they have
the same number of strands, and moreover are conjugate to each other. In general,
conjugate positive braids do not have to be positive-isotopic inside the solid torus.
If one drops the adjective “positive,” the situation simplifies: two braids with same
number of strands are conjugate if and only if they are isotopic in the solid torus;
see [29, Theorem 2.1].
The positive braids β(D1) and β(D2) in Example 9.5 are positive-isotopic to each
other inside the solid torus. Another set of examples is provided by Figure 23:
all the braids associated to the divides shown therein are positive-isotopic to each
other. Some of these braids have different number of strands, and consequently are
not positive-isotopic inside the solid torus.
Conjecture 11.2. Let D and D′ be link equivalent scannable algebraic divides. Then
the braids β(D) and β(D′) are positive-isotopic.
Conjecture 11.3. Let D and D′ be link equivalent scannable algebraic divides of
(the same) minimal index. Then the braids β(D) and β(D′) are positive-isotopic
inside the solid torus.
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Conjectures 11.2 and 11.3—especially the latter one—are motivated by a couple
of observations due to Stepan Orevkov, see Lemmas 11.4 and 11.5 below. We thank
Stepan for allowing us to cite them here.
The first observation is based on Garside’s solution of the conjugacy problem in
the braid group.
Lemma 11.4 ([17, Section 3.2]). Suppose that β is a positive braid whose closure
contains the positive half-twist ∆, i.e., β is positive isotopic inside a solid torus to
a braid of the form γ∆, with γ positive. Then any braid conjugate to β is positive
isotopic to β inside a solid torus.
The second observation is that the condition of containing ∆, and indeed ∆2, is
satisfied by a positive braid of minimal index associated with an isolated singularity
f(x, y) = 0 as follows. Instead of a Milnor ball, consider a (small) bi-disk
D2 = {|x| ≤ ε, |y| ≤ ε} ⊂ C2.
Assume, without loss of generality, that inside D2 our curve stays close to the plane
y = 0, so that its intersection with the boundary ∂(D2) is contained in the solid
torus V = {|x| = ε, |y| ≤ ε} ⊂ C2. Let Lf denote this intersection:
(11.1) Lf = {f(x, y) = 0, |x| = ε, |y| ≤ ε}.
By construction, Lf is a link inside the solid torus V. Furthermore, Lf is the closure
of a minimal-index positive braid βf obtained by cutting Lf by the plane {x = x◦},
for some x◦ with |x◦| = ε. Note that all intersections of the complex line x = x◦
with our complex curve are positive, and moreover no intersection point escapes the
bi-disc as the line varies in the vertical pencil. The braid βf depends on the choice
of x◦, but its closure obviously doesn’t.
Lemma 11.5 ([35]). The braid βf contains the positive full twist ∆
2.
Proof. It is not hard to see that ∆−2βf is the (positive) braid corresponding to the
blown-up singularity f(x, xy) = 0. 
Proposition 11.6. Conjecture 11.3 holds for scannable algebraic divides D and D′
whose associated link L = L(D) = L(D′) is isotopic inside the solid torus to the link
Lf of the corresponding singularity, cf. (11.1).
We note that Theorem 6.3 only asserts that L and Lf are isotopic inside S
3.
Proof. The fact that L is isotopic to Lf inside the solid torus means that the
braids β(D) and β(D′) are conjugate to βf , and consequently to each other. More-
over Lemma 11.5 implies that both braids contain ∆2, so by Lemma 11.4 they are
positive isotopic to each other inside the solid torus. 
Remark 11.7. The isotopy condition in Proposition 11.6 is satisfied for all divides of
minimal index coming from real morsifications constructed in [1] (see [1, Theorem 1])
and/or [32, Section 2] (see [32, Theorem 2]). Consequently, whenever such construc-
tions are used to produce different real morsifications of (different real forms of)
the same complex singularity, the positive braids associated with the corresponding
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scannable divides are positive isotopic to each other inside the solid torus. In partic-
ular, this statement holds for all examples of scannable algebraic divides of minimal
index discussed in this paper.
Remark 11.8. As shown by J. Etnyre and J. Van Horn-Morris [16, Corollary 18],
any two positive braids representing the same link are related via braid isotopy
and positive Markov moves. Conjecture 11.2 asserts that in the case of scannable
algebraic divides, it suffices to use isotopies which stay in the class of positive braids.
In the case of scannable (not necessarily algebraic) divides, we establish Conjec-
ture 8.3 under the assumption of positive isotopy, see Theorems 11.9 and 12.1 below.
This assumption is potentially redundant, cf. Conjecture 11.2.
Theorem 11.9. Let D and D′ be scannable divides whose respective braids β(D)
and β(D′) are positive-isotopic. (In particular, D and D′ are link equivalent.) Then
the plabic fences Φ(D) and Φ(D′) are move equivalent.
Theorem 11.9 is proved below in this section. It has the following corollary.
Corollary 11.10. Scannable divides whose associated braids are positive-isotopic
have mutation equivalent quivers.
Proof. By Propositions 7.8 and 8.2, move equivalence of the plabic fences Φ(D)
and Φ(D′) implies mutation equivalence of the quivers Q(D) and Q(D′). 
Example 11.11. Consider the two divides shown in Figure 28. Their associated
positive braids are both equal to ∆4, where ∆ = σ1σ3σ2σ1σ3σ2 = σ2σ1σ3σ2σ1σ3.
(The link equivalence of these two divides can be explained by the fact that they
arise from morsifications of different real forms of the quasihomogeneous singularity
x8 + y4 = 0, cf. Figure 7(b).) By Corollary 11.10, the quivers associated to these
divides must be mutation equivalent to each other. This can be also verified directly
using any of the widely available software packages for quiver mutations.
Figure 28: Scannable divides associated with two different morsifications of the
quasihomogeneous singularity x8 + y4 = 0, and the corresponding quivers.
Proposition 11.12. Let Φ and Φ′ be plabic fences (possibly with a different number
of strands) whose associated braids β(Φ) and β(Φ′) are positive-isotopic to each other.
Then Φ and Φ′ are move equivalent.
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Proof. We need to show that each of the transformations (i)–(iii) in Definition 11.1
can be interpreted as an instance of move equivalence. Transformations (i) are
covered by Proposition 10.7. A cyclic shift of the form wσi ↔ σiw can be executed
by first replacing σi by τi at the end of the word (cf. (10.2)), then moving τi all
the way to the left (cf. the proof of Lemma 10.6), then replacing τi by σi at the
beginning of the word. Finally, a positive Markov move of the form w1w2 ↔ w1σkw2,
with w1, w2 ∈ Bk and w1σkw2 ∈ Bk+1 (resp., the reverse of it) is emulated by two tail
attachments (resp., tail removals), see Figure 29. 
k
↔
k
k+1
w1w2 ↔ w1σkw2
Figure 29: Positive Markov move via tail attachments.
Proof of Theorem 11.9. Combine Propositions 11.12 and 10.5 with Remark 10.3. 
Problem 11.13. Can the positive isotopy condition in Proposition 11.12 be relaxed?
What is the relationship between isotopy of (closed) positive braids in Bk and the
move equivalence of plabic fences defined by words in the alphabet {σ1, . . . , σk−1}?
We conclude this section by a brief discussion of one instance of Conjecture 11.2,
related to an action of the Klein four-group.
Definition 11.14. The Klein four-group K acts on (isomorphism classes of) scan-
nable divides as follows. For D a scannable divide rendered as in Definition 9.1, the
images of D under the action of K are:
• D itself;
• the reflection of D with respect to a vertical line, denoted D↔;
• the reflection of D with respect to a horizontal line, denoted Dl;
• the result of rotating D by a 180◦ turn, denoted Dy.
Remark 11.15. Each of the (scannable) divides D↔, Dl, Dy is link equivalent toD.
If D is algebraic, then so are D↔, Dl, and Dy. Then, according to Conjecture 11.2,
the four positive braids β(D), β(D↔), β(Dl) and β(Dy) must be positive-isotopic
to each other. It is easy to see that β(D↔) is related to β(D) via cyclic shifts, so
these two braids are clearly positive-isotopic. What is unclear to us is how to prove
that β(D) is positive-isotopic to β(Dl) and β(Dy), in the case of algebraic divides
(and possibly beyond). It would be enough to establish this claim for β(Dl). While
the braid β(Dl) is conjugate to β(D) by the half-twist ∆, this in itself does not
guarantee the existence of positive isotopy. On the other hand, the latter property
holds whenever β(D) contains ∆, by Lemma 11.4. In view of Lemma 11.5 and
Remark 11.7, this condition is satisfied for the scannable algebraic divides of minimal
index arising from all common constructions of real morsifications.
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12. Oriented plabic graphs and their links
Theorem 12.1. Let D and D′ be scannable divides whose respective plabic fences
Φ(D) and Φ(D′) are move equivalent. Then D and D′ are link equivalent.
Our proof of Theorem 12.1 is based on a construction that associates a link to a
plabic graph P . This will require attaching an additional combinatorial data to P ,
namely an orientation of the edges of P that satisfies certain constraints.
Definition 12.2. Let P be a plabic graph. An orientation of the edges of P is called
admissible if it satisfies the following requirements:
(B) at each trivalent black vertex, two edges are incoming, and one outgoing;
at each univalent black vertex, one edge is incoming;
(W) at each trivalent white vertex, two edges are outgoing, and one is incoming;
at each univalent white vertex, one edge is outgoing;
(F) the edges at the boundary of each internal face of P form a directed graph
(an orientation of a cycle) with exactly one source and one sink.
Remark 12.3. In Postnikov’s original treatment [37], the orientations satisfying
conditions (B) and (W) in Definition 12.2 (for the interior trivalent vertices) were
called perfect. For our purposes however, “perfect” is not enough, as we shall also
need condition (F), or some variant thereof. (Strictly speaking, this condition can
be relaxed somewhat: it would be sufficient to forbid two types of orientations of
the boundaries of internal faces, namely (a) oriented cycles and (b) orientations with
two sources and two sinks.)
Recall the definition of a balanced plabic graph from Remark 7.6.
Lemma 12.4. Any plabic graph possessing an admissible orientation is balanced.
Proof. In an admissible orientation, at each white (resp., black) vertex, whether
internal or located on the boundary, the number of outgoing edges minus the number
of incoming edges is equal to 1 (resp., −1). Summing over all the half-edges, we
obtain the claim. 
Remark 12.5. The converse to Lemma 12.4 is false: a balanced plabic graph does
not have to allow an admissible orientation. A counterexample is shown in Figure 30.
Figure 30: A balanced plabic graph that does not have an admissible orientation.
While an admissible orientation does not have to exist, it is always unique:
Proposition 12.6. A plabic graph has at most one admissible orientation.
The proof of this proposition relies on the following simple lemma.
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Lemma 12.7. An admissible orientation of a plabic graph is acyclic.
Proof. Assume the contrary. Let C be an oriented cycle in an admissible orientation.
We may assume that C is simple (i.e., C does not visit the same vertex more than
once) and moreover C does not enclose another oriented cycle. If C encloses a
single face, then we have arrived at a contradiction with condition (F). Otherwise C
contains a vertex v incident to an edge e located inside C. Assume that e is oriented
away from v, as the other case is treated in a similar fashion. Starting with e, keep
moving in the direction of the orientation. When arriving at a black vertex, make
the unique choice of the outgoing edge; at a white vertex, choose any of the two
outgoing edges. Eventually, this walk will either hit itself or hit C, thereby creating
an oriented cycle enclosed by C, a contradiction. 
Proof of Proposition 12.6. Let O1 and O2 be distinct admissible orientations of the
same plabic graph P . At each univalent boundary vertex, the two orientations co-
incide by conditions (B) and (W). At a trivalent vertex v in the interior of P , they
either coincide for all three edges, or else they coincide at one edge, and are opposite
at the remaining two edges e1 and e2; moreover e1 and e2 form an oriented two-edge
path in both O1 and O2. It follows that the edges whose orientations in O1 and O2
differ from each other form a collection of disjoint oriented cycles (with different
orientations in O1 and in O2). This contradicts Lemma 12.7. 
Proposition 12.8. If two plabic graphs are move equivalent, and one of them has a
(necessarily unique) admissible orientation, then so does the other.
Proof. We need to show that each type of local move transforming a plabic graph P
into another plabic graph P ′ (see Figure 16) can always be used to transport an
admissible orientation of P into an admissible orientation of P ′. This is demonstrated
in Figure 31. It is straightforward to verify that each of these local transformations
preserves the conditions (B), (W), and (F) of Definition 12.2. We note that Figure 31
shows all possible edge orientations (up to isotopy, rotation, and/or reflection) which
are consistent with these conditions. 
(a) ←→ ←→
(b) ←→
(c)
∂D
←→ ←→
∂D
Figure 31: Transporting admissible orientations via moves in plabic graphs.
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Proposition 12.9. Any plabic fence has an admissible orientation.
Proof. Orient all horizontal edges of a plabic fence left to right, and orient each
vertical edge from the white vertex to the black one. See Figure 32. 
Figure 32: An admissible orientation of a plabic fence.
Definition 12.10. Let P be a plabic graph allowing a (unique, see Proposition 12.6)
admissible orientation. The (oriented) link L(P ) associated with P is defined as
follows. Replace each edge of P by a pair of parallel strands, oriented according to
the “drive on the right side” rule. Connect these strands at each internal trivalent
vertex of P according to the recipe shown in Figure 33. Finally, at each univalent
boundary vertex of P , connect the two strands to each other. For the purposes of
this paper, orientation of the link L(P ) can be ignored.
Figure 33: Building a link around a black, respectively white, vertex.
Definition 12.10 is illustrated, for the special case of plabic fences, in Figures 34–35.
plabic
fence
link
Figure 34: Transforming a plabic fence into a link diagram
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Figure 35: The link associated with the plabic fence in Figure 32; cf. Figure 26.
For plabic fences associated to scannable divides, we recover the A’Campo links.
Proposition 12.11. Let D be a scannable divide, and Φ = Φ(D) the corresponding
plabic fence. Then the links L(D) and L(Φ) are isotopic to each other.
Proof. The statement follows by comparing the constructions of the links L(D) and
L(Φ) given in Theorem 9.4 and Definition 12.10, respectively. (Recall that Φ(D) was
defined in Definition 10.2.) 
Local moves on oriented plabic graphs preserve the associated links:
Proposition 12.12. If two plabic graphs are move equivalent, and one of them
(hence the other, see Proposition 12.8) has an admissible orientation, then the links
associated to these plabic graphs are isotopic to each other.
Proof. We need to check that each type of local move preserves the isotopy type of the
link associated with a plabic graph carrying an admissible orientation. For a flip move
involving two white vertices, the statement is clear (no strands cross each other).
The case of a flip move involving two black vertices is shown in Figure 36. For the
square move, examine the last two columns of Figure 34 and verify that the isotopy
type of the link does not change. Finally, the case of a tail attachment/removal is
treated in Figure 37. 
Figure 36: Links associated with two oriented plabic graphs related via a flip
move involving two black vertices. The two links are isotopic to each other.
We are now ready to prove Theorem 12.1.
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Figure 37: Transforming the link under a tail removal/attachment.
Proof of Theorem 12.1. By Proposition 12.9, the plabic fences Φ(D) and Φ(D′) have
admissible orientations. Since they are move equivalent, their links are isotopic to
each other by Proposition 12.12. Moreover these links are isotopic to the respective
A’Campo links L(D) and L(D′), and we are done. 
13. Yang-Baxter transformations
Definition 13.1. A Yang-Baxter transformation (YB-transformation for short) is
a local deformation of a divide that can be applied for any triangular region R,
i.e., a region whose boundary consists of three 1-cells and three nodes. A YB-trans-
formation pushes a branch containing one of these three 1-cells through the opposing
node, as shown in Figure 38.
←→
Figure 38: A Yang-Baxter transformation.
Definition 13.2. Two divides are called YB-equivalent if they can be obtained from
each other via a sequence of YB-transformations. An example is shown in Figure 39.
❀ ❀
∼ ❀ ❀
Figure 39: A sequence of YB-transformations. The last divide in the top row is
isotopic to the first divide at the bottom. All these divides are YB-equivalent
to each other. The first two divides are not scannable, the rest of them are.
We shall make use of the following result.
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Proposition 13.3 ([14, Lemma 1.3]). YB-equivalent divides are link-equivalent.
Remark 13.4. In the context of plane curve singularities, a YB-transformation
of an algebraic divide appears to always relate two morsifications of the same real
singularity. Still, it is unclear whether the set of divides coming from a given real
singularity is always closed under YB-transformations, and whether any two divides
in this set are YB-equivalent.
The following result, in different guises, has been a part of the “cluster folklore”
for at least a decade, so we do not claim any originality for it.
Proposition 13.5. YB-equivalent divides have mutation equivalent quivers.
We shall sketch two (implicitly related) proofs of Proposition 13.5.
Proof. The first proof consists in a direct examination of what happens to the quiver
in the vicinity of a YB-transformation. The case where all neighboring connected
components of the complement of the divide are (bounded) regions is presented in
Figure 40. There are many other cases, cf. for example Figure 12. 
0
1
23
4
5
6
7
8
9
0
1
32
4
5
6
7
8
9
Figure 40: Quivers of two divides related by a Yang-Baxter transformation.
Only the arrows connecting pairs of vertices labeled 0, 1, 2, . . . , 9 are shown. The
two quivers are related via the composition of 5 mutations µ0◦µ1◦µ2◦µ3◦µ0.
An alternative proof of Proposition 13.5 uses the machinery of plabic graphs. In
view of Proposition 7.8, it will suffice to establish the following claim.
Proposition 13.6. Let D and D′ be two divides YB-equivalent to each other. Then
for any plabic graph P ∈ P(D), there is a move equivalent plabic graph P ′ ∈ P(D′).
Proof. Figure 41 shows that for D and D′ related by a YB-transformation, there is a
sequence of local moves relating a plabic graph attached to D to a plabic graph
attached to D′. 
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Figure 41: Viewing a Yang-Baxter transformation as a sequence of local moves.
Remark 13.7. The above argument can be recast in the language of plabic fences
and associated words, cf. Section 10. Look at the fragments of plabic graphs shown in
Figure 41 in the upper-left and lower-right corners. These fragments can be drawn as
plabic fences on 3 strands, see Figure 42, whose associated words are σ1τ1τ2σ2σ1τ1 and
τ2σ2σ1τ1τ2σ2, respectively. These are related to each other via switches of the form
τjσi ↔ σiτj combined with the braid relations σ1σ2σ1 ↔ σ2σ1σ2 and τ1τ2τ1 ↔ τ2τ1τ2.
Figure 42: Interpreting a Yang-Baxter transformation in the language of fences.
By Propositions 13.3 and 13.5, Yang-Baxter transformations of a divide preserve
both the isotopy class of the associated link and the mutation class of the associated
quiver. This means that once a connection between link equivalence and mutation
equivalence (as in Conjecture 6.6) has been established for a particular class of di-
vides, it can be extended to all divides YB-equivalent to a divide in this class. With
this in mind, we make the following definition.
Definition 13.8. A divide is malleable if it is YB-equivalent to a scannable divide.
To illustrate, all divides in Figure 39 are malleable.
Conjecture 13.9. Every algebraic divide is malleable.
Theorem 13.10 below establishes one direction of Conjecture 5.1/6.6 under the
assumptions of positive isotopy and malleability. Each of these assumptions is po-
tentionally redundant, cf. Conjectures 11.2 and 13.9, respectively.
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Theorem 13.10. Let D and D′ be (link equivalent) malleable divides which are YB-
equivalent to scannable divides whose respective braids are positive-isotopic to each
other. Then the quivers Q(D) and Q(D′) are mutation equivalent.
Proof. Follows from Corollary 11.10 and Proposition 13.5. 
Example 13.11. Consider the three divides D1, D2, D3 in the lower-right corner of
Figure 3, representing the morsifications of three different real forms of the quasi-
homogeneous singularity x6 + y4 = 0. The first two divides are scannable, with the
same associated braid β(D1) = β(D2) = ∆
3, where ∆ = (σ1σ3σ2)
2 = (σ2σ1σ3)
2 is
the positive half-twist. The divide D3 is not scannable but malleable. Let D denote
the scannable divide, YB-equivalent to D3, which is shown in Figure 39 at the right
end of the bottom row. The braid associated with D is given by
β(D) = σ1σ3σ2σ1σ3σ2 · σ3σ2σ1σ3σ2σ3 · σ2σ1σ3σ2σ1σ3 = ∆3 = β(D1) = β(D2).
By Theorem 13.10, the quivers Q(D1), Q(D2), Q(D3) must be mutation equivalent
to each other (and indeed, they are).
We next establish the opposite direction of our main conjecture (Conjecture 8.3,
“move equivalence implies link equivalence”) in the case of malleable divides. First,
we make the following observation.
Proposition 13.12. Every malleable divide D has an attached plabic graph P which
possesses an admissible orientation. Furthermore the link L(P ) associated with P
(see Definition 12.10) is isotopic to the link L(D) of the divide D.
Proof. We know that D is YB-equivalent to a scannable divide D0. The correspond-
ing plabic fence Φ = Φ(D0) has an admissible orientation (see Proposition 12.9), and
its link L(Φ) is isotopic to L(D0) (see Proposition 12.11), which is in turn isotopic
to L(D) by Proposition 13.3. By Proposition 13.6, the original divide D has an
attached plabic graph P which is move equivalent to the plabic fence Φ. The links
L(P ) and L(Φ) are isotopic to each other by Proposition 12.12, and we are done. 
Theorem 13.13. Let D and D′ be malleable divides, and let P and P ′ be plabic
graphs attached to them and move equivalent to the respective plabic fences. If P
and P ′ are move equivalent, then the divides D and D′ are link equivalent.
Proof. By (the proof of) Proposition 13.12, each of the plabic graphs P and P ′
possesses an admissible orientation, and moreover the associated links L(P ) and
L(P ′) are isotopic to L(D) and L(D′), respectively. It remains to note that L(P )
and L(P ′) are isotopic to each other by Proposition 12.12. 
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14. Transversal overlays
In this section, we discuss operations which produce new scannable divides from
the given ones. We show that applying these operations in different ways to a given
collection of scannable divides can produce link-equivalent divides whose associated
braids are positive-isotopic to each other. Theorem 11.9 implies that the corre-
sponding quivers must be mutation equivalent, a statement that is not at all easy to
establish by a direct combinatorial argument.
Definition 14.1. Let D1 and D2 be two scannable divides, say with k1 and k2
strands, respectively, oriented on the coordinate plane as in Section 9. Let us placeD2
above D1, so that their respective ambient rectangles have the same width. Stretch
their strands horizontally near the right ends, then bend these extensions up (for D1)
and down (for D2), as shown in Figure 43, thereby creating k1k2 new nodes in the
form of a grid. The resulting divide D1♯D2, which is also scannable by construction,
is called the transversal overlay of D1 and D2.
We note that this operation depends on a choice of “scanning directions” for the
input divides. If two divides D1 and D
′
1 are isotopic to each other but have different
scanning directions (in particular, they might have a different number of strands, cf.
Figure 23), then the overlays D1♯D2 and D
′
1♯D2 do not have to be isotopic.
D1
D2
D1
D2
Figure 43: Two scannable divides, and their transversal overlay.
Remark 14.2. The exact way of overlaying two scannable divides is not important
if we are working modulo YB-equivalence. We just need to make sure that the
strands of one divide are transversal to the strands of the other. All such overlays
are related to each other via Yang-Baxter transformations, and consequently have
equivalent (i.e., isotopic, etc.) links, braids, quivers, and plabic graphs.
Remark 14.3. In the context of plane curve singularities, the operation of transver-
sal overlay has a natural interpretation which we shall now describe. Here we make
some simplifying assumptions which can in principle be relaxed.
Let (C, z) and (C ′, z) be two complex isolated plane curve singularities with a
common singular point z. Assume that C and C ′ are in general position at z with
respect to each other, i.e., C and C ′ have no common tangents. Then the topological
type of the overlay (C ∪ C ′, z) is canonically defined.
For a real singularity (C, z), let L be a line transversal to it, and let (Ct)0≤t≤ζ be
a real morsification such that each curve RCt, for 0 < t ≤ ζ , is scannable (in the
appropriate neighborhood of z) by a pencil of lines parallel to L. Each of these lines
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intersects RCt in the same number of points equal to the multiplicity of (C, z). The
direction of L corresponds to the vertical direction in Definition 9.1.
Now let (C, z) and (C ′, z) be real singularities, say of multiplicities k and k′,
respectively. Suppose that each of them has a scannable morsification as above.
Then the same is true for the (generic) transversal overlay (C ∪ C ′, z). To obtain
a scannable morsification for (C ∪ C ′, z), one needs to shrink each of the two input
morsifications along their respective transversal directions, then place them on top
of each other at an angle, so that they intersect in kk′ points. Thus, the divide
corresponding to the resulting morsification is obtained from the two input divides
via the procedure outlined in Remarks 14.2.
Definition 14.4. We define the equivalence relation
+∼ on scannable divides as
follows. Let D and D′ be two scannable divides with the same number of strands.
The notation D
+∼ D′ means that the associated braids β(D) and β(D′) are positive-
isotopic to each other inside the solid torus.
The operation of transversal overlay of scannable divides descends to the level of
equivalence classes with respect to the equivalence relation
+∼:
Lemma 14.5. Let D1, D2, D
′
1, D
′
2 be scannable divides. If D1
+∼ D′1 and D2 +∼ D′2,
then D1♯D2
+∼ D′1♯D′2.
Proof. Direct inspection shows that the positive braid β(D1♯D2) associated with the
transversal overlay of two scannable divides D1 and D2 is obtained by “linking” the
braids β(D1) and β(D2) as shown in Figure 44. The closure of β(D1♯D2) is thus
obtained by placing the closures of β(D1) and β(D2) in the vicinities of the two
components of a Hopf link, and the claim follows. 
D1
D2
D1
D2
D1
D2
D1
D2
Figure 44: Positive braids associated with scannable divides D1 and D2, and
with their transversal overlay.
Lemma 14.6. Transversal overlay of scannable divides is associative and commu-
tative modulo the equivalence
+∼.
Proof. It is easy to see that transversal overlay is associative modulo YB-equivalence.
More precisely, if D1, D2, D3 are scannable divides, then the divides (D1♯D2)♯D3 and
D1♯(D2♯D3) are YB-equivalent to each other. Moreover the corresponding braids are
positive-isotopic inside the solid torus, cf. Remark 13.7.
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To prove commutativity, we need to show that the positive braid β(D1♯D2) shown
in Figure 44 and the analogous braid β(D2♯D1) are positive-isotopic to each other
inside the solid torus. To see that, pull the strands of β(D1♯D2) coming from β(D1)
(resp., from β(D2)) along the corresponding components of the Hopf link, so that
the fragments marked D1 and D1 in Figure 44 get repositioned above the fragments
marked D2 and D2 , matching—up to a cyclic shift—the braid β(D2♯D1). 
Remark 14.7. Let D1, . . . , Dm be scannable divides. In view of Remark 14.2 and
Lemmas 14.5 and 14.6, we can construct different versions of the transversal overlay
of these m divides, as follows. Take a generic planar arrangement of m straight
lines. Pick an arbitrary bijection between these lines and the given divides. Stretch
each divide Di along its scanning direction (horizontally, in our usual rendering),
then place Di near the corresponding line. There are four ways to do this, up to
the action of the Klein four-group. We assume that all these four versions yield the
same result modulo the equivalence
+∼, cf. Remark 11.15.
Different choices of a line arrangement, of an assignment of the divides D1, . . . , Dm
to the lines in the arrangement, and of a placement of each divide Di along the
corresponding line will produce different overlays of D1, . . . , Dm. All of them will be
+∼-equivalent to each other.
Remark 14.8. Iterated transversal overlays can be used to construct numerous
examples in support of our main conjectures. As inputs, we take two m-tuples of
scannable divides D1, . . . , Dm and D
′
1, . . . , D
′
m such that, for i = 1, . . . , m,
• the divides Di and D′i come from scannable morsifications of (potentially
different real forms of) the same complex singularity, as in Remark 14.3;
• the divides Di and D′i are +∼-equivalent.
(For example, one can take Di = D
′
i, or let Di and D
′
i be related by the action of a
Klein group element, cf. Remark 11.15. In any case, the number of strands in both
Di and D
′
i should be equal to the multiplicity of the singularity.) For each of these
two m-tuples of divides, we then construct some version of their transversal overlay,
see Remark 14.7. This will produce a pair of divides D and D′ such that
• D and D′ come from morsifications of (real forms of) the same complex
singularity, see Remark 14.3; consequently, D and D′ are link equivalent;
• D andD′ are +∼-equivalent, by Remark 14.2 and Lemmas 14.5 and 14.6; hence
the quivers Q(D) and Q(D′) are mutation equivalent, by Corollary 11.10.
We see that morsifications of the same complex singularity obtained via different
versions of transversal overlays, as described above, give rise to mutation equivalent
quivers, thereby providing evidence in support of Conjecture 5.1.
In the remainder of this section, we illustrate the above construction using a class
of examples coming from quasihomogeneous singularities. These examples show
that the mutation equivalence of the quivers Q(D) and Q(D′) obtained via iterated
transversal overlays (as in Remark 14.8) may be far from obvious from a combina-
torial standpoint.
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Definition 14.9. A Lissajous divide of type (a, b) (here a ≥ b ≥ 2) is one of the two
scannable divides on b strands constructed as follows. Begin by drawing b horizontal
and a vertical line segments in the form of a (b− 1)× (a− 1) grid. Pick one of the
two proper black-and-white (“checkerboard”) colorings of the (b− 1)(a− 1) squares
of the grid. Finally, replace each black square by a crossing ×. See Figure 45.
x5 + y3 = 0
x5 + y4 = 0
x6 + y3 = 0
x6 + y4 = 0
Figure 45: Lissajous divides. Cf. Figure 3.
It is straightforward to check that the two Lissajous divides of type (a, b) are
+∼-equivalent to each other.
It is well known, and not hard to see, that a Lissajous divide of type (a, b) corre-
sponds to a scannable morsification of (an appropriate real form of) the quasihomo-
geneous singularity xa+ yb = 0, cf. Example 1.2. The conditions of Remark 14.8 are
readily checked, providing a large class of examples of pairs of divides (viz., overlays
of Lissajous divides) whose associated quivers are—provably—mutation equivalent.
This phenomenon can be combinatorially nontrivial even in the simplest cases of
transversal overlays of singularities of types A1 and A2 (i.e., nodes and/or cusps).
Let D1, . . . , Dm and D
′
1, . . . , D
′
m be such that for each i = 1, . . . , m, we have one of
the following:
• each of Di and D′i is either an ellipse O or a pair of lines X ; or
• each of Di and D′i is a nodal cubic ∝ .
Recall that while constructing transversal overlays for each of the two input m-
tuples, we have the freedom of rotating each morsified cusp ∝ by 180◦, and more
importantly, the freedom of choosing the (cyclic) ordering of the ingredient divides
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that determines the placement of their stretched versions near the m lines of a plane
arrangement. All the resulting divides will have mutation equivalent quivers.
Remark 14.10. In the special case a = b, the two Lissajous divides of type (a, a)
are also
+∼-equivalent to a scannable divide Wa representing a generic arrangement
of a straight lines (a wiring diagram). Such a divide Wa corresponds to a scannable
morsification of the real singularity
∏
i(y − cix) = 0, with distinct real slopes ci.
We can consequently use Wa as a replacement for a Lissajous divide of type (a, a)
in any transversal overlay.
Remark 14.11. The readers familiar with cluster algebras will recognize the quiver
associated to a Lissajous divide of type (a, b) as the quiver defining the standard clus-
ter structure on the homogeneous coordinate ring of the Grassmannian Gra,a+b(C),
see [41]. This suggests the existence of an intrinsic connection between this Grass-
mannian (viewed as a cluster variety) and the quasihomogeneous complex singularity
xa + yb = 0 (viewed up to topological equivalence). It would be very interesting to
better understand the nature of this connection.
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