Consider the following restricted (symmetric or asymmetric) traveling-salesman problem (TSP): given an initial ordering of the n cities and an integer k > 0, find a minimum-cost feasible tour, where a feasible tour is one in which city i precedes city j whenever j ≥ i + k in the initial ordering. Balas (1996) has proposed a dynamic-programming algorithm that solves this problem in time linear in n, though exponential in k. Some important real-world problems are amenable to this model or some of its close relatives.
Introduction
Given a set N of points called cities and a cost c ij of moving from i to j for all i, j ∈ N, the traveling salesman problem (TSP) seeks a minimum-cost permutation, or tour, of the cities. If c ij = c ji the TSP is symmetric, otherwise it is asymmetric. Stated on a directed or undirected graph G = (N, A) with arc lengths c ij for all (i, j) ∈ A, the TSP is the problem of finding a shortest Hamiltonian cycle in G. It is well known that the TSP is NP-complete, but some special cases of it are polynomially solvable. Most of these special cases owe their polynomial-time solvability to some attribute of the cost matrix. Other cases arise when the problem is restricted to graphs with some particular (sparse) structure. For surveys of the literature on this topic see Burkard et al. (1997) , Gilmore et al. (1985) , and Ven der Veen (1992). Balas (1996) introduced a class of polynomially solvable TSPs with precedence constraints: Given an integer k > 0 and an ordering σ := (1, . . . , n) of N, find a minimum cost tour, i.e. a permutation π of σ, satisfying π(1) = 1 and π(i) < π(j) for all i, j ∈ σ such that i + k ≤ j.
(1)
Problems in this class can be solved by dynamic programming in time linear in n, though exponential in k:
Theorem 1.1 (Balas 1996) Any TSP with condition (1) can be solved in time O(k 2 2 k−2 n).2
So for fixed k, we have a linear-time algorithm for solving TSPs -whether symmetric or asymmetric -with this type of precedence constraint. Furthermore, the conditions can be generalized by replacing the fixed integer k with city-specific integers k(i), 1 ≤ k(i) ≤ n−i+1, i ∈ N. In this case condition (1) becomes π(i) < π(j) for all i, j ∈ σ such that i + k(i) ≤ j,
and a result similar to Theorem 1.1 applies (Balas 1996) . Frequently occurring practical problems, like TSPs with time windows, which play a prominent role in vehicle routing (Solomon 1987) , can be modeled using (1a).
Another direction in which the model can be generalized is to require a tour of m < n cities subject to precedence constraints of the above type, where the choice of cities to be included into the tour is part of the optimization process. This type of problem, known as the Prize Collecting TSP (Balas 1989) , serves as a model for scheduling steel rolling mills.
Whenever the problem to be solved can be expressed in terms of the above type of precedence constraints, the dynamic-programming procedure finds an optimal solution. On the other hand, for problems that cannot be expressed in this way, the dynamic-programming procedure finds a local optimum over a neighborhood defined by the precedence constraints.
Note that this neighborhood is exponential in n, i.e. in such cases the algorithm can be used as a linear-time heuristic to search an exponential size neighborhood exhaustively.
In this paper we discuss several variants of our implementation of the dynamic-programming algorithm and our computational experience with these variants. The next section (2) briefly restates the dynamic programming procedure proposed in Balas (1996) . This associates with any given TSP a network such that the tours satisfying condition (1) are in a one-to-one correspondence with the source-sink paths of the network. Section 3 describes our implementation of this procedure for the more general case of a TSP with condition (1a). We construct an auxiliary structure whose main building blocks are problem-independent and can therefore be generated and stored in advance of attacking any particular instance. Section 4 discusses the use of our procedure for solving TSPs with time windows. Section 5 addresses the related problem of TSPs with target times, introduced here for the first time.
Section 6 introduces an iterative version of our procedure for the case when it is used as a heuristic for solving standard TSPs without precedence constraints. Sections 4-6 contain the results of extensive computational testing and comparisons with the best available alternative methods. Finally, Section 7 draws some conclusions.
The Dynamic-Programming Algorithm
The idea of solving TSPs by dynamic programming is not new. For any TSP, the cost of an optimal tour segment visiting the cities of a subset M ⊂ N in positions 1 through i − 1 and visiting city j in position i, can be calculated recursively as C(M, i, j) = min ℓ∈M {C(M \ {ℓ}, i − 1, ℓ) + c ℓj }.
The difficulty with this is that there are n i−1 different subsets M of N of size i − 1, and as i grows, the number of such subsets grows exponentially. It is the precedence constraints involving k that make it possible to eliminate this exponential growth in the case of TSPs satisfying condition (1), and to express each such M by a pair of subsets whose joint size is bounded by k. To be specific, for any permutation π and any position i in the tour defined by π, the set M of cities visited in positions 1 through i − 1 can be expressed as M := ({1, . . . , i − 1} \ S + (π, i)) ∪ S − (π, i),
where {1, . . . , i − 1} is the set of the first i − 1 cities in the initial ordering σ, while S − (π, i)
is the set of cities numbered i or higher but visited in a position lower than i, and S + (π, i)
is the set of cities numbered below i but not visited in a position higher than i; i.e., S − (π, i) := {h ∈ N : h ≥ i, π(h) < i},
The reason that this representation is economical, is that for all π satisfying condition
(1),
i.e. the set of the first i − 1 cities in a tour, for any i, is represented by at most k entries.
It is this characteristic of the problem at hand that allows us to overcome the "curse of dimensionality" that dynamic programming usually entails.
It is well known that dynamic-programming recursions can be expressed as shortest-path problems in a layered network whose nodes correspond to the states of the dynamic program.
Accordingly, the method proposed in Balas (1996) associates with a TSP satisfying (1), a network G * := (V * , A * ) with n + 1 layers of nodes, one layer for each position in the tour, with the home city (city 1) appearing at both the beginning and the end of the tour, hence both as source node s (the only node in layer 1) and sink node t (the only node in layer n+1) of the network. The structure of G * , to be outlined below, is such as to create a one-to-one correspondence between tours in G satisfying condition (1) (to be termed feasible) and s − t paths in G * . Furthermore, optimal tours in G correspond to shortest s − t paths in G * .
Every node in layer i of G * corresponds to a state specifying which city is in position i, and which cities are visited in positions 1 through i − 1. What makes G * an efficient tool is that the state corresponding to any node can be expressed economically by the following four entities: i (the position in the tour), j (the city assigned to position i, i.e. having π(j) = i), S − (π, i) and S + (π, i) (the two sets defined above). The nodes of G * can be referenced by the notation (i, j, S − , S + ), where S stands for S(π, i).
A layer i will be referred to as typical if k + 1 ≤ i ≤ n − k + 1. It was shown in Balas (1996) that a typical layer contains (k + 1)2 k−2 nodes (the first k and last k layers contain fewer nodes). More importantly, the structure of each layer is the same, in the sense that the nodes of any layer i can be expressed in terms of i and k only. Consider, for instance, the TSP with condition (1) and k = 4, and examine the nodes corresponding to the state where city 10 is assigned to position 12, and the cities visited in positions 1 through 11 are {1, . . . 9, 12, 13}. This is the node (12, 10, S − , S + ), with S − = {12, 13}, S + = {10, 11}. It is part of layer 12. However, every typical layer has an analogous node, which can be expressed All the arcs of G * join nodes in consecutive layers; namely, a node in layer i, say
, is joined by an arc of G * to a node in layer i + 1, say (i + 1, ℓ, T − , T + ), if the states corresponding to these two nodes can be part of the same tour. When this occurs, the two nodes are said to be compatible. Compatibility can be recognized efficiently due to the fact that the symmetric difference between S − and T − , and between S + and T + , is 0, 1 or 2, depending on the relative position of i, j and S − (see Balas 1996 for details). The cost assigned to the arc of G * joining the two nodes is then c jℓ , the cost of the arc (j, ℓ) in the original TSP instance. It can be shown that no node of G * has in-degree greater than k, which bounds the number of arcs joining two consecutive layers by k(k + 1)2 k−2 , and the total number of arcs of G * by k(k + 1)2 k−2 n. Since the complexity of finding a shortest s-t path in G * is O(A * ), the complexity of our dynamic programming stated in Theorem 1.1 follows.
Although linear in the number n of cities, our dynamic-programming algorithm, when applied to an arbitrary TSP as an improvement heuristic, finds a local optimum over a neighborhood whose size is exponential in n. Indeed, we have Proposition 2.1 The number of tours satisfying condition (1) is Ω((
Proof. Partition σ \ {1} into consecutive subsequences of size k − 1 (with the last one of size ≤ k − 1). Then any reordering of σ that changes positions only within the subsequences yields a tour satisfying (1), and the total number of such reorderings (i.e. feasible tours) is
When condition (1) is replaced by (1a), one can build an appropriate network G * (a) with properties similar to those of G * , but with layers V * (a) i that depend on the numbers k(j) for the cities j such that i − k(j) + 1 ≤ j ≤ i.
Implementation
The computational effort involved in solving an instance of our problem breaks up into (a) constructing G * , and (b) finding a shortest source-sink path in G * . Constructing G * requires (a 1) identifying the nodes, (a 2) identifying the arcs, and (a 3) assigning costs to the arcs, of G * . Here the bulk of the effort goes into (a 1) and (a 2), since the arc costs of G * are obtained trivially from those of the original graph G.
But (a 1) and (a 2) can be executed without any other information about the problem instance than the value of k and n. Further, as explained above, the structure and size of each typical layer, i.e. node set V * i , k + 1 ≤ i ≤ n − k + 1, is the same; and the structure of each arc set
is also the same. Hence it suffices to generate and store one such node set and the associated set of outgoing arcs, and use it for all i to which it applies; i.e., n need not be known in advance.
Finally, note that if such a node set (layer) is generated and stored for a value K of k as large as computing time and storage space allows, then any problem instance with k ≤ K can be solved by repeatedly using this node set -call it W * K -and the associated arc set, provided that one finds a way to retrieve the smaller node set V * i from the larger one, W * K , constructed beforehand.
We will show below how this can be done efficiently. Furthermore, the technique that allows this retrieval can be generalized to the case of city-dependent constants k(i), i.e.
to TSPs satisfying condition (1a) and the corresponding network G * (a) . The upshot of this is that problems of the type discussed here can be solved by constructing an auxiliary structure in advance, without any knowledge about specific problem instances, and using it to solve arbitrary problem instances whose constants k (or k(i)) do not exceed the size of the structure.
We will now describe the auxiliary structure and its properties that allow the retrieval of the node sets of particular problem instances. Since the problem with a single k for all cities is a special case of the problem with city-specific k(i), we discuss only the latter one. Let G * * K denote the network whose layers, other than the first and last, i.e. the source and sink, are identical copies of the node set W we will illustrate it on an example. does not depend just on k(i), but on several k(j) (those such that i − k(j) + 1 ≤ j ≤ i). This is illustrated in Figure 1 featuring G * * K for K = 4 and n = 9, along with G * (a) (superimposed, with shaded nodes) for a TSP with 9 cities satisfying condition (1a) with k(3) = 4 and k(j) = 3 for all j = 3. The figure shows two s−t paths in G * * K , one of which is also an s−t path in G * (a) , and hence defines a feasible tour for our problem, namely (1, 4, 2, 6, 3, 5, 7, 9, 8, 1) , while the other one contains some nodes not in G * (a) , hence defines a tour that is infeasible:
( 1, 3, 2, 5, 7, 4, 8, 6, 9, 1) , with 4 + k(5) ≤ 7.
In order to avoid examining paths of G * * K that contain nodes not in G * (a) , we use a test.
The k-threshold for a node v := (j,
To calculate the k-threshold for a node v := (j,
implies that k(j) is larger than the difference between j and all higher-numbered cities visited before j in the tour. The highest-numbered city visited before j is max(S − ), the largest element of S − , unless S − is empty, in which case no higher-numbered city is visited before j.
From this we have
This information by itself does not tell us how to remove every node of G * * not in G * (a) , but we have the following proposition, which offers the test we need.
Proposition 3.1 Every path in G * * corresponding to an infeasible tour contains at least one
Proof. Let π be the permutation for an infeasible tour T . Then there exist two cities, q and j, such that π(j) > π(q) and q ≥ j + k(j). Let i := π(j), (i.e. j is in the ith position).
Let v := (i, j, S − , S + ) be the node used in layer i of G * * for the path corresponding to T . If q ≥ i, then q ∈ S − , and so:
If q < i, then j < q < i, and so j ∈ S + . Since |S + | = |S − |, S − cannot be empty, and so max(S − ) ≥ i since the elements in S − only come from the set of cities numbered greater Layer:
Nodes not in G* (a) Nodes in G* (a) Numbers in nodes correspond to labels in Table 1 .
Figure 1: G * * K and G * (a) for an Instance with n = 9, k(3) = 4 and k(j) = 3 for j = 3 than or equal to i. This gives:
In Figure 1 , the k-threshold of node 16 in layer 6, which is 4, is higher than k(j), which is 3. (j for node 16 in layer 6 is 4.)
Once W * K has been built for a certain K, any problem instance with k(j) ≤ K for all j ∈ N can be solved to optimality (with a guarantee of optimality) by finding a shortest
is the auxiliary graph associated with the specific problem instance one wants to solve, and G * * k * is the graph obtained from G * * K by removing the nodes of W * *
Extracting the nodes and arcs of G * (a) from those of G * * k * , and putting the appropriate costs on the arcs, does not increase the complexity of finding a shortest s − t path in G * (a) , which remains linear in the number of arcs of G * * k * . As stated in Section 1, the time complexity of our algorithm is linear in n, but exponential in k. As is often the case with dynamic-programming algorithms, however, the real bottleneck for the efficiency of our algorithm is its space complexity. There are two aspects to this issue: the complexity of storing the auxiliary structure generated in advance, and the complexity of storing the information needed to construct an optimal tour. We address them in turn.
At first glance, it would seem that the space required to store the auxiliary structure G * * K , even though we restrict ourselves to a single layer of nodes and its incident arcs, is O(K(K + 1)2 K−2 ). In reality, we can take advantage of the arc structure, which is such that
Figure 2: A Path Through G * * K for a Solution Not Very Different from the Initial Tour which requires that we store, at every node of every layer, which node was the predecessor with least cost; thus we have a linear space dependence on n. Fortunately, there is a way to circumvent this feature, by using the typical pattern of the solutions generated by our procedure.
The easiest way to explain this is by first assuming that the dynamic-programming procedure finds no improvement over the starting tour, i.e. the initial ordering σ. In this case a shortest s − t path in G * * K will contain the first node of every layer, corresponding to (i, j, S − , S + ) = (i, i, ∅, ∅). If our algorithm finds some local improvements but otherwise leaves the initial sequence unchanged, the shortest s − t path in G * * K will traverse the first node of each layer in those portions where there was no change. We can then store the shortest s − t path by storing just those path segments that leave the top nodes, which we will call deviating path segments (DPS); see Figure 2 . On the forward pass, a DPS is detected at its right end, when the optimal arc into the first node of layer i, say, does not come from the first node of layer i − 1. At this point the DPS is traced back to the point where it again reaches the top level, say at layer i − h, and is stored along with the value i. When we reconstruct our tour, we trace backwards, inserting DPSs as needed. For example, if we encounter three DPSs, one from layer 10 back to layer 6, one from layer 20 back to layer 15, one from layer 21 back to layer 18, we reconstruct our tour by first including the last DPS (from 21 to 18) and then including the latest DPS whose right end is at layer 18 or earlier, which would be the one from layer 10 back to layer 6. We would skip the DPS from layer 20 to layer 15, since it would not be along the optimal path.
Let H denote the length of the longest DPS. The above-described procedure then adds at most H times the number of DPSs to our running time, but it reduces the space requirement from (K + 1)2 K−1 n to (K + 1)2 K−1 H + Hn, where the final term is the space needed to store at most n DPSs. For the applications of our algorithm as a heuristic for a general TSP (see Section 6), where problem sizes have reached into the thousands, we have only encountered one instance where H > 3K, and in this case H < 6K. This allows us to choose a value of H proportional to K. Note that if we allow for a value of H that is insufficient, this can be detected by noticing that we run out of space before the DPS returns to the first level.
In such a case, we know not to attempt to reconstruct the tour after obtaining the optimal value, and we restart the algorithm with a larger allowance for H.
Our code can be found through the internet at http://www.andrew.cmu.edu/~neils/TSP.
Time-Window Problems
Consider a scheduling problem with sequence-dependent setup times and a time window for each job, defined by a release time and a deadline. Or consider a delivery problem, where a vehicle has to deliver goods to clients within a time window for each client. These types of problems have been modeled as TSPs with time windows (TSPTW), either symmetric or asymmetric (see, for instance, Baker 1983 or Solomon 1987 ).
In such a problem, we are given a set N of cities or customers, a distance d ij , a travel time t ij between cities i and j for all pairs i, j ∈ N, and a time window [a i , b i ] for each city i, with the interpretation that city i has to be visited (customer i has to be serviced) not earlier than a i and not later than b i . If city i is reached before a i , there is a waiting time w i until a i ; but if city i is visited after b i , the tour is infeasible. The objective is to find a minimum-cost tour, where the cost of a tour may be the total distance traveled (in which case the waiting times are ignored) or the total time it takes to complete the tour (in which case the waiting times w i are added to the travel times t ij ).
Here we discuss how the TSPTW can be solved by our approach. We first consider the total-time criterion. Given an initial ordering of the cities, the time windows can be used to derive precedence constraints and the problem can be treated as a TSP with condition (1a): city i has to precede in any feasible tour any city j such that a j + t ji > b i . If j 0 is the smallest index such that a j + t ji > b i for all j ≥ j 0 , then we can define k(i) := j 0 − i.
Doing this for every i, we obtain a TSP with condition (1a) whose feasible solutions include all feasible tours for the TSP with time windows [a i , b i ]. Since the converse is not necessarily true, the construction of a shortest path in G * * must be amended by a feasibility check:
while traversing G * * , paths that correspond to infeasible tours (with respect to the upper limit of the time windows) must be weeded out whereas paths that violate a lower limit of a time window must have their lengths (costs) increased by the waiting time. This check is a simple comparison that does not affect the complexity of the algorithm.
The initial ordering can be generated, for instance, by sorting the time windows by their midpoint. Table 2 shows an example of this, along with the constants k(i) derived from this ordering. To keep things simple we take all t ji to be zero. This is not necessarily an optimal ordering for minimizing the largest k(i), but it appears to be a good start. From this ordering, a local search can be used to lower the largest k(i) by moving a time window to a different location (minimizing the largest k(i) may be NP-complete). In the example, moving the time window for city 3 after that of city 4 reduces the largest k(i) by 1 (see Table 3 ). The important thing to bear in mind is that any initial ordering can be used to derive precedence constraints from the time windows, and the resulting constants k(i) depend not only on the time windows, but also on the initial tour. In fact, it is not even necessary for the initial ordering to represent a feasible tour; given that the values k(i) derived by the above procedure define precedence constraints satisfied by every feasible tour. Now since the objective is the minimization of the total time needed to complete the tour, the time spent in waiting is simply added to the time spent in traveling as a shortest path is constructed in G * * , and thus waiting can be taken into account without any complication:
an optimal solution to the TSP with condition (1a), if feasible with respect to the time windows, defines an optimal tour for the TSPTW. for all i, j. In order to model this second objective, it is necessary to keep track both of distance and travel time (with waiting time included). However, this is not enough, since a tour that waits in one place to gain an advantage in distance, may be unable to satisfy a time window later in the tour. Figure 2 illustrates this point. The route 1-2-3-4 has distance 6, but requires a time of 9 because there is a wait at city 2. This wait prevents the route from continuing to city 5 before its window closes. The route 1-3-2-4 has distance 8, but also has a total time of 8, so this route can continue through city 5. If the algorithm is not modified to keep this other partial tour, this solution will not be found.
This dilemma was handled in Dumas et al. (1995) by adding a time parameter to the state. Unfortunately, this addition can cause the number of potential states to grow with the length of the arcs in the problem. We address this issue by storing only nondominated time-distance pairs, and when a state has multiple non-dominated pairs, we clone the corresponding node. To keep our polynomial bound, we restrict the number of copies (clones) that can be stored for any state by a constant parameter q, which we call the thickness of the auxiliary graph. Note that our procedure uses the same auxiliary structure G * * K built in advance as in the standard case discussed in Section 3, and the cloning of nodes, when needed, is done in the process of constructing a shortest source-sink path in G * * . than q pairs are generated, we store only the q best with respect to distance. When this happens, we can no longer guarantee optimality; but as the computational results below show, optimal solutions are often found with a graph thickness smaller than that required for guaranteed optimality.
The largest value of k(i) that we were able to accommodate on the computers available to us was 17. As discussed in Section 3, this limit is given by space rather than time considerations. In the case where the precedence constraints implied by the time windows require values of k(i) too large to make the algorithm practical, the algorithm can still be run by truncating the auxiliary graphs to smaller values of k(i); but once again, in this case we can no longer guarantee an optimal solution. In such situations, using the initial sequence mentioned above may not yield good results; but starting from the heuristic solution of some other method, the algorithm can often improve that solution. Also, using some other heuristic between multiple applications of our algorithm has improved our results sometimes.
Next we discuss our computational experience with time-window problems. All of our results in this and the following sections were obtained with a code written in C and run on a Sun Ultra I Workstation with 64MB of memory. Where our algorithm could not guarantee optimality, a simple Or-opt heuristic (Or 1976 ) was applied, followed by renewed application of our algorithm.
Using a method similar to that given by Baker (1983) , Tama (1990) has generated a number of instances of one-machine scheduling problems with set-up times and minimum makespan objective, formulated as asymmetric TSPs with Time Windows. He kindly made available to us 13 problem instances, eight 20-city and five 26-city problems, which he was unable to solve using cutting planes followed by a branch and bound algorithm (Tama 1990 ).
We ran our algorithm on these problems, using K = 13 and K = 16, with the following outcome: Of the eight 20-city problems, 7 were proved to be infeasible, and the remaining 1 was solved to optimality. Of the five 26-city problems, 1 was proved to be infeasible, 3 were solved to optimality, and the remaining 1 was "solved" without a guarantee of optimality because the required value of K was too high (see Table 4 ). Notes: * indicates that a guarantee of optimality (or a guarantee of the infeasibility of the problem) was found.
As to symmetric TSPs with Time Windows, thirty instances of the RC2 problems proposed by Solomon (1987) that were first studied by Potvin and Bengio (1993) and then by Gendreau et al. (1995) were run with our algorithm, using q = 15 and K = 12, 15
with the results shown in Table 5 . These problems, kindly provided to us by M. Stan, originate in vehicle-routing problems (also available at http://dmawww.epfl.ch/~rochat/ rochat_data/solomon.html) and are the outcome of a first phase procedure in which clients are allocated to vehicles (the second phase task being the routing). The extension in the names of the problems indicates the route. Here the objective was to minimize total distance, i.e. occasionally nodes had to be cloned as explained above. Neither Potvin and Bengio (1993) nor Gendreau et al. (1995) could guarantee the optimality of a solution even if their solution was optimal. The entry for "Required K" in Table 5 indicates what value of K would be needed for a guarantee of optimality.
As can be seen from Table 5 , our algorithm solved 14 of these problems with a guarantee of optimality. Of these 14, Potvin et al. (1995) had solved two to optimality and Gendreau and Bengio (1993) had solved nine to optimality. Of the remaining sixteen problems, our algorithm fared better than Potvin et al. (1995) thirteen times, equaled Gendreau and Bengio (1993) once, and fared better than Gendreau and Bengio (1993) eight times. On the five problems for which we obtained through personal communication (Stan, 1997) feasible tours, we then used these as initial tours, and we improved those tours in four of these five instances. Note that the solutions we received from Stan (1997) were often slightly different than the solution portrayed in the results found in Gendreau et al.(1995) . As mentioned earlier, when a guarantee of optimality was not found, a heuristic based on the Or-opt heuristic (Or 1976 ) was applied once, and then our algorithm was applied again. This is why the computation time can vary widely for problems of roughly the same size (e.g. rc202.1 and rc202.3). Furthermore a worse initial solution might lead to a better final solution if the Or-opt routine improves the worse solution (e.g. rc204.2). Since all of the problems in Table 5 are quite small (average size of 28 cities), we generated larger problems by combining the cities of two problems from the first class (rc201.x). To make the problem feasible for a single vehicle, every time window was multiplied by a scaling factor. If the problem was feasible using a scaling factor of 2, this was used. Otherwise, the scaling factor used was 2.2. Increasing the scaling factor does not affect the time-window structure in terms of overlaps, but may decrease the number of precedence constraints and thereby require a larger K. Table 6 shows the results of these problems, having an average size of 51 cities. Optimal solutions were found in every case with K = 12, but for many, optimality could not be guaranteed with K less than 14.
Asymmetric time window problems of a much larger size (Ascheuer et al. 1997) were recently made available at http://www.zib.de/ascheuer/ATSPTWinstances.html. They are based on real-world instances of stacker-crane-routing problems. The problem names in principle contain the information on the problem size; where n differs from the number in the name, this is presumably due to inconsistencies in accounting for the dummy node. Even though problem sizes extend beyond 200 nodes, because the time windows were tight, the value of K required by these problems was small. This makes the problem difficult for the branch and cut code in Ascheuer et al. (1997) , which could only solve one of the problems with more than 70 nodes when allowed to run for 5×⌈ n 100
⌉ CPU hours, but makes the problem easy for our algorithm. The largest instance for which we could guarantee optimality was a problem with 151 nodes. Tables 7 and 8 list our results with a value of q = 15, compared with the lower bounds in Ascheuer et al. (1997) in those cases where optimality was not guaranteed with our algorithm.
As can be seen from these tables, our procedure performs quite remarkably on this set of problems. For instances with n ≤ 45, guaranteed optimal solutions were found in less than a minute in all but three cases. In two of those three cases optimal solutions were found without a proof of optimality, while in the third case a solution was found within less than 1% of optimality, in less than four minutes. For problems with 55 ≤ n ≤ 151, guaranteed optimal solutions were found in all but three cases in less than one minute.
We conclude that for time-window problems our approach clearly advances the state of the art. 
The Traveling Salesman Problem with Target Times
A new variant of the TSPTW, which we call the traveling salesman problem with target times (TSPTT), defines a target time for each city, rather than a time window. The objective is to minimize the maximum deviation between the target time and the actual service time over all cities. A secondary objective (subject to optimality according to the first objective) may be the minimization of the total time needed to complete the tour. Applications of this problem include delivery of perishable items (such as fresh fruit) to places without storage facilities, or routing a repair vehicle to customers with busy schedules who do not like waiting.
We can solve the TSPTT to optimality with our algorithm, by first constructing windows of a fixed size d centered at each city's target time, and then using binary search to find the smallest d (to within a predetermined accuracy) for which the problem is feasible. This of course implies repeated applications of the algorithm, but the number of repetitions is bounded by log 2 d, where d is the largest time window one needs to consider. The auxiliary structure built in advance is again the same as in the standard case, and for each value of d the problem is solved as a TSPTW with the objective of minimizing the total time needed for completing the tour. Table 9 shows the results of using our algorithm on a set of TSPs with Target Times, where d min is the smallest d for which the problem is feasible, and cost is the total time needed to complete the tour. To generate instances of this problem, we used the same data studied by Potvin and Bengio (1993) and Gendreau et al. (1995) , and used the timewindow midpoints for the target times. As can be seen from Table 9 , in many cases the optimal solution was found with a value of K much smaller than that needed to guarantee optimality, which may indicate that some solutions given to problems without a guarantee of optimality are optimal. In cases where no guarantee was achieved, the exact value of K needed for a guarantee is not known. The value in the table is the K required to solve the problem optimally with the best known feasible d. This is an upper bound on the K required to find the optimal d, i.e. d min , because decreasing the time-window diameter may introduce additional precedence constraints, which in turn may require a smaller (but not a larger) K.
Arc costs for the problems in Table 9 ranged in most cases from 10 to 100 units, and 1 time unit is required to travel one distance unit.
As the table shows, our procedure found solutions guaranteed to be within 0.01 of optimality in 19 of 30 instances, in most cases in a few seconds, in other cases in a few minutes. 
Local Search for Arbitrary TSPs
If applied as a heuristic for an arbitrary TSP, our procedure finds a local optimum over the neighborhood of the starting tour defined by the precedence constraint (1). If applied repeatedly until there is no change, our procedure finds a tour that is a local optimum over its own neighborhood defined by (1). Unlike the standard interchange heuristics like 2-opt, 3-opt, etc., where computing time is proportional to the size of the neighborhood, our procedure finds a local optimum over a neighborhood of size exponential in n, in time linear In our first tests of the algorithm run as a heuristic for arbitrary TSPs, we experimented with some 500-city asymmetric TSPs that we produced using the genlarge problem generator, which Repetto (1996) kindly gave to us and which can generate instances of various kinds (like those listed in the notes to Table 10 ). Repetto solved these problems with an openended heuristic approach, where he produces an initial tour by randomly choosing one of the nearest two neighbors, and then applies his implementation (Repetto 1994 ) of the Kanellakis and Papadimitriou (1980) heuristic, an adaptation to asymmetric TSPs of the Lin-Kernighan (1973) heuristic for the symmetric TSP. We ran Repetto's code for 1200 seconds and used the best solution found as the initial tour for our algorithm, which was then run with K = 10, 14
and 17. The results are shown in Table 10 . While no improvements were obtained for the truly random asymmetric and the randomly perturbed symmetric problems, there were repeated improvements for the random Euclidean and clustered random Euclidean problems perturbed for asymmetry, even though these starting solutions were much better than those for the random instances.
The reason why our algorithm tends to perform better on almost-Euclidean problems may have to do with the fact that for such problems, if cities i and j are near each other (not necessarily adjacent) in a tour generated by a good heuristic, then there is a high probability that the arc connecting these cities has low cost. For arbitrary random instances, there is no such correlation. Since our algorithm looks at the arcs specified by the precedence constraint applied to the starting tour, for Euclidean instances these arcs would generally all have a reasonably low cost, whereas for non-Euclidean problems, many of these arcs would be of no interest to us. In some sense, there is more overlap of the neighborhood our algorithms examines and the space of "good tours" when the problem is Euclidean.
Geographic problems are even better suited for our algorithm because cities tend to cluster in metropolitan areas, which implies precedence constraints of the type (1).
Early tests pointed out a basic weakness in the iterative aspect of our algorithm -and of course this is a crucial issue when it comes to the use of our procedure as a heuristic.
In our experience, a local optimum is usually found within two to three applications of the procedure, if not on the first one. After that, some other starting point must be chosen if the procedure is to be reapplied. Starting every time from a random tour is inefficient. However, after a while we found a better way of iterating our algorithm; namely, by contracting some arcs of the tour found by the procedure, and then reapplying it to the shrunken instance: this has the effect of extending the reach of the precedence constraints beyond the initial value of K. To do this, we mark the arcs selected for contraction (more below on how the selection is made), and then contract each set of contiguous marked arcs into a single supernode S in the case of an asymmetric TSP, or into a pair of supernodes S ′ , S ′′ in the case of a symmetric TSP. Suppose the sequence of arcs to be contracted is (i 1 , i 2 ), . . . , (i m−1 , i m ). In the case of an asymmetric TSP, the cost of the arc (j, S) from some node j to S is the cost of (j, i 1 ), whereas the cost of (S, j) is that of (i m , j). (Contracting a single arc is of course a special case, with m = 2.) In the case of a symmetric TSP, we want the contraction to allow for traversing the contracted segment in either direction. This can be achieved by creating a pair of supernodes S ′ , S ′′ , which must be traversed consecutively (i.e. must be adjacent in any tour). For an arbitrary node j, the costs (lengths) of the arcs to and from S ′ and S ′′ are defined as c(j,
Then if a tour enters S ′ from a node j and exits S ′′ to a node k, the cost of this tour segment is Figure 4 illustrates the construction.
If we now apply our procedure to the TSP with condition (1) defined on the contracted graph, with the same K as before, the neighborhood over which we optimize will have been enriched and the contracted tour may possibly be improved. The resulting locally optimal tour can then be decontracted to provide a tour for the original graph, better than the one whose arcs we had contracted.
This way our algorithm can be iterated arbitrarily many times by selecting a random collection of tour arcs to be contracted at each iteration, and then decontracting them before the next iteration. We select arcs for contraction randomly, with the probability of any arc being selected biased towards lower cost. We solve the TSP with condition (1) on the resulting contracted graph by our algorithm, then decontract the graph and retrieve the corresponding tour on G. This ends the iteration. Table 11 illustrates the performance of the iterative contraction procedure -which we call Dynamic Programming with Arc Contraction -on a collection of TSPLIB problems (http://www.crpc.rice.edu/softlib/tsplib). DP after 1000 3-opt means that DP is applied to the best of 1000 solutions obtained by starting in each case from a randomized nearest neighbor tour and using 3-opt until a local optimum is reached. DP in turn is iterated until its local optimum is reached. DP with Arc
Contraction uses as starting solution the result from DP after 1000 3-opt.
While the arc-contraction procedure offers a good way to iterate our procedure without starting every time from scratch -an alternative made unattractive by the relatively high cost of our procedure in comparison to simpler heuristics -nevertheless the dynamicprogramming procedure iterated by arc contraction cannot by itself beat the best interchange procedures, like iterated Lin-Kernighan (1973) . On the other hand, we noticed that no matter how good a solution these other procedures are able to find, as long as that solution is not optimal, our procedure usually is able to improve upon it. Furthermore, the amount of improvement seems to depend very little, if at all, on the quality of the solution. To illustrate this, in Table 12 we present the improvement (in % of solution value) found by DP with Arc Contraction after running for one minute, when applied to the best tour found by 3-opt after 1000, 5000 and 10,000 iterations, respectively. The numbers are averages over all TSPLIB instances in the given range (http://www.crpc.rice.edu/softlib/tsplib).
All this suggests the idea of combining the dynamic-programming procedure with an interchange heuristic and applying them in an alternating fashion. The promise of combining in this way local search procedures based on different neighborhood definitions can be expected to depend on how different -or, mathematically speaking, how close to orthogonal -those neighborhoods are. To be more specific, consider combining our procedure with 3-opt interchange. The dynamic-programming procedure finds a local optimum over a neighborhood whose size is exponential in n (Proposition 2.1), whereas the neighborhood searched for the execution of one 3-interchange is of size O(n 3 ). To calculate the overlap between the two neighborhoods, we note that a 3-opt interchange applied to a tour of a TSP with condition (1) has to consider a neighborhood of size O(K 3 n). In other words, the intersection of the two neighborhoods is a tiny fraction of the smaller one of the two. This suggests that such a combination might be pretty powerful.
In order to test this idea, we asked Gerhard Reinelt for the tours he obtained with the iterated Lin-Kernighan (1973) algorithm he used for the results of Jünger et al. (1995) .
Unfortunately those tours are no longer available, but Reinelt (1997) kindly sent us ten tours that are actually of higher quality than those in Jünger et al. (1995) . We used these tours as starting solutions for the following algorithm, which we will call DPC: Our dynamic program routine (DP) is run until a local optimum is reached, then a simple 3-opt routine is run until a local optimum is reached. These two are alternated until the solution is optimal in both neighborhoods. At this point, the dynamic-programming routine with the arc contraction is run for a specified time.
Of the ten tours sent to us by Reinelt, there were seven on problems from the set we were studying. Of these, there were four that were not within 0.01% of the optimum. For these tours, our algorithm found improvements to three out of four instances in less than fifteen seconds of CPU time, as shown in Table 13 .
Recently, the state-of-the-art chained Lin-Kernighan (CLK) code of Applegate et al.
(1997) was made publicly available. This is a sophisticated implementation of the algorithm by Martin et al. (1992) . We ran that code on the 22 symmetric TSPLIB problems between 1000 and 3500 nodes for 1000 and 10000 "kicks" (a "kick" is an attempt to push a solution out of a local optimum). We then applied DPC to the resulting tours with K = 6, 8 and 10.
In ten of the 22 instances, we found improvements over the solution obtained by the CLK code after 1000 kicks with each value of K, and in over half of these cases, an improvement was found on the first iteration of DP with the DPC algorithm. However, outside of this initial surge, the rate of gain from DPC did not exceed that of continuing the CLK code, with one notable exception mentioned below. In four of the 22 instances, we found improvements to the solution obtained by CLK after 10,000 kicks with each value of K, and in each case an improvement was found as a result of the first iteration of DP within DPC. At this point, the CLK code was no longer finding improvements consistently (in fewer than half of the 22 instances were improvements found between the 5,000 th and 10,000 th kick). In one of these four cases, the CLK code had found no additional improvements after the 1,000 th kick, probably because the solution was a mere 0.0004% above optimal. However, our code was able to find, in less than a second, an improvement that led to an optimal solution that the CLK code failed to find over the next 9000 kicks, which took over 200 seconds on the same machine. The details of the cases based on tours found after 10,000 kicks are in Table 14 . Since most of the improvements came on the first iteration of DP within DPC, we wondered about using a single iteration of DP (less than one second with K = 6), and then feeding the resulting tour back to CLK for 1,000 and 10,000 additional kicks in those cases where the solution was not yet optimal. We then compared these results with running the CLK code for 11,000 and 20,000 kicks respectively (see Table 15 ). For problem rl1304, the optimal solution was found much more quickly by combining the algorithms. In the other three cases, there was always a short-term benefit (compare the additional 1,000 kicks after DP with 11,000 kicks alone), and there was a long-term benefit in one of the three cases (compare the additional 10,000 kicks after DP with 20,000 kicks). This makes us believe that using DP to "kick" a solution periodically (more than once) would be effective in enough instances to warrant the addition of this feature to CLK. We plan to incorporate this idea into a version of CLK code in the near future.
Conclusions
We have discussed an implementation of a linear-time dynamic-programming algorithm for solving TSPs with a special type of precedence constraints.
We have applied our procedure to solving TSPs with time windows, originating in scheduling problems with setup, release and delivery times, in truck delivery problems, and in stacker-crane routing. We present extensive computational evidence for our claim that on these classes of problems our procedure brings an improvement to the state of the art.
We have formulated a new type of TSP with a time-related objective, the TSP with target times, with important potential applications, and demonstrated that our algorithm can solve optimally problems of realistic size in this class. We don't know how other algorithms would perform on this class.
Finally, for TSPs without precedence constraints or time windows, we have shown how to use our algorithm as a local search procedure that finds in linear time a local optimum over an exponential-size neighborhood. For this purpose we developed an iterative version of our algorithm, Dynamic Programming with Arc Contraction. Although by itself this algorithm is outperformed by the most sophisticated version of chained Lin-Kernighan (1973) procedure, on the other hand it is often able to improve in its first iteration upon the best solution found by the latter in 10,000 iterations. This and other evidence points to the potential usefulness of combining these two approaches based on sharply differing neighborhood definitions.
