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Abstract
The performance of wireless multi-antenna communication systems is heavily in-
fluenced by the multiple-input multiple-output (MIMO) channel over which trans-
mission takes place. In order to understand the behavior of transmission schemes
and improve their performance, accurate channel models are essential. The statisti-
cal modeling of wireless channels has been thoroughly studied in the literature, and
there exist accurate models, e.g., the WINNER model. However, current models are
very limited regarding the temporal behavior of the channel and the consideration of
differently polarized antennas, even though the exploitation of the polarization do-
main can allow for an increased spectral efficiency as well as reduced antenna array
sizes. The aim of this thesis is the investigation and the understanding of the impact
of realistic channels for radio communication on the performance of multi-polarized
MIMO systems. An analysis is made possible by channel measurements at 2.53 GHz.
The wireless channel is inherently non-stationary, i.e., the statistical description of
the channel changes over time. Changing channel statistics result in time variations of
the performance of wireless communication systems. In order to understand the time
evolution of the performance of wireless systems, an investigation of the channel non-
stationarity is indispensable. We propose a methodology which yields a case-specific
definition of regions inside which the channel can be treated as a stationary random
process. The resulting local quasi-stationarity (LQS) regions allow for a maximal
performance degradation of selected algorithms due to mismatched, e.g., outdated,
channel statistics. Based on this methodology and existing methods, an extensive
measurement-based analysis of the non-stationarity of single-polarized (SP) and dual-
polarized (DP) MIMO channels is performed. Exemplarily, a channel estimation and
a beamforming technique are considered. The non-stationarity analysis reveals that
the LQS regions are highly dependent on the considered algorithm.
The use of the polarization domain of the channel has the potential to provide
performance gains, e.g., in terms of spectral efficiency. In order to enable such gains,
understanding the impact of the statistical channel parameters on the performance
is essential. To this end, a simple but general spatial channel model is developed.
This model is analytically tractable and takes into account the presence of dominant
components, e.g., due to a line-of-sight connection. Based on this model, an approxi-
mation of the (ergodic) achievable rate of SP and DP MIMO systems is derived, which
is a function of correlation matrices of the channel. This allows for a direct evaluation
of the impact of typical channel properties on the performance without resorting to
extensive numerical evaluations. Furthermore, this work investigates when an SP or a
4DP MIMO system should be used to maximize the achievable rate. A signal-to-noise
ratio (SNR) threshold above which DP MIMO systems outperform SP MIMO systems
is obtained. This SNR threshold is characterized analytically, in terms of statistical
channel parameters, as well as based on measurements. The analysis shows that
this threshold lies at realistic SNR values, while it is usually lower when the channel
exhibits stronger dominant components.
Kurzfassung
Die Performance von drahtlosen Mehrantennen-Kommunikationssystemen wird stark
durch den Kanal beeinflusst, über den die Daten übertragen werden. Zur Untersu-
chung des Verhaltens von Übertragungsverfahren sowie für Konzeption und Entwurf
besserer Verfahren sind genaue Kanalmodelle essentiell. Zur statistischen Modellie-
rung des Verhaltens wurden in der Vergangenheit umfangreiche Forschungsarbeiten
durchgeführt und es existieren detaillierte, präzise Modelle wie beispielsweise das
WINNER-Modell. Insbesondere bezüglich polarisierter Antennen und bezüglich des
zeitlichen Verhaltens sind die Modelle noch sehr unzulänglich. Durch die Verwen-
dung von Antennen mit unterschiedlichen Polarisationsrichtungen können jedoch
höhere spektrale Effizienzen und kleinere Antennenarrays auf Kosten eines komple-
xeren Kanals realisiert werden. Das Ziel dieser Arbeit ist die Untersuchung und das
Verständnis der Auswirkungen von realistischen Funkkanälen auf die Performance
von multipolarisierten Mehrantennen-Systemen. Eine Analyse wird durch Modellie-
rung auf Basis von Kanalmessungen bei 2,53 GHz ermöglicht.
Der drahtlose Übertragungskanal ist inhärent nichtstationär, d.h. die statistische
Beschreibung des Kanals ändert sich mit der Zeit. Die zeitvarianten Kanalstatistiken
führen zu einer zeitlichen Veränderung der Performance von drahtlosen Kommuni-
kationssystemen. Um die Zeitentwicklung der Performance solcher Systeme zu ver-
stehen muss die Nichtstationarität des Kanals untersucht werden. Diese Arbeit führt
eine Methodik ein, die eine fallspezifische Definition von Regionen, innerhalb derer
der Kanal als stationärer Prozess behandelt werden kann, vorsieht. Die resultierenden
„local quasi-stationarity“ (LQS)-Regionen erlauben die Bestimmung einer maximalen
Performance-degradation ausgesuchter Algorithmen durch veraltete Kanalstatistiken.
Basierend auf dieser Methodik und bestehenden Methoden wird eine umfangreiche
messdatenbasierte Analyse der Nichtstationarität von einfach polarisierten (SP) und
dualpolarisierten (DP) Mehrantennen-Kanälen durchgeführt. Exemplarisch werden
Algorithmen zur Kanalschätzung und zum Beamforming betrachtet. Dabei zeigt die
Analyse, dass die Größe der LQS Regionen stark vom betrachteten Algorithmus ab-
hängt.
Die Verwendung der Polarisationsdomäne des Kanals kann signifikante Perfor-
mancegewinne beispielsweise im Hinblick auf die spektrale Effizienz bringen. Um
entsprechende Gewinne zu realisieren, ist das Verständnis der Auswirkungen der
statistischen Kanalparameter auf die Performance notwendig. Hierfür wird ein ein-
faches, aber allgemeines räumliches Kanalmodell entwickelt. Dieses Modell ist für
analytische Berechnungen geeignet und berücksichtigt die Existenz von dominan-
6ten Kanalkomponenten, z.B. durch eine Sichtverbindung. Basierend auf diesem Mo-
dell wird eine Näherung zur (ergodischen) erreichbaren Datenrate von SP und DP
Mehrantennen-Systemen, die eine Funktion der Korrelationsmatrizen des Kanals ist,
hergeleitet. Damit können die Auswirkungen von typischen Kanaleigenschaften auf
die Performance evaluiert werden ohne auf umfangreiche numerische Auswertun-
gen zurückzugreifen. Des Weiteren wird untersucht, wann ein SP oder ein DP Mehr-
antennen-System verwendet werden muss um die erreichbare Datenrate zu maximie-
ren. Es zeigt sich, dass es einen Schwellwert im Signal-Rausch-Verhältnis (SNR) gibt,
oberhalb dessen DP Systeme eine höhere erreichbare Datenrate als SP Systeme erzie-
len. Dieser SNR-Schwellwert wird analytisch in Bezug auf statistische Kanalparameter
sowie basierend auf Messdaten charakterisiert. Die Analyse ergibt, dass dieser SNR-
Schwellwert in realistischen Bereichen liegt und in der Regel niedriger ist, wenn der
Kanal stärkere dominante Komponenten aufweist.
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Introduction
Wireless communication systems are inherently limited by the frequency spectrum
that is available for transmission; thus, they strive for a high spectral efficiency. The
use of the spatial domains of the wireless channel has allowed to push the limits in
spectral efficiency of wireless systems. However, the growth in spectral efficiency is
limited by the spatial degrees of freedom of the propagation channel and the antenna
array sizes. In order to achieve large mutiplexing gains, large antenna separations are
needed on the base station (BS) side while the available space on the mobile terminal
(MT) side is naturally limited. This is especially relevant to multiple-input multiple-
output (MIMO) systems that consider arrays with antennas of the same polarization.
Multi-polarized MIMO systems, on the other hand, benefit from the high decorrela-
tion that occurs over orthogonally polarized antennas. While the concept of polarized
MIMO transmission is certainly not new, studies targeting a realistic performance
evaluation have received surprisingly limited attention so far. MIMO systems that
use multi-polarized antennas have the potential to further increase the spectral effi-
ciency while being able to make better use of the limited space available for antennas
at both the BS and the MT side.
Single-polarized (SP) MIMO systems are able to resolve the spatial domains of
the channel using linear, planar, or even volumetric antenna arrays. Multi-polarized
antenna systems are able to assist in resolving the spatial domains of the channel
while keeping smaller antenna arrays than for SP MIMO systems. In other words,
they allow to resolve the oscillation direction of electromagnetic waves as well as the
propagation direction. This is the reason why the degrees of freedom gain from using
multi-polarized MIMO systems, compared to SP MIMO systems, can vary between
two and six, depending on the considered antenna arrays and the scattering condi-
tions of the propagation channel [80]. However, a gain of two is always guaranteed
due to resolving the oscillation direction of electromagnetic waves. Therefore, for
any MIMO system, at least an extension to a dual-polarized (DP) MIMO system is of
potential benefit and should be considered.
The actual performance of MIMO systems depends heavily on the channel over
which the transmission occurs. This is especially true for MIMO channels, where
correlation between the antennas or the presence of a line-of-sight (LOS) component
deteriorate the conditioning of the channel matrix and thus the potential performance.
With the introduction of DP channels, propagation along different polarizations fur-
ther complicates the channel behavior, e.g., the additional effect of cross-polarization
discrimination between orthogonal polarizations comes into play. As previously men-
tioned, the polarization gain in degrees of freedom can vary between two and six,
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depending on propagation channel conditions and antenna setups. This highlights
the importance of the channel (including the antennas) when comparing SP and DP
MIMO transmission. The influence of the channel on the actual performance is even
more challenging to assess without realistic models or measurements of the channel.
Moreover, clear statements regarding the usefulness of DP transmission are rarely
found in the literature.
When dealing with realistic wireless channels or corresponding measurement
data, one effect that stands out is the non-stationarity of the channel. Channel non-
stationarity is highly relevant for the performance of MIMO systems as well as of in-
terest from a channel characterization/modeling perspective; however, it has received
far too little attention until now. Commonly, channels are assumed to be stationary
in order to perform analytical investigations but all wireless channels are inherently
non-stationary. It follows that statistical channel parameters and average performance
measures are time-dependent. Therefore, a performance comparison of SP and DP
MIMO sytems with respect to average performance measures will change after time
intervals of a-priori unknown length.
1.1 Challenges
DP MIMO systems are able to offer substantial performance benefits, e.g., in terms
of spectral efficiency, compared to SP MIMO systems. Before being able to evaluate
those potential benefits, the characterization and the modeling of wireless channels
is a crucial first step. Therefore, channel measurements are needed to perform any
meaningful and realistic assessment regarding the channel properties and, in the end,
the performance of DP versus SP MIMO systems. We do not aim for a complete
characterization of the wireless channel or a wireless channel model that is useful in
all scenarios. Instead, we focus on those channel aspects that we deem important for
the performance evaluation of MIMO systems. Overall, we take two challenges into
consideration:
• Non-stationarity of the channel: The non-stationarity of the wireless channel has
not been fully understood so far and is not properly reflected in current chan-
nel models. However, it results in a time dependence of statistical channel pa-
rameters and thus in time-dependent performance measures. It is, therefore,
necessary to first characterize this channel property.
• SP vs. DP MIMO systems: We aim at understanding when to use the polarization
domain of the channel, i.e., to assess the performance of SP and DP MIMO
transmission. To that end, we need to consider general spatial channel models
of reasonable accuracy that allow to perform analytical evaluations regarding
performance measures reflecting the spectral efficiency.
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1.1.1 Channel Non-Stationarity
Due to the inherent non-stationarity of wireless channels, understanding the time-
variation of the channel statistics is crucial. The change of the statistical properties
of the channel needs to be reflected in any realistic channel model and it has to be
considered for a proper performance evaluation.
The extension of the wide-sense stationary uncorrelated scattering (WSSUS) model
to the quasi-WSSUS model in [6] and the framework for doubly underspread non-
stationary channels in [64] have laid the ground work for a theoretical treatment
of non-stationary channels. Regarding the empirical side, early evidences of non-
stationary wireless channels in time and frequency can be found in [15] for an indoor
channel and in [22] for an outdoor channel. The non-stationarity is typically char-
acterized by comparing selected channel statistics over time/frequency with certain
measures. Obviously, the choice of the measure is critical in assessing the degree of
non-stationarity. Typically one resorts to standard measures, e.g., those based on the
standard Euclidean inner product. However, the choice of a proper measure, used to
determine the region in which the change of the channel statistics is deemed insignif-
icant, might vary depending on the considered wireless communication algorithm.
We thus need to clarify how to characterize the non-stationarity of the channel.
Furthermore, the influence of the polarization of the channel, i.e., the chosen polar-
ization at the transmitter and the receiver side, needs to be addressed. These are
crucial steps to be able to later model the non-stationarity of the channel and thus
to understand the time dependence of certain performance measures. Currently, this
modeling is still an ongoing process. In COST 2100, scattering clusters are associated
to visibility regions; these regions determine when and where users are affected by
the corresponding clusters [12,56]. WINNER II can make use of appearing and disap-
pearing scattering clusters, i.e., clusters that are linearly powered up and down over
time for each user [52].
1.1.2 Channel Modeling and Performance Evaluation
The use of multiple antennas at the transmitter and the receiver allows for substantial
enhancements of the spectral efficiency. It is widely known that the efficiency of
MIMO transmission is highly dependent on the signal-to-noise ratio (SNR) as well as
the channel conditions. It is thus of interest to understand how the channel influences
the spectral efficiency of MIMO systems, especially with regard to DP transmission.
As mentioned before, DP MIMO systems can be advantageous over SP MIMO systems
in terms of the spectral efficiency, e.g., in the presence of LOS [11,72]. Moreover, due to
the strong decorrelation that occurs over orthogonal polarizations, DP MIMO systems
can be realized with co-located antennas and thus allow for compact antenna array
designs. A summary of experimental characteristics of DP propagation can be found
in [72].
As a basis for the evaluation of the performance of SP and DP MIMO systems
we need channel measurements and/or channel models. In order to obtain analytical
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insight into the behavior of the spectral efficiency, it is desirable to resort to an ana-
lytical model that is parametrized by realistic measurement data. A special emphasis
should be put on the generality of the model with respect to LOS and non-line-of-sight
(NLOS) situations as well as multi-polarized propagation. All of these channel condi-
tions are omnipresent in realistic channels and thus need to be properly reflected.
Before evaluating the performance with respect to the spectral efficiency, one
needs to first find a suitable performance measure. Ultimately, we want to under-
stand how the spectral efficiency of SP and DP MIMO systems behaves and how we
can decide which kind of antenna setups to use under what conditions. It is, there-
fore, of interest to understand which parameters of the channel influence this decision
and how stable they are over time, i.e., how the non-stationarity of the channel affects
such a decision.
1.2 Contributions
In this thesis, we first focus on some aspects regarding the characterization and the
modeling of wireless SP and DP channels. Second, based on the previously obtained
results, we present an evaluation of the performance of SP and DP MIMO channels.
The theoretical findings are corroborated by extensive evaluations using urban macro-
cell channel measurements performed at 2.53 GHz. We now give an overview of the
contributions of this thesis.
We start with the issue of channel non-stationarity. We first present a methodology
to characterize the non-stationarity of the channel by defining local quasi-stationarity
(LQS) regions, i.e., local regions in which a channel can be treated as stationary. This
methodology is based on an algorithmic view and thus connects the non-stationarity
characterization to the performance of wireless communication systems. After that,
we use the developed framework with selected algorithms to perform an extensive
measurement-based evaluation of the non-stationarity of wireless channels for chan-
nels that are dispersive in time, frequency, or in a spatial domain. The considered
algorithms are a channel estimator for time- or frequency-dispersive single-input and
single-output (SISO) channels and a beamforming technique for MIMO channels. We
further compare the results of our methodology to standard methods from literature.
We show that LQS regions can be of significantly large size, i.e., several meters, and
thus a reuse of statistical channel knowledge is a sensible choice (in an average sense)
for certain algorithms. Moreover, we find that the size of the LQS regions based
on the proposed algorithmic methodology can strongly differ from those obtained
using standard methods from literature. For example, our methodology applied to
the beamforming algorithm yields noticeably smaller LQS regions compared to those
obtained using the standard method.
The next step is the performance evaluation of SP and DP MIMO channels in
terms of spectral efficiency. While we later also make direct use of channel measure-
ments to evaluate the spectral efficiency, i.e., the achievable rate, we first introduce a
spatial channel model for Ricean SP and DP MIMO channels in order to gain insight
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on the channel parameters influencing the spectral efficiency. Furthermore, we pro-
pose a channel decomposition technique separating the correlation contributions of
the channel regarding the dominant, i.e., the Ricean, and the remaining components
of the channel from measurements. We derive an approximation of the achievable
rate for optimal and linear receivers that is a function of the statistical channel param-
eters obtained from the introduced decomposition technique. This allows us to gain
insight into the statistical channel parameters influencing the achievable rate without
having to resort to extensive numerical evaluations. Furthermore, we are then able to
characterize the SNR threshold required for a DP MIMO system to outperform an SP
MIMO system. The SNR thresholds lie in practically relevant ranges, often between 0
and 15 dB, while they are usually lower when the dominant components are stronger.
Therefore, for a given number of antennas, DP MIMO systems are not necessarily
beneficial; their usefulness is highly dependent on the channel conditions and the
SNR.
This thesis is mainly based on the following papers:1
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1.3 Outline
The remainder of this thesis is structured as follows. In Chapter 2, we first give
a short introduction to non-stationary channels and the corresponding assumptions
used throughout this work. Then we give an input-output relation for SISO and
MIMO channels. We close the chapter with a discussion on the potential benefits of
polarization. In Chapter 3, we present the wireless channel measurement campaign
1 In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does
not endorse any of RWTH Aachen University’s products or services. Internal or personal use of this
material is permitted. If interested in reprinting/republishing IEEE copyrighted material for advertis-
ing or promotional purposes or for creating new collective works for resale or redistribution, please go
to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how
to obtain a License from RightsLink.
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on which the measurement-based evaluations in this thesis rely. Furthermore, we
present the considered antenna setups, a scenario classification that will turn out to
be useful for the performance evaluation, and some postprocessing issues necessary to
obtain the estimates of statistical parameters related to the channel. The basis for the
non-stationarity analysis, i.e., a methodology to determine LQS regions, is introduced
in Chapter 4, exemplarily for SISO channel estimation using Wiener filtering. After-
wards, in Chapter 5, we perform an extensive measurement-based analysis revealing
the degree of non-stationarity of SP and DP channels, using the new methodology as
well as methods known from literature. Chapter 6 deals with the analytical modeling
of MIMO channels, more specifically regarding the spatial domains. A characteriza-
tion of a general Ricean model for SP and DP MIMO channels is given. Accordingly,
a moment-based channel decomposition is proposed with which we can recover the
correlation matrices of the dominant and the weak components of the channel directly
from measurements. In Chapter 7, we compare the spectral efficiency, i.e., the achiev-
able rate of SP and DP MIMO systems with optimal and linear receivers. We give
an approximation of the achievable rate that is a function of the statistical channel
parameters given by the proposed channel decomposition. Based on these results,
we characterize the SNR threshold at which a DP MIMO system starts to outperform
an SP MIMO sytem. Finally, in Chapter 8, we summarize our work, we state some
concluding remarks, and we give an outlook on possible future work.
Chapter 2
The Wireless Radio Channel
The effects of the propagation environment on transmitted electromagnetic waves at
the receiving side are described by the propagation channel. The propagation channel
can be characterized by multipath components due to the interaction with objects in
the propagation environment. Apart from a possible line-of-sight (LOS) component,
there can be channel components, i.e., signal contributions, due to reflection, diffrac-
tion, or diffuse scattering [86]. All the interaction processes will be referred to as
scattering in this work. This scattering results in multipath components that reach the
receiver with different delays. Due to the movement of the transmitter, the receiver, or
the scatterers, the multipath components are also subject to possibly different Doppler
frequency shifts. Using multiple antennas at the transmitter and the receiver, it is
possible to additionally resolve the spatial domains at the transmitter and the receiver
side. We then obtain a double-directional representation of the propagation channel,
i.e., an angular resolution of the channel at both link ends [95]. The propagation chan-
nel is thus dispersive in time, in frequency, and in two spatial domains. Furthermore,
transverse electromagnetic waves propagating in a certain direction can oscillate in-
dependently in two orientations perpendicular to the propagation direction, i.e., they
can have two independent polarizations.
Apart from the propagation channel, we can also define the radio channel which
consists of both the propagation channel and the antenna effects [90]. Furthermore, we
have the baseband channel, which in theory is the (bandwidth-limited) radio channel
transformed to baseband; practically, analog components such as amplifiers and filters
give rise to impairments and have to be considered as well. In this thesis, we will
deal with the radio channel transformed to baseband, i.e., the baseband channel in
the absence of any impairments. We will simply use the term channel to refer to
this channel. Additionally, thermal noise will influence the transmitted signal at the
receiver side.
The variations of the channel power gain are usually divided into large- and small-
scale fading [86, 102]. Large-scale fading consists of distant-dependent path loss and
shadowing of channel components due to large objects. Small-scale fading occurs
due to constructive or destructive superposition of multipath components. Usually,
large-scale fading results in a change in the statistical description of the channel; it is
thus a source of channel non-stationarity.
An important simplification in the statistical modeling of the channel is the as-
sumption of stationarity of the fading process in time and frequency. A restriction to
first- and second-order stationarity results in wide-sense stationarity (WSS) and un-
correlated scattering (US) channels, i.e., WSSUS channels [6]. On the one hand, this
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assumption is used due to the resulting mathematical simplifications in the treatment
of such channels, and, on the other hand, it has some reasonable physical justifica-
tion. The physical justification for the WSSUS assumption is that large-scale effects
such as shadow fading change the statistics of the channel only slowly over time and
frequency in comparison to the coherence time and the coherence frequency, respec-
tively. This naturally leads to a quasi-WSSUS model where the channel is divided
into WSSUS regions [6].
2.1 Non-Stationary Channels
As the radio channel is inherently continuous in time and frequency, we first present
the channel and the corresponding statistical parameters as a function of the time
t ∈ R and the frequency f ∈ R. We use the input-output relation of a SISO linear time-
varying (LTV) baseband channel H defined by the baseband received signal [6, 64]1
r(t) =
∫
h(t, τ)s(t− τ)dτ (2.1)
where s(t) is the baseband transmitted signal and h(t, τ) is the time-dependent im-
pulse response of H with the delay τ ∈ R. Alternatively, the channel H can be
described by the time-varying transfer function
LH(t, f ) =
∫
h(t, τ)e−j2pi f τdτ (2.2)
or the delay-Doppler spreading function
SH(ν, τ) =
∫
h(t, τ)e−j2piνtdt (2.3)
where ν ∈ R denotes the Doppler shift defined as ν = vr fc/c with the radial velocity
vr from the transmitter to the scatterer(s) and finally towards the receiver, the carrier
frequency f0, and the speed of light c. Therefore, we can rewrite (2.1) as
r(t) =
∫
LH(t, f )S( f )ej2pit f d f (2.4)
=
∫ ∫
SH(ν, τ)s(t− τ)ej2piνtdνdτ (2.5)
where S( f ) =
∫
s(t)e−j2pi f tdt is the transmitted signal in the frequency domain. From
(2.5), we recognize that the received signal is composed of copies of the transmitted
signal s(t) that are shifted in time and in frequency through the delay τ and the
Doppler ν, respectively.
1 This representation relies on the assumption of a small fractional bandwidth, i.e., a ratio of bandwidth
to carrier frequency that is small compared to the inverse of the product of the time duration of the
transmitted signal and the Doppler frequency shift [90, 109].
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In order to characterize the statistical properties of a stochastic channel H, we
introduce the local scattering function (LSF). The LSF is an extension of the scattering
function in the context of WSSUS channels to the non-stationary case [64]. It is thus a
time- and frequency-dependent PSD in the Doppler and delay domain:
CH(t, f ; ν, τ) =
∫ ∫
RL(t, f ;∆t,∆ f )e
−j2pi(ν∆t−τ∆ f )d∆td∆ f (2.6)
where
RL(t, f ;∆t,∆ f ) = E
{
LH(t, f + ∆ f )L∗H(t− ∆t, f )
}
(2.7)
is the autocorrelation function of the time-varying transfer function LH(t, f ). Similarly,
one can define
RS(∆ν,∆τ; ν, τ) = E {SH(ν+ ∆ν, τ)S∗H(ν, τ − ∆τ)} (2.8)
is the autocorrelation function of the delay-Doppler spreading function SH(t, f ). A
second-order stationary channel in time and frequency has a constant LSF over t and
f , respectively. Furthermore, note that, in the context of zero-mean random processes,
second-order stationarity over time and frequency is equivalent to uncorrelatedness
in Doppler and delay, respectively [6].
2.1.1 Doubly Underspread Channels
In [64], a framework for the treatment of non-stationary channels which extends the
quasi-WSSUS model of [6] is presented. This framework is based on the class of DU
channels. These channels are, on the one hand, dispersion underspread with a maximal
delay-Doppler product
τmaxνmax  1 (2.9)
where τmax and νmax denote the maximal (effective) delay and Doppler, respectively.
This property is well known from WSSUS channels. On the other hand, they are
correlation underspread with
∆τ,max∆ν,max
τmaxνmax
 1 (2.10)
where ∆τ,max and ∆ν,max denote the maximal (effective) correlation in delay and
Doppler, respectively; they are defined by the effective support2 of the autocorrelation
function RS(∆ν,∆τ; ν, τ) in the the delay difference ∆τ and the Doppler difference ∆ν,
respectively. This essentially means that the time-frequency coherence region of de-
fined size (τmaxνmax)−1 is much smaller than the time-frequency stationarity region
of defined size (∆τ,max∆ν,max)−1. While the dispersion underspread property arises
2 The effective support of a function f (x) in x is the domain [x1, x2] of smallest size with | f (x)| ≤ e, ∀x 6∈
[x1, x2] for small e.
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in the context of WSSUS channels, the correlation underspread property is specific
to non-stationary channels. For (zero-mean) WSSUS channels, different delay and
Doppler components are uncorrelated per definition; therefore, the correlation under-
spread property is not meaningful in this context. For radio channels, the doubly
underspread condition is usually satisfied [65]. We will verify this condition for our
measurements in Section 3.3.
The LSF has some deficiencies, e.g., it is not guaranteed to be non-negative. For
DU channels, it is possible to define generalized local scattering functions (GLSFs) [64]
C(Φ)H (t, f ; ν, τ) = (CH ∗4 Φ)(t, f ; ν, τ) (2.11)
with
Φ(t, f ; ν, τ) =
S∑
s=1
γs
∞∫
−∞
∞∫
−∞
L∗Gs(−t,− f + ∆ f )LGs(−t− ∆t,− f )e−j2pi(ν∆t−τ∆ f )d∆td∆ f .
(2.12)
Here, LGs(t, f ) are windowing functions in time-frequency normalized to unit-energy,
γs ≥ 0 normalizing constants, and S the number of used windows for s = 1, . . . , S.
From this, it can be seen that GLSFs are smoothed versions of the LSF. An alternate
form of the GLSFs can be obtained by rewriting (2.11) as
C(Φ)H (t, f ; ν, τ) =
S∑
s=1
γs E
{∣∣∣H(Gs)(t, f ; ν, τ)∣∣∣2} (2.13)
with
H(Gs)(t, f ; ν, τ) =
∫ ∫
L∗Gs(t
′ − t, f ′ − f )LH(t′, f ′)e−j2pi(νt′−τ f ′)dt′d f ′. (2.14)
GLSFs are of practical importance since they are real-valued and non-negative. In
[64], it is shown that GLSFs of doubly underspread channels are also approximately
equivalent to the LSF. For further details, we refer to [64]. The parametrization of
the windowing functions is particularly important for the estimation of the GLSF:
they should be localized in time and Doppler, whereas their length and number are
subject to bias-variance trade-offs [63, 64]. Using a GLSF, we are thus able to define a
real-valued and non-negative PSD that depends on time and frequency.
In case we only want to study the Doppler or the delay properties, we can define
the time-frequency-dependent PSDs in Doppler and delay as
C(Φ)ν (t, f ; ν) =
∫
C(Φ)H (t, f ; ν, τ)dτ (2.15)
C(Φ)τ (t, f ; τ) =
∫
C(Φ)H (t, f ; ν, τ)dν (2.16)
respectively.
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2.1.2 Further Classes of Non-Stationary Channels
In the literature, there are several other classes of non-stationary random processes.
For reasons of completeness, we here recall some important ones collected from [50,
Section 2.4.5]. We consider the non-stationarity in the time domain only, i.e., the
random process lH(t) = LH(t, f0) for a fixed frequency f0.
First, in [50, Section 2.4.5], random processes with finite temporal correlation width
are introduced. A random process lH(t) with finite temporal correlation width T′ is
characterized by
E {lH(t1)l∗H(t2)} = 0, |t1 − t2| > T′. (2.17)
Such random processes are also called a-dependent processes, here with a = T′ [76,
Chapter 9].3 Correspondingly, random processes with finite spectral correlation width,
similar to Section 2.1.1, can be introduced as well [50, Section 2.4.5].
In [76, Chapter 9], a process lH(t) is called quasistationary if its autocorrelation
function is slowly changing with respect to the time t. In the context of a-dependent
processes, a quasistationary process satisfies [76, Chapter 9]
E
{
lH
(
t1 +
∆t
2
)
l∗H
(
t1 − ∆t2
)}
≈ E
{
lH
(
t2 +
∆t
2
)
l∗H
(
t2 − ∆t2
)}
, |t1 − t2| < a, ∀∆t ∈ R. (2.18)
The locally stationary random processes introduced in [92] are defined by imposing
a structure on the covariance of the zero-mean random process lH(t):
E {lH(t1)l∗H(t2)} = E
{∣∣∣∣lH( t1 + t22
)∣∣∣∣2
}
R(t1 − t2) (2.19)
where R(∆t) is the autocovariance of a stationary random process satisfying R(0) = 1.
At last, we mention uniformly modulated random processes [81]. For a random
process lH(t), the following structure is imposed:
lH(t) = m(t)s(t) (2.20)
where m(t) is a modulation function satisfying m(0) = 1 in addition to∣∣∣∣∫ m(t)dt∣∣∣∣ ≥ ∣∣∣∣∫ m(t) exp(−j2pitν)dt∣∣∣∣ , ∀ν ∈ R (2.21)
and s(t) is a stationary zero-mean random process.
Throughout this thesis, we will use the doubly underspread condition since it
remains generic, it is applicable to radio channels, and it does not impose any spe-
3 This definition can be extended from uncorrelatedness to independence of random variables.
12 Chapter 2. The Wireless Radio Channel
cific structure on second-order moments of the channel. However, we will also have
recourse to random processes with finite temporal correlation in Chapter 4.
2.2 Discrete-Time Input-Output Relation
In the following, we depart from the time-frequency-continuous approach in Sec-
tion 2.1. While the radio channel is inherently continuous in time and frequency,
wireless communication algorithms or an information-theoretic performance anal-
ysis ultimately rely on baseband system models that are discrete in time and fre-
quency. Therefore, we next introduce a baseband system model for the SISO and the
MIMO case that relies on a discrete-time representation of the channel. Additionally,
we introduce relevant statistical channel parameters characterizing the discrete-time
channel. Since the focus of this work is on narrowband channels, we drop the fre-
quency dependency of the channel. Ultimately, the narrowband assumption is not
very restrictive since the resulting system model can represent a selected carrier of a
multi-carrier system.
2.2.1 SISO Systems
We assume that transmission takes place over a non-stationary LTV frequency-flat
fading channel. In the complex baseband, the matched-filtered, symbol-sampled re-
ceived signal is modeled by
y[m] = h[m]x[m] + n[m], m ∈ Z (2.22)
where the additive noise process {n[m]} is a white (zero-mean) proper [70] complex
Gaussian random process with known variance σ2n > 0 and the time-varying channel
process {h[m]} is a proper complex zero-mean random process.4 The channel weights
are given by h[m] = LH (mT, f0), where T denotes the symbol period and f0 is a fixed
frequency. The transmitted sequence {x[m]} consists of random data symbols. The
processes {h[m]}, {n[m]}, and {x[m]} are assumed to be mutually independent.
Strictly speaking, (2.22) is not a sufficient statistic of the received continuous-time
signal r(t) since the channel widens the bandwidth of the (noise-free) received sig-
nal. However, (2.22) holds approximately for Doppler dispersion-underspread chan-
nels that are described in Section 2.1.1. For a thorough discussion on the discretization
of delay-Doppler dispersion-underspread time- and frequency-selective LTV channels,
we refer to [16, 90]. Therein, an approximate discretization of such channels is pro-
posed based on results from [50, 62].
2.2.1.1 Doubly Underspread Channels
In Section 2.1.1, we introduced the class of doubly underspread channels for linear
channels that are selective and continuous in time and frequency. We now adapt the
4 For a discussion regarding the assumption of a proper channel and its validity, see [90].
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definition of doubly underspread channels to the special case of channels that are
discrete and only time-selective (frequency-flat fading). First, we introduce the nor-
malized Doppler shift υ = νT with the (unnormalized) Doppler shift ν in order to
simplify notation. Such doubly underspread channels are, on the one hand, disper-
sion-underspread with a maximal normalized Doppler υmax  1, and, on the other
hand, they are correlation-underspread with a maximal (effective) correlation in the
normalized Doppler ∆υ,max  υmax. Here, ∆υ,max is defined by the effective support
of Rs(υ+∆υ, υ) in the normalized Doppler difference ∆υ for −1/2 ≤ υ+∆υ, υ < 1/2.
The autocorrelation function Rs(υ+∆υ, υ) is defined as
Rs(υ1, υ2) = E {sh(υ1)s∗h(υ2)} (2.23)
with
sh(υ) =
∑
m
h[m]e−j2pimυ. (2.24)
The doubly underspread condition essentially means that the stationarity time of the
channel defined as Ns = 1/∆υ,max is much larger than the coherence time of the
channel defined as Nc = 1/υmax, which itself is much larger than one, i.e., 1 Nc 
Ns. This definition of the doubly underspread condition is thus connected to the
symbol duration, which is a system parameter.
2.2.1.2 Time-Dependent Power Spectral Density
In the special case of a frequency-flat fading channel, the LSF is a time-dependent
PSD in a Doppler domain. We adapt the continuous time-frequency approach pre-
sented in Section 2.1 to discrete-time channels with a continuous spectrum. This is
reasonable as we assume to have a maximum Doppler shift that allows to sufficiently
sample the underlying continuous-time channel, i.e., to yield a sufficient statistic by
sampling. Furthermore, channel measurements rely on the same argument and are
only available at discrete time instants. We thus obtain the LSF
Ch
(
m; ej2piυ
)
=
∑
∆m
Rh[m;∆m]e−j2pi∆mυ (2.25)
where
Rh[m;∆m] = E {h[m]h∗[m−∆m]} (2.26)
is the time-dependent autocorrelation function of the channel. Note that a WSS chan-
nel has a constant LSF over time, i.e., it is independent of m, and thus (2.25) reduces
to Ch
(
m; ej2piυ
)
= Ch
(
ej2piυ
)
. Furthermore, a (zero-mean) WSS channel is uncorrelated
in the normalized Doppler domain.
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In [16], the relation of the PSD of a discrete-time channel to the PSD of the un-
derlying continuous-time channel is given. The straightforward generalization to the
non-stationary setting is
Ch
(
m; ej2piυ
)
=
1
T
∑
∆m
Γh
(
m;
υ−∆m
T
)
(2.27)
where
Γh(m; ν) =
∫
E {LH(mT, f0)L∗H(mT −∆t, f0)} e−j2pi∆tνd∆t (2.28)
=
∫
CH(mT, f0; ν, τ)dτ (2.29)
denotes the time-dependent PSD of the continuous-time channel LH (t, f0) at t = mT
with h[m] = LH (mT, f0).
Similarly as in Section 2.1.1, we introduce GLSFs by adapting the approach in
[64, 75] to the discrete-time and frequency-flat fading case. We define the GLSFs by a
two-dimensional convolution:
C(Φ)h
(
m; ej2piν
)
=
∑
mˇ
∫ 1
2
− 12
Ch
(
mˇ; ej2piνˇ
)
Φ
(
m− mˇ; ej2pi(ν−νˇ)
)
dνˇ (2.30)
with
Φ
(
m; ej2piν
)
=
S∑
s=1
γsΦs
(
m; ej2piν
)
(2.31)
and
Φs
(
m; ej2piν
)
=
∑
∆m
g∗s [−m]gs[−m−∆m]e−j2pi∆mν (2.32)
where gs[m] are windowing functions normalized to unit-energy, S is the number of
windowing functions, and γs ≥ 0 are normalizing constants with ∑Ss=1 γs = 1 for
s = 1, . . . , S.
2.2.2 MIMO Systems
We define the NRX × NTX MIMO channel matrix H[m], m ∈ Z such that [H[m]]k,l for
k = 1, . . . , NRX and l = 1, . . . , NTX is the time-varying transfer function of the MIMO
sub-link from the transmit element l to the receive element k. The random MIMO
channel matrices {H[m]}, which describe the time-varying and frequency-flat fading,
are jointly proper. The input-output relation for transmission from NTX antennas at
the transmitter to NRX antennas at the receiver is given by the received column vector
y[m] = H[m]x[m] + n[m], m ∈ Z (2.33)
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of length NRX. The column vectors {x[m]}, each of length NTX, denote the zero-
mean transmitted vectors that are uncorrelated in time with spatial covariance matrix
E
{
x[m]xH[m]
}
= PxQ[m], Px > 0, and tr {Q[m]} = 1. The column vectors {n[m]},
each of length NRX, are the white (zero-mean) jointly proper Gaussian noise vectors in
time with spatial covariance matrix E
{
n[m]nH[m]
}
= σ2nINRX and σ
2
n > 0. The random
processes {H[m]}, {n[m]}, and {x[m]} are assumed to be mutually independent. For
ease of exposition, we define the (nominal) SNR ρ = Px/σ2n.
2.2.2.1 Spatial Correlation Properties
We are also interested in the analysis of non-stationary MIMO channels, therefore, we
could extend the SISO approach to the MIMO case. However, for MIMO channels,
we focus only on the study of the channel statistics in the spatial dimensions. This is
meaningful since many wireless communication algorithms only use the spatial prop-
erties of the channel. Note that besides the case of stationarity in time and frequency,
i.e., the WSSUS case, one could also consider stationarity over the antenna array of
the transmitter or the receiver [30]. This would imply that the channel statistics are
unaffected by changing the selected antenna at the transmitter/receiver.
In order to study the time dependency of the channel statistics in space only,
we define the Hermitian and positive semidefinite transmit and receive correlation
matrices as
RTX[m] = E
{
HT[m]H∗[m]
}
(2.34)
RRX[m] = E
{
H[m]HH[m]
}
(2.35)
respectively. Additionally, one can also study the correlation properties of both spatial
domains jointly by defining the full correlation matrix
R[m] = E
{
vec {H[m]} (vec {H[m]})H
}
. (2.36)
2.3 Polarization Benefits
Transverse electromagnetic waves can oscillate in different orientations, i.e., they can
have two independent polarizations, such as vertical and horizontal, for a given di-
rection of propagation. The propagation conditions in the environment in which
transmission takes place are obviously dependent on the polarization states of the
electromagnetic waves. It is thus natural to ask which polarizations should be em-
ployed at the transmitter and the receiver or what are the benefits of using differently
polarized antennas. Let us first define a vector or polarimetric antenna; this is a com-
bined antenna consisting of six colocated elements, three electric and three magnetic
elements or dipoles. With such a polarimetric antenna, it is possible to extract the
information from three electric and three magnetic fields at a single point in space [3].
More specifically, a polarimetric antenna can resolve the oscillation and (to some ex-
tent) the propagation direction of electromagnetic waves [80].
16 Chapter 2. The Wireless Radio Channel
In the literature, the benefit of using the polarization domain is usually assessed
by the polarization gain in degrees of freedom, i.e., the gain in degrees of freedom from
using the polarization domain or polarimetric antennas. The channel offers roughly
2WT degrees of freedom in the time-frequency domain [93] times a number of de-
grees of freedom in the spatial domains [79]. Here, T is the effective signal duration
and W is the one-sided bandwidth of the signal. The polarization domain is part of
the spatial domains. Therefore, we can use the gain in spatial degrees of freedom
due to the use of the polarization domain to assess the polarization benefits, i.e., the
benefits obtained by using polarimetric antennas. However, such an assessment relies
on the operation in the high-SNR regime, and the gain is often overestimated since
restrictive assumptions, such as special antenna setups or isotropic channel scattering
conditions, are made. Alternatively, the polarization benefits can also be attributed
to resolving the oscillation direction of the electromagnetic fields only, and not the
propagation direction [79, 80]. This yields two polarization degrees of freedom, i.e., a
factor of two gain.
There are several experimental and simulation results from previous works. In [3],
an empirical demonstration of three spatial degrees of freedom by using tri-polarized
antennas is provided. In [29], a spherical vector wave approach is applied to a MIMO
tetrahedron, made of six electric dipoles, and a MIMO cube, made of twelve electric
dipoles, yielding modes from electric and magnetic dipoles. In addition, an analysis
of the degrees of freedom using simulated channels is performed; it is found that
only three modes are relevant for small antenna array sizes. A simple implemen-
tation yielding only three spatial degrees of freedom is given in [97]. In [113], it is
demonstrated that, in practice, the polarization gain in degrees of freedom is more
complicated to state since it is dependent on the antenna setups and the scattering
conditions. This is exemplified by simulation.
From the theoretical side, different approaches have been pursued in the litera-
ture in order to assess the polarization gain in degrees of freedom. In [3], it is shown
that theoretically six spatial degrees of freedom can be achieved with a polarimetric
antenna, i.e., with three electric and three magnetic dipoles that are co-located. The
work [61] uses planar arrays with a plane-wave spectral decomposition to find that a
gain of four degrees of freedom can be achieved with polarimetric antennas. In [97],
an analytical framework based on electromagnetic theory is used to obtain six spatial
degrees of freedom at a single point in space. Furthermore, the term “joint angle and
polarization diversity” is introduced to emphasize that the spatial domains and the
polarization domain are intrinsically coupled; together they yield the six spatial de-
grees of freedom at a single point in space. In [79], the spatial degrees of freedom of
MIMO propagation, assuming spherical arrays are investigated. The spatial degrees
of freedom in the single-polarized case are defined as the minimum (regarding the
transmit and the receive side) of the angular scattering spread times the effective array
aperture. It is stated that tri-polarized antennas double the degrees of freedom. Fur-
thermore, it is mentioned that only the size of the antenna arrays matters with respect
to the degrees of freedom as long as sampling in the spatial domains is sufficient. For
example, inserting more and more antennas cannot increase the degrees of freedom
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without limits. The array size gives the number of modes and thus the number of
required antennas. A distinction between propagation direction and oscillation di-
rection of electromagnetic fields is made and the polarization benefits are attributed
only to the resolution of the oscillation direction of the electromagnetic field. The
work [80] extends the setting to multi-polarized antenna setups. By resolving the
direction of electromagnetic fields, always two polarization degrees of freedom are
obtained; however, the polarization gain in degrees of freedom can be higher due to
resolving the propagation direction of electromagnetic waves. It is shown that the
polarization gain in degrees of freedom lies between two and six. A study for vary-
ing scattering conditions of the channel and antenna array types is performed. It
is stated that the six electric and magnetic components of the electromagnetic field
transmitted from a source are dependent since two scalar equations (often) suffice to
describe the electromagnetic problem. Two different approaches are used to obtain
the polarization gain in degrees of freedom: first, a resolvable angular cells approach
from a sampling perspective is applied, and, second, a more rigorous vector multi-
pole decomposition is used. The spatial degrees of freedom are defined as the array
degrees of freedom times the polarization degrees of freedom. When considering
a fully scattered channel, point sources and linear arrays can achieve a polarization
gain in degrees of freedom of six, planar arrays can achieve four, and volumetric ar-
rays can achieve two [80]. For an azimuth-scattered channel, the polarization gain in
degrees of freedom is six for point sources, four for linear arrays, and two for planar
and volumetric arrays [80]. From the previous literature overview, we see that several
works have dealt with the theoretical assessment of the polarization gain in degrees of
freedom. However, the actual benefits obtained from the exploitation of the polariza-
tion domain can be affected by, e.g., the use of practical antenna arrays or non-ideal
channel scattering conditions.
In [113], the above results are investigated in more details. The spatial degrees of
freedom for linear, planar, and volumetric arrays are obtained through a deterministic
electromagnetic mode counting approach. Based on this, the polarization gain in
degrees of freedom is investigated. It is emphasized that the polarization gain in
degrees of freedom is based on spatial degrees of freedom that are defined in an
asymptotic sense, i.e., the degrees of freedom only form an upper bound on the usable
parallel MIMO channels. In practice this gain is more complicated, it is dependent
on the antenna setups and the channel scattering conditions. This is demonstrated by
simulation: using a practical example for volumetric arrays, more than a three-fold
increase in the number of usable parallel MIMO channels is obtained by replacing
single-polarized with polarimetric antennas. Furthermore, it is claimed that the six
components of the electromagnetic field can be treated as independent and thus yield
up to six degrees of freedom. Finally, it is mentioned that the polarization domain
and the spatial domains are interrelated and thus require a combined treatment.
As mentioned before, the assessment of the polarization benefits based on a de-
grees of freedom approach might be different from the actual performance gain due
to the exploitation of the polarization domain. The reason is that the spatial degrees
of freedom form an upper bound on the multiplexing capabilities of the channel that
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are achievable in practice. High SNR values are required to exploit these degrees of
freedom. Moreover, the underlying assumptions, regarding the antenna arrays and
the channel scattering conditions, used in determining the degrees of freedom are
often too restrictive. Therefore, the polarization gain in degrees of freedom could
be misleading, i.e., not sufficient in assessing the polarization benefits. Other, possi-
bly more complex, approaches that are directly related to the performance, e.g., the
achievable rate, are of more practical use.
Chapter 3
Channel Measurements
Our MIMO channel measurement campaign [38] focused on gathering realistic chan-
nel data in an urban macrocell scenario relevant to 3GPP Long Term Evolution (LTE).
Channel sounding, according to the principle described in [99], was conducted at
2.53 GHz in two bands of 45 MHz. The BS served as the transmitter and the MT as
the receiver. The measurement campaign sequentially covered measurements from
three BS positions with 25 m, 15 m, and 3.5 m height to 22 MT tracks. Additionally, a
centrally located BS position at a height of 3.5 m, acting as a relay station, was used.
In Fig. 3.1, an overview of the three MT reference tracks and the three BS positions
used in this work is shown. Furthermore, we are able to distinguish between LOS and
NLOS situations through the availability of ray tracing data. Table 3.1 summarizes the
properties of the measurement campaign, see also [88].
3.1 Antenna Setups
On the BS side, a uniform linear array (ULA) with eight antenna elements was used.
Each antenna element consists of a stack of four DP patch antennas in order to form
a narrow transmit beam in elevation. At the MT (passenger car), a uniform circular
array (UCA) with two rings of twelve antenna elements, i.e., DP patch antennas, each
was used. The antenna elements at the BS ULA and the MT UCAs can be excited
vertically and horizontally, i.e., they each represent a vertical-polarized (VP) and a
horizontal-polarized (HP) antenna. Additionally, a cube with five DP patch antennas
was placed on top of the UCAs. The properties of the BS and the MT antenna arrays
are given in Table 3.2; furthermore, they are depicted in Fig. 3.2. At the BS side, we
choose the ULA at a height of 25 m, and, at the MT side, we use the two superimposed
UCAs. The elements chosen at the MT correspond to the front (direction of motion),
the back, and the two sides of the MT. For our evaluations, the BS and the MT act as
the transmitter and the receiver, respectively.
3.1.1 4× 4 MIMO Systems
In the following, we introduce two SP and three DP antenna setups for 4× 4 MIMO,
first, with a large BS array of length 3λc. The two SP antenna setups are a VP and
an HP setup, and, for the DP antenna setups, we consider two co-located and one
spatially separated antenna setup. For the SP antenna setups, the antenna separation
at the BS is λc, while at the MT it is 0.5λc across the two UCAs or 0.327λc on the same
UCA. For the two co-polarized DP antenna setups, we use two sets of co-located DP
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Figure 3.1: Overview of the MT reference tracks and the three BS positions
Figure 3.2: Antenna array at the BS (left) and at the MT (right).
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Table 3.1: Properties of the Measurement Campaign
Scenario Urban macrocell
Location City center, Ilmenau, Germany
MIMO measurement setup 3 BSs, 1 relay station, 22 tracks
BS 1-2: 680 m
Intersite distances BS 2-3: 580 m
BS 3-1: 640 m
Channel sounder RUSK TUI-FAU, Medav GmbH
Transmit power 46 dBm at the power amplifier output
Center frequency fc 2.53 GHz
Bandwidth 2 bands of 45 MHz
Time sample spacing Tmeas 13.1 ms
Frequency sample spacing Fmeas 156.25 kHz
MIMO sub-links 928 (16 transmit, 58 receive antennas)
Automatic gain control switching In MIMO sub-links
Positioning Odometer and Global Positioning System
Table 3.2: Properties of the Antenna Setups
BS MT
Height 25 m, 15 m, 3.5 m 1.9 m
Maximal velocity |vmax| 0 ≈ 10 km/h
Array type PULPA8 SPUCPA 2x12 + cube
Array tilt 5° down 0
Beamwidth, azimuth (3 dB) 100° 360°
Beamwidth, elevation (3 dB) 24° 80°
antennas at the BS and the MT; they are separated by 3λc at the BS and, in one case
denoted by DP-CL-1, by 0.5λc across the UCAs or, in another case denoted by DP-CL-
2, by 0.327λc on the lower UCA at the MT. Since the neighboring antenna elements on
the same UCA have a slightly different orientation (turned by 30 degrees), the VP, the
HP, and the DP-CL-2 antenna setups have a wider coverage, i.e., opening angle, into
the propagation channel (for each polarization) than the DP-CL-1 antenna setup. For
the spatially separated DP antenna setup DP-SS, we use the same antenna patches as
in the SP case. However, we have a separation of 2λc for each polarization at the BS
side. At the MT side, we only use the VP excitation on the lower UCA and only the
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HP excitation on the upper UCA. Note that the introduced SP and DP antenna setups
result in the same array length at the BS. Second, we introduce a small BS array of
length 1.5λc for the same antenna setups as before with the only difference that all
spacings at the BS side are divided by two. The properties of all antenna setups are
summarized in Table 3.3.
3.1.2 2× 2 MIMO Systems
We introduce two VP (VP-1 and VP-2), two HP (HP-1 and HP-2), and two spatially-
separated DP antenna setups (DP-SS-1 and DP-SS-2) for 2 × 2 MIMO, first, with a
large BS array of length 3λc. The antenna separation at the BS is 3λc, while at the MT
it is 0.5λc across the two UCAs (VP-1, HP-1, and DP-SS-1) or 0.327λc on the lower
UCA (VP-2, HP-2, and DP-SS-2). Second, we again study a small BS array of length
1.5λc for the same antenna setups as before with the only difference that all spacings
at the BS side are divided by two. Additionally, we use a co-located DP antenna setup
DP-CL for which we use the lower UCA.
3.1.A
ntenna
Setups
23
Table 3.3: Properties of the Antenna Setups with a Large/Small BS Array.
Antenna setup DP type BS BS antenna spacing MT
array length for each polarization opening angle
4× 4 VP - 3λc / 1.5λc λc / 0.5λc wide
4× 4 HP - 3λc / 1.5λc λc / 0.5λc wide
4× 4 DP-CL-1 co-located 3λc / 1.5λc 3λc / 1.5λc narrow
4× 4 DP-CL-2 co-located 3λc / 1.5λc 3λc / 1.5λc wide
4× 4 DP-SS spatially separated 3λc / 1.5λc 2λc / λc wide
2× 2 VP-1 - 3λc / 1.5λc 3λc / 1.5λc narrow
2× 2 VP-2 - 3λc / 1.5λc 3λc / 1.5λc wide
2× 2 HP-1 - 3λc / 1.5λc 3λc / 1.5λc narrow
2× 2 HP-2 - 3λc / 1.5λc 3λc / 1.5λc wide
2× 2 DP-CL co-located 3λc / 1.5λc - narrow
2× 2 DP-SS-1 spatially separated 3λc / 1.5λc - narrow
2× 2 DP-SS-2 spatially separated 3λc / 1.5λc - wide
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Table 3.4: Specification and Properties of the Reference Links
Link BS Track MT orient. MT pos. [m] K-Factors
1 1 41a-42 back 0− 34.9 low
2 3 41a-42 back 0− 31.5 low
3 3 9a-9b left 0− 38.9 medium
4 1 10b-9a back 0− 26.5 high
5 2 10b-9a front 9.8− 56.8 high
6 3 10b-9a left 0− 64.9 varying
3.2 Scenario Classification
Based on the measurements, for the SP case, we mainly observe links with either
low K-factors and low correlations between the MIMO sub-links or links with high
K-factors and high correlations. A similar observation was made in [44] and [19].
Thus, similar to [19], we classify the measurements into links with low, medium, and
high (co-polarized) K-factors, see Table 3.4. However, we will only use this classi-
fication when the K-factors clearly influence the results. The low K-factor links are
characterized by K-factor values in [0, 2], while the medium and high K-factors links
have several peaks with values above 5 and 10, respectively. Additionally, we have
one link with varying K-factors which consists of low and high K-factor parts. We
observed that the cross-polarization discrimination and the correlation coefficients
between co-polarized sub-links increase with the K-factors. The reason for the low
K-factors/correlations in link 1 and 2 is that track 41a-42 is partly located in a street
canyon; regarding BS 1 and 3 no dominant components are expected. In contrast,
tracks 9a-9b and 10b-9a are mostly situated in an open environment where dominant
components are more likely to occur.
3.3 Postprocessing and Statistical Parameter Estimation
For the subsequent analysis, we use a 20 MHz band between 2.495 GHz and 2.515 GHz.
We first process the channel measurements by estimating a noise level in the time-
delay domain and not considering any values below it. Unless otherwise mentioned,
we normalize the channel matrices H[m] with a scalar factor such that the condition
E
{||hco[m]||2F} = Nco is emulated inside each time-frequency stationarity region, i.e.,
the region used to estimate the statistical parameters related to the channel. Here,
hco[m] is a vector containing only the elements of H[m] corresponding to co-polarized
sub-links and Nco denotes the number of co-polarized sub-links. We thus effectively
remove the path loss and the shadow fading, while accounting for the power loss in
cross-polarized sub-links [11].
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Before performing the estimation of statistical parameters related to the channel,
we verify that the DU condition holds. For this, we need estimates of the stationarity
regions; thus, we can only perform a rough check. The maximal velocity of the MT
is |vmax| ≈ 10 km/h. Since the BS is fixed and we assume the scatterers to be fixed
for now, we obtain a maximal Doppler shift |νmax| = |vmax| fc/c0 ≈ 23.4 Hz, with the
center frequency fc and the speed of light in vacuum c0. This results in a minimal
coherence time
Tcoh,min =
1
|νmax| = 42.7 ms. (3.1)
We observe a maximal delay τmax ≈ 5 µs, which gives a minimal coherence frequency
Fcoh,min =
1
τmax
= 200 kHz. (3.2)
Assuming a minimal stationarity length of dstat,min ≈ 10λc = 10c0/ fc = 1.19 m [52], a
rough estimate of the minimal stationarity in time is
Tstat,min =
1
∆ν,max
=
dstat,min
vmax
≈ 0.43 s. (3.3)
If correlation of different delay-Doppler components is only a result of scattering
from the same physical object [64], this corresponds to a maximum angular spread
of δ = 25.8° when given by ∆νmax = 2νmax sin2(δ/2). Similarly, we estimate the
minimal stationarity in frequency Fstat,min assuming that the maximal size of an object
is wmax ≈ 15 m and that only components from the same object are correlated, i.e.,
Fstat,min =
1
∆τ,max
≈ c0
wmax
≈ 20 MHz. (3.4)
We thus obtain ∆τ,max∆ν,max ≈ 1.16 · 10−7 and τmaxνmax ≈ 1.17 · 10−4 and thus the DU
condition ∆τ,max∆ν,max  τmaxνmax  1 is fulfilled in our scenario. With the above
estimates, the minimum number of coherent samples is 3 in time and 1 in frequency.
The minimum number of stationary samples is 32 in time and 128 in frequency.
In order to obtain estimates of statistical parameters of the channel or quantities
that include an expectation over the channel, we approximate the ensemble averaging
by an averaging in time and frequency. Unless otherwise mentioned, we average
the channel-dependent quantities over Nt = 16 samples in time and over N f = 128
samples in frequency. We thus obtain a total averaging over 2048 (≈ 500 non-coherent)
realizations.
Due to the different lengths of the connections from the antennas to the multi-
plexer at both the BS and the MT, additional phaseshifts, different for every MIMO
sub-link, are observed in the channel measurements. This effect is obviously not de-
sired, and one needs to make sure that it does not influence the studied measures and
thus the results. We discuss this effect in Appendix A.1.
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Chapter 4
Characterization of Non-Stationary
Channels – Part I: Methodology
The treatment of the channel as a stationary random process inside non-stationary
regions of a certain size is a common approach in wireless communications; we name
these regions LQS regions. Such an approach is in part supported by the measurement-
based analysis of wireless channels and it can be used for algorithms relying on statis-
tical channel state information (CSI), e.g., to perform channel estimation [7, 8, 39, 40].
An important open problem is the determination of the size of LQS regions.
There exist elaborate methods to test a random process for stationarity [9, 49];
however, we seek for a method characterizing the degree of non-stationarity [60]
of doubly underspread random processes since the wireless channel is inherently
non-stationary. Several such methods using various measures are available, see,
e.g., [7, 8, 15, 39, 75] as well as [30] for an overview. These methods usually rely on
the selection of, to some extent, heuristic measures and their comparison to suitably
chosen thresholds. Obviously, such approaches are far from being satisfactory [107].
In this chapter, we introduce a methodology for the determination of LQS regions
of non-stationary channel fading processes. We overcome the problem of heuristically
chosen measures and thresholds by relating the non-stationarity characterization of
the channel to an algorithmic view. Our methodology is based on the performance
degradation of a selected algorithm, here a realistic channel estimator, due to mis-
matched channel statistics. We consider a Wiener filter, i.e., an LMMSE filter, us-
ing noisy observations to estimate an LTV frequency-flat fading channel that is non-
stationary and doubly underspread. Our approach is connected to [104] and [110]
in the sense that they also consider the effects of mismatched statistics in estimation
theory. However, they focus on minimum mean square error (MMSE) estimation,
whereas we restrict to a linear MMSE (LMMSE) estimator which corresponds to a
typical channel estimator. Moreover, we note that our concept shares some similar-
ities with the comparison of PSDs of stationary random processes presented for the
case of noiseless observations in [23].
4.1 Pilot-Aided Transmission
For the concept developed in this chapter, we assume that the receiver does not have
instantaneous CSI. Instead, pilot-aided transmission is used which is a common ap-
proach to acquire an estimate of the instantaneous CSI [5, 102]. More specifically, the
receiver has statistical CSI and makes use of deterministic pilot, i.e., training, sym-
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bols that are periodically inserted into the transmitted sequence {x[m]} with period
L. The transmitted sequence thus consists of random data symbols and pilot symbols
at positions m = kL for k ∈ Z. The received signal at the pilot positions will be used
to estimate the channel process {h[m]}. We assume real- and positive-valued pilot
symbols with magnitude σp > 0. This causes no loss of generality since the mean
square error (MSE) does not depend on the phase of the pilot symbols.
We assume that channel sampling by pilot symbols satisfies the Nyquist criterion
L <
1
2υmax
(4.1)
where L is the pilot spacing, i.e., every Lth symbol is a pilot symbol, and υmax =
νmaxT is the maximal normalized Doppler shift. Here, υmax is defined by the sup-
port of the autocorrelation function Rs(υ1, υ2) = E
{
sh(υ1)s∗h(υ2)
}
in υ1 and υ2 for
−1/2 ≤ υ1, υ2 < 1/2.1 The assumption of a maximal Doppler shift is reasonable
as any movement, be it of the transmitter, the receiver, or the scatterers in the en-
vironment, occurs with a finite velocity. Therefore, the channel process {h[m]} is a
bandlimited random process2 and a sufficient statistic of {h[m]} is obtained by regu-
larly sampling {h[m]} with period L. For the remainder of this chapter, we drop the
term normalized when referring to the normalized Doppler shift υ.
4.2 Mismatched Wiener Filtering for WSSUS Channels
We know from Chapter 2 that wireless channels can be assumed as WSS inside cer-
tain regions. Therefore, we first recall the concept of mismatched Wiener filtering for
WSS channels. In this work, mismatched Wiener filtering refers to the use of wrong
statistical knowledge of the channel, but not of the noise. The mismatched statistics
of the channel are also assumed to correspond to a bandlimited WSS random process
which is sampled by the pilot symbols such that (4.1) is satisfied. The Wiener filter
considered here uses the noisy observations at the pilot positions for the estimation
of the channel process. In the matched, i.e., optimum, case, the Wiener filter is an
LMMSE estimator and thus minimizes the MSE among all linear estimators.
In this section, we restrict to WSS channels to allow for a comprehensive intro-
duction to mismatched Wiener filtering. Firstly, we introduce the constrained, i.e.,
finite-length, Wiener filtering and, secondly, infinite-length Wiener filtering. We de-
rive the MSEs of the two filtering methods, we give an alternative derivation of the
MSE for infinite-length filtering, we study under which circumstances an increasing
noise power can lead to a decreasing MSE, and we show how to quantify the loss in
MSE due to the linearity of the estimator. In Section 4.3, we then discuss the use of the
different filtering methods introduced in this chapter for the estimation of measured
non-stationary channels.
1 In [21], a simple derivation of the sampling theorem for non-stationary random processes is given.
2 In this context, the term bandlimited refers to the support of Rs(υ1, υ2) in υ1 and υ2 for −1/2 ≤ υ1, υ2 <
1/2.
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4.2.1 Finite-Length Filtering
We first consider the finite-length filtering case with Np pilot symbols, i.e., training
symbols used to estimate the channel, and the pilot spacing L. Denoting the block
length as N, we have Nd = N − Np data symbols. Without loss of generality, we
assume that the block starts with the pilot symbol at m = 0. In this section, we
assume that the channel weights h[m] form a WSS random process. The length-N
column vector h ∈ CN×1 contains the channel weights h[m] with [h]m+1 = h[m], m =
0, . . . , N− 1. Similarly, y ∈ CN×1 is the vector of noisy observations given by [y]m+1 =
y[m], m = 0, . . . , N − 1. The vectors yp ∈ CNp×1, hp ∈ CNp×1, and np ∈ CNp×1 contain
the noisy observations, the channel, and the noise, respectively, at pilot positions
only. They are given by [yp]k+1 = y[kL], [hp]k+1 = h[kL], and [np]k+1 = n[kL] for
k = 0, . . . , Np − 1, respectively. We thus obtain
yp = hpσp + np (4.2)
where σp is the absolute value of the pilot symbols. Based on the orthogonality prin-
ciple for LMMSE estimation [27]3
E
{(
hˆ− h
)
yHp
}
= 0 (4.3)
with the linear estimate of the zero-mean channel h denoted by
hˆ = Wyp (4.4)
we obtain the Wiener filter coefficients
W = Rh;yp R
−1
yp (4.5)
where Rh;yp = E
{
hyHp
}
is the cross-correlation matrix between the channel at all po-
sitions and the observations at pilot positions, and Ryp = E
{
ypyHp
}
is the Hermitian
autocorrelation matrix of the observations at pilot positions. Denoting the correspond-
ing mismatched correlation matrices used for the mismatched estimate h˜ = W˜yp as
R˜h;yp and R˜yp , respectively, the mismatched Wiener filter coefficients are obtained as
W˜ = R˜h;yp R˜
−1
yp (4.6)
and the mismatched estimate as h˜ = W˜yp. We estimate the channel at all positions
inside the considered block, i.e., at pilot and data positions. Furthermore, with the
autocorrelation matrix of the channel Rh = E
{
hhH
}
, we obtain the mismatched MSE
matrix [47, Section 5.3]
R˜e = E
{(
h˜− h) (h˜− h)H}
3 Note that [27] only introduces the orthogonality principle for real random vectors; we use the exten-
sion to proper complex random vectors [78].
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= E
{(
R˜h;yp R˜
−1
yp yp − h
)(
R˜h;yp R˜
−1
yp yp − h
)H}
= Rh + R˜h;yp R˜
−1
yp Ryp R˜
−1
yp R˜
H
h;yp − R˜h;yp R˜−1yp RHh;yp − Rh;yp R˜−1yp R˜Hh;yp . (4.7)
Using the fact that the noise is white and independent of the channel, we get
R˜e = Rh + R˜h;hp
(
R˜hp + INp
σ2n
σ2p
)−1(
Rhp + INp
σ2n
σ2p
)(
R˜hp + INp
σ2n
σ2p
)−1
R˜Hh;hp
−R˜h;hp
(
R˜hp + INp
σ2n
σ2p
)−1
RHh;hp − Rh;hp
(
R˜hp + INp
σ2n
σ2p
)−1
R˜Hh;hp (4.8)
where Rhp = E
{
hphHp
}
is the autocorrelation matrix of the channel at pilot positions,
and Rh;hp = E
{
hhHp
}
is the cross-correlation matrix between the channel at all po-
sitions and the channel at pilot positions only. R˜h and R˜h;hp are the corresponding
mismatched correlation matrices. In the case of matched a-priori information about
the channel, (4.8) simplifies to the well-known result [48, Section 15.8]
Re = Rh − Rh;hp
(
Rhp + INp
σ2n
σ2p
)−1
RHh;hp . (4.9)
In the finite-length filtering case considered here, the MSE on the diagonal of Re
depends on the position of the estimate. We thus use the average mismatched and
matched MSE over all positions:
σ˜2e,N,L =
1
N
tr
{
R˜e
}
(4.10)
σ2e,N,L =
1
N
tr
{
Re
}
. (4.11)
Using the real-valued and non-negative PSD of the channel process Ch
(
ej2piυ
)
, we
obtain, for k, l = 1, . . . , N,
[Rh]k,l =
∫ 1
2
− 12
Ch
(
ej2piυ
)
ej2pi(k−l)υdυ (4.12)
The correlation matrices Rhp and Rh;hp are obtained as sub-matrices of Rh by extracting
L-spaced rows and/or columns. More specifically, for k, l = 1, . . . , Np, we have
[
Rhp
]
k,l
=
∫ 1
2
− 12
Ch
(
ej2piυ
)
ej2pi(k−l)Lυdυ (4.13)
and, for k = 1, . . . , N and l = 1, . . . , Np, we have
[
Rh;hp
]
k,l
=
∫ 1
2
− 12
Ch
(
ej2piυ
)
ej2pi((k−1)−(l−1)L)υdυ. (4.14)
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The mismatched correlation matrices are obtained analogously based on the real-
valued and non-negative mismatched PSD of the channel process C˜h
(
ej2piυ
)
.
4.2.2 Infinite-Length Filtering
In the following, we derive the MSE of the infinite-length Wiener filter using observa-
tions at pilot positions only. We start by recalling the derivation of the Wiener filter
transfer function based on the orthogonality principle. The noisy observations at pilot
positions are
y[kL] = h[kL]σp + n[kL], k ∈ Z (4.15)
and estimation is performed on the lth position relative to the pilot symbol at position
kL, with l = 0, . . . , L− 1. From the orthogonality principle [27]
E
{(
hˆ[kL + l]− h[kL + l]
)
y∗[kL− sL]
}
= 0, ∀s ∈ Z (4.16)
and the linear estimate of the zero-mean channel h[kL + l] denoted by
hˆ[kL + l] =
∑
i
wl[iL] y[kL− iL] (4.17)
we can obtain the cross-correlation function between the channel process and the
observations
Rh;y[sL + l] = E {h[m]y∗[m− (sL + l)]}
=
∑
i
wl[iL] Ry[sL− iL] (4.18)
in terms of the Wiener filter coefficients for the lth position wl[m] and the autocorre-
lation function of the observations Ry[∆m] = E {y[m]y∗[m−∆m]}. Using the indepen-
dence of h[m] and n[m] and the fact that the noise n[m] is white, we get
Rh[sL + l] σp =
∑
i
wl[iL]
(
Rh[sL− iL] σ2p + σ2nδ[sL− iL]
)
(4.19)
where
Rh[∆m] = E {h[m]h∗[m−∆m]} (4.20)
is the autocorrelation function of the channel process. By applying the L-spaced
discrete-time Fourier transform (DTFT), we obtain the PSD of the channel process
on the pilot grid and the transfer function of the Wiener filter as4
Ch
(
ej2piLυ
)
=
∑
∆k
Rh[∆kL]e−j2pi∆k Lυ (4.21)
4 Note that (4.21) and its inverse hold under certain technical conditions, see, e.g., [73].
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Wl
(
ej2piLυ
)
=
∑
k
wl[kL]e−j2pikLυ. (4.22)
We can now transform (4.19) from the L-spaced time domain to the corresponding
frequency domain:
Ch
(
ej2piLυ
)
σp ej2pilυ = Wl
(
ej2piLυ
)(
Ch
(
ej2piLυ
)
σ2p + σ
2
n
)
. (4.23)
Thus, we obtain [5]
Wl
(
ej2piLυ
)
=
1
σp
Ch
(
ej2piLυ
)
Ch
(
ej2piLυ
)
+ σ
2
n
σ2p
ej2pilυ. (4.24)
The mismatched Wiener filter, which uses possibly erroneous statistical a-priori in-
formation on the channel process, i.e., the real-valued and non-negative mismatched
PSD of the channel process C˜h
(
ej2piLυ
)
, is
W˜l
(
ej2piLυ
)
=
1
σp
C˜h
(
ej2piLυ
)
C˜h
(
ej2piLυ
)
+ σ
2
n
σ2p
ej2pilυ. (4.25)
The PSD of the mismatched error process at a shifted position l relative to the pilot
grid is given by
C˜e,l
(
ej2piLυ
)
= lim
Np→∞
1
Np
E
{∣∣∣W˜l (ej2piLυ)(σpH0,Np (ej2piLυ)+ NNp (ej2piLυ))− Hl,Np (ej2piLυ) ∣∣∣2}
(4.26)
for an absolutely summable channel autocorrelation function and a stable filter. Here,
we have the filter length Np and
Hl,Np
(
ej2piLυ
)
=
dNp/2e−1∑
i=−bNp/2c
h[iL + l]e−j2piiLυ (4.27)
NNp
(
ej2piLυ
)
=
dNp/2e−1∑
i=−bNp/2c
n[iL]e−j2piiLυ. (4.28)
Using
W˜l
(
ej2piLυ
)
=
∣∣∣W˜l (ej2piLυ)∣∣∣ ej2pilυ (4.29)
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from (4.25), we obtain
C˜e,l
(
ej2piLυ
)
= σ2p
∣∣∣W˜l (ej2piLυ)∣∣∣2
(
Ch
(
ej2piLυ
)
+
σ2n
σ2p
)
+ Ch
(
ej2piLυ
)
−2σp
∣∣∣W˜l (ej2piLυ)∣∣∣Ch (ej2piLυ) . (4.30)
By inserting (4.25) into (4.30), the PSD of the mismatched error process follows as
C˜e,l
(
ej2piLυ
)
= Ch
(
ej2piLυ
)
+
(
Ch
(
ej2piLυ
)
+ σ
2
n
σ2p
)
C˜2h
(
ej2piLυ
)
(
C˜h
(
ej2piLυ
)
+ σ
2
n
σ2p
)2 − 2Ch
(
ej2piLυ
)
C˜h
(
ej2piLυ
)
C˜h
(
ej2piLυ
)
+ σ
2
n
σ2p
.
(4.31)
Note that the resulting mismatched error PSD is independent of the position l of the
estimate due to infinite-length filtering and the Nyquist criterion. We thus drop the
index l from now on. In the case of matched a-priori information about the channel
statistics, i.e., C˜h
(
ej2piLυ
)
= Ch
(
ej2piLυ
)
, (4.31) simplifies to [5]
Ce,l
(
ej2piLυ
)
= Ce
(
ej2piLυ
)
=
Ch
(
ej2piLυ
)
σ2p
σ2n
Ch
(
ej2piLυ
)
+ 1
. (4.32)
We denote the mismatched estimate of the channel process h[m] by h˜[m]. The (position-
independent) mismatched and matched MSEs are obtained by an inverse DTFT, i.e.,
an integration over the PSD of the corresponding error process, as
σ˜2e,∞,L = E
{∣∣h˜[m]− h[m]∣∣2} = L ∫ 12L
− 12L
C˜e
(
ej2piLυ
)
dυ (4.33)
σ2e,∞,L = E
{∣∣∣hˆ[m]− h[m]∣∣∣2} = L ∫ 12L
− 12L
Ce
(
ej2piLυ
)
dυ. (4.34)
4.2.2.1 Symbol-Based Reformulation
By definition Ch
(
ej2piLυ
)
and C˜h
(
ej2piLυ
)
are zero for |υ| ≥ 1/(2L); therefore, C˜e
(
ej2piLυ
)
is also zero for |υ| ≥ 1/(2L), see (4.31). We thus have
C˜h
(
ej2piLυ
)
=
1
L
C˜h
(
ej2piυ
)
, − 1
2L
≤ υ < 1
2L
(4.35)
C˜e
(
ej2piLυ
)
=
1
L
C˜e
(
ej2piυ
)
, − 1
2L
≤ υ < 1
2L
(4.36)
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and accordingly for the matched case. Here the factor 1/L follows from the L-spaced
DTFT, see (4.21). The mismatched and matched MSEs can thus be rewritten as
σ˜2e,∞,L =
∫ 1
2
− 12
C˜e
(
ej2piυ
)
dυ (4.37)
σ2e,∞,L =
∫ 1
2
− 12
Ce
(
ej2piυ
)
dυ. (4.38)
The symbol-based mismatched error PSD C˜e
(
ej2piυ
)
is obtained from (4.35), (4.36), and
(4.31) as
C˜e
(
ej2piυ
)
= Ch
(
ej2piυ
)
+
(
Ch
(
ej2piυ
)
+ Lσ
2
n
σ2p
)
C˜2h
(
ej2piυ
)
(
C˜h
(
ej2piυ
)
+ Lσ
2
n
σ2p
)2 − 2Ch
(
ej2piυ
)
C˜h
(
ej2piυ
)
C˜h
(
ej2piυ
)
+ Lσ
2
n
σ2p
(4.39)
=
(
Lσ2n
σ2p
)2
Ch
(
ej2piυ
)
+ Lσ
2
n
σ2p
C˜2h
(
ej2piυ
)
(
C˜h
(
ej2piυ
)
+ Lσ
2
n
σ2p
)2 (4.40)
and the symbol-based matched error PSD is
Ce
(
ej2piLυ
)
=
Ch
(
ej2piυ
)
σ2p
Lσ2n
Ch
(
ej2piυ
)
+ 1
. (4.41)
Note that the pilot spacing L can be interpreted as a noise power increase by a factor
of L with respect to the L = 1 case.
4.2.2.2 Alternative Derivation of the MSE
Alternatively, we can derive the MSE in the infinite-length case by studying the
asymptotic finite-length filtering MSE, i.e., by considering N → ∞ in (4.10) and (4.11).
Assuming that we have a block length N = NpL, we give this derivation in Ap-
pendix A.2, i.e., we show that
lim
N→∞
σ˜2e,N,L = σ˜
2
e,∞,L (4.42)
lim
N→∞
σ2e,N,L = σ
2
e,∞,L. (4.43)
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4.2.2.3 Properties of the Mismatched MSE
By differentiating (4.40) with respect to Lσ2n/σ2p, we obtain a decreasing error PSD for
an increasing noise power at a certain υ whenever
σ2p
Lσ2n
<
C˜h
(
ej2piυ
)− 2Ch (ej2piυ)
C˜2h
(
ej2piυ
) (4.44)
is satisfied. Depending on the set of υ satisfying (4.44), a decreasing MSE for an
increasing noise power might occur. This cannot be the case in the matched setting;
however, it can occur for a mismatched estimation. A similar observation is made
in [110] for mismatched continuous-time causal MMSE estimation.
We note that in the noise-dominated case, i.e.,
Lγ−1  Ch
(
ej2piυ
)
(4.45)
Lγ−1  C˜h
(
ej2piυ
)
(4.46)
with channel power gain∫ 1
2
− 12
Ch
(
ej2piυ
)
dυ =
∫ 1
2
− 12
C˜h
(
ej2piυ
)
dυ (4.47)
a mismatch has only a minor influence on the resulting MSE, see (4.40) and (4.41).
4.2.3 Remarks on the Linearity of the Estimator
Within this chapter, we restrict to linear estimators. It is thus of interest to assess
the limitations of this approach by quantifying the performance loss due to LMMSE
estimation instead of MMSE estimation. More specifically, we want to characterize
the additional MSE incurred by using the LMMSE instead of the MMSE estimator.
Adapting results from [104] to our setting with complex random variables, we obtain
for a pilot spacing L = 1:
D(P‖Q) =
∫ ∞
0
mseQ|P(γ)−mseP|P(γ)dγ (4.48)
where D(P‖Q) is the Kullback-Leibler divergence between the distributions P and Q.
Here, mseQ|P(γ), a function of γ = σ2p/σ2n, is the total MSE of an unrestricted, i.e., not
necessarily linear, estimator treating the random vector to be estimated as distributed
according to Q instead of its actual distribution P.5 Note that in this case the MSE is
not normalized, i.e., the sum MSE at all estimated time slots is used. We denote by Ph
the actual distribution of the relevant part of the channel process {h[m]} and by PGh
5 A proof of (4.48) for the multivariate case can be found in [110].
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the proper Gaussian distribution with the same first- and second-order moments as
Ph. We define the matched LMMSE
lmmsePh(γ) = msePGh |Ph(γ) (4.49)
the matched MMSE
mmsePh(γ) = msePh|Ph(γ) (4.50)
the mismatched LMMSE
˜lmmsePh(γ) = mseP˜Gh |Ph(γ) (4.51)
and the mismatched MMSE
m˜msePh(γ) = mseP˜h|Ph(γ). (4.52)
With these definitions and (4.48), it follows for L = 1 that∫ ∞
0
lmmsePh(γ)−mmsePh(γ)dγ = D(Ph‖PGh ) (4.53)∫ ∞
0
˜lmmsePh(γ)−mmsePh(γ)dγ = D(Ph‖P˜Gh ) (4.54)∫ ∞
0
˜lmmsePh(γ)− m˜msePh(γ)dγ = D(Ph‖P˜Gh )− D(Ph‖P˜h). (4.55)
We can thus characterize the degradation of the MSE due to, possibly mismatched,
linear estimation compared to an unrestricted estimation. In [110], the implications
of mismatched causal and non-causal linear estimation have been treated for the
continuous-time setting in a similar manner. Finally, it should be mentioned that
the (matched) LMMSE estimator is optimal in the sense that it minimizes the maxi-
mal MSE over all joint channel and observation distributions Ph,y with fixed first- and
second-order moments [67]. In other words, the LMMSE estimator is the solution
of [67, Theorem 1]
min
hˆ∈Sy
max
Ph,y∈SP
E
{∥∥∥hˆ− h∥∥∥2} (4.56)
where SP is the set of all joint channel and observation distributions having the fixed
first- and second-order moments and Sy is the set of random vectors that are arbitrary
functions of the observation.
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4.3 Mismatched Wiener Filtering for Non-Stationary
Channels
In Section 4.2, we assumed the channel process to be WSS. In a real scenario, the
wireless channel is non-stationary. However, the channel process can be assumed to
be stationary inside small regions, see Chapter 2. Wiener filtering in these assumed
stationarity regions, i.e., N ≤ Ns, is appropriate. Furthermore, due to the change
of the channel statistics over time, mismatched Wiener filtering with, e.g., outdated
channel statistics, might occur. Based on the mismatched MSE, we have the possibility
to evaluate the performance degradation of a realistic channel estimator due to wrong
statistical knowledge of the channel. However, the resulting expressions for the MSE,
i.e., (4.10)/(4.11) with (4.8)/(4.9), require a large computational effort, e.g., matrix
inversions are required.
In contrast, the infinite-length filtering MSE, i.e., (4.33)/(4.34) with (4.39)/(4.41),
allows for a simplified evaluation. The infinite-length Wiener filtering approach is
strictly speaking not appropriate because the statistics of the channel process can
change significantly over an infinite-length block. However, as we will see in Sec-
tion 4.3.1, common wireless channels have an effectively finite correlation; therefore,
infinite-length filtering can be considered as meaningful. In the subsequent analysis,
we will give an approximate evaluation of the MSE based on infinite-length filtering.
Furthermore, we will show how the approximate evaluation of the MSE is related to
the actual MSE based on finite-length filtering.
We now describe how to adapt the results of the finite- and infinite-length filtering
approach given in Section 4.2 to the estimation of measured non-stationary, doubly
underspread channels.
4.3.1 Channels with an Effectively Finite Correlation
Due to the correlation-underspread property of the channel, i.e., Nc  Ns, the coher-
ence time Nc is much smaller than the stationarity time Ns. With a small coherence
time, we can motivate a time-varying autocorrelation function of the channel that is
approximately zero outside a finite interval −N′′, . . . , N′′ of length N′ = 2N′′ + 1,
i.e., that is effectively supported on −N′′, . . . , N′′. Thus, we can assume the channel
to be effectively correlated over a finite interval with N′  Nc.6 Furthermore, we
will see in Section 4.5.2.1 that the estimation of the statistics of non-stationary, doubly
underspread channels from a single measurement run is based on a windowing over
the channel process and, thus, on the assumption of a finite correlation of the chan-
nel. Therefore, we perform an evaluation for an effectively finite correlation of the
channel. We relate the block length N to the assumed finite correlation length of the
channel N′ = 2N′′ + 1 such that N′′ ≥ N − 1 is satisfied. This implies that every pair
6 Note that a strictly bandlimited signal cannot be strictly timelimited, but only effectively timelimited.
See [93] for a detailed discussion.
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Time
Nc
N
N′′
Ns
N′
Figure 4.1: Visualization of the relevant time quantities: Nc is the coherence time of
the channel, Ns is the stationarity time of the channel, N′ = 2N′′ + 1 is
the effective support of the autocorrelation function of the channel, and
N is the block length. Exemplarily, the case Ns > N′′ is shown.
of symbols in the block is correlated.7 Moreover, we assume N′ to be a multiple of L.
Recall that we perform estimation inside a stationarity region; therefore, we choose
N ≤ Ns. See Fig. 4.1 for a visualization of the relevant time quantities.
In order to simplify the exposition, we restrict to a WSS channel for the remainder
of Section 4.3.1. Defining
C(f)h
(
ej2piυ
)
=
N′′∑
∆m=−N′′
Rh[∆m] e−j2pi∆mυ (4.57)
where Rh[∆m] is defined in (4.20), we have the following approximate relation due to
the assumption of an effectively finite correlation of the channel, cf. (4.21) for L = 1:
Ch
(
ej2piυ
)
≈ C(f)h
(
ej2piυ
)
. (4.58)
We insert (4.57) into (4.58) and note that (4.57) is a discrete Fourier transform (DFT);
therefore, we can use samples of C(f)h
(
ej2piυ
)
to calculate Rh[∆m] based on an in-
verse DFT. By substituting Rh[∆m] with the inverse DFT of C
(f)
h
(
ej2pi
k
N′
)
for k =
−N′′, . . . , N′′, we obtain the Doppler-continuous PSD of the channel as
Ch
(
ej2piυ
)
≈
N′′∑
∆m=−N′′
1
N′
N′′∑
i=−N′′
C(f)h
(
ej2pi
i
N′
)
ej2pi∆m
i
N′ e−j2pi∆mυ
=
1
N′
N′′∑
i=−N′′
C(f)h
(
ej2pi
i
N′
) N′′∑
∆m=−N′′
ej2pi∆m(
i
N′−υ). (4.59)
The mismatched case follows analogously.
7 The finite-length filtering approach with a block length N performs a block-wise estimation. It thus
only makes use of the correlation properties of the channel for absolute time differences of at most
N − 1, i.e., a maximum of N − 1 time instants in each time direction, see Section 4.2.1.
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4.3.1.1 Finite-Length Filtering
In the finite-length filtering case of length N, we can insert (4.59) into (4.12), (4.13),
and (4.14). We then obtain the correlation matrices using samples of the matched PSD
of the channel process as
[Rh]k,l ≈
1
N′
N′′∑
i=−N′′
C(f)h
(
ej2pi
i
N′
)
ej2pi(k−l)
i
N′ (4.60)
for k, l = 1, . . . , N,
[
Rhp
]
k,l
≈ 1
N′
N′′∑
i=−N′′
C(f)h
(
ej2pi
i
N′
)
ej2pi(k−l)L
i
N′ (4.61)
for k, l = 1, . . . , Np, and
[
Rh;hp
]
k,l
≈ 1
N′
N′′∑
i=−N′′
C(f)h
(
ej2pi
i
N′
)
ej2pi((k−1)−(l−1)L)
i
N′ (4.62)
for k = 1, . . . , N and l = 1, . . . , Np. The mismatched case follows accordingly. In
matrix notation, we obtain
Rh ≈ FˇHh C(f)h Fˇh (4.63a)
Rhp ≈ FˇHh,LC(f)h Fˇh,L (4.63b)
R˜hp ≈ FˇHh,LC˜(f)h Fˇh,L (4.63c)
Rh;hp ≈ FˇHh C(f)h Fˇh,L (4.63d)
R˜h;hp ≈ FˇHh C˜(f)h Fˇh,L. (4.63e)
The matrices Fˇh and Fˇh,L are sub-matrices of the N′ × N′ DFT matrix Fˇ defined, for
k, l = 1, . . . , N′, by
[
Fˇ
]
k,l =
1√
N′
exp
(
−j2pi (k− 1)(l − 1)
N′
)
. (4.64)
The N′ × N matrix Fˇh is defined, for k = 1, . . . , N′ and l = 1, . . . , N, by[
Fˇh
]
k,l =
1√
N′
exp
(
−j2pi (k− 1)(l − 1)
N′
)
(4.65)
such that it contains the first N columns of Fˇ. The N′ × Np matrix Fˇh,L is defined, for
k = 1, . . . , N′ and l = 1, . . . , Np, by[
Fˇh,L
]
k,l =
1√
N′
exp
(
−j2pi (k− 1)(l − 1)L
N′
)
(4.66)
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i.e., it contains only the columns of Fˇh coinciding with pilot positions. The following
properties hold:
FˇHh Fˇh = IN (4.67)[
FˇhFˇHh
]
k,k
=
N
N′
(4.68)
and
FˇHh,LFˇh,L = INp (4.69)[
Fˇh,LFˇHh,L
]
k,k
=
Np
N′
(4.70)
for k = 1, . . . , N′. The N′ × N′ matrices C(f)h and C˜(f)h are diagonal matrices containing
regular samples of the matched and mismatched PSD of the channel process, respec-
tively:
[
C(f)h
]
k,k
=

C(f)h
(
ej2pi
k−1
N′
)
, for k = 1, . . . , N
′+1
2
C(f)h
(
ej2pi
k−1−N′
N′
)
, for k = N
′+3
2 , . . . , N
′ (4.71)
and accordingly for the mismatched case.
4.3.1.2 Infinite-Length Filtering
In the infinite-length filtering case, we can insert (4.59) and its mismatched equivalent
into (4.40) for the mismatched case and into (4.41) for the matched case. We then
obtain the PSD of the corresponding error process. As this would still necessitate
the integration over the PSDs of the error processes to obtain the MSEs in (4.37) and
(4.38), we choose a different approach. Rewriting (4.57), we obtain
C(f)h
(
ej2piυ
)
=
∑
∆m
Rh[∆m] rectN′′ [∆m] e−j2pi∆mυ
= Ch
(
ej2piυ
)
~ sin(piυN
′)
sin(piυ)
, −1
2
≤ υ < 1
2
(4.72)
with rectN′′ [m] = 1 for m = −N′′, . . . , N′′ and rectN′′ [m] = 0 else. From (4.40), we
can deduce that the maximal Doppler of C˜e
(
ej2piυ
)
is equal to the maximum of the
maximal Dopplers of Ch
(
ej2piυ
)
and C˜h
(
ej2piυ
)
. This implies that the corresponding
coherence times, given by the inverses of the maximal Dopplers, are the same as well.
However, having equal coherence times of two random processes does not mean
that the random processes have an effectively finite correlation over the same interval.
Thus, an effectively finite correlation of the channel process over a certain interval
does not imply that the error process can be accurately described by a finite correlation
over the same interval. We want to describe the implications of approximating the
error process as finitely correlated over the same interval. To this end, we will relate
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the resulting MSE to the one of the finite-length case in Section 4.3.3. Approximating
the error process as finitely correlated over an interval of length N′, i.e.,
C˜e
(
ej2piυ
)
≈ C˜(f)e
(
ej2piυ
)
(4.73)
with
C˜(f)e
(
ej2piυ
)
= C˜e
(
ej2piυ
)
~ sin(piυN
′)
sin(piυ)
, −1
2
≤ υ < 1
2
(4.74)
we obtain analogously to (4.59)
C˜e
(
ej2piυ
)
≈ 1
N′
N′′∑
k=−N′′
C˜(f)e
(
ej2pi
k
N′
) N′′∑
∆m=−N′′
ej2pi∆m(
k
N′−υ)
=
1
N′
N′′∑
k=−N′′
C˜(f)e
(
ej2pi
k
N′
) sin (pi (υN′ − k))
sin
(
pi υN
′−k
N′
) . (4.75)
From (4.75), we see that only samples of C˜(f)e
(
ej2piυ
)
are required for the approximate
reconstruction of C˜e
(
ej2piυ
)
. The required samples of C˜(f)e
(
ej2piυ
)
are obtained from
(4.40) with (4.73), (4.58), and the mismatched version of (4.58) as
C˜(f)e
(
ej2pi
k
N′
)
≈ C˜e
(
ej2pi
k
N′
)
≈ C(f)h
(
ej2pi
k
N′
)
+
(
C(f)h
(
ej2pi
k
N′
)
+
Lσ2n
σ2p
) (
C˜(f)h
(
ej2pi
k
N′
))2
(
C˜(f)h
(
ej2pi
k
N′
)
+ Lσ
2
n
σ2p
)2
−
2C(f)h
(
ej2pi
k
N′
)
C˜(f)h
(
ej2pi
k
N′
)
C˜(f)h
(
ej2pi
k
N′
)
+ Lσ
2
n
σ2p
, k = −N′′, . . . , N′′ (4.76)
and accordingly for the matched case. In Section 4.3.3, we will see that this rather
heuristic approximation is related to the MSE obtained by finite-length filtering.
4.3.2 Mean Square Error
We now describe the MSE evaluation for non-stationary, doubly underspread chan-
nels based on the time-dependent and sampled PSDs of the channel process. Due to
the effectively finite correlation of the channel process, we can approximate Ch
(
ej2piυ
)
by C(f)h
(
ej2piυ
)
, for which only samples are required, see (4.59). The time-dependent
variant of C(f)h
(
ej2piυ
)
is given by C(Φ)h
(
m; ej2piυ
)
introduced in Section 2.2.1.2. In order
to simplify notation, we define
C(Φ)h [m; k] = C
(Φ)
h
(
m; ej2pi
k
N′
)
, k = −N′′, . . . , N′′. (4.77)
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4.3.2.1 Finite-Length Filtering
For the finite-length filtering case, we use (4.8) with (4.63). We obtain the mismatched
MSE at time instant m using statistical knowledge at time instant m′ as
σ˜2e,N,L[m, m
′] = 1
N
tr
{
R˜e[m, m′]
}
(4.78)
with the mismatched MSE matrix
R˜e[m, m′] ≈ FˇHh C(Φ)h Fˇh + FˇHh C˜(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
×
(
FˇHh,LC
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh
−FˇHh C˜(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC
(Φ)
h Fˇh
−FˇHh C(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh. (4.79)
Here, we use that the time-dependent PSD is real-valued. The difference to Sec-
tion 4.3.1.1 lies in the substitution of (4.71) by the diagonal time-dependent PSD ma-
trices with [
C(Φ)h
]
k,k
=
{
C(Φ)h [m; k− 1], for k = 1, . . . , N
′+1
2
C(Φ)h [m; k− 1− N′], for k = N
′+3
2 , . . . , N
′ (4.80)
and [
C˜(Φ)h
]
k,k
=
{
C(Φ)h [m
′; k− 1], for k = 1, . . . , N′+12
C(Φ)h [m
′; k− 1− N′], for k = N′+32 , . . . , N′
(4.81)
where we drop the time argument for the matrices C(Φ)h and C˜
(Φ)
h to simplify notation.
Based on (4.9) and (4.63), we obtain the matched MSE at time instant m as
σ2e,N,L[m] =
1
N
tr {Re[m]} (4.82)
where the matched MSE matrix
Re[m] ≈ FˇHh C(Φ)h Fˇh − FˇHh C(Φ)h Fˇh,L
(
FˇHh,LC
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC
(Φ)
h Fˇh (4.83)
follows from the mismatched one with C˜(Φ)h = C
(Φ)
h .
4.3. Mismatched Wiener Filtering for Non-Stationary Channels 43
4.3.2.2 Infinite-Length Filtering
For the infinite-length filtering case, we obtain the mismatched MSE based on (4.37)
as
σ˜2e,∞,L[m, m
′] =
∫ 1
2
− 12
C˜e
(
m, m′; ej2piυ
)
dυ (4.84)
where C˜e
(
m, m′; ej2piυ
)
is the time-dependent error PSD at time instant m using sta-
tistical knowledge of the channel from time instant m′. Using the finite correlation
approximation of the error process in (4.73) with (4.75) yields
∫ 1
2
− 12
C˜e
(
m, m′; ej2piυ
)
dυ ≈
∫ 1
2
− 12
1
N′
N′′∑
k=−N′′
C˜(f)e
(
m, m′; ej2pi
k
N′
) sin (pi (υN′ − k))
sin
(
pi υN
′−k
N′
) dυ
=
1
N′
N′′∑
k=−N′′
C˜(f)e
(
m, m′; ej2pi
k
N′
)
(4.85)
i.e., the integration in (4.37) is replaced by a summation. We denote this approximate
evaluation, i.e., the use of (4.73), by “ap”. Thus, with (4.76), the mismatched MSE at
time instant m using statistical knowledge at time instant m′ can be approximated as
σ˜2e,ap,L[m, m
′] = 1
N′
N′′∑
k=−N′′
(
C(Φ)h [m; k] +
(
C(Φ)h [m; k] +
Lσ2n
σ2p
)
×
(
C(Φ)h [m
′; k]
)2
(
C(Φ)h [m
′; k] + Lσ
2
n
σ2p
)2 − 2C(Φ)h [m; k]C(Φ)h [m′; k]C(Φ)h [m′; k] + Lσ2nσ2p
)
(4.86)
=
(
Lσ2n
σ2p
)2
C(Φ)h [m; k] +
Lσ2n
σ2p
(
C(Φ)h [m
′; k]
)2
(
C(Φ)h [m
′; k] + Lσ
2
n
σ2p
)2 (4.87)
Analogously, the matched MSE at time instant m can be stated as
σ2e,∞,L[m] =
∫ 1
2
− 12
C˜e
(
m, m; ej2piυ
)
dυ (4.88)
and the approximate evaluation is
σ2e,ap,L[m] =
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]
σ2p
Lσ2n
C(Φ)h [m; k] + 1
. (4.89)
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With σ˜2e,ap,L[m, m
′] and σ2e,ap,L[m], we have found approximate, but simplified, expres-
sions for the mismatched and matched MSE, respectively, derived using the infinite-
length filtering approach and the approximation (4.73). In Section 4.3.3, we show how
they relate to the results obtained in the finite-length filtering case.
4.3.3 Relations Between the Actual and the Approximate Mean
Square Error
In the following, we justify the use of the approximate MSE based on infinite-length
filtering by relating it to the MSE based on finite-length filtering, i.e., the actual MSE.
More specifically, we give a condition on the sampled PSD of the channel C(Φ)h [m; k]
for which the approximate matched MSE based on infinite-length filtering is a lower
bound to the actual matched MSE, i.e., σ2e,N,L[m] ≥ σ2e,ap,L[m].
We consider a rectangular sampled PSD of the channel C(Φ)h [m; k] with a maximal
Doppler satisfying8
1
2L
− 1
2N′
< υmax[m] <
1
2L
. (4.90)
The right bound is due to (4.1) and the left bound is a technical condition required in
the subsequent proof. Note that a rectangular PSD should be seen as an approxima-
tive PSD since its corresponding correlation function (sinc) is only slowly diminish-
ing. Thus, the resulting process has an effectively finite correlation on a large interval
only, i.e., a large N′ is required. Per definition, the sampling rate has to satisfy the
Nyquist criterion (4.1); thus, we can only consider 0 ≤ υmax[m] < 12L . The limitation
to maximal Doppler frequencies close to the Nyquist limit in (4.90) is, however, not
a severe restriction. It is shown in [14] that for L = b1/(2υmax)c a lower bound on
the achievable rate in stationary Rayleigh fading channels for joint processing of pilot
and data symbols is maximized when restricting to (4.1). In other words, in the case
of joint processing of pilot and data symbols, channel sampling should be performed
close to the limit imposed by the Nyquist criterion (4.1). Therefore, (4.90) is a practi-
cally relevant case in the context of, e.g., iterative receivers. Rectangular PSDs of the
channel restricted to (4.90) can be used to model a change in the channel power gain
Ph[m] =
∑N′′
k=−N′′ C
(Φ)
h [m; k]/N
′ as well as a small variation in the maximal Doppler
υmax[m].
We derive a lower bound on the matched MSE with finite-length filtering σ2e,N,L[m],
i.e., (4.82) with (4.83) for the special case of a rectangular PSD satisfying (4.90). We will
show that this lower bound is equal to the approximate matched MSE in the infinite-
length filtering case σ2e,ap,L[m], i.e., (4.89). Remember that we have assumed a finite
correlation of the error process in the derivation of the approximate MSE based on
8 We use υmax[m] with a time argument to indicate that the maximal Doppler can change over time.
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infinite-length filtering, see (4.85). Starting from (4.82) and (4.83), we obtain for the
matched MSE with finite-length filtering
σ2e,N,L[m]
=
1
N
tr {Re[m]}
=
1
N
tr
{
FˇHh C
(Φ)
h Fˇh − FˇHh C(Φ)h Fˇh,L
(
FˇHh,LC
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC
(Φ)
h Fˇh
}
(a)
=
1
N
tr
{
FˇHh C
(Φ)
h Fˇh −
[
C(Φ)h
]2
1,1
F¯Hh F¯h,L
(
F¯Hh,LF¯h,L
[
C(Φ)h
]
1,1
+ INp
σ2n
σ2p
)−1
F¯Hh,LF¯h
}
(b)
=
1
N
tr
{
FˇHh C
(Φ)
h Fˇh − L
[
C(Φ)h
]2
1,1
F¯Hh F¯h,L
(
INp
[
C(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)−1
F¯Hh,LF¯h
}
(c)
≥ 1
N
tr
{
FˇHh C
(Φ)
h Fˇh −
NL
Np
[
C(Φ)h
]2
1,1
F¯Hh,LF¯h,L
(
INp
[
C(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)−1
F¯Hh,LF¯h,L
}
(d)
=
1
N
tr
{
FˇhFˇHh C
(Φ)
h −
N
NpL
[
C(Φ)h
]2
1,1
([
C(Φ)h
]
1,1
+
Lσ2n
σ2p
)−1
INp
}
(e)
=
1
N′
tr
{
C(Φ)h
}
− 1
L
[
C(Φ)h
]2
1,1
([
C(Φ)h
]
1,1
+
Lσ2n
σ2p
)−1
( f )
=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]− C(Φ)h
2
[m; k]
C(Φ)h [m; k] +
Lσ2n
σ2p

=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]
σ2p
Lσ2n
C(Φ)h [m; k] + 1
= σ2e,ap,L[m]. (4.91)
We first state
Fˇh,L = 1L,1 ⊗ F¯h,L (4.92)
F¯Hh,LF¯h,L = INp
1
L
(4.93)
with the N
′
L × Np matrix F¯h,L defined for k = 1, . . . , N′/L and l = 1, . . . , Np as
[F¯h,L]k,l =
1√
N′
exp
(
−j2pi (k− 1)(l − 1)
N′/L
)
. (4.94)
In (a), we used (4.92) to formulate the substitutions
FˇHh,LC
(Φ)
h Fˇh,L = F¯
H
h,LC¯hF¯h,L (4.95)
FˇHh C
(Φ)
h Fˇh,L = F¯
H
h C¯hF¯h,L (4.96)
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where the (N′/L) × N matrix F¯h contains only the rows of Fˇh corresponding to
the non-zero columns of C(Φ)h , and the (N
′/L) × (N′/L) diagonal matrix C¯h con-
tains only the non-zero rows and columns of C(Φ)h . Furthermore, in (a), we have
C¯h = I N′
L
[
C(Φ)h
]
1,1
due to the assumption of a rectangular PSD of the channel process
satisfying (4.90). In (b), we used (4.93). In order to show (c), we define f¯h,k and f¯h,L,k
to be the kth column of F¯h and F¯h,L, respectively. Note that
∥∥f¯h,k∥∥2F = ∥∥f¯h,L,k∥∥2F = 1/L
holds and that all non-zero eigenvalues of F¯h,LF¯Hh,L =
∑Np
k=1 f¯h,L,k f¯
H
h,L,k are equal to 1/L.
With the Rayleigh-Ritz theorem [36, Theorem 4.2.2], we have∥∥∥F¯Hh,Lx∥∥∥2F = xH F¯h,LF¯Hh,Lx ≤ 1L2 = f¯Hh,L,kF¯h,LF¯Hh,L f¯h,L,k = ∥∥∥F¯Hh,L f¯h,L,k∥∥∥2F , ∀k = 1, . . . , Np
(4.97)
for an arbitrary vector x with ‖x‖2F = 1/L. It follows that
1
N
tr
{
F¯Hh F¯h,LF¯
H
h,LF¯h
}
=
1
N
N∑
k=1
f¯Hh,kF¯h,LF¯
H
h,L f¯h,k
(4.97)
≤ f¯Hh,L,1F¯h,LF¯Hh,L f¯h,L,1
=
1
Np
Np∑
k=1
f¯Hh,L,kF¯h,LF¯
H
h,L f¯h,L,k
=
1
Np
tr
{
F¯Hh,LF¯h,LF¯
H
h,LF¯h,L
}
. (4.98)
In (d) of (4.91), we used (4.93). In (e), we use (4.68) and the following equality, which
holds for an arbitrary square matrix A and a diagonal matrix D of appropriate size:
tr {AD} = tr {AD} . (4.99)
Finally, in (f), we reformulated the second term in (e) by making use of the fact that
only N′/L values of C(Φ)h [m; k] are non-zero. Note that for L = 1 the lower bound
(4.91) is satisfied with equality since, in that case, F¯h = F¯h,L and N = Np hold.
Moreover, one can consider the case of a rectangular mismatched PSD of the chan-
nel with (4.90), an arbitrary matched PSD of the channel, and a pilot spacing L = 1.
Under these conditions, the mismatched MSE based on finite-length filtering and the
approximate mismatched MSE based on infinite-length filtering are equivalent, i.e.,
σ˜2e,N,L=1[m] = σ˜
2
e,ap,L=1[m]. This result, shown in Appendix A.3, is not surprising as the
correlation matrices R˜hp and R˜h;hp in (4.63) are, in this case, scaled identity matrices;
therefore, each channel entry is estimated based on its own observation only, see (4.6).
A sampled PSD of the channel with a rectangular shape satisfying (4.90) is of par-
ticular interest. Subject to a fixed channel power gain Ph[m], it results in a maximal
approximate matched MSE. This can easily be shown with Jensen’s inequality, as the
approximate matched MSE based on infinite-length filtering is concave and monoton-
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ically increasing in the PSD C(Φ)h [m; k], ∀k = −N′′, . . . , N′′. In contrast, a sampled PSD
of the channel with a single peak minimizes the approximate matched MSE subject to
a fixed channel power gain. The proofs are provided in Appendix A.4.
Note that the closer N − 1 is to N′′, the more similar the approximate MSE based
on infinite-length filtering is to the MSE based on finite-length filtering. This is clear
as the additional observations used by infinite-length filtering are then reduced.
4.4 Degree of Non-Stationarity due to Mismatched
Statistical Knowledge of the Channel
We aim to relate the size of LQS regions to the performance degradation of a channel
estimator. Therefore, we introduce the degradation of the MSE due to the use of
mismatched channel statistics, i.e., channel statistics from another time instant. The
MSE degradation at time instant m using, possibly mismatched, statistical knowledge
of the channel corresponding to time instant m′ is defined as
ηN,L[m, m′] =
σ˜2e,N,L[m, m
′]
σ2e,N,L[m]
− 1 (4.100)
with the mismatched MSE σ˜2e,N,L[m, m
′] and the matched MSE σ2e,N,L[m] defined as
in Section 4.3.2. The finite-length filtering case is denoted by the index N, and the
approximate one, based on infinite-length filtering and the finite correlation approxi-
mation of the error process, is denoted by substituting N by “ap”.
We define the difference between the MSE degradation based on infinite- and
finite-length filtering as
∆η,N,L[m, m′] = ηap,L[m, m′]− ηN,L[m, m′]
=
σ˜2e,ap,L[m, m
′]σ2e,N,L[m]− σ˜2e,N,L[m, m′]σ2e,ap,L[m]
σ2e,N,L[m]σ
2
e,ap,L[m]
. (4.101)
With (4.101), it follows that the MSE degradation based on infinite-length filtering
upper-bounds the MSE degradation based on finite-length filtering if and only if
σ˜2e,ap,L[m, m
′]
σ2e,ap,L[m]
≥ σ˜
2
e,N,L[m, m
′]
σ2e,N,L[m]
. (4.102)
Consider now the case that the matched and the mismatched PSD are both rectangular
with a maximal Doppler υmax[m] satisfying (4.90). This is representative for a setting
with a mismatch in the channel power gain Ph[m] or a small mismatch in υmax[m]. In
this case, it can be shown with Appendix A.5 that the MSEs are equal to
σ2e,N,L[m] = Ph[m]− P×,N,L[m] (4.103)
σ˜2e,N,L[m, m
′] = Ph[m]− P˜×,N,L[m, m′] (4.104)
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σ2e,ap,L[m] = Ph[m]− dN,LP×,N,L[m] (4.105)
σ˜2e,ap,L[m, m
′] = Ph[m]− dN,LP˜×,N,L[m, m′] (4.106)
where P×,N,L[m] and P˜×,N,L[m, m′] are defined in accordance with (4.82) and (4.78),
respectively. With (4.98) from Section 4.3.3, we have
dN,L =
N
L2 tr
{
F¯Hh F¯h,LF¯
H
h,LF¯h
} ≥ 1 (4.107)
which is a factor arising from the bounding of the last term(s) of the MSEs based on
finite-length filtering. See also Section 4.3.3. With (4.101), it then follows that
∆η,N,L[m, m′] = (dN,L − 1)Ph[m]
σ˜2e,N,L[m, m
′]− σ2e,N,L[m]
σ2e,N,L[m]σ
2
e,ap,L[m]
≥ 0 (4.108)
holds, i.e., the MSE degradation based on finite-length filtering is always upper-
bounded by the approximate MSE degradation based on infinite-length filtering if
the matched and the mismatched PSD are both rectangular and satisfy (4.90).
Note that Wiener filtering relies on first and second-order statistical knowledge;
thus, for a zero-mean channel, the MSE degradation depends only on the time-varying
PSD of the channel process. It follows that even for non-Gaussian processes our
approach results in a simple evaluation of second-order moments.
After having defined the MSE degradation as a measure to characterize the non-
stationarity of the channel, we proceed to the definition of LQS regions. In order
to reflect the performance degradation the system engineer is willing to accept, we
define a threshold on the MSE degradation. This threshold is chosen as the maximal
MSE degradation, due to mismatched statistics of the channel, that is deemed accept-
able. The resulting LQS regions in time are then related to the required update rate
of the channel statistics for the channel estimator. Defining the set
MN,L[m] =
{
m′ | ηN,L[m, m′] < ηth
}
(4.109)
we obtain the (time-dependent) actual LQS time based on finite-length filtering
TLQS,N,L[m] = |CN,L[m]| T (4.110)
where T is the symbol duration and CN,L[m] is the connected subset of MN,L[m]
containing m and having maximum cardinality. The approximate LQS time based on
infinite-length filtering TLQS,ap,L[m] follows accordingly. Fig. 4.2 depicts the definition
of LQS regions. Previously, we mentioned that for certain PSDs of the channel fading
process the MSE degradation based on finite-length filtering is upper-bounded by the
approximate MSE degradation based on infinite-length filtering. Therefore, in such
cases, the size of the LQS regions based on finite-length filtering is lower-bounded by
the size of the approximate ones based on infinite-length filtering.
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Time m′
MSE degradation ηN,L[m, m′]
ηth
CN,L[m]:
MN,L[m]: ∪
m
0
Figure 4.2: Visualization of the definition of LQS regions.
4.5 Exemplary Analysis
In this section, we will exemplarily apply the developed concepts for a non-stationarity
analysis to a rectangular PSD with varying υmax[m], on the one hand, and to a realistic
setting based on a measured channel, on the other hand.
4.5.1 Rectangular PSD of the Channel
We consider a setting with a rectangular PSD and varying maximal Doppler shift
υmax[m]. More specifically, we assume a fixed channel power gain Ph = Ph[m] =∑N′′
k=−N′′ C
(Φ)
h [m; k]/N
′ and the following evolution of υmax[m], m = 0, . . . , Ntrack − 1:
υmax[m] =
υincm + υ0, for m = 0, . . . ,
⌈
Ntrack
2
⌉
− 1
υinc (Ntrack − 1−m) + υ0, for m =
⌈
Ntrack
2
⌉
, . . . , Ntrack − 1
(4.111)
where Ntrack is the total track time, υ0 is the initial Doppler, and υinc describes the
increase in the Doppler. This evolution is representative for, e.g., a fixed transmitter
and fixed scatterers in the environment with only a mobile receiver. The receiver starts
with an initial velocity and then has a constant acceleration until a peak velocity is
reached; afterwards, the velocity linearly reduces back to the initial velocity.
Consider the following parameters: the block length N = 120, the pilot spacing
L = 3, the signal-to-noise ratio (SNR) ρ = Phσ2p/σ2n = 10 dB, the fixed channel power
gain Ph = 1, the total track time Ntrack = 201, the effective correlation length of the
channel N′ = 303, and υ0 = 12N′ . Finally, υinc is chosen such that, exemplarily, υmax[m]
reaches a peak value of 1/(2L) − 1/(4N′), see (4.90).9 With these parameters, we
obtain the size of the LQS regions in time as shown in Fig. 4.3. It can be observed
9 Note that, strictly speaking, the choice of N′ is only appropriate when υmax[m] is large.
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Figure 4.3: LQS times for the SNR ρ = 10 dB and ηth = 0.1.
that the size of the actual LQS regions based on finite-length filtering is always lower-
bounded by the size of the approximate LQS regions based on infinite-length filtering.
Furthermore, for a fixed channel power gain, the LQS times generally decrease with
a decreasing Doppler. The reason is that for a small maximal Doppler the channel
power gain is concentrated inside a small fraction of the samples of the PSD of the
channel. Thus, the MSE is more sensitive to a mismatch in the maximal Doppler when
the maximal Doppler is small. Finally, we observe strong variations in the LQS times
around the middle of the track, where the peak value of υmax[m] is reached.
4.5.2 Measured Channel
We now use the developed concepts for the non-stationarity analysis of a measured
channel. Note that the MSE and thus the MSE degradation are independent of the
mean of the channel. We can thus estimate the time-dependent mean of the channel
and subtract it from the channel. The subsequent analysis can then be based on the
estimation of the time-dependent PSD of this zero-mean process.
4.5.2.1 Estimation of the Time-Dependent PSD of the Channel
First, we have to find an estimate of the time-dependent PSD of the channel sam-
pled in the Doppler domain, i.e., C(Φ)h [m; k], from a single measurement run of the
channel. Obviously, we need to choose a matching between the measured samples of
the channel and the symbol grid of our transmission scheme, i.e., we need to relate
the time-spacing of the measurements Tmeas to the symbol duration T. Furthermore,
we use the doubly underspread condition and the effectively finite correlation of the
channel to perform a weighted averaging inside local regions, i.e., finite intervals.
The application of the multitaper estimator [63,75,100] to our setting with frequency-
4.5. Exemplary Analysis 51
flat fading yields the time-dependent PSD estimate Cˆ(Φ)h [m; k] where, in this case, m
indicates the measurement sample, i.e., t = mTmeas:
Cˆ(Φ)h [m; k] =

1
S
S−1∑
s=0
∣∣∣H(gs)[m; k]∣∣∣2 , for k = − ⌊N′2L⌋ , . . . , ⌈N′2L⌉− 1
0, else
(4.112)
with
H(gs)[m; k] =
√
Tmeas
T
d Nw2 e−1∑
mˇ=−b Nw2 c
g∗s [mˇ] lH((m + mˇ)Tmeas)e
−j2pi TmeasT pmˇN′ (4.113)
where lH(mTmeas) denotes a measured sample of the continuous-time channel. We
choose the measurement samples to be the pilot symbols, i.e., Tmeas = LT; we can
interpret this as the measurement of L-spaced samples of the channel, i.e., h[mL].
This choice leads to the normalization factor
√
Tmeas/T =
√
L, cf. (2.27). Denoting
the minimum value of N′′ by N′′min, the window length in time Nw has to satisfy
N′′min ≤ (Nw − 1)L < Ns, i.e., the estimator has to capture the relevant correlation
coefficients of the channel while being restricted to an interval of constant statistics.
4.5.2.2 Evaluation
In this exemplary evaluation, we consider vertically polarized propagation at a carrier
frequency of 2.505 GHz. We choose BS 1 at a height of 25 m as the transmitter and the
lower UCA of the MT on the MT reference track 9a-9b as the receiver. The specific link
consists of antenna element number 4 of the 8-element ULA at the BS (from the right
when looking at the MT from the BS) and the antenna element at the MT oriented
towards the right with respect to the direction of motion. For more details on the
measurement campaign, we refer back to Chapter 3.
In Section 3.3, we have shown that in the considered scenario the doubly under-
spread condition is satisfied with a coherence time Tcoh = NcT = Tm/(υmaxL) ≈ 0.04 s
and a stationarity time Tstat = NsT = T/∆υ,max ≈ 0.43 s. This yields ∆υ,max ≈ 0.03/L
and υmax ≈ 0.31/L, or equivalently Ns ≈ 32.89L and Nc ≈ 3.26L. Therefore, the
measurement data satisfies Nc  Ns.
For the unit-energy windows gk[m] in the PSD estimation (4.112) with (4.113), we
choose discrete prolate spheroidal sequences [94] with length Nw = 31 and a time-
halfbandwidth product of 2. We thus obtain a windowing time NwTm = NwLT =
0.41 s, and we have (Nw − 1)L < Ns. The number of windows is set to S = 2.
We perform the analysis on a zero-mean channel, i.e., we remove the very small time-
dependent mean of the channel. It is estimated using 31 time instants and a frequency
bandwidth of 5 MHz, i.e., 32 samples in frequency. Inside this bandwidth, the chan-
nel statistics can be assumed to be constant, see Section 3.3. Note that due to the
mobility of the receiver and the resulting phase change of the channel, the mean of
the channel is expected to be close to zero. Then we use (4.112) to estimate the PSD
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Figure 4.4: Magnitude of the average correlation coefficients of the channel process:
BS 1, MT track 9a-9b, receiver antenna oriented to the right of the MT.
and additionally average the estimate over a bandwidth of 5 MHz to improve the es-
timation. No claims of optimality are made for these parameters. The magnitude of
the correlation coefficients of the channel process averaged over the whole track are
shown in Fig. 4.4. A strong decrease in the correlation coefficients to values below
0.1 can already be observed for a time offset of ±20 measurement samples, i.e., pilot
symbols. Therefore, the assumption on an effectively finite correlation of the channel
process with N′′ ≥ N′′min = 20L is justified. Furthermore, (Nw − 1)L ≥ N′′min  Nc
holds.
In order to give a representation of the LQS in terms of the distance at the MT, we
map the results from the time domain to the driven distance of the MT using the posi-
tioning information obtained during the measurement campaign. This can be justified
by assuming that only the MT is moving, i.e., that scatterers and the BSs are fixed. In
the following analysis, we choose the pilot spacing L = 3, the block length N = 47, the
threshold ηth = 0.1, and the average SNR ρavg = γ
∑M
m=1 |h(mTmeas)|2/M = 10 dB,
where M is the number of samples on the chosen track. The correlation length of
the channel is chosen as N′ = 2N′′ + 1 = 183, i.e., N′′ = 91 ≥ N′′min. Note that
the estimated correlation coefficients for symbol offsets close to (Nw − 1)L = 90 suf-
fer from a reduced accuracy; we thus choose the block length N = 47. In Fig. 4.5,
the actual matched MSE based on finite-length filtering is compared to the approx-
imate matched MSE based on infinite-length filtering; both are normalized to the
mean value of the matched MSE based on finite-length filtering over the track. One
can see that here the approximate matched MSE lower-bounds the actual one, see
Section 4.3.3. In Fig. 4.6, we show an exemplary evolution of the size of the LQS
regions dLQS, i.e., TLQS mapped to the driven distance, based on the MSE degrada-
tion. The considered cases are the finite-length filtering case and the approximate
infinite-length filtering case. From Fig. 4.6, we can see that both LQS regions, i.e., the
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Figure 4.5: Normalized matched MSEs: BS 1, MT track 9a-9b, receiver antenna ori-
ented to the right of the MT, ρavg = 10 dB.
one based on finite-length filtering dLQS,N=47,L=3 and the approximate one based on
the infinite-length filtering dLQS,ap,L=3 show strong similarities in their evolution over
the distance. As discussed in Section 4.4, the size of the actual LQS regions based on
finite-length filtering is lower-bounded by the size of the approximate LQS regions
based on infinite-length filtering up to a few exceptions. Furthermore, we evaluate
the LQS regions dLQS,CMD based on the correlation matrix distance (CMD), which is
commonly used to analyze the spatial properties of the channel [30, 87]. To this end,
we use the measure
ηCMD[m, m′] = 1−
tr
{
C(Φ)h C˜
(Φ)
h
}
∥∥∥C(Φ)h ∥∥∥F ∥∥∥C˜(Φ)h ∥∥∥F (4.114)
and the same threshold ηth = 0.1. In this example, we observe significant differences
between the LQS distances based on the CMD and those based on the MSE degrada-
tion.
4.6 Summary
The approximation of the channel as a stationary random process is ubiquitous in
wireless communication. Therefore, it is important to understand under which con-
ditions the channel can be treated as stationary. In this chapter, we have developed
a methodology for the determination of LQS regions of non-stationary, doubly un-
derspread channels. LQS regions are local regions inside which the channel can be
treated as stationary. In contrast to previous results in the literature, we considered
a connection to a realistic channel estimation algorithm, here a Wiener filter estimat-
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Figure 4.6: LQS distances: BS 1, MT track 9a-9b, receiver antenna oriented to the
right of the MT, ηth = 0.1, ρavg = 10 dB.
ing an LTV frequency-flat fading channel. We related the size of LQS regions to the
degradation of the MSE of the channel estimate due to mismatched channel statistics,
i.e., channel statistics from another time instant.
In particular, our contributions are as follows:
• In preparation for the developed methodology, we recalled the derivation of the
MSE of mismatched Wiener filtering for WSS channels in the finite-length filter-
ing and the infinite-length filtering case. Moreover, we provided an alternative
derivation of the MSE for infinite-length filtering, and we showed in which cases
an increasing noise power can lead to a decreasing MSE. As our approach relies
on the linearity of the estimator, we further showed how to quantify the loss in
MSE due to the restriction to linear estimators.
• We introduced the concept of channels with an effectively finite correlation, i.e.,
channels whose autocorrelation function can be approximated by zero for time
differences outside a finite interval. We then applied mismatched Wiener fil-
tering to non-stationary, doubly underspread channels with an effectively finite
correlation. We obtained the mismatched MSE of the channel estimate based on
finite-length filtering. Then we defined the MSE degradation as a measure to
assess the performance degradation in comparison to the matched case. This,
in turn, yielded LQS regions that necessitate updates of the channel statistics.
These updates are required to operate the channel estimator below a certain
MSE degradation.
• As the MSE evaluation requires a large computational effort, we also gave a
simplified but approximate expression based on infinite-length Wiener filtering.
We showed that for certain rectangular PSDs of the channel fading process the
approximate matched MSE based on infinite-length filtering is a lower bound to
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the actual matched MSE based on finite-length filtering. We then showed that for
this type of PSDs an upper bound on the MSE degradation and a lower bound
on the size of the LQS regions, respectively, is obtained by the approximate
evaluation.
Exemplarily, we evaluated the actual and the approximate MSE degradation using
a rectangular PSD of the channel fading process, on the one hand, and for actual
channel measurements, on the other hand. We observed that the size of the resulting
LQS regions based on the actual and the approximate MSE degradation show strong
similarities in their evolution. Moreover, we compared the measurement-based LQS
regions to those based on the widely used CMD [30].
Using the methodology presented in this chapter, we are able to proceed with a
thorough measurement-based evaluation of the non-stationarity of the channel.
56 Chapter 4. Characterization of Non-Stationary Channels – Part I: Methodology
Chapter 5
Characterization of Non-Stationary
Channels – Part II: In-Depth Analysis
After having presented a methodology to obtain LQS regions and thus to characterize
the non-stationarity of the wireless channel in the previous chapter, we proceed with
an in-depth analysis using channel measurements. Various contributions study the
degree of non-stationarity of the wireless channel using standard methods, see [1,
8, 15, 22, 30–32, 75, 87, 105]. However, an extensive and thorough measurement-based
characterization of the non-stationarity of wireless channels is still lacking. Moreover,
most contributions do not consider the impact of the polarization of the channel on
the degree of non-stationarity.
The choice of the polarization at the transmitter and the receiver can result in
substantially different propagation conditions. Depending on the polarization combi-
nation, different multipath components of the channel will determine the propagation
conditions. Consider, e.g., a pure LOS channel where the addition of a second polar-
ization can increase the rank of a MIMO channel to two when the distance between
the transmitter and the receiver is considerably larger than the array sizes. On the
other hand, even in scenarios with rich scattering, propagation between orthogonal
polarizations usually suffers from a noticeable power loss. For an extensive literature
overview of experimental results related to DP channels, we refer the reader to [72].
Since the polarization can have such an important impact on the characteristics of
the channel, it is of interest to extend the non-stationarity analysis to DP channels.
We expect the polarization to have a noticeable impact on the non-stationarity of the
channel. However, other parameters like the antenna spacing or the opening angle of
the antennas into the propagation channel will influence the non-stationarity of the
channel as well.
In this chapter, we perform an elaborate analysis of the local quasi-stationarity
of measured DP MIMO wireless channels in time. Our approach is based on the
methodology introduced in Chapter 4, i.e., an algorithmic approach to the analysis
of the non-stationarity of the channel. We connect the non-stationarity analysis to se-
lected algorithms that are commonly used in wireless communications. As such, our
results are important to the operation of these algorithms. As wireless communication
algorithms typically only use a subset of the channel statistics, we perform our LQS
analysis in several different domains, i.e., the Doppler domain, the delay domain, and
the spatial domains. The resulting LQS regions in time can be mapped to the traveled
distance of the MT; they thus reflect the partial non-stationarity of the channel over
distance in different domains.
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5.1 Non-Stationarity in the Doppler and Delay
Domains
We first describe the analysis of the non-stationarity in the Doppler and delay do-
mains based on standard measures. Afterwards, we consider measures that are more
suitable from a system engineer’s point of view. Note that all the measures presented
in this chapter only characterize the non-stationarity based on second-order moments
of the channel.
5.1.1 Classical Method for the Non-Stationarity Characterization
As a basis for the non-stationarity analysis in the Doppler and the delay domain, we
use the standard inner product for square-integrable functions between two PSDs at
different time instants as a measure. For the PSD in the Doppler domain, we obtain∫
C(Φ)ν (t, f ; ν)C
(Φ)
ν (t′, f ; ν)dν. (5.1)
Due to the correlation underspread property of the DU condition, we have an ef-
fectively finite correlation in time and in frequency. The maximal (effective) correla-
tion length in time and in frequency is denoted by 2∆t,max and 2∆ f ,max, respectively.1
Therefore, we can approximately rewrite the PSD in the Doppler domain using a sinc
expansion:
C(Φ)ν
(
m
Bν
,
q
Bτ
; ν
)
≈ 1
Bν
∞∑
p=−∞
C(Φ)ν [m, q; p] sinc (B∆tν− p) , m, q ∈ Z (5.2)
where we defined
C(Φ)ν [m, q; p] = Bν C
(Φ)
ν
(
m
Bν
,
q
Bτ
;
p
B∆t
)
(5.3)
with Bν = 1/T > 2νmax, Bτ > τmax, and B∆t > 2∆t,max. From now on, we drop the
frequency argument q since we consider a fixed frequency in our analysis. Inserting
(5.2) into (5.1) at discrete time positions yields a reformulation of (5.1) in the discrete
setting:
∫
C(Φ)ν
(
m
Bν
; ν
)
C(Φ)ν
(
m′
Bν
; ν
)
dν ≈ 1
B∆t B2ν
Bp−1
2∑
p=− Bp−12
C(Φ)ν [m; p]C
(Φ)
ν [m′; p]
(5.4)
1 By effectively finite correlation in time and frequency, we mean that the autocorrelation function of
the channel in time and frequency drops below a small threshold value outside an interval of length
2∆t,max and 2∆ f ,max, respectively. See also Section 4.3.
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where Bν and B∆t are chosen such that Bp = BνB∆t is an odd integer. Based on (5.4),
we define the collinearity of the PSD in the Doppler domain between different time
instants m and m′:
η
col,C(Φ)ν
[m, m′] =
tr
{
C(Φ)ν C˜
(Φ)
ν
}
∥∥∥C(Φ)ν ∥∥∥
F
∥∥∥C˜(Φ)ν ∥∥∥
F
(5.5)
where the diagonal time-dependent Bp× Bp PSD matrices C(Φ)ν and C˜(Φ)ν are given by
[
C(Φ)ν
]
k,k
=
{
C(Φ)ν [m; k− 1], for k = 1, . . . , Bp+12
C(Φ)ν [m; k− 1− Bp], for k = Bp+32 , . . . , Bp
(5.6)
[
C˜(Φ)ν
]
k,k
=
{
C(Φ)ν [m′; k− 1], for k = 1, . . . , Bp+12
C(Φ)ν [m′; k− 1− Bp], for k = Bp+32 , . . . , Bp
(5.7)
and we dropped the time argument for C(Φ)ν and C˜
(Φ)
ν to simplify notation. We can
then similarly define
η
col,C(Φ)τ
[m, m′] =
tr
{
C(Φ)τ C˜
(Φ)
τ
}
∥∥∥C(Φ)τ ∥∥∥
F
∥∥∥C˜(Φ)τ ∥∥∥
F
(5.8)
with the diagonal Bn × Bn PSD matrices C(Φ)τ and C˜(Φ)τ given by[
C(Φ)τ
]
k,k
= C(Φ)τ [m; k− 1], k = 1, . . . , Bn (5.9)[
C˜(Φ)τ
]
k,k
= C(Φ)τ [m′; k− 1], k = 1, . . . , Bn (5.10)
and
C(Φ)τ [m; n] = Bτ C
(Φ)
τ
(
m
Bν
;
n
B∆ f
)
. (5.11)
Here, we have B∆ f > 2∆ f ,max and the odd integer Bn = BτB∆ f .
5.1.2 Impact of Non-Stationarity: Mismatched Wiener Filtering
We now introduce measures that relate the characterization of the non-stationarity
to an algorithmic view. Therefore, the resulting non-stationarity analysis will not be
solely related to the channel, but it will be connected to the chosen algorithm. For
the Doppler and the delay domain, we consider pilot-based channel estimation over
time and frequency, respectively, as described in Chapter 4. We start with the Doppler
case, i.e., we consider estimation of a frequency-flat fading channel over time.
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From Section 4.3.2.1, we have the MSE of the LMMSE channel estimate in terms of
the PSD of the underlying (zero-mean) random process. The mismatched MSE at time
instant m using statistical knowledge from time instant m′ with the interval length N,
the pilot symbol power σ2p, the noise variance σ2n, the pilot spacing L, and Bν > 2νmaxL
is thus
σ˜2ν,N,L[m, m
′] ≈ 1
N
tr
{
FˇHν C
(Φ)
ν Fˇν + FˇHν C˜
(Φ)
ν Fˇν,L
(
FˇHν,LC˜
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)−1
×
(
FˇHν,LC
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)(
FˇHν,LC˜
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)−1
FˇHν,LC˜
(Φ)
ν Fˇν
−FˇHν C˜(Φ)ν Fˇν,L
(
FˇHν,LC˜
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)−1
FˇHν,LC
(Φ)
ν Fˇν
−FˇHν C(Φ)ν Fˇν,L
(
FˇHν,LC˜
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)−1
FˇHν,LC˜
(Φ)
ν Fˇν
}
. (5.12)
The Bp × N matrix Fˇν is defined for k = 1, . . . , Bp and l = 1, . . . , N as
[
Fˇν
]
k,l =
1√
Bp
exp
(
−j2pi (k− 1)(l − 1)
Bp
)
(5.13)
and the Bp × Np matrix Fˇν,L is defined for k = 1, . . . , Bp and l = 1, . . . , Np as
[
Fˇν,L
]
k,l =
1√
Bp
exp
(
−j2pi (k− 1)(l − 1)L
Bp
)
(5.14)
where Np denotes the number of pilot symbols in the interval of length N. We assume
(Bp + 1)/2 ≥ N and that Bp is a multiple of L. The matched MSE at time instant m
follows as a special case:
σ2e,N,L[m] ≈
1
N
tr
{
FˇHν C
(Φ)
ν Fˇν − FˇHν C(Φ)ν Fˇν,L
(
FˇHν,LC
(Φ)
ν Fˇν,L + INp
σ2n
σ2p
)−1
FˇHν,LC
(Φ)
ν Fˇν
}
.
(5.15)
From Section 4.3.2.2, we further have an approximate expression for the mismatched
MSE:
σ˜2ν,ap,L[m, m
′] = 1
Bp
Bp−1
2∑
p=− Bp−12
(
Lσ2n
σ2p
)2
C(Φ)ν [m; p] +
Lσ2n
σ2p
(
C(Φ)ν [m′; p]
)2
(
C(Φ)ν [m′; p] + Lσ
2
n
σ2p
)2 . (5.16)
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The approximate matched MSE at time instant m follows as
σ2e,ap,L[m] =
1
Bp
Bp−1
2∑
p=− Bp−12
C(Φ)ν [m; p]
σ2p
Lσ2n
C(Φ)ν [m; p] + 1
. (5.17)
In order to characterize the loss in MSE at time instant m due to mismatched statistical
knowledge from time instant m′, we define the relative MSEs
ηMSE,ν,N,L[m, m′] =
σ2ν,N,L[m]
σ˜2ν,N,L[m, m
′]
(5.18)
ηMSE,ν,ap,L[m, m′] =
σ2ν,ap,L[m]
σ˜2ν,ap,L[m, m
′]
. (5.19)
The relative MSEs in the delay case, i.e., considering estimation over frequency, follow
analogoulsy as ηMSE,τ,N,L[m, m′] and ηMSE,τ,ap,L[m, m′]. 2
5.2 Non-Stationarity in the Spatial Domains
We now investigate the non-stationarity of MIMO channels by studying the change
of the channel statistics in either the spatial dimension at the transmitter or the re-
ceiver. We only consider stationarity over time and not over the antenna array of the
transmitter or the receiver [30].
5.2.1 Classical Method for the Non-Stationarity Characterization
In the literature, the spatial domains of the channel are commonly studied by mea-
sures related to the collinearity. Similar to (5.5), we thus introduce the collinearity
between spatial correlation matrices at the time instants m and m′:
ηcol,RTX [m, m
′] = tr {RTX[m]RTX[m
′]}
‖RTX[m]‖F ‖RTX[m′]‖F
(5.20)
ηcol,RRX [m, m
′] = tr {RRX[m]RRX[m
′]}
‖RRX[m]‖F ‖RRX[m′]‖F
. (5.21)
Here, we either use the transmit correlation matrix
RTX[m] = E
{
HT[m]H∗[m]
}
(5.22)
2 Note that the relative MSE is different from the MSE degradation defined in Chapter 4. The reason is
that, in this chapter, we aim for measures that yield values in the interval [0, 1], where 1 corresponds
to perfect stationarity and 0 to the most severe non-stationarity. All measures will then be compared
to the same threshold, see Section 5.3.
62 Chapter 5. Characterization of Non-Stationary Channels – Part II: In-Depth Analysis
or the receive correlation matrix
RRX[m] = E
{
H[m]HH[m]
}
(5.23)
for m ∈ Z. Therefore, with (5.20) and (5.21), one can choose between analyzing
the spatial properties at the transmitter or at the receiver. The collinearity can be
represented in terms of the CMD proposed in [30, 31]:
CMDTX[m, m′] = 1− ηcol,RTX [m, m′] (5.24)
CMDRX[m, m′] = 1− ηcol,RRX [m, m′]. (5.25)
5.2.2 Impact of Non-Stationarity: Mismatched Statistical
Beamforming
For the spatial domains, we consider transmission over a frequency-flat fading chan-
nel. We use a simple strategy with a single transmitted stream based on spatial cor-
relation knowledge of the channel at the transmitter. Specifically, we choose statisti-
cal transmit beamforming, i.e., linear rank-one precoding, with the precoding vector
uTX,max[m]. Here, uTX,max[m] is an eigenvector of the (frequency-independent) trans-
mit correlation matrix R∗TX[m] corresponding to the maximal eigenvalue λTX,max[m].
We thus have the length-NRX received vector
y[m] = H[m]uTX,max[m]s[m] + n[m], m ∈ Z (5.26)
with the power E {s[m]s∗[m]} = σ2s of the transmitted signal s[m] and E
{
n[m]nH[m]
}
=
σ2nINRX . At the receiver side, assuming instantaneous knowledge of the channel, we
process the received vector with a matched filter. The advantage of using this trans-
mission technique lies in its simplicity since the MIMO channel reduces to a SISO
channel. Moreover, the transmitter only requires statistical knowledge in the form
of a dominant eigenvector. The (average) mismatched SNR at time instant m using
statistical channel knowledge from time instant m′ is
SNRTX[m, m′] =
uHTX,max[m
′]R∗TX[m]uTX,max[m
′]
σ2n/σ2s
. (5.27)
In the matched case, we have m′ = m. To characterize the loss in SNR, we define the
relative SNR
ηSNR,TX[m, m′] =
SNRTX[m, m′]
SNRTX[m, m]
=
uHTX,max[m
′]R∗TX[m]uTX,max[m
′]
λTX,max[m]
. (5.28)
In order to analyze the non-stationarity of the spatial receiver domain, we consider
the reverse link with the channel HT[m]. We obtain analogously ηSNR,RX[m, m′]. Com-
pared to the algorithmic view for the Doppler and the delay domain, this tech-
nique has the advantage that the non-stationarity analysis does not require a suitable
parametrization.
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We now show that the relative SNR is closely connected to the CMD; therefore,
under certain circumstances, the CMD has an algorithmic interpretation. First, we use
the eigendecomposition of the complex conjugate of the transmit correlation matrix,
i.e.,
R∗TX[m] = UTX[m]ΛTX[m]U
H
TX[m]. (5.29)
Additionally, we define the real and non-negative eigenvalue λTX,l[m] = [ΛTX[m]]l,l
for l = 1, . . . , NTX and the eigenvector which is the lth column of UTX[m] as uTX,l[m].
We then obtain
tr
{
RTX[m]RTX[m′]
}
= tr
{
RTX[m]U∗TX[m
′]ΛTX[m′]UTTX[m
′]
}
= tr
{
UTTX[m
′]RTX[m]U∗TX[m
′]ΛTX[m′]
}
=
NTX∑
l=1
λTX,l[m′]
[
UTTX[m
′]RTX[m]U∗TX[m
′]
]
l,l
=
NTX∑
l=1
λTX,l[m′]uHTX,l[m
′]R∗TX[m]uTX,l[m
′]. (5.30)
With (5.30), we can rewrite (5.24) as
CMDTX[m, m′] = 1−
∑NTX
l=1 λTX,l[m
′]uHTX,l[m
′]R∗TX[m]uTX,l[m
′]√∑NTX
l=1 λ
2
TX,l[m]
∑NTX
l=1 λ
2
TX,l[m
′]
. (5.31)
We can thus give an algorithmic interpretation of the CMD since (5.30) represents the
sum average signal power over individual streams weighted by the eigenvalues of the
correlation matrix RTX[m′]. When RTX[m] and RTX[m′] are both rank-one matrices,
then ηcol,RTX [m, m
′] = ηSNR,TX[m, m′], i.e., the CMD is equal to one minus the relative
SNR. The algorithmic interpretation of the RX CMD follows analogously.
5.3 Local Quasi-Stationarity
In this section, we show how to obtain the LQS regions based on the introduced
measures. LQS regions are local regions, here in time, inside which we allow for
some non-stationarity to occur, hence the name quasi-stationarity. Furthermore, we
consider local regions and thus we obtain the name LQS regions. We emphasize that
our definition is different to the quasi-WSSUS model introduced by [6]. The quasi-
WSSUS model corresponds to the time-frequency regions discussed in Section 2.1.1
inside which the channel can be assumed to be stationary.
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For every measure ηk[m, m+∆m], where the index k indicates the considered mea-
sure, we define the average measure
ηavg,k[∆m] =
1
|L|
∑
m∈L
ηk[m, m + ∆m] (5.32)
with the set L containing all elements m over which we average the measure. We can
then define the setsMk using a threshold ηth as
Mk =
{
∆m | ηavg,k[∆m] > ηth
}
. (5.33)
Note that ηk[m, m + ∆m] ∈ [0, 1] holds, thus ηth has to be chosen in the interval [0, 1].
A measure of value one represents full stationarity and the value zero represents a
total loss of stationarity. These sets allow us to obtain time-independent LQS times as
TLQS,k = |Ck| T (5.34)
where T denotes the spacing between the time samples, and Ck is the connected subset
ofMk with maximum cardinality and containing ∆m = 0.
Compared to the time-dependent LQS times used for the exemplary analysis in
Chapter 4, we now use LQS times that are based on averaged measures. As a re-
sult, these time-independent LQS times yield a global characterization of the non-
stationarity of the channel.
5.4 Results
Using the measurement data, we evaluate the LQS distances versus the threshold
for the various domains of the channel. We can thus obtain the LQS distances de-
pending on the tolerated degree of non-stationarity. The threshold to obtain the LQS
distances is applied to the averaged measures, where the averaging is performed over
the whole reference scenario, i.e., all BSs, all MT positions on the reference tracks, and
all orientations at the MT. We thus do not use the scenario classification introduced
in Section 3.2 here. For the MSE-based measures, we use an SNR σ2p/σ2n = 10 dB and
a pilot spacing L = 1. Furthermore, for the (exact) MSE-based measure, we set the
estimation interval length N to 30 in time and 120 in frequency. For the analysis in
the delay and the Doppler domain, we pick the 2× 2 DP-CL antenna setup, i.e., the
shared 2× 2 sub-array of the 4× 4 co-located DP antenna setups. The four sub-links
of this 2× 2 MIMO system represent the vertical-to-vertical (V-V), the horizontal-to-
horizontal (H-H), the vertical-to-horizontal (V-H), and the horizontal-to-vertical (H-V)
polarization combination.
5.4.1 Estimation of the Statistical Channel Parameters
For DU channels, an estimation of the GLSF, i.e., a spectral estimator, using only
a single measurement run is proposed in [51, 63]. Since the channel measurements
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are available at discrete time and frequency instants, we are interested in a discrete
representation of the GLSF. By removing the expectation operator in (2.13), we can
obtain a GLSF estimator that is similar to the one used in [75]:
Cˆ(Φ)H
(
mTmeas, qFmeas;
p
B∆t
,
n
B∆ f
)
=

S−1∑
s=0
γs
∣∣∣H(Gs)[m, q; p, n]∣∣∣2 , for |p| ≤ Bp/L−12
and 0 ≤ n ≤ BnL − 1
0, else
(5.35)
with
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(5.36)
where Nw,t and Nw,f denote the window lengths in time and frequency, respectively.
The differences in time and frequency between consecutive measurement samples are
given by Tmeas and Fmeas, respectively; we match the measurement samples to the
pilot symbols in the channel estimation algorithm. For the windows in the GLSF
estimation, we use a separation into time and frequency windows, i.e., we have
LG(a−1)J+b [m, q] = ua[m]vb[q], with a = 1, . . . , I, b = 1, . . . , J, and S = I J = 1/γs.
Each window is created by a discrete prolate spheroidal sequence (DPSS) [94] as
proposed in [63, 75]. The chosen time-limited DPSSs have unit-energy and are op-
timally concentrated in bandwidth; they are thus a good choice for a small MSE
in a DU scenario, as can be concluded from the bias-variance analysis in [63]. For
the window lengths in time and frequency, we use Nw,t = (Bp/L + 1)/2 = 32 and
Nw,f = (Bn/L+ 1)/2 = 128, respectively. We choose all the values inside the minimal
time and frequency stationarity region to obtain a maximal amount of realizations.
The time-halfbandwidth product of the DPSSs is set to 2 in time and frequency, and
the number of windows is set to I = J = 2 to limit the computational complexity.
No claims of optimality are made for the window parameters. The Doppler and the
delay PSDs are then obtained according to (2.15) and (2.16), respectively.
The estimation of the spatial correlation matrices is performed with only half of
the time samples, i.e., 16 samples. The reason is that the Doppler resolution is not of
concern for the spatial domains; therefore, we can reduce the risk of smoothing out
the non-stationary properties by reducing the averaging length in time.
5.4.2 Doppler and Delay Domain
We first study the non-stationarity in the Doppler and the delay domain for the four
polarization combinations V-V, H-H, V-H, and H-V. From Fig. 5.1, we observe that
mostly lower LQS distances are observed in the Doppler compared to the delay do-
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Table 5.1: LQS Distances for the Doppler and the Delay Domain with a Threshold
ηth = 0.9.
Polarization LQS distance [m]: Doppler LQS distance [m]: delay
combination collinearity MSE MSE-ap collinearity MSE MSE-ap
V-V 2.900 4.200 3.100 6.400 7.200 5.100
H-H 2.600 3.500 2.700 4.400 5.700 4.100
V-H 2.400 2.700 2.100 8.500 3.700 2.500
H-V 2.300 2.300 1.800 6.200 2.700 1.900
Table 5.2: Standard Deviation of the Measures for the Doppler and the Delay Do-
main for a Distance Offset of −10 m.
Polarization Standard deviation [m]: Doppler Standard deviation [m]: delay
combination collinearity MSE MSE-ap collinearity MSE MSE-ap
V-V 0.234 0.169 0.189 0.139 0.139 0.160
H-H 0.246 0.185 0.203 0.160 0.154 0.178
V-H 0.211 0.159 0.169 0.125 0.131 0.144
H-V 0.218 0.157 0.166 0.130 0.127 0.140
main. We further find that the collinearity and the (exact) MSE-based measure can
yield significantly different LQS distances. Moreover, the approximate MSE-based
measure underestimates the LQS distances with respect to the (exact) MSE-based
measure in all cases. In Table 5.1, we give the LQS distances for a threshold ηth = 0.9.
Only for the MSE-based measures, we observe lower LQS distances on the cross-
polarized sub-links than on the co-polarized sub-links. The choice of the polarization
combination has a stronger impact on the LQS distances of the delay domain than
those of the Doppler domain. This can be explained by the use of directional anten-
nas at the receiver; as the main source of the Doppler shift is the movement of the
receiver, changing the polarization combination does not have a severe influence on
the Doppler domain. Regarding the delay domain, different multipath components
with different delays might be observed for each polarization combination. Next,
we investigate the standard deviation of the measures for the Doppler and the delay
domain for a distance offset of −10 m in Table 5.2. It can be seen that the standard de-
viations of the measures are rather high; this indicates that the measures can strongly
vary over the scenario. We note that the Doppler resolution is rather limited due to
the short time window used in the estimation of the GLSF. However, this is neces-
sary to properly study the non-stationarity of the channel in time, i.e., to prevent a
smoothing out of the channel statistics.
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5.4.3 Spatial Domains
We now investigate the non-stationarity in the spatial domain at the transmitter and
the receiver for 4× 4 MIMO systems. Fig. 5.2 depicts the LQS distances for the two
SP, i.e., the VP and the HP antenna setups, and the three DP, i.e., the DP-CL-1, the DP-
CL-2, and the DP-SS antenna setups, with the large transmitter array of length 3λc,
see Section 3.1. In Table 5.3, we give the LQS distances for a threshold ηth = 0.9. It can
be observed that, for the SP antenna setups, the LQS distances are quite high and thus
the corresponding channel statistics can be reused over large distances (in an average
sense). This is especially true for the transmitter domain due to its high elevation.
The CMD overestimates the LQS distances with respect to the SNR-based measure;
this should be considered when evaluating the update rate of the channel statistics for
applications such as statistical beamforming. For the DP antenna setups, we mostly
observe smaller LQS distances compared to the SP antenna setups. This is especially
true when considering the SNR-based measures since, in the DP case, it is more
probable for two eigenvalues to be of similar size; thus, the dominant eigenvector
can easily vary along a track and the SNR-based measure yields low LQS distances.
Consider now the CMD in the receiver domain of the DP-CL-1 antenna setup; here,
we can observe higher LQS distances. The reason is that the DP-CL antenna setup
is the only setup which does not use neighboring antenna elements at the receiver;
therefore, the receiver can only see multipath components of the channel inside a
smaller opening angle, see Section 3.1. At the transmitter side, we observe that the SP
antenna setups result in much higher LQS distances due to the low spacing between
the individual antenna elements. In the DP-SS case, the antenna element for each
polarization spacing is doubled and for the co-located DP cases it is even tripled. Thus
the DP-SS case yields lower and the co-located DP cases even lower LQS distances for
the transmitter-related measures. Additionally, we depict the LQS distances based
on the CMD of the full correlation matrix R[m] = E
{
vec {H[m]} (vec {H[m]})H
}
,
i.e., considering the spatial transmitter and receiver domain jointly. Obviously, the
resulting LQS distances are much lower compared to the ones when studying the
transmitter and the receiver domain individually. We further study the effect of the
transmitter array length by evaluating the LQS distances of the small transmitter array
of length 1.5λc, see Section 3.1, in Table 5.3. It can be clearly seen that the same
observations as for the larger transmitter array can be made with the only difference
that the transmitter-related measures result in significantly larger LQS distances. On
the receiver side, we observe a small decline in the LQS distances. We also study
the standard deviations of the measures for the transmitter and the receiver domain
for a distance offset of −10 m for the larger transmitter array in Table 5.4. Again,
we can observe strong variations of the measures over the scenario, especially for the
SNR-based measure.
In Table 5.5, we give the LQS distances for a threshold ηth = 0.9 of the 2 × 2
MIMO setups with the large transmitter array. This allows us to confirm some of
the observations made in the 4× 4 MIMO case. By choosing the receiver antennas
on the same UCA (VP-2, HP-2, DP-SS-2), the receiver has a wider opening angle
68 Chapter 5. Characterization of Non-Stationary Channels – Part II: In-Depth Analysis
Table 5.3: LQS Distances for the Spatial Domain at the Transmitter and the Receiver
for 4× 4 MIMO Systems with a Threshold ηth = 0.9.
TX array Antenna LQS distance [m]
size setup TX: CMD TX: SNR RX: CMD RX: SNR
Large VP 24.900 16.000 19.500 8.000
Large HP 27.000 19.200 6.900 2.200
Large DP-CL-1 4.900 0.700 32.700 1.100
Large DP-CL-2 4.400 0.700 5.900 0.700
Large DP-SS 6.800 0.900 4.100 0.700
Small VP > 50 > 50 16.100 5.700
Small HP > 50 > 50 5.200 1.800
Small DP-CL-1 14.100 0.900 23.900 0.900
Small DP-CL-2 13.400 0.900 4.700 0.700
Small DP-SS 25.100 1.100 3.300 0.600
Table 5.4: Standard Deviation of the Measures for the Spatial Domain at the Trans-
mitter and the Receiver for a Distance Offset of −10 m and 4× 4 MIMO
Systems with the Large Transmitter Array.
Antenna Standard deviation of the LQS distance [m]
setup TX: CMD TX: SNR RX: CMD RX: SNR
VP 0.110 0.164 0.094 0.148
HP 0.107 0.164 0.106 0.156
DP-CL-1 0.097 0.172 0.064 0.139
DP-CL-2 0.097 0.172 0.092 0.170
DP-SS 0.106 0.185 0.098 0.178
into the propagation channel. Thus, the corresponding LQS distances for the receiver
domain are smaller than those of the antenna setups with the receiver antennas on
both UCAs (VP-1, HP-1, DP-SS-1), at least in the SP cases. For the DP antenna setups,
we do not observe this effect since the receiver has a slightly different but narrow
opening angle for each polarization. Similarly, in [108], it was found that the temporal
variation of the channel is considerably decreased by using directional instead of
omnidirectional antennas. As for the 4× 4 MIMO case, the use of the small transmitter
array results in larger LQS distances regarding the transmitter side, while the LQS
distances characterizing the receiver side slightly decrease, see Table 5.5. Note also
that, in the 2× 2 MIMO case, there is only one antenna per polarization for all DP
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Table 5.5: LQS Distances for the Spatial Domain at the Transmitter and the Receiver
for 2× 2 MIMO Systems with a Threshold ηth = 0.9.
TX array Antenna LQS distance [m]
size setup TX: CMD TX: SNR RX: CMD RX: SNR
Large VP-1 34.600 11.000 > 50 > 50
Large VP-2 35.800 11.900 38.800 20.200
Large HP-1 32.300 14.100 > 50 > 50
Large HP-2 28.500 11.200 31.800 18.300
Large DP-CL > 50 1.300 > 50 1.100
Large DP-SS-1 > 50 1.100 > 50 1.100
Large DP-SS-2 > 50 1.500 > 50 1.500
Small VP-1 48.000 32.400 > 50 > 50
Small VP-2 48.800 33.400 36.900 18.300
Small HP-1 47.700 35.300 > 50 > 50
Small HP-2 47.200 34.800 30.600 17.700
Small DP-SS-1 > 50 1.100 > 50 1.100
Small DP-SS-2 > 50 1.500 > 50 1.500
antenna setups. Therefore, there is no antenna spacing per polarization and the LQS
distances with the CMDs are very high in the DP cases.
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(d) H-V polarization combination
Figure 5.1: LQS regions vs. threshold for the Doppler and the delay domain.
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Figure 5.2: LQS regions vs. threshold for the spatial domain at the transmitter and
the receiver for 4× 4 MIMO systems with a large transmitter array.
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Figure 5.3: LQS regions vs. threshold for the spatial domain at the transmitter and
the receiver for 4× 4 MIMO systems with a small transmitter array.
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5.4.4 Correlation Properties of the Non-Stationarity Measures
We also study the correlations between the spatial measures with the 4× 4 MIMO
VP antenna setup (large transmitter array) and the delay and Doppler measures with
the V-V polarization combination for a distance offset of −10 m in Table 5.6. Addi-
tionally, we give the correlations between the spatial measures with the 4× 4 MIMO
HP antenna setup (large transmitter array) and the delay and Doppler measures with
the H-H polarization combination for the same distance offset in Table 5.7. It can
be observed that all correlation coefficients are positive or close to zero. The spatial
transmitter and receiver measures are mildly correlated, whereas the correlation be-
tween the Doppler and the delay measures is rather low. Moreover, the delay and
Doppler measures are almost uncorrelated to the spatial measures. As expected, the
measures characterizing the same domain mostly have a high correlation.
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Table 5.6: Correlation Coefficients Between the 4× 4 VP MIMO with the Large Transmitter Array and the V-V SISO Measures
for a Distance Offset of −10 m.
Spatial-TX Spatial-RX Spatial-Full Doppler Delay
Measure CMD SNR CMD SNR CMD col. MSE MSE-ap col. MSE MSE-ap
Spatial-TX CMD 1.000 0.921 0.396 0.315 0.822 0.138 0.125 0.115 0.286 0.144 0.106
Spatial-TX SNR 0.921 1.000 0.305 0.259 0.749 0.098 0.077 0.070 0.195 0.052 0.022
Spatial-RX CMD 0.396 0.305 1.000 0.911 0.742 0.230 0.174 0.159 0.252 0.199 0.163
Spatial-RX SNR 0.315 0.259 0.911 1.000 0.664 0.219 0.112 0.096 0.210 0.136 0.104
Spatial-Full CMD 0.822 0.749 0.742 0.664 1.000 0.204 0.158 0.146 0.258 0.176 0.138
Doppler col. 0.138 0.098 0.230 0.219 0.204 1.000 0.666 0.609 0.137 0.081 0.077
Doppler MSE 0.125 0.077 0.174 0.112 0.158 0.666 1.000 0.987 0.095 0.153 0.143
Doppler MSE-ap 0.115 0.070 0.159 0.096 0.146 0.609 0.987 1.000 0.086 0.149 0.142
Delay col. 0.286 0.195 0.252 0.210 0.258 0.137 0.095 0.086 1.000 0.395 0.376
Delay MSE 0.144 0.052 0.199 0.136 0.176 0.081 0.153 0.149 0.395 1.000 0.965
Delay MSE-ap 0.106 0.022 0.163 0.104 0.138 0.077 0.143 0.142 0.376 0.965 1.000
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Table 5.7: Correlation Coefficients Between the 4× 4 HP MIMO with the Large Transmitter Array and the H-H SISO Measures
for a Distance Offset of −10 m.
Spatial-TX Spatial-RX Spatial-Full Doppler Delay
Measure CMD SNR CMD SNR CMD col. MSE MSE-ap col. MSE MSE-ap
Spatial-TX CMD 1.000 0.911 0.240 0.211 0.753 0.215 0.196 0.187 0.250 0.168 0.152
Spatial-TX SNR 0.911 1.000 0.170 0.165 0.660 0.165 0.142 0.137 0.177 0.115 0.104
Spatial-RX CMD 0.240 0.170 1.000 0.905 0.726 0.246 0.182 0.156 0.243 0.161 0.126
Spatial-RX SNR 0.211 0.165 0.905 1.000 0.671 0.223 0.099 0.076 0.208 0.129 0.098
Spatial-Full CMD 0.753 0.660 0.726 0.671 1.000 0.252 0.200 0.182 0.283 0.185 0.162
Doppler col. 0.215 0.165 0.246 0.223 0.252 1.000 0.700 0.657 0.136 0.096 0.084
Doppler MSE 0.196 0.142 0.182 0.099 0.200 0.700 1.000 0.989 0.083 0.187 0.176
Doppler MSE-ap 0.187 0.137 0.156 0.076 0.182 0.657 0.989 1.000 0.071 0.178 0.172
Delay col. 0.250 0.177 0.243 0.208 0.283 0.136 0.083 0.071 1.000 0.359 0.343
Delay MSE 0.168 0.115 0.161 0.129 0.185 0.096 0.187 0.178 0.359 1.000 0.965
Delay MSE-ap 0.152 0.104 0.126 0.098 0.162 0.084 0.176 0.172 0.343 0.965 1.000
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5.5 Summary
In this chapter, we have presented an extensive measurement-based analysis of the
non-stationarity of DP wireless channels. Additionally to algorithm-based measures,
we used standard measures from the literature as a basis for comparison. The analysis
encompasses the Doppler, the delay, and the spatial domains of the DP channel as well
as several antenna setups. Therefore, for realistic wireless channels, we can assess the
size of LQS regions, i.e., regions inside which we can approximate the channel as a
stationary random process.
Our detailed contributions are as follows:
• We analyzed the LQS regions in the Doppler and the delay domain for DP
channels, and we compared the results of the standard collinearity measure
to the ones of an MSE-based measure of the channel estimator discussed in
Chapter 4.
• We analyzed the LQS regions in the spatial domains, i.e., the transmitter and
the receiver domain, for several 4× 4 and 2× 2 MIMO setups that are SP or
DP. Here, we compared the results of the standard collinearity measure, i.e., the
CMD, to the ones of a measure based on the SNR of a beamforming algorithm.
We further gave an algorithmic interpretation of the CMD in terms of an SNR.
We found that the polarization at the transmitter and the receiver can have a
strong impact on the LQS regions, i.e., the degree of non-stationarity of the channel.
For example, the studied beamforming technique yields significantly smaller LQS
regions, i.e., requires significantly higher update rates of the channel statistics, for
DP channels compared to SP channels. Moreover, an increase in the antenna spacing
at the transmitter yields an increase in the degree of non-stationarity in the spatial
transmitter domain. Due to the directional antennas on the UCA at the receiver, we
were able to study the effects of the opening angle into the propagation channel at the
receiver side; it was revealed that an increase in the opening angle can substantially
increase the degree of non-stationarity in the spatial receiver domain.
The results reveal that LQS regions can be of significant size, i.e., several meters
long. This motivates the reuse of channel statistics over large distances (in an average
sense) for certain algorithms. However, we also found that the LQS regions can be
strongly dependent on the chosen measure, i.e., the considered algorithm that relies
on statistical CSI. This is exemplified for the spatial domains where the application
of our methodology to the beamforming technique yields noticeably smaller LQS
regions than those using the CMD.
Overall, we found that a proper analysis of the non-stationarity of the channel re-
quires the use of a measure adapted to the specific purpose. This measure should
reflect the performance degradation of the considered algorithm due to the non-
stationarity of the channel. We conclude by emphasizing the tight connection between
LQS regions of the channel and the considered algorithm.
Chapter 6
Analytical Modeling of Ricean Fading
MIMO Channels
In order to understand the influence of channel properties and the SNR on the spectral
efficiency, channel models are commonly used. The main goal of channel models is to
give a simplified yet accurate and to some extent general representation of the effects
of the channel on the transmitted signal. They thus allow to replace the use of sophis-
ticated channel measurements that are specific to a measurement environment, and,
furthermore, they can allow for analytical evaluations. Unfortunately, an accurate
and analytically tractable modeling of DP MIMO channels is, in general, a difficult
task. One has to resort to several simplifying assumptions in order to obtain analyti-
cal expressions, e.g., for the (ergodic) mutual information (MI), and thus to assess the
influence of the channel on the spectral efficiency. A good overview on the modeling
of DP MIMO channels can be found in [11,18,72]. Experimental results regarding DP
MIMO channels are presented in, e.g., [13,55,72,82,91]. Furthermore, we highlight the
work [101] characterizing the orthogonality of DP MIMO channels and the work [69]
revealing the impact of Ricean fading channels on the diversity performance.
In this chapter, we aim at establishing and characterizing a general spatial model
for SP and DP MIMO channels which is reasonably accurate and, as we will see
in Chapter 7, analytically tractable. The emphasis will be on the modeling and the
characterization of the dominant, i.e., the Ricean, contributions of the channel. The
results in this chapter mainly serve the performance evaluation in Chapter 7 but they
are also of interest in their own right.
6.1 Physical vs. Analytical Modeling
The modeling of the channel can be classified into physical and analytical approaches
[2, 74]. We thus give a short introduction to the two approaches based on the presen-
tation in [2, 74], but we restrict to a spatial modeling of the channel only. The idea
behind physical models is to start from a physically meaningful scenario by model-
ing, e.g., the propagation of the transmitted signal along different paths. The focus is
thus on a realistic modeling, although this might hinder analytical channel-related in-
vestigations. In contrast, analytical models start from the perspective that evaluations
of performance measures related to the channel should remain analytically tractable.
Therefore, analytical insight on the influence of the channel on certain performance
measures can be obtained; however, a direct correspondence to a propagation envi-
ronment is not ensured. Another distinction between the two approaches is enabled
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by the fact that physical models describe the propagation channel while analytical
models include antenna effects in addition to the propagation channel.
Physical models describe the double-directional propagation channel [68], i.e., the
MIMO channel without any antenna effects, by considering information on the prop-
agation environment such as scatterer positions. Physical modeling encompasses de-
terministic models, e.g., raytracing which can be rather accurate but is limited to spe-
cific environments, and stochastic models. Among the stochastic models, there are
non-geometric stochastic models that are purely based on statistical parameters of the
propagation channel. Furthermore, there are geometry-based stochastic models, e.g.,
as part of WINNER II [52] or COST 2100 [12, 56], that rely on a statistical description
of scatterer positions in the environment. We thus obtain the following categories:
• deterministic models
• stochastic models
– non-geometric stochastic models
– geometry-based stochastic models.
Geometry-based stochastic models can be further sub-divided into models generating
large-scale parameters of the channel, such as shadow fading, according to their dis-
tribution and models defining scattering clusters for the entire environment [56]. The
former models used, e.g., in [52] have the advantage to enforce the correct statistical
description of the large-scale parameters.1 On the down-side, they do not inherently
specify correlation properties of the large-scale parameters, e.g., over time or space,
for the complete environment. Thus, transitions of large-scale parameters or correla-
tions between different links must be additionally specified. Models defining clusters
for the entire environment as used in, e.g., [12] are able to incorporate time transitions
of the large-scale parameters or inter-link correlations, but they might not reproduce
the correct large-scale parameter statistics. Geometry-based stochastic models usu-
ally describe each channel component by a polarization matrix for transmission along
the four polarization combinations given by vertical and horizontal polarizations, see,
e.g., the models used in WINNER II and COST 2100. In these two models, for every
multipath component, the contribution of each polarization combination is generated
using a uniformly distributed phase and the cross-polarization power ratios are as-
sumed to follow lognormal distributions [52, 56].
We now turn our attention to analytical models; they describe the radio or the
baseband channel, i.e., the channel including antenna effects. Analytical modeling fo-
cuses on analytically tractable models that are either based on the correlation structure
or on information regarding the propagation characteristics, i.e., we have
• correlation-based models
• propagation-motivated models.
1 Note that, e.g., the WINNER II model also uses clustered scattering contributions but it does not
specify them for the entire environment.
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Examples of correlation-based models are the Kronecker, the Weichselberger, or the
full correlation model, whereas the finite scatterer, the maximum entropy, or the vir-
tual channel representation are or are propagation-motivated models [2, 74]. Analyt-
ical models are usually characterized by a multivariate proper Gaussian term repre-
senting the joint effects of a large number of independent scatterers. Additionally, a
term representing a dominant component, due to LOS or a strong scatterer [112], can
be added to each MIMO sub-link. The amplitude of the sub-links is then generally
characterized by a Ricean instead of a Rayleigh distributed random variable. The
power partitioning between these two terms is usually represented by the K-factor,
i.e., the ratio between the power of the dominant component and the power of the
remaining weaker components. The analytical modeling of dual-polarized channels
has been considered, e.g., in [11,18,72]; however, their focus is on the modeling of the
weak channel components. In the next section, we will explore the modeling of the
dominant components of SP and DP MIMO channels in more detail.
6.2 Channel Model
As indicated in Section 6.1, several approaches exist to model the channel, each with a
different balance between simplicity and accuracy. We choose the popular correlation-
based analytical modeling approach for MIMO channels which only requires statis-
tical parameters that are, in general, readily available from measurement data. Since
correlation-based analytical models are easier to tackle for analytical evaluations, they
are more likely to offer insight on the influence of the relevant channel parameters on
the system performance.
It is common to represent the dominant components of the channel by a deter-
ministic rank-one matrix [20, 45]. While this is usually applicable for an SP MIMO
system in an LOS scenario where the transmitter and the receiver are fixed, it is not
appropriate in general. This is especially true for DP MIMO systems where inde-
pendent propagation along orthogonal polarizations might occur. Moreover, consider
the presence of an MT or the treatment of channel samples at different frequencies
inside a stationarity region as distinct channel realizations. In these cases, the domi-
nant channel component, i.e., a strong scatterer or LOS, has a varying phase and as a
consequence the mean of the channel is zero [111]. We thus introduce the following
model for SP and DP mobile MIMO channels:
H[m] =
[
H¯VV[m] H¯HV[m]
H¯VH[m] H¯HH[m]
]
︸ ︷︷ ︸
=H¯[m]
+
[
H˜VV[m] H˜HV[m]
H˜VH[m] H˜HH[m]
]
︸ ︷︷ ︸
=H˜[m]
(6.1)
where H¯[m] contains the dominant contributions, due to LOS or strong scatterers, and
H˜[m] contains the remaining contributions of the channel. The sub-matrices
H¯ab[m] = Vab[m]Φab[m] (6.2)
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and H˜ab[m] of size NRX,b×NTX,a contain the sub-links with polarization a at the trans-
mitter and b at the receiver for a, b ∈ {V, H}. Here, V and H denote vertical and
horizontal polarizations, respectively.2 The number of VP and the number of HP an-
tennas at the transmitter are given by NTX,V and NTX,H, respectively. We thus have
NTX,V + NTX,H = NTX. The relations at the receiver side are obtained analogously. In
the SP case, we either use only VP or only HP antennas. In the DP case, we assume
that, at both the transmitter and the receiver, one half of the antennas is VP while the
other half is HP. We split the dominant contributions into the deterministic amplitude
matrix Vab[m] and the random phase matrixΦab[m] with [Φab[m]]k,l = e
jφab,(l−1)NRX,b+k[m]
for k = 1, . . . , NRX,b and l = 1, . . . , NTX,a. The remaining weaker scatterers are repre-
sented by the zero-mean proper Gaussian matrix H˜[m], i.e., H˜ab[m] for a, b ∈ {V, H}.
As highlighted in [18], the challenging part lies in the modeling of the dependence
between the phases of the dominant components φab,p[m] for p = 1, . . . , NTX,aNRX,b.
We first consider all MIMO sub-links with polarization a at the transmitter and b at
the receiver. For p, q = 1, . . . , NTX,aNRX,b, we assume
1. φab,p[m] is independent of H˜[m],
2. φab,p[m] is uniformly distributed over [−pi,pi),
3. ∆p,qφ,ab[m] = φab,p[m]− φab,q[m] is deterministic.
The first two assumptions are commonly used, see, e.g., [18]. However, a note is in
order regarding the last assumption. As mentioned above, the contributions from the
dominant components are not deterministic due to the mobility of the MT or the con-
sideration of different frequencies. For the case that all MIMO sub-links of the same
polarization combination a and b observe the same dominant component and that the
distances between the transmitter, the receiver, and a possible dominant scatterer are
considerably larger than the array sizes, the resulting phase changes are equal for all
of these sub-links. Therefore, ∆p,qφ,ab[m] is modeled as constant inside a region of con-
stant statistical channel parameters, i.e., ∆p,qφ,ab[m] is deterministic. Clearly, assumption
3 is not satisfied for all antenna setups, e.g., it would not necessarily hold for a MIMO
system made of directional antennas with different orientations. Therefore, for each
polarization, we require the (directional) antennas at the transmitter and the receiver
to be oriented in the same direction. Using assumption 3, we can rewrite (6.2) as
H¯ab[m] = Vab[m] ∆φ,ab[m] ejφab[m], a, b ∈ {V, H} (6.3)
where we defined φab[m] = φab,1[m] and the deterministic matrix
∆φ,ab[m] = Φab[m] e−jφab[m]. (6.4)
2 We note that other polarization choices are possible as well; however, vertical and horizontal polariza-
tions often have different propagation characteristics, see [53] for an example in an indoor scenario.
Rotations in the antenna arrays can also be accounted for; they will directly influence the statistical
channel parameters but not the model structure.
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We can thus have one dominant component per polarization component, where each
dominant component can have a different angle of departure/arrival.
6.3 Statistical Channel Parameters
Subsequently, we define and characterize various statistical channel parameters, e.g.,
channel correlation matrices. More specifically, we characterize the structure of the
full and the transmit correlation matrix of the dominant component of the channel.3
Furthermore, we introduce a fourth-order moment of the channel. The statistical
channel parameters and the associated results will be needed for the channel decom-
position in Section 6.4 as well as for the performance assessment in Chapter 7.
Hereinafter, we categorize the MIMO sub-links into co-polarized sub-links, i.e.,
links with VP to VP or HP to HP transmission, and into cross-polarized sub-links, i.e.,
links with VP to HP or HP to VP transmission.
6.3.1 Full Channel Correlation Matrices
We first define the length-NTXNRX column vectors
h[m] = vec {H[m]} (6.5)
h¯[m] = vec {H¯[m]} (6.6)
h˜[m] = vec {H˜[m]}. (6.7)
The corresponding NTXNRX×NTXNRX full correlation matrices of the channel are then
obtained as
R[m] = E
{
h[m]hH[m]
}
(6.8)
R¯[m] = E
{
h¯[m]h¯H[m]
}
(6.9)
R˜[m] = E
{
h˜[m]h˜H[m]
}
(6.10)
respectively. Using assumption 1) in Section 6.2, it immediately follows that
R[m] = R¯[m] + R˜[m] (6.11)
holds.
Depending on whether the four polarizations combinations (VP to VP, HP to HP,
VP to HP, or HP to VP) share a dominant component or not, the rank of R¯[m] can
vary. We next show that generally we have rank {R¯[m]} ≤ 4. Then, we note that
the cross-polarized sub-links are less affected by, e.g., the occurrence of LOS [101].
We thus consider the practically relevant setting that only the co-polarized sub-links
3 We do not investigate RX channel correlation matrices since those are not needed for the channel
decomposition or the performance assessment.
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can be affected by dominant components for which rank {R¯[m]} ≤ 2 holds.4 Further
specializing this setting to the case that the VP to VP and the HP to HP sub-links
are affected by distinct dominant components with independent phase terms, we
obtain rank {R¯[m]} = 2. If all polarization combinations share a common dominant
component, we have rank {R¯[m]} = 1. For an SP setup, rank {R¯[m]} ≤ 1 holds.
6.3.1.1 Rank of R¯[m]: General Case
In order to obtain a general condition, we first rearrange R¯[m] through column and
row permutations with the permutation matrix P into R¯(p)[m] = PR¯[m]PT such that
R¯(p)[m] =

R¯VVVV[m] R¯VVVH[m] R¯VVHV[m] R¯VVHH[m]
R¯VHVV[m] R¯VHVH[m] R¯VHHV[m] R¯VHHH[m]
R¯HVVV[m] R¯HVVH[m] R¯HVHV[m] R¯HVHH[m]
R¯HHVV[m] R¯HHVH[m] R¯HHHV[m] R¯HHHH[m]
 (6.12)
with R¯abcd[m] = E
{
vec {H¯ab[m]} (vec {H¯cd[m]})H
}
for a, b, c, d ∈ {V, H} holds. We
now have
R¯(p)[m]
(a)
=
(
vec {V[m]} (vec {V[m]})H
)
 E
{
vec {Φ[m]} (vec {Φ[m]})H
}
(b)
=
(
vec {V[m]} (vec {V[m]})H
)

(
vec
{
∆φ[m]
} (
vec
{
∆φ[m]
})H)

(
G[m]⊗ 1 NTXNRX
4
)
(6.13)
where, in (a), we used (6.2) and defined
vec {V[m]}
=
[
(vec {VVV[m]})T (vec {VVH[m]})T (vec {VHV[m]})T (vec {VHH[m]})T
]T
(6.14)
vec {Φ[m]}
=
[
(vec {ΦVV[m]})T (vec {ΦVH[m]})T (vec {ΦHV[m]})T (vec {ΦHH[m]})T
]T
(6.15)
and, in (b), we used (6.3) and defined
vec
{
∆φ[m]
}
=
[(
vec
{
∆φ,VV[m]
})T (vec{∆φ,VH[m]})T(
vec
{
∆φ,HV[m]
})T (vec{∆φ,HH[m]})T]T (6.16)
4 The distinction between co-polarized and cross-polarized links, and the property that certain sub-
links are less affected by dominant components are mostly relevant for orthogonal polarizations with
the same rotation at the TX and the RX. Moreover, we note that dominant components of the cross-
polarized sub-links can also exist due to the dual-polarized radiation pattern of realistic antennas.
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G =

1 gVVVH[m] gVVHV[m] gVVHH[m]
gVHVV[m] 1 gVHHV[m] gVHHH[m]
gHVVV[m] gHVVH[m] 1 gHVHH[m]
gHHVV[m] gHHVH[m] gHHHV[m] 1
 (6.17)
with gabcd[m] = E
{
ej(φab[m]−φcd[m])
}
for a, b, c, d ∈ {V, H}. As the rank of a matrix
is unchanged by left or right multiplication with a non-singular matrix [36, Sec-
tion 0.4.6 (b)], it is obvious that
rank {R¯[m]} = rank
{
R¯(p)[m]
}
(6.18)
rank {G[m]} ≤ 4 (6.19)
hold. We now note that [37, Theorem 5.1.7]
rank {A B} ≤ rank {A} rank {B} (6.20)
as well as [37, Theorem 4.2.15]
rank {A⊗ B} = rank {A} rank {B} (6.21)
hold for matrices A and B of appropriate sizes. With (6.13), (6.18), and (6.19), we then
immediately obtain the inequality
rank {R¯[m]} ≤ 4. (6.22)
6.3.1.2 Rank of R¯[m]: Only Co-Polarized Links with Dominant Components
We are now interested in a condition on the rank of R¯[m] when only the co-polarized
sub-links are affected by dominant components. Specializing the general result from
the previous section, we obtain
R¯(p) =

R¯VVVV[m] 0 NTXNRX
4
0 NTXNRX
4
R¯VVHH[m]
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
0 NTXNRX
4
R¯HHVV[m] 0 NTXNRX
4
0 NTXNRX
4
R¯HHHH[m]
 . (6.23)
It follows that (6.13) with
G =

1 0 0 gVVHH[m]
0 0 0 0
0 0 0 0
gHHVV[m] 0 0 1
 (6.24)
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holds. Clearly, in this special case, we have rank {G[m]} ≤ 2 and thus
rank {R¯[m]} ≤ 2. (6.25)
6.3.2 Transmit Channel Correlation Matrices
The NTX × NTX transmit correlation matrices are defined as
RTX[m] = E
{
HT[m]H∗[m]
}
(6.26)
R¯TX[m] = E
{
H¯T[m]H¯∗[m]
}
(6.27)
R˜TX[m] = E
{
H˜T[m]H˜∗[m]
}
. (6.28)
With assumption 1) in Section 6.2, we have
RTX[m] = R¯TX[m] + R˜TX[m]. (6.29)
We are interested in the structure, or more specifically the rank, of R¯TX[m]. To that
end, we assume that
Vab[m] = vRX,ab[m]vTTX,ab[m] (6.30)
∆φ,ab[m] = dRX,ab[m]dTTX,ab[m] (6.31)
with the deterministic length-NRX column vectors vRX,ab[m] and dRX,ab[m], and the
deterministic length-NTX column vectors vTX,ab[m] and dTX,ab[m] hold. Note that this
decomposition only imposes a rank-one condition for each polarization combination,
which is realistic when the distances between the TX, the RX, and possible dominant
scatterers are large. Next, we show that generally rank {R¯TX[m]} ≤ 4 holds. In the
case that only the co-polarized sub-links are affected by dominant components, we
obtain rank {R¯TX[m]} = 2. Finally, for an SP setup, we have rank {R¯TX[m]} ≤ 1. The
above rank-one decompositions are only used to investigate the rank properties. In
the following, we do not impose these assumptions on the TX correlation matrices.
6.3.2.1 Rank of R¯TX[m]
In order to evaluate the rank of R¯TX[m], we use (6.30) and (6.31). Based on (6.3),
we decompose the dominant channel component for each polarization combination
a, b ∈ {V, H} as
H¯ab[m] = (vRX,ab[m] dRX,ab[m]) (vTX,ab[m] dTX,ab[m])T ejφab[m]. (6.32)
We then obtain for a, b, c, d ∈ {V, H}
E
{
H¯Tab[m]H¯
∗
cd[m]
}
= (vTX,ab[m] dTX,ab[m]) (vTX,cd[m] dTX,cd[m])H fabcd[m] (6.33)
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with
fabcd[m] = (vRX,ab[m] dRX,ab[m])T (vRX,cd[m] dRX,cd[m])∗ E
{
ej(φab[m]−φcd[m])
}
. (6.34)
Using (6.1), we can write
R¯TX[m] = E
{[
H¯TVV[m]H¯
∗
VV[m] H¯
T
VV[m]H¯
∗
HV[m]
H¯THV[m]H¯
∗
VV[m] H¯
T
HV[m]H¯
∗
HV[m]
]}
+E
{[
H¯TVH[m]H¯
∗
VH[m] H¯
T
VH[m]H¯
∗
HH[m]
H¯THH[m]H¯
∗
VH[m] H¯
T
HH[m]H¯
∗
HH[m]
]}
. (6.35)
Using (6.35) with (6.33), we obtain
R¯TX[m] =
[[
tVV[m] fVVVV[m]
tHV[m] fHVVV[m]
]
tHVV[m],
[
tVV[m] fVVHV[m]
tHV[m] fHVHV[m]
]
tHHV[m]
]
+
[[
tVH[m] fVHVH[m]
tHH[m] fHHVH[m]
]
tHVH[m],
[
tVH[m] fVHHH[m]
tHH[m] fHHHH[m]
]
tHHH[m]
]
(6.36)
with tab[m] = vTX,ab[m] dTX,ab[m] for a, b ∈ {V, H}. For matrices A and B of appro-
priate sizes, we have [37, Section 0.4.5 (d)]
rank {A + B} ≤ rank {A}+ rank {B} . (6.37)
Thus, we can immediately conclude that
rank {R¯TX[m]} ≤ 4 (6.38)
must hold. In the case that only the co-polarized sub-links have dominant compo-
nents, we can conclude from (6.36) that
rank {R¯TX[m]} = 2 (6.39)
must hold. For an SP setup with a dominant component, we have rank {R¯TX[m]} = 1.
6.3.3 Fourth-Order Moment of the Channel
We now define the fourth-order moment of the channel T[m], which will be used in
the estimation of the statistical model parameters in Section 6.4:
T[m] = E
{(
h[m]hH[m]
)2}
= E
{
h[m]hH[m]h[m]hH[m]
}
= E
{(
h¯[m] + h˜[m]
) (
h¯[m] + h˜[m]
)H (h¯[m] + h˜[m]) (h¯[m] + h˜[m])H}
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= E
{(
h¯[m]h¯H[m] + h˜[m]h˜H[m] + h¯[m]h˜H[m] + h˜[m]h¯H[m]
)2}
(a)
= E
{
h¯[m]h¯H[m]h¯[m]h¯H[m]
}
+ E
{
h˜[m]h˜H[m]h˜[m]h˜H[m]
}
+ R¯[m]R˜[m]
+R˜[m]R¯[m] + E
{
h¯[m] tr
{
R˜[m]
}
h¯H[m]
}
+ E
{
h˜[m] tr {R¯[m]} h˜H[m]
}
(b)
= R¯[m] tr {R¯[m]}+ R˜2[m] + R˜[m] tr{R˜[m]}+ R¯[m]R˜[m] + R˜[m]R¯[m]
+R¯[m] tr
{
R˜[m]
}
+ R˜[m] tr {R¯[m]}
(c)
= R[m] tr {R[m]}+ R2[m]− R¯2[m]. (6.40)
In (a), we used
E
{
h¯[m]
}
= 0NTXNRX,1 (6.41)
E
{
h˜[m]
}
= 0NTXNRX,1. (6.42)
Furthermore, we used the mutual independency of h¯[m] and h˜[m], and we exploited
E
{
h˜[m]h˜T[m]
}
= 0NTXNRX,NTXNRX (6.43)
which holds due to the properness of h˜. In (b), we made use of the fact that
h¯H[m]h¯[m] = tr {R¯[m]} (6.44)
and we used [43, Theorem 1] which yields the following identity for the zero-mean
proper Gaussian random vector h˜[m]:
E
{
h˜[m]h˜H[m]h˜[m]h˜H[m]
}
= E
{
h˜[m]h˜H[m]
}
E
{
h˜[m]h˜H[m]
}
+ E
{
h˜[m]E
{
h˜H[m]h˜[m]
}
h˜H[m]
}
. (6.45)
Finally, in (c), we used R[m] = R¯[m] + R˜[m].
6.4 Estimation of the Statistical Model Parameters
We now describe a simple method to separate the contributions of the dominant
channel components and the remaining weaker scatterers from the channel correla-
tion matrix. We thus aim at splitting R[m] into R¯[m] and R˜[m]. We note that in the
mobile setting we cannot use the mean of the channel to decompose the channel into
the dominant and the remaining channel components. We thus introduce a method to
decompose the channel that is simple compared to high resolution parameter estima-
tion techniques [54]. The method is inspired by the well-known K-factor estimation
in [28]. It is suitable for both SP and DP MIMO channels.
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We use the second- and fourth-order moments of the channel
R[m] = E
{
h[m]hH[m]
}
(6.46)
T[m] = E
{(
h[m]hH[m]
)2}
(6.47)
respectively, to obtain a simple solution to the channel decomposition of R[m] =
R¯[m] + R˜[m] into R¯[m] and R˜[m]. Recall the relation between R¯[m], R[m], and T[m]
from Section 6.3.3, i.e.,
T[m] = R[m] tr {R[m]}+ R2[m]− R¯2[m] (6.48)
which can be reformulated as
R¯2[m] = R[m] tr {R[m]}+ R2[m]− T[m]. (6.49)
With the eigendecomposition R¯[m] = U¯[m]Λ¯[m]U¯H[m], we can equivalently state
R¯2[m] = U¯[m]Λ¯2[m]U¯H[m]. Thus, we can directly obtain the eigenvectors and eigen-
values of R¯[m] contained in U¯[m] and Λ¯[m], respectively.
6.4.1 Dual-Polarized Channels
According to Section 6.2, at most four eigenvalues of R¯[m] are non-zero; however, only
two can be highly significant and smaller eigenvalues tend to be estimated less accu-
rately. We thus have to exercise care in choosing the number of considered eigenvalues
NDP. Subsequently, we first find an estimate of R¯[m] denoted as Rˇ[m] according to
(6.49). We then extract the NDP largest eigenvalues of Rˇ[m]; this step is akin to taking
the best rank-NDP approximation of Rˇ[m] in terms of the matrix 2-norm [24, Theo-
rem 2.5.3]. Clearly, we have NDP ≤ 4. The final estimate of R¯[m] is
R¯(e)[m] =
NDP∑
k=1
ck[m]uˇk[m]uˇHk [m] (6.50)
where the vector uˇk[m] denotes the eigenvector corresponding to the kth largest
eigenvalue λˇk[m] of Rˇ[m] for k = 1, . . . , NDP. We now define the (positive semidefi-
nite) estimates of R[m] and R˜[m] as R(e)[m] and R˜(e)[m], respectively. Moreover, we
define R˘l[m] = R(e)[m] −
∑l
k=1 ck[m]uˇk[m]uˇ
H
k [m] for l = 0, . . . , NDP. The parame-
ters ck[m] for k = 1, . . . , NDP are chosen such that the positive semidefiniteness of
R˜(e)[m] = R(e)[m]− R¯(e)[m] is ensured, see Appendix A.6:
ck[m] =
0, for singular R˘k−1[m]min{λˇ+k [m],(uˇHk [m]R˘−1k−1[m]uˇk[m])−1} , else. (6.51)
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Note that some power of the dominant components corresponding to uˇk[m] is trans-
ferred from R¯(e)[m] to R˜(e)[m] whenever ck[m] < λˇk[m]. This might occur when the
estimates of the moments R[m] and T[m] are inaccurate.
6.4.2 Single-Polarized Channels
From Section 6.3.1, we know that R¯[m] can at most have rank one. We thus obtain the
following estimate of R¯[m]:
R¯(e)[m] = c1[m]uˇ1[m]uˇH1 [m]. (6.52)
The constant c1[m] is chosen as in (6.51) to ensure the positive semidefiniteness of
R˜(e)[m]. Note that we can generate SP channel realizations H(g)[m] based on the
statistical channel parameters according to
vec
{
H(g)[m]
}
=
√
c1[m] uˇ1[m]ejφ +
(
R˜(e)[m]
) 1
2 g (6.53)
where φ is uniformly distributed over [−pi,pi), and g is a zero-mean proper Gaussian
random column vector of length NTXNRX with covariance matrix INTXNRX ; φ and g are
mutually independent.
6.5 Results
In order to check the efficiency of the channel decomposition, we compare the K-
factors from the decomposition to the ones obtained directly with the moment method
in [28]. We give results on averaged K-factors, where the averaging is performed over
the sub-links of each polarization combination for the 4× 4 DP-CL-1 setup. Subse-
quently, we consider the practically relevant case of extracting NDP = 2 eigenvalues,
see Section 6.4.1. First, we use synthetic data generated using the 4 × 4 DP chan-
nel model introduced in [11]. We adapt the channel model to our antenna setup
and the mobile scenario by allowing for individual K-factors of the sub-links and
setting the same phases for the dominant components of the same polarization com-
ponents, while the phases are independent for different polarization combinations.
The cross-polarized sub-links do not experience any dominant components. We use
the parameters α = α f = 0.1, rs = ts = 0.7, and rp = tp = 0.2 and a varying, common
K-factor for the co-polarized sub-links. For the estimation of the K-factors, we mimic
the averaging lengths of the measurement-based case. The results averaged over 200
realizations are given in Table 6.1 for different K-factors (all in linear scale). We can see
that both the moment method and our channel decomposition yield the same correct
K-factors. In Table 6.2, we show the measurement-based results (in linear scale) for
the links 1-5, specified in Section 3.2, averaged over the driven distance. We see that
the cross-polarized sub-links, given by the V-H and the H-V polarization combination,
show significantly smaller K-factors than the co-polarized ones, given by the V-V and
the H-H polarization combination. In general, we observe lower K-factor values from
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Table 6.1: Average K-Factors From the Simulated Channel and the Proposed Chan-
nel Decomposition
Actual co-polarized K-factors: simulation K-factors: decomposition
K-factor V-V H-H V-H H-V V-V H-H V-H H-V
0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
1 1.0 1.0 0.1 0.1 1.0 1.0 0.0 0.0
5 5.0 5.0 0.1 0.1 5.0 5.0 0.0 0.0
10 10.0 10.0 0.1 0.1 10.1 10.0 0.0 0.0
20 20.1 20.0 0.1 0.1 20.1 20.0 0.0 0.0
Table 6.2: Average K-Factors From the Measured Channel and the Proposed Chan-
nel Decomposition
K-factors: measurements K-factors: decomposition
Link V-V H-H V-H H-V V-V H-H V-H H-V
1 0.5 0.8 0.4 0.4 0.5 0.6 0.3 0.3
2 0.6 0.7 0.7 0.7 0.3 0.3 0.3 0.2
3 1.6 1.4 0.6 0.7 1.2 0.9 0.2 0.2
4 3.8 3.8 1.5 2.0 3.2 3.2 1.0 1.5
5 4.0 5.7 1.9 1.8 4.0 5.4 1.7 1.5
the channel decomposition; this is due to guaranteeing the positive semidefiniteness
of the correlation matrices, which can result in a shift of the power from the dominant
components to the remaining components of the channel, see Section 6.4. In Fig. 6.1,
we depict the evolution of the K-factors (in linear scale) over distance for link 6 since
it is characterized by varying K-factors, see Table 3.4. Similar obervations as in Ta-
ble 6.2 can be made. Furthermore, we observe that the channel decomposition is able
to reproduce the tendencies in the evolution of the measured K-factors.
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(d) H-V polarization combination
Figure 6.1: K-factors vs. distance on link 6 (averaged over sub-links with the same
polarization combination).
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6.6 Summary
In this chapter, we have studied the spatial modeling of SP and DP MIMO channels in
a mobile setting where the transmitter, the receiver, and the scatterers are allowed to
move. This allows for an analytical evaluation of the performance over such channels.
In particular, we contributed the following:
• We proposed a general model for SP and DP mobile Ricean MIMO channels.
• We characterized the rank of the full and the transmit spatial correlation matrix
related to the dominant channel components for SP and DP MIMO channels.
• We derived and evaluated a moment-based channel decomposition for the pro-
posed channel model which yields statistical channel model parameters from
measured data.
With the channel decomposition technique, we can obain the statistical channel
parameters that are necessary to characterize the correlation contributions from the
dominant channel components and those from the weaker scatterers. Using chan-
nel measurements, we demonstrated that these channel parameters can indeed be
obtained in practice.
We can thus extract the statistical channel parameters corresponding to the domi-
nant and the weaker channel components from measurement data. This fact and the
characterization of the rank of the correlation matrices will be used for the perfor-
mance evaluation in Chapter 7.
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Chapter 7
Performance Evaluation for MIMO
Channels
Although the use of DP antennas is known to be beneficial in certain cases, most
works only consider antennas with the same polarization for MIMO systems. DP
MIMO systems offer advantages in terms of the spectral efficiency over SP MIMO
systems under certain conditions on the channel and the SNR. Besides being able to
improve the spectral efficiency, DP antennas also allow for compact MIMO systems
with co-located antennas due to the strong decorrelation over orthogonal polariza-
tions.
The spectral efficiency of SP and DP MIMO systems with (instantaneous) CSI
only at the receiver has been compared in various contributions, see, e.g., [4,11,17,53].
While [11] demonstrates the dependence of the spectral efficiency of SP and DP MIMO
channels on the SNR and the K-factor based on simulated channels, [4, 17, 53] use
channel measurements. These contributions reach different conclusions regarding the
usefulness of DP MIMO systems; in fact, as highlighted in [13], it is not straightfor-
ward to decide when to use a DP instead of an SP MIMO setup. Such a decision will
not only depend on the channel and the SNR, but also on the available CSI at the
transmitter and the receiver. Although the channel and the SNR conditions for a DP
MIMO setup to outperform an SP MIMO setup in terms of the spectral efficiency are
not fully characterized, it is known that DP MIMO systems are attractive in Ricean
channels [71, 72]. However, expressions relating statistical channel parameters to the
spectral efficiency are usually limited to restrictive channel models with separable
correlation, i.e., a Kronecker structure, and/or without a Ricean component. More-
over, they often rely on asymptotic settings regarding the number of antennas. For
recent contributions regarding analytical expressions of the MI for Ricean channels in
asymptotic settings, see [98] and references therein.
Practically, MIMO transmission faces several challenges besides a low SNR or
unfavorable channel conditions. Examples are the acquirement of accurate CSI [84]
and equalization at the receiver to separate the transmitted streams. While the receiver
is able to obtain a reliable estimate of the instantaneous channel, the transmitter must
rely on CSI fed back from the receiver or on channel reciprocity. Both approaches are
challenging to realize in practice. It is thus more realistic to assume the transmitter
to only have statistical CSI which changes on a much slower scale than instantaneous
CSI, see Chapter 4 and Chapter 5. At the receiver side, a practical solution to the
equalization problem is to use a linear filter, e.g., the LMMSE or the zero forcing (ZF)
receiver, with independently decoded streams. Another practical consideration is the
limitation of the number of simultaneously used antennas. The reason is that it is
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desirable to keep a low number of radio frequency chains since they are expensive
components in a wireless system. One can then perform antenna switching between
differently polarized antennas, i.e., between SP and DP MIMO systems.
In this chapter, we aim at identifying the conditions on the channel and the SNR
under which it is beneficial, in terms of the achievable rate, to make use of the po-
larization domain for a limited number of antennas at both link ends. We are thus
interested in the achievable rate over SP and DP MIMO channels, where we consider
the case that the transmitter has only statistical CSI. The receiver is either optimal or
linear with independently decoded streams, while it always has access to instanta-
neous CSI.
7.1 Performance Measure
Any performance evaluation relies crucially on the choice of the performance mea-
sure. On the one hand, we want a measure that reflects the actual performance; on the
other hand, we need a simple measure that allows for analytical evaluations in order
to obtain some insight on how the channel and the system performance are related.
In the following argumentation, we follow along the lines of [57] and [58].
Commonly, two extreme settings are considered when choosing a performance
measure. On the one side, we have the slow-fading regime, and on the other side, we
have the fast-fading regime. In the slow-fading regime, channel coding is performed
over constant channel realizations, while, in the fast-fading regime, channel coding
is performed over realizations given by the distribution of the channel. We note that
coding is not restricted to the time domain and thus long latencies are not needed
to expose the codeword to a sufficient amount of channel realizations. In current-
generation systems such as LTE, multi-carrier modulations are employed and thus it
is possible to perform coding over the time and the frequency domain. Additionally,
hybrid automatic repeat request (HARQ) is used which exposes the codeword to
even more realizations of the channel distribution. Therefore, an ergodic modeling
is meaningful to obtain the achievable rate in the fast-fading regime and the average
achievable rate in the slow-fading regime. For more details about the relevance of the
ergodic setting, we refer to [58].
Our performance evaluation is thus based on the (maximum) ergodic achievable
rate. In the case of an optimal receiver, the ergodic achievable rate is the ergodic MI
between the channel input and the channel output. In the case of linear receivers, the
ergodic achievable rate is the sum of the ergodic MIs of several transmitted streams.
Here, the transmitted streams are treated individually, i.e., the MI between each trans-
mitted stream at the channel input and the corresponding channel output after the
receiver is considered. The ergodic achievable rate can be interpreted as a constrained
ergodic capacity. The constraints are imposed with respect to the input distribution,
e.g., the average transmitted power and the used precoding including the power allo-
cation at the transmitter. In the remainder of this work, we drop the term ergodic and
use the expressions achievable rate and MI.
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From the previous argumentation, it follows that spatial diversity schemes do
not efficiently utilize the available resources since enough diversity is obtained in the
frequency domain and possibly even the time domain (e.g., through HARQ) [57].
Instead, schemes that exploit beamforming and spatial multiplexing can be used.
Therefore, in this thesis, we will not consider spatial diversity schemes. Instead, we
will focus on schemes that perform beamforming for a varying number of transmitted
streams and thus do not trade rate for (spatial) diversity.
We note that in the case of non-stationary channels, which correspond to a realis-
tic setting, the distribution of the channel changes over time and frequency. However,
we know from Chapter 2 that wireless channels are DU. This implies that the chan-
nel can be assumed to have time-frequency stationarity regions with constant channel
statistics that are much larger than the time-frequency coherence regions with con-
stant channel realizations, see Section 2.1.1 for more details. Therefore, the above
mentioned conclusions can be applied to non-stationary wireless channels as long as
channel coding is performed inside the time-frequency regions of constant distribu-
tion.
7.1.1 Achievable Rate with Optimal Receivers
With respect to the system model in Section 2.2.2, the MI between a jointly proper
Gaussian input x[m] and the corresponding output y[m] combined with instantaneous
CSI at the receiver is given in bit/channel use (bit/c.u.) by
I (x[m]; y[m], H[m]) = E
{
log det
(
INRX + ρH[m]Q[m]H
H[m]
)}
(a)
= E
{
log det
(
INTX + ρH
H[m]H[m]Q[m]
)}
(7.1)
where, in (a), we used [36, Theorem 1.3.20].
Some general results regarding the optimality of transmit schemes, i.e., the nor-
malized input covariance matrix Q[m], with respect to (7.1) are well known. Con-
sider, e.g., the low- and high-SNR regimes: At low SNR, the optimal input is usually
single-mode beamforming in the direction of the dominant eigenvector of the trans-
mit correlation matrix [103, 106], while at high SNR the optimal input is isotropic
over the transmit antennas as long as there are not more transmit than receive anten-
nas [106]. Furthermore, the optimality of the rank-one strategy has been investigated
in, e.g., [46] for a Rayleigh model with Kronecker structure.
It is also known that the eigenvectors of the transmit correlation matrix form the
optimal precoding with respect to the Jensen bound on the MI [106]. The correspond-
ing optimal power allocation, i.e., the eigenvalues of the input covariance matrix of
the input, can be obtained by a simple water-filling strategy. Instead of optimizing the
power allocation, one can also resort to low-complexity solutions, where the power is
uniformly distributed over the active streams [84, 85].
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7.1.2 Achievable Rate with Linear Receivers
When considering linear receivers, we use a low-complexity precoding, i.e., a semi-
unitary precoding with equal power allocation along Nst transmitted streams [83].
Thus, we have x[m] = F[m]s[m] with the NTX × Nst semi-unitary precoding matrix
F[m], i.e., FH[m]F[m] = INst , and the length Nst zero-mean jointly proper Gaussian
column vector s[m] with covariance matrix E
{
s[m]sH[m]
}
= Px/NstINst .
The linear receiver can either be an LMMSE or a ZF equalizer, where the trans-
mitted streams are decoded independently. We assess the performance by means of
the (time-dependent) MI between the input and the output combined with CSI at the
receiver for each stream. Considering the system model in Section 2.2.2, the sum MI
across the Nst transmitted streams can be stated in bit/c.u. as
ILMMSE[m] =
Nst∑
k=1
E
log
 1[(
INst +
ρ
Nst F
H[m]HH[m]H[m]F[m]
)−1]
k,k

 (7.2)
for the LMMSE receiver [66] and as
IZF[m] =
Nst∑
k=1
E
log
1+ ρ
Nst
[
(FH[m]HH[m]H[m]F[m])−1
]
k,k

 (7.3)
for the ZF receiver [25].
7.2 Performance Evaluation Based on Statistical
Channel Parameters
In order to understand how the channel influences the performance, we derive ap-
proximations of the MI for optimal receivers and the sum MIs for linear receivers that
depend on statistical channel parameters.
The approximate evaluation of the MI relies on a multivariate Taylor series expan-
sion. We consider a complex function f (a, a∗) with complex column vector arguments
a and a∗ of lengths N2. We note that a∗ is the complex conjugate of a. The second-
order approximation of a and a∗ at a0 and a∗0 , respectively, is given by [33]
f (a, a∗) ≈ f (a0, a∗0) +
∂ f
∂a
∣∣∣∣
a=a0,a∗=a∗0
· (a− a0) + ∂ f
∂a∗
∣∣∣∣
a=a0,a∗=a∗0
· (a∗ − a∗0)
+
1
2
(a− a0)H ·Hcsf (a0, a∗0) · (a− a0) +
1
2
(a− a0)T ·Hscf (a0, a∗0) · (a∗ − a∗0)
+
1
2
(a− a0)H ·Hccf (a0, a∗0) · (a∗ − a∗0) +
1
2
(a− a0)T ·Hssf (a0, a∗0) · (a− a0)
(7.4)
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with the row vector ∂ f /∂a defined by [∂ f /∂a]1,k = ∂ f /∂[a]k,1 for k = 1, . . . , N and the
N2 × N2 Hessian matrices
Hcsf (a0, a
∗
0) =
∂
∂a
(
∂ f
∂a∗
)T∣∣∣∣∣
a=a0,a∗=a∗0
(7.5)
Hscf (a0, a
∗
0) =
(
Hcsf (a0, a
∗
0)
)T
(7.6)
Hccf (a0, a
∗
0) =
∂
∂a∗
(
∂ f
∂a∗
)T∣∣∣∣∣
a=a0,a∗=a∗0
(7.7)
Hssf (a0, a
∗
0) =
∂
∂a
(
∂ f
∂a
)T∣∣∣∣∣
a=a0,a∗=a∗0
. (7.8)
We now assume that f (a, a∗) in (7.4) depends only on a, i.e., f (a, a∗) = f (a).
Furthermore, we fix a0 = E {a}. After applying an expectation operation to (7.4), we
obtain the second-order approximation
E { f (a)} ≈ f (E {a}) + 1
2
tr
{
E
{
(a− E {a})(a− E {a})T
}
Hssf (E {a})
}
(7.9)
with the Hessian matrix Hssf (a0, a
∗
0) = H
ss
f (a0). Here, we used that only the first two
and the last term in (7.4) are non-zero. Moreover, the first-order term in (7.4) results
in a zero contribution after applying the expectation operation in (7.9).
7.2.1 Optimal Receivers
We now consider the function f (a) = ln det A with a = vec {A} and the N×N matrix
A. Based on (7.8), the Hessian matrix Hssf (E {a}) is given by [34]
Hssf (E {a}) = −KN,N
(
(E {A})−T ⊗ (E {A})−1
)
. (7.10)
For A = B+CDE with deterministic N×N matrices B, C, and E, (7.9) can be written
as
E { f (a)} (a)≈ f (E {a}) + 1
2
tr
{(
ET ⊗ C
)
E
{
(vec {D− E {D}}) (vec {D− E {D}})T
}
×
(
E⊗ CT
)
Hssf (E {a})
}
(b)
= f (E {a})− 1
2
tr
{(
ET ⊗ C
)
E
{
(vec {D− E {D}}) (vec {D− E {D}})T
}
× KN,N
(
CT ⊗ E
)(
(E {A})−T ⊗ (E {A})−1
)}
= f (E {a})− 1
2
tr
{
E
{(
vec {D− E {D}}
)(
vec
{
DH − E
{
DH
}})H}
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×
(
CT ⊗ E
)(
(E {A})−T ⊗ (E {A})−1
)(
ET ⊗ C
)}
(c)
= f (E {a})− 1
2
tr
{
E
{(
vec {D− E {D}}
)(
vec
{
DH − E
{
DH
}})H}
×
(
E (E {A})−1 C
)T ⊗ (E (E {A})−1 C)}. (7.11)
In (a), we applied [37, Lemma 4.3.1]
vec {CDE} =
(
ET ⊗ C
)
vec {D} . (7.12)
In (b), we inserted (7.10) and used [59, Theorem 3.1 (viii)](
E⊗ CT
)
KN,N = KN,N
(
CT ⊗ E
)
. (7.13)
Finally, in (c), we used KTN,N = KN,N [59, Theorem 3.1 (ii)] and [37, Lemma 4.2.10]
(A⊗ B) (C⊗D) = (AC)⊗ (BD) . (7.14)
By comparing E { f (a)} in (7.9) to the actual MI in (7.1), we identify
B = INTX (7.15)
C = ρINTX (7.16)
D = HH[m]H[m] (7.17)
E = Q[m]. (7.18)
With (7.11), we can state the following second-order approximation of (7.1):
I (x[m]; y[m], H[m]) ≈ I(a) (ρ, Q[m], RTX[m], Z[m])
= log det (INTX + ρR
∗
TX[m]Q[m])
− log(e)ρ
2
2
tr
{
Z[m]
((
Q[m] (INTX + ρR
∗
TX[m]Q[m])
−1)T
⊗
(
Q[m] (INTX + ρR
∗
TX[m]Q[m])
−1))} (7.19)
with the N2TX × N2TX fourth-order moment matrix of the channel
Z[m] = E
{
vec
{
HH[m]H[m]− R∗TX[m]
}(
vec
{
HH[m]H[m]− R∗TX[m]
})H}
. (7.20)
7.2.2 Linear Receivers
The approximations for LMMSE and ZF receivers are also based on a second-order
multivariate Taylor series expansion as in (7.9). In this case, we perform the Taylor
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series expansion of the sum MIs (7.2) and (7.3) with HH[m]H[m] at its expected value
R∗TX[m]. We then obtain
ILMMSE[m] ≈
Nst∑
k=1
[
log
(
1
/[(
INst +
ρ
Nst
FH[m]R∗TX[m]F[m]
)−1]
k,k
)
+
log(e)ρ2
2N2st
× tr
{
Z[m]KNTX,NTX (F[m]⊗ F∗[m])YLMMSE,k[m] (F[m]⊗ F∗[m])T
}]
(7.21)
for the LMMSE receiver and
IZF[m] ≈
Nst∑
k=1
[
log
(
1+
ρ
Nst
/[(
FH[m]R∗TX[m]F[m]
)−1]
k,k
)
+
log(e)
2N2st
× tr
{
Z[m]KNTX,NTX (F[m]⊗ F∗[m])YZF,k[m] (F[m]⊗ F∗[m])T
}]
(7.22)
for the ZF receiver, where FH[m]R∗TX[m]F[m] is assumed to be invertible in the case
of the ZF receiver. The N2st × N2st Hessian matrices YLMMSE,k[m] and YZF,k[m], derived
and specified for the non-trivial case Nst ≥ 2 in Appendix A.7 and Appendix A.8,
respectively, are functions of R∗TX[m] only. For Nst = 1, linear receivers are optimal in
terms of MI.
7.2.3 Performance Evaluation Using Second-Order Moments of the
Channel
Additionally to RTX[m], (7.19), (7.21), and (7.21) require the evaluation of the fourth-
order moment of the channel Z[m]. In order to gain insight on the influence of typical
statistical channel parameters on the MI, we rewrite Z[m] as a function of R¯[m] and
R˜[m] only. Both of these parameters are available with the channel decomposition in
Section 6.4. In order to restate (7.20) for SP as well as for DP channels, we assume that
only the co-polarized sub-links can be affected by dominant components. The result
can be stated as
vec {Z[m]} = (INTX ⊗ Y[m]) vec {R[m]}
+ (KNTX,NTX ⊗KNTX,NTX) (INTX ⊗ Y∗[m]) vec {R¯∗[m]} (7.23)
with the N3TX × NTXN2RX block matrix Y[m] containing INTX ⊗ Xk,l[m] in the kth row-
partition and the lth column-partition for k = 1, . . . , NTX and l = 1, . . . , NRX. The
NTX × NRX matrix Xk,l[m] is defined by
[
Xk,l[m]
]
p,q =
[
R˜[m]
]
(k−1)NRX+l,(p−1)NRX+q for
p = 1, . . . , NTX and q = 1, . . . , NRX. Note that R[m] = R¯[m] + R˜[m] holds.
In order to prove (7.23), we first rewrite (7.20):
Z[m] = E
{
vec
{
HH[m]H[m]− R∗TX[m]
}(
vec
{
HH[m]H[m]− R∗TX[m]
})H}
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= E
{
vec
{
HH[m]H[m]
}(
vec
{
HH[m]H[m]
})H}
− vec {R∗TX[m]} (vec {R∗TX[m]})H
(a)
= E
{
vec
{(
H¯[m] + H˜[m]
)H (H¯[m] + H˜[m])}
×
(
vec
{(
H¯[m] + H˜[m]
)H (H¯[m] + H˜[m])})H }
− vec {R∗TX[m]} (vec {R∗TX[m]})H
(b)
= E
{
vec
{
H¯H[m]H¯[m] + H˜H[m]H˜[m] + H¯H[m]H˜[m] + H˜H[m]H¯[m]
}
×
(
vec
{
H¯H[m]H¯[m] + H˜H[m]H˜[m] + H¯H[m]H˜[m] + H˜H[m]H¯[m]
})H }
− vec{R¯∗TX[m] + R˜∗TX[m]} (vec{R¯∗TX[m] + R˜∗TX[m]})H
(c)
= E
{
vec
{
H¯H[m]H¯[m]
}(
vec
{
H¯H[m]H¯[m]
})H}
+E
{
vec
{
H˜H[m]H˜[m]
}(
vec
{
H˜H[m]H˜[m]
})H}
+E
{
vec
{
H¯H[m]H˜[m]
}(
vec
{
H¯H[m]H˜[m]
})H}
+E
{
vec
{
H˜H[m]H¯[m]
}(
vec
{
H˜H[m]H¯[m]
})H}
− vec {R¯∗TX[m]} (vec {R¯∗TX[m]})H − vec
{
R˜∗TX[m]
} (
vec
{
R˜∗TX[m]
})H (7.24)
with R¯TX[m] = E
{
H¯T[m]H¯∗[m]
}
and R˜TX[m] = E
{
H˜T[m]H˜∗[m]
}
. In (a), we applied
H[m] = H¯[m] + H˜[m], and, in (b), we applied RTX[m] = R¯TX[m] + R˜TX[m]. In (c), we
used the properness of H˜[m] to establish
E
{
vec
{
H¯H[m]H˜[m]
}(
vec
{
H˜H[m]H¯[m]
})H}
= 0N2TX,N2TX . (7.25)
We now have
E
{
vec
{
H˜H[m]H¯[m]
}(
vec
{
H˜H[m]H¯[m]
})H}
(a)
= E
{(
INTX ⊗ H˜H[m]
)
vec {H¯[m]} (vec {H¯[m]})H (INTX ⊗ H˜[m])}
= E
{(
INTX ⊗ H˜H[m]
)
R¯[m]
(
INTX ⊗ H˜[m]
)}
(7.26)
where, in (a), we used [37, Lemma 4.3.1] as in (7.12). Similarly, we have
E
{
vec
{
H¯H[m]H˜[m]
}(
vec
{
H¯H[m]H˜[m]
})H}
= E
{(
H˜T[m]⊗ INTX
)
vec
{
H¯H[m]
}(
vec
{
H¯H[m]
})H (
H˜∗[m]⊗ INTX
)}
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(a)
=
(
E
{(
H˜H[m]⊗ INTX
)
KNTX,NTX vec {H¯[m]}
× (vec {H¯[m]})H KNTX,NTX
(
H˜[m]⊗ INTX
)})∗
(b)
= KNTX,NTX
(
E
{(
INTX ⊗ H˜H[m]
)
R¯[m]
(
INTX ⊗ H˜[m]
)})∗
KNTX,NTX (7.27)
where, in (a), we used KM,N = KTN,M [59, Theorem 3.1 (ii)], and, in (b), we used
KM,N(A ⊗ B) = (B ⊗ A)KT,S for an N × S matrix A and an M × T matrix B [59,
Theorem 3.1 (viii)]. Next, we have
E
{
vec
{
H˜H[m]H˜[m]
}(
vec
{
H˜H[m]H˜[m]
})H}
= E
{(
INTX ⊗ H˜H[m]
)
vec
{
H˜[m]
} (
vec
{
H˜[m]
})H (INTX ⊗ H˜H[m])H}
(a)
= E
{(
INTX ⊗ H˜H[m]
)
vec
{
H˜[m]
}}
E
{(
vec
{
H˜[m]
})H (INTX ⊗ H˜H[m])H}
+E
{(
INTX ⊗ H˜H[m]
)
R˜[m]
(
INTX ⊗ H˜[m]
)}
= E
{
vec
{
H˜H[m]H˜[m]
}}
E
{(
vec
{
H˜H[m]H˜[m]
})H}
+E
{(
INTX ⊗ H˜H[m]
)
R˜[m]
(
INTX ⊗ H˜[m]
)}
= vec
{
R˜∗TX[m]
} (
vec
{
R˜∗TX[m]
})H
+ E
{(
INTX ⊗ H˜H[m]
)
R˜[m]
(
INTX ⊗ H˜[m]
)}
(7.28)
where, in (a), we used [43, Theorem 1] with the properness of H˜[m]. In order to
evaluate (7.26), (7.27), and (7.28), we use that
vec
{
E
{(
INTX ⊗ H˜H[m]
)
A
(
INTX ⊗ H˜[m]
)}}
=
(
INTX ⊗ E
{
H˜T[m]⊗ INTX ⊗ H˜H[m]
})
vec {A}
= (INTX ⊗ Y[m]) vec {A} . (7.29)
holds for a deterministic NTXNRX × NTXNRX matrix A. For the DP case where only
the co-polarized sub-links can be affected by dominant components, we can write
H¯[m] = H¯1[m] + H¯2[m] (7.30)
with
H¯1[m] =
 H¯VV[m] 0 NRX2 , NTX2
0 NRX
2 ,
NTX
2
0 NRX
2 ,
NTX
2
 (7.31)
H¯2[m] =
0 NRX2 , NTX2 0 NRX2 , NTX2
0 NRX
2 ,
NTX
2
H¯HH[m]
 . (7.32)
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Obviously, we have
H¯H1 [m]H¯2[m] = 0NTX,NTX (7.33)
H¯H[m]H¯[m] = H¯H1 [m]H¯1[m] + H¯
H
2 [m]H¯2[m]. (7.34)
Furthermore, with (6.3), we have
R¯∗TX[m] = E
{
H¯H1 [m]H¯1[m] + H¯
H
2 [m]H¯2[m]
}
= H¯H[m]H¯[m]. (7.35)
It thus follows that
E
{
vec
{
H¯H[m]H¯[m]
}(
vec
{
H¯H[m]H¯[m]
})H}
= vec {R¯∗TX[m]} (vec {R¯∗TX[m]})H . (7.36)
Clearly, the same result holds in the SP case. Using (7.24) with (7.26), (7.27), (7.28),
(7.29), (7.36), and [37, Lemma 4.3.1] as in (7.12), we obtain the desired result in (7.23).
7.3 Single- vs. Dual-Polarized Systems with Optimal
Receivers
In this section, we compare the performance of SP and DP setups. The goal is to
find a criterion based on the SNR and the statistical channel parameters that allows
to decide whether an SP or a DP MIMO system can maximize the performance, i.e.,
the MI.
7.3.1 High-K-Factor Regime
We first compare the performance of SP and DP setups in the high-K-factor regime.
To that end, we consider the asymptotic K-factor setting, i.e., the limit of infinitely
large K-factors, and that only the co-polarized sub-links have dominant components.
Then, the Jensen bound on the MI given by
I(J) (ρ, Q[m], RTX[m]) = log det (INTX + ρR
∗
TX[m]Q[m]) (7.37)
and corresponding to the first term in (7.19) is equal to the MI (7.1); it can thus be used
for a simple analytical performance evaluation. Note that the channel influences (7.37)
only through RTX[m]. In the asymptotic K-factor setting, we have RTX[m] = R¯TX[m].
7.3.1.1 Optimal Input
Using Hadamard’s inequality [36, Section 7.8.1], it can be shown that (7.37) is max-
imized by chosing the eigenvectors of the input covariance matrix Q[m] to be given
by the eigenvectors of R∗TX[m]. That is, using the eigendecomposition R
∗
TX[m] =
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UTX[m]ΛTX[m]UHTX[m] with the unitary eigenvector matrix UTX[m] and the diago-
nal eigenvalue matrix ΛTX[m] of R∗TX[m], we obtain Q[m] = UTX[m]ΛQ[m]U
H
TX[m].
Here, ΛQ[m] is the diagonal eigenvalue matrix of Q[m] determining the power allo-
cation. Furthermore, we define λTX,k[m] = [ΛTX[m]]k,k and λQ,k[m] = [ΛQ[m]]k,k for
k = 1, . . . , NTX, where λTX,k[m] ≥ λTX,k+1[m] for k = 1, . . . , NTX − 1 holds. We ob-
tain the power allocation matrix ΛQ[m] by a simple water-filling strategy [106]. The
covariance matrix of the input is then given by PxQ(J)[m] with
Q(J)[m] = UTX[m](µINTX − ρ−1Λ−1TX [m])+UHTX[m]. (7.38)
The variable µ is chosen such that
tr
{
(µINTX − ρ−1Λ−1TX [m])+
}
= 1 (7.39)
is satisfied.
7.3.1.2 Crossing Points
The crossing points between the MI of an SP setup and the MI of a DP setup are then
given by
I(J) (ρ, QTX,DP[m], RTX,DP[m]) = I(J) (ρ, QTX,SP[m], RTX,SP[m]) (7.40)
⇔ log
NTX∏
k=1
(
1+ ρλTX,SP,k[m]λQ,SP,k[m]
) = log
NTX∏
k=1
(
1+ ρλTX,DP,k[m]λQ,DP,k[m]
)
(7.41)
where λTX,SP,k[m] and λTX,DP,k[m] for k = 1, . . . , NTX are the eigenvalues of the SP and
the DP transmit correlation matrices RTX,SP[m] and RTX,DP[m], respectively. Similarly,
λQ,SP,k[m] and λQ,DP,k[m] for k = 1, . . . , NTX are the eigenvalues of the SP and DP
input covariance matrices QTX,SP[m] and QTX,DP[m], respectively. As highlighted in
Section 6.3.2, we have rank {R¯TX[m]} = 2 if only the co-polarized sub-links have dom-
inant components and rank {R¯TX[m]} = 1 in the SP case with a dominant component.
In the high-K-factor regime with dominant components for co-polarized propagation
only, we thus have to decide between an SP setup with one transmitted stream and a
DP setup with two transmitted streams. In order to obtain the crossing points when
λTX,SP,1[m] > 0, λTX,DP,k[m] > 0, and λQ,DP,k[m] > 0 for k = 1, 2, we simplify (7.41) to
log (1+ ρλTX,SP,1[m]) = log
(
2∏
k=1
(
1+ ρλTX,DP,k[m]λQ,DP,k[m]
))
(7.42)
⇔ 1+ ρλTX,SP,1[m] =
2∏
k=1
(
1+ ρλTX,DP,k[m]λQ,DP,k[m]
)
. (7.43)
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Besides the crossing point at ρ = 0, there is a crossing point at
ρ
(J)
CP[m] =
λTX,SP,1[m]− λsum,DP[m]
λprod,DP[m]
(7.44)
which is positive if λTX,SP,1[m] > λsum,DP[m]. Here, we defined
λsum,DP[m] = λTX,DP,1[m]λQ,DP,1[m] + λTX,DP,2[m]λQ,DP,2[m] (7.45)
λprod,DP[m] = λTX,DP,1[m]λQ,DP,1[m]λTX,DP,2[m]λQ,DP,2[m]. (7.46)
By inspecting the difference between the MI of the SP and the DP setup and its limit
for ρ→ ∞, cf. (7.43), we immediately conclude that the DP setup outperforms the SP
setup in terms of MI only at SNR values above ρ(J)CP[m] if ρ
(J)
CP[m] > 0 holds. We can
also verify this statement by evaluating
∂
∂ρ
I(J) (ρ, QTX,SP[m], RTX,SP[m])
∣∣∣∣
ρ=0
>
∂
∂ρ
I(J) (ρ, QTX,DP[m], RTX,DP[m])
∣∣∣∣
ρ=0
(7.47)
⇔ λTX,SP,1[m] > λsum,DP[m] (7.48)
which is satisfied for ρ(J)CP[m] > 0, cf. (7.44). If λTX,SP,1[m] ≤ λsum,DP[m] holds, then the
DP setup always always matches or exceeds the MI of the SP setup. In the special case
of equal power allocation, i.e., λQ,DP,1[m] = λQ,DP,2[m] = 1/2, we obtain the crossing
point above which the DP setup outperforms the SP setup as
ρ
(J)
CP[m] = 2
2λTX,SP,1[m]− λTX,DP,1[m]− λTX,DP,2[m]
λTX,DP,1[m]λTX,DP,2[m]
(7.49)
if ρ(J)CP[m] > 0, i.e., 2λTX,SP,1[m] > λTX,DP,1[m] + λTX,DP,2[m] holds. We note that these
results can be exploited based on only statistical knowledge of the channel.
7.3.2 General Case
In this section, we study the performance of the SP and the DP setup in the general
case of arbitrary K-factors. Now, we need to consider the approximate evaluation of
the MI (7.19) and cannot restrict to the Jensen bound on the MI. We again choose
the eigenvectors of R∗TX[m] as the eigenvectors of the input covariance matrix Q[m].
For the purpose of obtaining a closed-form expression of the crossing points, we next
derive a lower bound on the approximate MI (7.19).
7.3.2.1 Lower Bound on the Approximate Evaluation of the MI
In order to derive a lower bound on the approximate MI (7.19), we first find an upper
bound for the trace in the second term of (7.19) for the case that the eigenvectors of
R∗TX[m] form the precoding for Nst transmitted streams. By using the eigendecom-
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positions R∗TX[m] = UTX[m]ΛTX[m]U
H
TX[m] and Q[m] = UTX[m]ΛQ[m]U
H
TX[m], we can
write
tr
{
Z[m]
((
Q[m] (INTX + ρR
∗
TX[m]Q[m])
−1)T ⊗ (Q[m] (INTX + ρR∗TX[m]Q[m])−1))}
= tr
{
Z[m]
((
UTX[m]ΛQ[m]
(
INTX + ρΛTX[m]ΛQ[m]
)−1 UHTX[m])T
⊗
(
UTX[m]ΛQ[m]
(
INTX + ρΛTX[m]ΛQ[m]
)−1 UHTX[m]))}
(a)
= tr
{
Z[m]
(
U∗TX[m]⊗UTX[m]
)((
ΛQ[m]
(
INTX + ρΛTX[m]ΛQ[m]
)−1)T
⊗
(
ΛQ[m]
(
INTX + ρΛTX[m]ΛQ[m]
)−1))(UTTX[m]⊗UHTX[m])}
(b)
= tr
{((
UTTX[m]⊗UHTX[m]
)
Z[m]
(
U∗TX[m]⊗UTX[m]
))

((
ΛQ[m]
(
INTX + ρΛTX[m]ΛQ[m]
)−1)T⊗ (ΛQ[m] (INTX + ρΛTX[m]ΛQ[m])−1))}
(c)
=
Nst∑
k=1
Nst∑
l=1
[(
UTTX[m]⊗UHTX[m]
)
Z[m]
(
U∗TX[m]⊗UTX[m]
)]
(k−1)NTX+l,(k−1)NTX+l
× λQ,k[m]λQ,l[m](
1+ ρλTX,k[m]λQ,k[m]
) (
1+ ρλTX,l[m]λQ,l[m]
)
(d)
≤ 1
ρ2
Nst∑
k=1
Nst∑
l=1
[(
UTTX[m]⊗UHTX[m]
)
Z[m]
(
U∗TX[m]⊗UTX[m]
)]
(k−1)NTX+l,(k−1)NTX+l
λTX,k[m]λTX,l[m]
.
(7.50)
In (a), we used [37, Lemma 4.2.10] as in (7.14). In (b), we applied the identity
tr {AD} = tr {AD} for matrices A and D of appropriate sizes, where D is diagonal.
In (c), we made use of the fact that only the first Nst elements on the diagonal of ΛQ
are non-zero. Finally, in (d), we used that
(
UTTX[m]⊗UHTX[m]
)
Z[m]
(
U∗TX[m]⊗UTX[m]
)
is positive semidefinite.
The lower bound on the approximate MI (7.19) can thus be stated as
I(LB) (ρ, Q[m], RTX[m], Z[m]) = log det (INTX + ρR
∗
TX[m]Q[m])− log(e)w[m] (7.51)
with
w[m] =
Nst∑
k=1
Nst∑
l=1
[(
UTTX[m]⊗UHTX[m]
)
Z[m]
(
U∗TX[m]⊗UTX[m]
)]
(k−1)NTX+l,(k−1)NTX+l
2λTX,k[m]λTX,l[m]
(7.52)
and the number of transmitted streams Nst. We note that this lower bound is tight in
the limit ρ→ ∞.
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7.3.2.2 Crossing Points
Similarly to Section 7.3.1, we consider the case of the SP setup transmitting a single
stream and the DP setup transmitting two streams with positive λTX,SP,1[m], λTX,DP,k[m],
and λQ,DP,k[m] for k = 1, 2. Based on (7.51), we calculate the crossing points of the MI
of the SP setup and the MI of the DP setup by considering
I(LB) (ρ, QTX,DP[m], RTX,DP[m], ZDP[m]) = I(LB)
(
ρ, QTX,SP[m], RTX,SP[m], ZSP[m]
)
(7.53)
where ZSP[m] and ZDP[m] denote the matrix Z[m] for the SP and the DP case, respec-
tively. As in Section 7.3.1, but based on the difference between the lower bound on
the MI (7.51) of the SP and the DP setup and its limit for ρ→ ∞, we obtain a crossing
point above which the DP setup outperforms the SP setup in terms of MI at
ρ
(LB)
CP [m] =
λTX,SP,1[m]α[m]− λsum,DP[m]
2λprod,DP[m]
+
√√√√(λTX,SP,1[m]α[m]− λsum,DP[m]
2λprod,DP[m]
)2
+
α[m]− 1
λprod,DP[m]
(7.54)
in case the condition
4(1− α[m])λprod,DP[m] ≤ (λTX,SP,1[m]α[m]− λsum,DP[m])2 (7.55)
is satisfied. If this condition is not satisfied, the DP setup always outperforms the SP
setup. Here, we defined the correction factor
α[m] = exp(wDP[m]− wSP[m]) (7.56)
with wSP[m] and wDP[m] obtained from (7.52) for the SP and the DP case, respectively.
When α[m] = 1 holds, we recover the solution (7.44).
7.4 Results for Optimal Receivers
We first review some results from the literature regarding the comparison of SP and
DP MIMO systems with an optimal receiver. However, we note that previous re-
sults often rely on different assumptions regarding the CSI and the used performance
measure. Nevertheless, we gather the main findings. Unless otherwise mentioned,
the cited works assume that the transmitter has no CSI and the performance is eval-
uated in terms of the instantaneous MI. We assume the availability of statistical CSI
at the transmitter, and we use the ergodic MI which is also a suitable performance
measure in fast fading scenarios. Moreover, for our results, we consider 4× 4 MIMO
setups unless noted otherwise. In [4], indoor measurements at 2.4 GHz reveal that SP
mostly outperform DP setups for 2× 2 and 4× 4 MIMO systems at an SNR of 20 dB,
especially for low K-factors. However, in [53] indoor measurements at 1.95 GHz show
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that DP should be favored over SP 4× 4 MIMO systems at an SNR of 20 dB. Outdoor
measurements at 2.5 GHz in [17] favor a DP over an SP transmitter setup with a DP
receiver setup in both cases, but at an SNR of 10 dB and for 2× 3 MIMO systems.
In [11], simulations for 2× 2 MIMO systems are used to evaluate the benefits of DP
compared to SP setups in terms of the ergodic MI for SNRs from 0 to 20 dB. The re-
sults reveal that there is a cross-polarization discrimination threshold above which SP
outperform DP setups, and there is a K-factor threshold above which DP outperform
SP setups for SNRs around 10 dB.
7.4.1 Optimized Power Allocation
We study the performance of SP and DP setups with the optimal input with respect to
the Jensen bound on the MI, where the eigenvectors of R∗TX[m] form the precoding and
the power allocation is obtained by water-filling, see Section 7.3.1.1.1 Furthermore,
we compare the approximate evaluation of the MI, i.e., (7.19) with (7.23) using NDP =
2 to the (exact) MI (7.1). The results of the links 1-6, specified in Section 3.2, are
accumulated over each track and shown as a function of the SNR in Fig. 7.1 and
Fig. 7.2. We observe that only at high SNRs there is a noticeable gap between the
MI and its approximate evaluation. The DP-CL-1 setup only provides an advantage
in terms of the MI compared to the SP setups if the K-factors (of the co-polarized
sub-links) and the SNR attain certain values. In general, the higher the K-factors, the
lower this SNR threshold is, see Fig. 7.2. This is obvious as high K-factors significantly
deteriorate the channel matrix conditioning in the considered SP cases. Practically, a
switching between SP and DP setups is thus most useful in medium- to high-K-factor
scenarios; there the crossing points between the MI of the SP setups and the DP-CL-1
setup are accurately reproduced by the approximate evaluation of the MI, i.e., (7.19)
with (7.23). Furthermore, in Fig. 7.3, we plot the MI over distance for the VP, the HP,
and the DP-CL-1 setup on link 6 at an SNR of 10 dB. We observe that the positions at
which the DP-CL-1 setup outperforms the SP setups coincide with high K-factors, cf.
Fig. 6.1.
1 A measurement-based analysis comparing different methods to optimize the input covariance matrix
is given in the supervised thesis [96]. Additionally, the supervised thesis [35] considers diversity-
based transmission schemes.
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(a) Low-K-factor link 1
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(b) Low-K-factor link 2
Figure 7.1: MI vs. SNR of the exact and the approximate evaluation for the VP, the
HP, and the DP-CL-1 setup with the optimized power allocation from
Section 7.3.1.1 on the low-K-factor links.
7.4. Results for Optimal Receivers 109
−4 −2 0 2 4 6 8 10 12 14 16 18 200
5
10
15
20
SNR ρ [dB]
M
I
[b
it
/c
.u
.]
(a) Medium-K-factor link 3
VP - exact
VP - approx.
HP - exact
HP - approx.
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DP-CL-1 - approx.
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(b) High-K-factor link 4
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(c) High-K-factor link 5
Figure 7.2: MI vs. SNR of the exact and the approximate evaluation for the VP, the
HP, and the DP-CL-1 setup with the optimized power allocation from
Section 7.3.1.1 on the medium- and high-K-factor links.
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Figure 7.3: MI vs. distance of the exact and the approximate evaluation for the VP,
the HP, and the DP-CL-1 setup with the optimized power allocation from
Section 7.3.1.1 and an SNR ρ = 10 dB on link 6 (the blue-shaded regions
denote positions where the K-factors are high, cf. Fig. 6.1).
We now compare the performance using two different DP setups, the DP-CL-1
setup with co-located antennas and the DP-SS setup with spatially separated anten-
nas. In Fig. 7.4, we show the MI of the DP-CL-1 and the DP-SS setup, exemplarily,
on link 1, 3, and 5. We observe that the DP-SS setup is able to reach even higher MI
values at high SNR. We expect this to be due to the increased viewing angle into the
propagation channel for each polarization at the receiver side, which can result in an
increase in the degrees of freedom. The SP setups also benefit from this effect since
they have the same viewing angle as the DP-SS setup, see Section 3.1. Compared to
the SP setups, the DP-CL-1 setup, however, offers a more compact antenna array at
the cost of a reduced viewing angle at the receiver. Furthermore, we observe here
that the approximate evaluation of the MI is more accurate for the DP-SS than the
DP-CL-1 setup.
Until now, we have compared SP to DP MIMO systems for the same number of
antennas at the transmitter and the receiver. This is reasonable when the number
of radio frequency chains is limited. Alternatively, a setting where the space at the
transmitter and the receiver is limited can also be of practical relevance. Therefore, we
compare the performance of SP and DP MIMO systems for the same space constraints
at both link ends. More specifically, we investigate the performance of the 2× 2 VP-1,
the 2× 2 HP-1, and the 4× 4 DP-CL-1 setup. Under the same space constraints, the
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DP setup is able to accommodate twice the amount of antennas by using co-located
DP antennas. In Fig. 7.5, we plot the results in terms of MI for the links 1, 3, and 5.
We observe that, compared to the SP setups, the DP setup is able to offer substantial
improvements in performance. The MI of the DP setup is often more than 50% higher
than the MI of the SP setups. It follows that, under the same space constraints, the
DP setup can achieve the same performance as the SP setups with significantly lower
SNR values, e.g., more than 6 dB lower SNRs in the high-SNR regime.
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(b) Medium-K-factor link 3
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(c) High-K-factor link 5
Figure 7.4: MI vs. SNR of the exact and the approximate evaluation for the DP-
CL-1 and the DP-SS setup with the optimized power allocation from
Section 7.3.1.1.
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(a) Low-K-factor link 1
2× 2 VP-1 - exact
2× 2 VP-1 - approx.
2× 2 HP-1 - exact
2× 2 HP-1 - approx.
4× 4 DP-CL-1 - exact
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(b) Medium-K-factor link 3
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Figure 7.5: MI vs. SNR of the exact and the approximate evaluation for the 2× 2
VP-1, the 2× 2 HP-1, and the 4× 4 DP-CL-1 setup with the optimized
power allocation from Section 7.3.1.1.
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Table 7.1: Average SNR Values Above Which an Equal-Power, Dual-Stream DP-CL-1
MIMO System Yields Higher MIs than a Single-Stream VP MIMO System
SNR Values ρCP [dB] (averaged)
Method Link 1 Link 2 Link 3 Link 4 Link 5
Exact: (7.1) 4.998 3.713 6.759 6.381 5.242
Approx.: (7.19) 5.073 4.021 7.027 6.455 5.240
ρ
(J)
CP: (7.44) — — — 4.781 4.623
ρ
(LB)
CP : (7.54) 6.154 5.350 7.722 7.038 5.747
Table 7.2: Average SNR Values Above Which an Equal-Power, Dual-Stream DP-CL-1
MIMO System Yields Higher MIs than a Single-Stream HP MIMO System
SNR Values ρCP [dB] (averaged)
Method Link 1 Link 2 Link 3 Link 4 Link 5
Exact: (7.1) 5.559 4.036 7.197 6.487 5.744
Approx.: (7.19) 5.567 4.316 7.324 6.565 5.680
ρ
(J)
CP: (7.44) — — — 5.160 4.813
ρ
(LB)
CP : (7.54) 6.564 5.647 7.976 7.141 6.130
7.4.2 Equal Power Allocation: Single Stream per Used Polarization
In Table 7.1, we give the average SNR values above which the MI of the DP-CL-1
setup with two streams and equal power allocation is higher than the MI of the VP
with a single stream. The corresponding results for the HP instead of the VP setup
are given in Table 7.2. Note that the precoding is again given by the eigenvectors
of R∗TX[m]. The resulting crossing points are calculated using the various methods
introduced before, i.e., using the MI and the approximations given in (7.1), (7.19),
(7.44), and (7.54) together with (7.23). We observe that the approximate evaluation of
the MI (7.19) is able to accurately reproduce the average SNR values. When using the
Jensen bound on the MI, we obtain lower average SNR values. Note that the Jensen
bound on the MI is only useful for high-K-factor links; thus, we only give the results
for link 4 and 5. The SNR values obtained from the lower bound on the approximate
MI, i.e., (7.54), yield a slight overestimation of the average SNR values for all links.
We observe that all the (exact) crossing points are roughly between 5 and 7 dB. A
clear dependence on the chosen link, i.e., the K-factors, is not present; this is due to
the restriction to two transmitted streams for DP MIMO systems and one transmitted
stream for SP MIMO systems.
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(b) DP-CL-1 vs. HP setup
Figure 7.6: SNR values above which the equal-power, dual-stream DP-CL-1 MIMO
system yields higher MIs than a single-stream SP MIMO system on link
6 (the blue-shaded regions denote positions where the K-factors are high,
cf. Fig. 6.1).
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7.5 Results for Linear Receivers
We present results on the achievable rate, i.e., the sum MI, for 4× 4 MIMO setups
with LMMSE and ZF receivers, and the links 1, 3, and 5 specified in Section 3.2. The
columns of the precoding matrices F[m] are chosen as the Nst strongest eigenvectors
of R∗TX[m] [83]. We note that in this case (7.21) and (7.22) can be simplified since
FH[m]R∗TX[m]F[m]/Nst is a diagonal matrix. Moreover, we study single- and double
stream transmission, i.e., Nst ≤ 2, as we observed that, in the considered SNR range,
a third stream can only increase the sum MI of the LMMSE and the ZF receiver on
the low-K-factor link 1.
7.5.1 Single- vs. Dual-Stream Transmission
The results on the sum MI (averaged over each track) are given in Fig. 7.7, Fig. 7.8,
and Fig. 7.9, respectively. We first focus on the SP setups. We observe that the SNR
threshold at which one should activate a second stream increases with increasing K-
factor. On the low-K-factor link, the SNR threshold is close to 0 dB, whereas, for the
medium- and high-K-factor links, it is around or above 10 dB. In the case of the DP
setup, the SNR threshold is close to or below 0 dB for all three links.
7.5.2 Single- vs. Dual-Polarized Systems
In terms of the sum MI, the DP setup is only advantageous over the SP setups for
the medium- and high-K-factor links starting at medium SNRs. On the low-K-factor
link, SP setups are always preferred. In Fig. 7.10, we compare the VP to the DP
setup with the LMMSE receiver; for the medium- and high-K-factor links, the DP
setup yields higher sum MI values above an SNR of 7.5 dB and 6 dB, respectively.
We observe that the approximate evaluation of the sum MI is able to reproduce the
SNR threshold regions at which a second stream should be activated or at which a
DP is preferred over an SP setup. These results are in accordance with those in [89],
where the throughput of 2× 2 and 4× 4 MIMO systems is investigated in an LTE
setting with the same measurements as in this work. In [89], it is also found that DP
setups outperform SP setups, for closed-loop spatial multiplexing, above certain SNR
thresholds.
7.5.3 Performance Loss Due to Linear Receivers
In Fig. 7.11, we present the sum MI relative to the MI of an optimal receiver on all
three links. Obviously, we observe a high degradation of the sum MI with a ZF
receiver at low SNRs. The LMMSE receiver only suffers from small degradations; in
the SP cases the lowest relative sum MI is around 0.9. For medium- to high-K-factor
links, the DP setup is able to reduce the degradation further due to the use of two
orthogonal polarizations. The reason is the power loss in the cross-polarized sub-links
that can suppress the interference.
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Figure 7.7: Sum MI vs. SNR on the low-K-factor link 1 (dashed lines denote the
corresponding approximation).
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Figure 7.8: Sum MI vs. SNR on the medium-K-factor link 3 (dashed lines denote the
corresponding approximation).
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Figure 7.9: Sum MI vs. SNR on the high-K-factor link 5 (dashed lines denote the
corresponding approximation).
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Figure 7.10: Sum MI vs. SNR with the LMMSE receiver (dashed lines denote the
corresponding approximation).
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(c) High-K-factor link 5
Figure 7.11: Relative sum MI using two streams with respect to an optimal receiver
vs. SNR.
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7.6 Summary
In this chapter, we have evaluated the performance gain of DP MIMO systems with
respect to SP MIMO systems under practical considerations. We considered the case
of only statistical CSI at the transmitter and instantaneous CSI at the receiver. The
receiver was either optimal or restricted to be linear with independent decoding of
the transmitted streams. Furthermore, we considered the practical case of a given
number of antennas at both ends of the channel. Realistic evaluations were enabled
by the use of channel measurements.
Specifically, we contributed the following:
• We gave an approximation of the (ergodic) achievable rate, i.e., the (ergodic)
MI for optimal receivers and the sum (ergodic) MI of all transmitted streams
for linear receivers, which is an explicit function of the statistical parameters
of the spatial channel model proposed in Chapter 6. With this approximation,
we can directly assess the influence of the statistical channel parameters on the
achievable rate.
• We used the approximate achievable rate to characterize the required SNR for a
DP MIMO system to outperform an SP MIMO system. Moreover, for an optimal
receiver, we gave a closed-form expression of such an SNR threshold for the
practically relevant case of a dual-stream DP setup vs. a single-stream SP setup.
• We evaluated the achievable rate for selected 4× 4 SP and DP antenna setups
using channel measurements. We found that DP setups are advantageous in
terms of the achievable rate for medium- to high-K-factor links starting at prac-
tically relevant SNR values. With the approximation of the achievable rate, we
were able to reproduce these SNR thresholds.
The measurement-based results show that in the presence of substantial dominant
components, e.g., due to LOS, an SNR of roughly 15 dB is enough to ensure the
superiority of DP transmission over SP transmission. When considering the case of
a dual-stream DP setup vs. a single-stream SP setup, which is especially relevant in,
e.g., LOS scenarios, even SNR values as low as 5 dB can be sufficient to benefit from
the use of DP antennas.
For linear receivers, we found that the activation of a second transmitted stream
is only beneficial when the SNR lies above a threshold; for the SP setups, this thresh-
old increases with the K-factors, whereas, for the DP setup, it remains at low SNR.
Furthermore, we observed that the degradation of the sum MI with two streams due
to the use of an LMMSE instead of an optimal receiver is rather small, especially for
the DP setup.
We conclude that DP transmission can offer noticeable improvements in terms of
the achievable rate with respect to SP transmission, especially in scenarios with strong
dominant components, e.g., in the case of a LOS connection.
Chapter 8
Conclusion
The motivation of this thesis was the need to clarify the impact of realistic channels
on the behavior of multi-polarized wireless communication systems. The focus has
been on the understanding of the non-stationary behavior of the wireless channel as
well as the performance assessment of MIMO channels, under the consideration of
the polarization domain of the channel.
During the course of this thesis, we contributed to the understanding of the non-
stationary behavior of SP and DP channels by performing a thorough characterization
based on a new algorithmic methodology. This yielded some insight regarding the
stability of the channel statistics and thus the reuse of statistical knowledge of the
channel over time as well as the time variability of certain performance measures. Re-
garding the polarization benefits, we presented an approach for a realistic evaluation
of the gain in performance, i.e., in spectral efficiency, using the polarization domain
of the channel. We assessed the influence of the (time-dependent) statistical channel
paramaters on the spectral efficiency and we gave conditions under which it is mean-
ingful to make use of the polarization domain of the channel. We were thus able to
clarify some of the mixed statements available from the literature. In the following,
we give a specific and complete presentation of the contributions of this thesis.
In Chapter 4 and Chapter 5, we characterized the non-stationarity of the wireless
channel. First, we developed a methodology for the determination of LQS regions,
i.e., local regions in which a channel can be treated as stationary. Contrary to previ-
ous results in literature relying on, to some extent, heuristic measures and thresholds,
we adopted an algorithmic view. We related the size of LQS regions in time to the
performance degradation of selected algorithms due to mismatched statistical knowl-
edge of the channel, i.e., channel statistics from another time instant. This allows for
a practical and useful definition of LQS regions. Second, we presented an elaborate
measurement-based analysis of the non-stationarity of wireless SP and DP channels
in time. Additionally to our algorithmic approach, we used standard measures from
the literature. We found that the polarization, the antenna spacing, and the opening
angle of the antennas into the propagation channel can strongly influence the non-
stationarity of the channel. The obtained LQS regions can be of significantly large
size, i.e., several meters. Therefore, an update of statistical channel knowledge is re-
quired over large distances (in an average sense) for certain algorithms. Furthermore,
we found that the non-stationarity analysis is strongly related to the considered algo-
rithm.
In Chapter 6, we shifted our attention to the spatial modeling of SP and DP MIMO
channels. The focus of the modeling was on the dominant, i.e., the Ricean, compo-
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nents which are of particular importance in LOS communication and have so far only
received little attention. We provided a general model for mobile Ricean channels that
is reasonably accurate while it still allows us to perform analytical investigations, e.g.,
regarding the spectral efficiency. Furthermore, we proposed a moment-based channel
decomposition that yields statistical channel parameters characterizing the dominant
and the remaining components of the channel. These parameters were necessary for
the subsequent performance evaluation.
In Chapter 7, we finally investigated the performance of SP and DP MIMO trans-
mission for optimal as well as linear receivers. In order to identify the conditions
on the channel and the SNR under which DP MIMO systems outperform SP MIMO
systems, we derived an approximation of the achievable rate, which can be expressed
as a function of the statistical channel parameters from the previously introduced
model. Based on this approximation, we characterized the required SNR for a DP
MIMO system to outperform an SP MIMO system in terms of the achievable rate. We
found that, in the presence of dominant components of the channel and for a given
number of antennas, DP MIMO systems are advantageous over SP MIMO systems
from practically relevant SNR values onwards. The approximation of the achievable
rate is able to reproduce these SNR values. Moreover, the loss in achievable rate when
using two transmitted streams due to a linear instead of an optimal receiver is small,
especially for DP MIMO systems.
Based on the work performed in this thesis, we conclude the following. A proper
non-stationarity analysis should be based on the considered algorithm which needs to
regularly update its statistical channel knowledge. We thus advocate the use of a mea-
sure adapted to the specific purpose, i.e., that reflects the performance degradation
of the algorithm due to the non-stationarity of the channel. Regarding the spectral
efficiency, i.e., the achievable rate, of DP MIMO channels, we conclude that the use
of DP antennas is beneficial when a certain SNR threshold is attained. We found that
in the presence of significant dominant components of the channel the SNR threshold
lies below 15 dB, while usually the stronger the dominant components are, the lower
this threshold is. Furthermore, we found that it is possible to approximate the achiev-
able rate by expressions involving the SNR and statistical channel parameters. Using
the proposed Ricean channel model in conjuction with the derived channel decom-
position, these parameters can be readily obtained from measurements. This helps
considerably in understanding the impact of realistic channels on the achievable rate
of SP and DP MIMO systems.
With the results in this thesis, we have laid the foundations for a proper characteri-
zation and modeling of channel non-stationarity as well as a realistic evaluation of the
performance benefits of DP vs. SP MIMO channels. Furthermore, our measurement-
based results enable a comparison to results obtained from various channel models
and measurements. We thus envision the following future work with regard to the
topics addressed in this thesis.
• Model for the non-stationarity of the channel: Based on the characterization of the
non-stationarity we performed, including the obtained LQS regions, it would
be interesting to extract the main features defining the time variability of the
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channel statistics. This would, in a next step, enable the modeling of the non-
stationarity of the channel.
• Extension of the measurement-based evaluation to other antenna setups: Our methods
can be naturally applied to antenna setups with other antenna types and/or
numbers. It would be interesting to extend the measurement-based evaluation
with respect to the characterization of the non-stationarity of the channel as well
as the assessment of the performance of wireless systems in this regard. Exam-
ples are the consideration of MIMO setups with differently oriented directional
antennas or polarized antenna setups representing more than two polarization
states. These examples would also require modifications to the spatial modeling
introduced in this thesis.
• Extension to multi-user/cell scenarios: The investigation of the non-stationarity of
the channel and the performance in multi-user/cell scenarios for SP and DP
MIMO systems is the next logical step. We have obtained initial results in that
direction for inter-cell interference scenarios in [41,42]. We emphasize, however,
that the sequential nature of the used measurements might limit their applicabil-
ity; e.g., the channels from different BSs to each MT position were not measured
simultaneously, see [42].
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Appendix A
Derivations
A.1 Influence of the Phase Offsets in the Measurement
Setup on Channel-Related Quantities
In this appendix, we discuss the invariance of certain channel-related quantities to the
phase offsets mentioned in Section 3.3. It is reasonable to assume these phase offsets
to be approximately time-invariant. There is, however, a frequency-dependency of the
phase offsets since, e.g., at the transmit antenna k = 1, . . . , NTX the phase offset is
φTXoff,k =
2pidTXoff,k fc
c0
+ ∆TXφ,off,k (A.1)
with the shift in the phase offset
∆TXφ,off,k =
2pidTXoff,k∆ f
c0
. (A.2)
Here, dTXoff,k is the additional distance between a selected antenna and the multiplexer
at the transmitter. Inserting realistic parameters as, e.g., ∆ f = 20 MHz and d = 0.1 m,
we obtain ∆TXφ,off,k = 0.042, which is a relatively small difference in the phaseoffset. The
same result holds for the phase offsets at the receiver φRXoff,k for k = 1, . . . , NRX. We can
thus ignore the frequency dependence of the phase offsets.
In the MIMO case, the influence of the different phase offsets on the spatial do-
mains is not clear. To investigate this issue, we define the channel transfer matrix
including the phase offsets as
Hˇ[m] = DRXH[m]DTX (A.3)
where DTX and DRX are diagonal matrices containing the transmit and the receive
phase offsets, i.e.,
[DTX]k,k = exp
(
−jφTXoff,k
)
, k = 1, . . . , NTX (A.4)
[DRX]k,k = exp
(
−jφRXoff,k
)
, k = 1, . . . , NRX (A.5)
respectively. We now study the influence of the phase offsets on the correlation ma-
trices. With DTXDHTX = INTX and D
H
RXDRX = INRX , we obtain
RˇTX[m] = E
{
HˇT[m]Hˇ∗[m]
}
= DTXRTX[m]D∗TX (A.6)
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RˇRX[m] = E
{
Hˇ[m]HˇH[m]
}
= DRXRRX[m]D∗RX (A.7)
Rˇ[m] = (DTX ⊗DRX)R[m] (D∗TX ⊗D∗RX) (A.8)
where, for (A.8), we used the relation [37, Lemma 4.3.1]
vec {CDE} =
(
ET ⊗ C
)
vec {D} (A.9)
for matrices C, D, and E of appropriate sizes.
We can now easily check the invariance of channel-related quantities with respect
to the phase offsets. As an example, we verify the invariance for the following trace
expressions involving spatial correlation matrices:
tr
{
RˇTX[m]RˇTX[m′]
}
= tr
{
RTX[m]RTX[m′]
}
(A.10)
tr
{
RˇRX[m]RˇRX[m′]
}
= tr
{
RRX[m]RRX[m′]
}
(A.11)
tr
{
Rˇ[m]Rˇ[m′]
}
= tr
{
R[m]R[m′]
}
(A.12)
where (A.12) is obtained with the help of [37, Lemma 4.2.10]
(A⊗ B) (C⊗D) = (AC)⊗ (BD) (A.13)
for matrices A, B, C, and D of appropriate sizes.
A.2 Alternative Derivation of the Infinite-Length
Filtering MSE for WSS Channels
In order to show (4.42) and (4.43) for a block length N = NpL, we start by decompos-
ing the correlation matrices as
Rh = FHh ΛhFh (A.14a)
Rhp = F
H
hpΛhp Fhp (A.14b)
R˜hp = F
H
hpΛ˜hp Fhp (A.14c)
Rh;hp = F
H
h ΛhFh,L (A.14d)
R˜h;hp = F
H
h Λ˜hFh,L. (A.14e)
Here, we used the N × N discrete Fourier transform (DFT) matrix Fh defined for
k, l = 1, . . . , N as
[Fh]k,l =
1√
N
exp
(
−j2pi (k− 1)(l − 1)
N
)
(A.15)
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and the Np × Np DFT matrix Fhp defined for k, l = 1, . . . , Np as
[Fhp ]k,l =
1√
Np
exp
(
−j2pi (k− 1)(l − 1)
Np
)
. (A.16)
The N×Np matrix Fh,L contains L-spaced columns of Fh. It is defined for k = 1, . . . , N
and l = 1, . . . , Np as
[Fh,L]k,l =
1√
N
exp
(
−j2pi (k− 1)(l − 1)L
N
)
. (A.17)
The following property holds:
Fh,LFHhp = 1L,1 ⊗ INp
1√
L
(A.18)
with the length-L column-vector 1L,1 containing 1 in every entry. Note that Λh and
Λ˜h have dimension N × N, and that Λhp and Λ˜hp have dimension Np × Np. With the
decompositions in (A.14), the mismatched MSE in (4.8) can be expressed as
R˜e = FHh ΛhFh + F
H
h Λ˜hFh,L
(
FHhpΛ˜hp Fhp + INp
σ2n
σ2p
)−1
×
(
FHhpΛhp Fhp + INp
σ2n
σ2p
)(
FHhpΛ˜hp Fhp + INp
σ2n
σ2p
)−1
FHh,LΛ˜
H
h Fh
−FHh Λ˜hFh,L
(
FHhpΛ˜hp Fhp + INp
σ2n
σ2p
)−1
FHh,LΛ
H
h Fh
−FHh ΛhFh,L
(
FHhpΛ˜hp Fhp + INp
σ2n
σ2p
)−1
FHh,LΛ˜
H
h Fh. (A.19)
Using the relation
FHhpΛ˜hp Fhp + INp
σ2n
σ2p
= FHhp
(
Λ˜hp + INp
σ2n
σ2p
)
Fhp (A.20)
the mismatched MSE matrix can be rewritten as
R˜e = FHh ΛhFh + F
H
h Λ˜hFh,LF
H
hp
(
Λ˜hp + INp
σ2n
σ2p
)−1
×
(
Λhp + INp
σ2n
σ2p
)(
Λ˜hp + INp
σ2n
σ2p
)−1
Fhp F
H
h,LΛ˜
H
h Fh
−FHh Λ˜hFh,LFHhp
(
Λ˜hp + INp
σ2n
σ2p
)−1
Fhp F
H
h,LΛ
H
h Fh
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−FHh ΛhFh,LFHhp
(
Λ˜hp + INp
σ2n
σ2p
)−1
Fhp F
H
h,LΛ˜
H
h Fh. (A.21)
Defining
Λ˜Z = Λ˜hp + INp
σ2n
σ2p
(A.22)
ΛZ = Λhp + INp
σ2n
σ2p
(A.23)
and inserting (A.18) into (A.21), we obtain
R˜e = FHh ΛhFh +
1
L
FHh Λ˜h
((
1L,11HL,1
)
⊗
(
Λ˜−1Z ΛZΛ˜
−1
Z
))
Λ˜Hh Fh
− 1
L
FHh Λ˜h
((
1L,11HL,1
)
⊗ Λ˜−1Z
)
ΛHh Fh −
1
L
FHh Λh
((
1L,11HL,1
)
⊗ Λ˜−1Z
)
Λ˜Hh Fh. (A.24)
Autocorrelation matrices, which are Hermitian and Toeplitz for WSS processes, have
an asymptotically equivalent1 circulant matrix for absolutely summable autocorrela-
tion functions [26, Lemma 4.1 & 4.6]. Due to the asymptotic equivalence of, e.g., R˜h
and the circulant matrix FHh C˜hFh, we have
lim
N→∞
‖R˜h − FHh C˜hFh‖F√
N
= lim
N→∞
‖Λ˜h − C˜h‖F√
N
= 0 (A.25)
lim
N→∞
‖Rh − FHh ChFh‖F√
N
= lim
N→∞
‖Λh − Ch‖F√
N
= 0 (A.26)
lim
Np→∞
‖R˜hp − FHhp C˜hp Fhp‖F√
Np
= lim
Np→∞
‖Λ˜hp − C˜hp‖F√
Np
= 0 (A.27)
lim
Np→∞
‖Rhp − FHhp Chp Fhp‖F√
Np
= lim
Np→∞
‖Λhp − Chp‖F√
Np
= 0 (A.28)
where the diagonal matrices C˜h and C˜hp of size N × N and Np × Np, respectively, are
defined as
[
C˜h
]
k,k = L

C˜h
(
ej2piL
k−1
N
)
, for k = 1, . . . , dNp/2e
0, for k = bNp/2c+ 1, . . . , N − bNp/2c
C˜h
(
ej2piL
k−1−N
N
)
, for k = N − bNp/2c+ 1, . . . , N
(A.29)
and
[
C˜hp
]
k,k
=

C˜h
(
ej2piL
k−1
N
)
, for k = 1, . . . , dNp/2e
C˜h
(
ej2piL
k−1−Np
N
)
, for k = dNp/2e+ 1, . . . , Np
(A.30)
1 A formal definition of asymptotically equivalent sequences of matrices is given in [26, Section 2.3].
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with C˜h
(
ej2piLυ
)
< ∞ and accordingly for the matched case, i.e., Ch and Chp .
2 Defining
Z˜Λ = Λh +
1
L
Λ˜h
((
1L,11HL,1
)
⊗
(
Λ˜−1Z ΛZΛ˜
−1
Z
))
Λ˜Hh
− 1
L
Λ˜h
((
1L,11HL,1
)
⊗ Λ˜−1Z
)
ΛHh −
1
L
Λh
((
1L,11HL,1
)
⊗ Λ˜−1Z
)
Λ˜Hh (A.31)
the mismatched MSE matrix can be written as
R˜e = FHh Z˜ΛFh. (A.32)
With (4.10), (A.32), and tr {AB} = tr {BA} the average mismatched MSE over all
positions is
σ˜2e,N,L =
1
N
tr
{
FHh Z˜ΛFh
}
=
1
N
tr
{
Z˜Λ
}
. (A.33)
We now define
Z˜C = Ch +
1
L
C˜h
((
1L,11HL,1
)
⊗
(
C˜−1Z CZC˜
−1
Z
))
C˜Hh
− 1
L
C˜h
((
1L,11HL,1
)
⊗ C˜−1Z
)
CHh −
1
L
Ch
((
1L,11HL,1
)
⊗ C˜−1Z
)
C˜Hh (A.34)
with
C˜Z = C˜hp + INp
σ2n
σ2p
(A.35)
CZ = Chp + INp
σ2n
σ2p
. (A.36)
Using [26, Theorem 2.1] with σ2n > 0, it follows that Λ˜
−1
Z and C˜
−1
Z are asymptotically
equivalent. With
∥∥∥(1L,11HL,1)⊗A∥∥∥F = L ‖A‖F for an arbitrary matrix A, it follows that
the matrices resulting from the Kronecker products in (A.31) are asymptotically equiv-
alent to the corresponding ones in (A.34). Now, invoking again [26, Theorem 2.1],
it follows that the matrices resulting from the matrix multiplications in (A.31) are
asymptotically equivalent to the corresponding ones in (A.34). Thus, Z˜C is asymptot-
ically equivalent to Z˜Λ, and we have
lim
N→∞
‖Z˜Λ − Z˜C‖F√
N
= 0. (A.37)
With [26, Theorem 2.2] and (A.37), the average mismatched MSE over all positions in
(A.33) for N → ∞ follows as
lim
N→∞
σ˜2e,N,L = limN→∞
1
N
tr
{
Z˜Λ
}
= lim
N→∞
1
N
tr
{
Z˜C
}
. (A.38)
2 It is shown in [77] that, e.g., (A.25) also holds for square summable autocorrelation functions and a
different construction of the circulant matrices.
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We now reformulate the trace of (A.34) without any Kronecker products. Instead, we
will obtain a sum of products of diagonal matrices. Note that due to the zero entries
and the factor L in (A.29), we can use (A.34) with (A.35), (A.36), (A.29), and (A.30) to
state
tr
{
Z˜C
}
= tr
{
LChp + LC˜hp C˜
−1
Z CZC˜
−1
Z C˜
H
hp − LC˜hp C˜−1Z CHhp − LChp C˜−1Z C˜Hhp
}
= tr
LChp + LC˜hp
(
C˜hp + INp
σ2n
σ2p
)−1(
Chp + INp
σ2n
σ2p
)(
C˜hp + INp
σ2n
σ2p
)−1
C˜Hhp
−LC˜hp
(
C˜hp + INp
σ2n
σ2p
)−1
CHhp − LChp
(
C˜hp + INp
σ2n
σ2p
)−1
C˜Hhp
 . (A.39)
Finally, we evaluate (A.38) with (A.39), and we obtain
lim
N→∞
σ˜2e,N,L = limN→∞
L
N
d N2L e−1∑
k=−b N2L c
Ch (ej2piL kN)+
(
Ch
(
ej2piL
k
N
)
+ σ
2
n
σ2p
)
C˜2h
(
ej2piL
k
N
)
(
C˜h
(
ej2piL
k
N
)
+ σ
2
n
σ2p
)2
−
2Ch
(
ej2piL
k
N
)
C˜h
(
ej2piL
k
N
)
C˜h
(
ej2piL
k
N
)
+ σ
2
n
σ2p
 . (A.40)
Identifying (4.31) in (A.40), we can write
lim
N→∞
σ˜2e,N,L = limN→∞
L
N
d N2L e−1∑
k=−b N2L c
C˜e
(
ej2piL
k
N
)
= L
∫ 1
2L
− 12L
C˜e
(
ej2piLυ
)
dυ
= σ˜2e,∞,L (A.41)
where the substitution of the sum by an integral is possible for Riemann integrable
error PSDs. Thus, we have proven (4.42) for the mismatched case, i.e., the equiv-
alence of the results obtained for finite-length mismatched Wiener filtering with a
filter length N → ∞ and infinite-length mismatched Wiener filtering. The proof for
matched Wiener filtering, i.e., (4.43), is a special case of the previous result and follows
immediately.
A.3. Equivalence of the Actual and the Approximate MSE for a Mismatched Rectangular
PSD of the Channel and a Pilot Spacing L = 1 133
A.3 Equivalence of the Actual and the Approximate
MSE for a Mismatched Rectangular PSD of the
Channel and a Pilot Spacing L = 1
We show the equivalence of the mismatched MSE based on finite-length filtering and
the approximate one based on infinite-length filtering, i.e., (4.78) with (4.79) and (4.86),
for the special case of a rectangular mismatched PSD satisfying (4.90), an arbitrary
matched PSD, and a pilot spacing L = 1. We start with the normalized trace of the
last term at the RHS of (4.79):
1
N
tr
FˇHh C(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh

(a)
=
1
N
tr
F¯Hh C¯hF¯h
(
IN
[
C˜(Φ)h
]
1,1
+ IN
σ2n
σ2p
)−1 [
C˜(Φ)h
]
1,1

=
1
N
[
C˜(Φ)h
]
1,1[
C˜(Φ)h
]
1,1
+ σ
2
n
σ2p
tr
{
F¯hF¯Hh C¯h
}
(b)
=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]C
(Φ)
h [m
′; k]
C(Φ)h [m
′; k] + σ
2
n
σ2p
. (A.42)
In (a), we used L = 1, which implies Fˇh,L = Fˇh and Np = N. Moreover, we used the
substitutions (4.95) and
FˇHh C˜
(Φ)
h Fˇh = IN′
[
C˜(Φ)h
]
1,1
. (A.43)
In (b), we used (4.99) with [F¯hF¯Hh ]k,k = N/N
′. The normalized trace of the third term
at the RHS of (4.79) follows accordingly, i.e.,
1
N
tr
FˇHh C˜(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC
(Φ)
h Fˇh

=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]C
(Φ)
h [m
′; k]
C(Φ)h [m
′; k] + σ
2
n
σ2p
. (A.44)
The normalized trace of the first term at the RHS of (4.79) can be rewritten as in (4.91),
i.e.,
1
N
tr
{
FˇHh C
(Φ)
h Fˇh
}
=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k] . (A.45)
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By using similar manipulations as in (A.42), the normalized trace of the second term
at the RHS of (4.79) is given by:
1
N
tr
FˇHh C˜(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
×
(
FˇHh,LC
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh

(a)
=
1
N
tr
[C˜(Φ)h ]21,1
(
IN
[
C˜(Φ)h
]
1,1
+ IN
σ2n
σ2p
)−1
×F¯Hh
(
C¯h + IN′
σ2n
σ2p
)
F¯h
(
IN
[
C˜(Φ)h
]
1,1
+ IN
σ2n
σ2p
)−1
=
1
N
[
C˜(Φ)h
]2
1,1([
C˜(Φ)h
]
1,1
+ σ
2
n
σ2p
)2 tr
{
F¯hF¯Hh
(
C¯h + IN′
σ2n
σ2p
)}
=
1
N′
N′′∑
k=−N′′
(
C(Φ)h [m; k] +
σ2n
σ2p
)
C(Φ)h
2
[m′; k](
C(Φ)h [m
′; k] + σ
2
n
σ2p
)2 . (A.46)
In (a), we used (A.43) with L = 1 and (4.95). We can thus restate the mismatched MSE
based on finite-length filtering, i.e., (4.78) with (4.79), as
σ˜2e,N,L=1[m, m
′] = 1
N
tr
{
R˜e[m, m′]
}
=
1
N′
N′′∑
k=−N′′
(
C(Φ)h [m; k] +
(
C(Φ)h [m; k] +
σ2n
σ2p
)
× C
(Φ)
h
2
[m′; k](
C(Φ)h [m
′; k] + σ
2
n
σ2p
)2 − 2C(Φ)h [m; k]C(Φ)h [m′; k]C(Φ)h [m′; k] + σ2nσ2p
)
= σ˜2e,ap,L=1[m, m
′] (A.47)
which completes the proof.
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A.4 Channel PSDs Minimizing/Maximizing the
Approximate Matched MSE
We show that a PSD with one peak minimizes and a rectangular PSD satisfying (4.90)
maximizes the approximate IL-based matched MSE (4.89) subject to a fixed channel
power gain Ph = Ph[m] =
∑N′′
k=−N′′ C
(Φ)
h [m; k]/N
′ and (4.1). Defining the concave and
monotonically increasing function
f (x) =
x
σ2p
Lσ2n
x + 1
, x ≥ 0 (A.48)
we can rewrite the approximate matched MSE based on infinite-length filtering in
(4.89) as
σ2e,ap,L[m] = g(c) =
1
N′
N′′∑
k=−N′′
f
(
C(Φ)h [m; k]
)
(A.49)
where we defined the length-N′ column vector c with entries [c]k+N′′+1 = c[k] =
C(Φ)h [m; k] for k = −N′′, . . . , N′′ and we dropped the time argument to simplify nota-
tion. Similarly, we define the length-N′ column vectors x and y with [x]k+N′′+1 = xk
and [y]k+N′′+1 = yk, respectively, for k = −N′′, . . . , N′′. As f (x) is concave in x, g(x)
is also concave in x [10, Section 3.2.1]. This can be shown as follows:
f (θxi + (1− θ)yi) ≥ θ f (xi) + (1− θ) f (yi), ∀|i| ≤ N′′ (A.50)
⇒
N′′∑
i=−N′′
f (θxi + (1− θ)yi) ≥ θ
N′′∑
i=−N′′
f (xi) + (1− θ)
N′′∑
i=−N′′
f (yi) (A.51)
⇔ g(θx + (1− θ)y) ≥ θg(x) + (1− θ)g(y) (A.52)
for 0 ≤ θ ≤ 1, and thus g(x) is concave in x.
To show which PSD minimizes σ2e,ap,L[m], we define the length-N
′ column vector b
with entries [b]k+N′′+1 = b[k] = c[k]/(PhN′) for k = −N′′, . . . , N′′ and
∑N′′
k=−N′′ b[k] =
1. We can thus write c = PhN′ b. Therefore, we have
g(c) = g
(
PhN′ b
)
(a)
≥
N′′∑
k=−N′′
b[k] g
(
PhN′ eN′,k
)
(b)
=
N′′∑
k=−N′′
b[k]
1
N′
f
(
PhN′
)
=
1
N′
f
(
PhN′
)
(A.53)
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where eN′,k is the kth column unit vector of order N′, (a) follows from Jensen’s in-
equality, and (b) from (A.49). Thus, a single peak with amplitude PhN′ minimizes
(A.49).
We now show which PSD maximizes σ2e,ap,L[m]. With the concavity of f (x) and
Jensen’s inequality, it follows that
g(c) =
1
N′
N′′∑
k=−N′′
f (c[k])
=
1
L
L
N′
⌊
N′
2L
⌋∑
k=−
⌊
N′
2L
⌋ f (c[k])
≤ 1
L
f
 LN′
⌊
N′
2L
⌋∑
k=−
⌊
N′
2L
⌋ c[k]

=
1
N′
⌊
N′
2L
⌋∑
k=−
⌊
N′
2L
⌋ f (LPh) (A.54)
holds since only N′/L elements of c are allowed to be non-zero. Therefore, we can
state that (A.49) is maximized by choosing
c[k] =
{
LPh, for k = −bN′/(2L)c, . . . , bN′/(2L)c
0, else
. (A.55)
A.5 Comparison of the Actual and the Approximate
MSE for a Rectangular PSD of the Channel
We compare the mismatched MSE based on finite-length filtering and the approximate
one based on infinite-length filtering, i.e., (4.78) with (4.79) and (4.86), for the special
case of rectangular matched and mismatched PSDs satisfying (4.90). We start by upper-
bounding the normalized trace of the last term at the RHS of (4.79):
1
N
tr
{
FˇHh C
(Φ)
h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh
}
(a)
=
1
N
tr
{
F¯Hh C¯hF¯h,L
(
F¯Hh,LC˘hF¯h,L + INp
σ2n
σ2p
)−1
F¯Hh,LC˘
H
h F¯h
}
(b)
=
1
N
tr
{[
C˜(Φ)h
]
1,1
[
C(Φ)h
]
1,1
F¯Hh F¯h,L
(
F¯Hh,LF¯h,L
[
C˜(Φ)h
]
1,1
+ INp
σ2n
σ2p
)−1
F¯Hh,LF¯h
}
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(c)
=
1
N
tr
{
L
[
C˜(Φ)h
]
1,1
[
C(Φ)h
]
1,1
F¯Hh F¯h,L
(
INp
[
C˜(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)−1
F¯Hh,LF¯h
}
=
L
N
[
C˜(Φ)h
]
1,1
[
C(Φ)h
]
1,1[
C˜(Φ)h
]
1,1
+ Lσ
2
n
σ2p
tr
{
F¯Hh F¯h,LF¯
H
h,LF¯h
}
(d)
≤ L
Np
[
C˜(Φ)h
]
1,1
[
C(Φ)h
]
1,1[
C˜(Φ)h
]
1,1
+ Lσ
2
n
σ2p
tr
{
F¯h,LF¯Hh,LF¯h,LF¯
H
h,L
}
(e)
=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]C
(Φ)
h [m
′; k]
C(Φ)h [m
′; k] + Lσ
2
n
σ2p
. (A.56)
In (a), we used the substitutions given by (4.96), and the mismatched equivalents of
(4.95) and (4.96), where the (N′/L)× N matrix F¯h contains only the rows of Fˇh corre-
sponding to the elements of C˜(Φ)h that are non-zero. The (N
′/L)× (N′/L) diagonal
matrices
C¯h = I N′
L
[
C(Φ)h
]
1,1
(A.57)
C˘h = I N′
L
[
C˜(Φ)h
]
1,1
(A.58)
contain only the elements of C(Φ)h , respectively C˜
(Φ)
h that are non-zero. In (b), we used
(A.57) and (A.58), and, in (c), we used (4.93). In (d), we applied (4.98). Finally, in (e),
we used (4.93). The normalized trace of the third term at the RHS of (4.79) can be
upper-bounded accordingly, i.e.,
1
N
tr
{
FˇHh C˜
(Φ)
h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC
(Φ)
h Fˇh
}
≤ 1
N′
N′′∑
k=−N′′
C(Φ)h [m; k]C
(Φ)
h [m
′; k]
C(Φ)h [m
′; k] + Lσ
2
n
σ2p
. (A.59)
The normalized trace of the first term at the RHS of (4.79) can be rewritten as in (4.91),
i.e.,
1
N
tr
{
FˇHh C
(Φ)
h Fˇh
}
=
1
N′
N′′∑
k=−N′′
C(Φ)h [m; k] . (A.60)
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Finally, by using similar manipulations as in (A.56), the normalized trace of the second
term at the RHS of (4.79) is upper-bounded as
1
N
tr
FˇHh C˜(Φ)h Fˇh,L
(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
×
(
FˇHh,LC
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)(
FˇHh,LC˜
(Φ)
h Fˇh,L + INp
σ2n
σ2p
)−1
FˇHh,LC˜
(Φ)
h Fˇh

(a)
=
L
N
tr
[C˜(Φ)h ]21,1 F¯Hh F¯h,L
(
INp
[
C˜(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)−1
×
(
INp
[
C(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)(
INp
[
C˜(Φ)h
]
1,1
+ INp
Lσ2n
σ2p
)−1
F¯Hh,LF¯h

=
L
N
[
C˜(Φ)h
]2
1,1
([
C(Φ)h
]
1,1
+ Lσ
2
n
σ2p
)
([
C˜(Φ)h
]
1,1
+ Lσ
2
n
σ2p
)2 tr{F¯Hh F¯h,LF¯Hh,LF¯h}
≤ L
Np
[
C˜(Φ)h
]2
1,1
([
C(Φ)h
]
1,1
+ Lσ
2
n
σ2p
)
([
C˜(Φ)h
]
1,1
+ Lσ
2
n
σ2p
)2 tr{F¯Hh,LF¯h,LF¯Hh,LF¯h,L}
=
1
N′
N′′∑
k=−N′′
(
C(Φ)h [m; k] +
Lσ2n
σ2p
)
C(Φ)h
2
[m′; k](
C(Φ)h [m
′; k] + Lσ
2
n
σ2p
)2 (A.61)
where, in (a), we used the mismatched equivalents of (4.96) and (4.95), and (4.95)
together with (4.93).
A.6 Sufficient Condition for a Positive Semidefinite
R˜(e)[m]
In order to derive a sufficient condition for the positive semidefiniteness of R˘k[m], ∀k =
1, . . . , NDP and thus R˜(e)[m], we need to solve the following inequality for ck[m], ∀k =
1, . . . , NDP for which we drop the time argument:
zH
(
R˘k−1 − ck uˇkuˇHk
)
z ≥ 0, ∀z ∈ CNTXNRX×1. (A.62)
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The case z = 0NTXNRX,1 is trivially satisfied. In case z 6= 0NTXNRX,1, we first consider
non-singular R˘k−1. We define zˇ = R˘
1
2
k−1z and rearrange (A.62) to obtain
ck zHuˇkuˇHk z
zHR˘k−1z
=
ck zˇHR˘
− 12
k−1uˇkuˇ
H
k R˘
− 12
k−1zˇ
zˇH zˇ
≤ 1. (A.63)
The matrix R˘−
1
2
k−1uˇkuˇ
H
k R˘
− 12
k−1 is positive semidefinite with rank one, such that with the
Rayleigh-Ritz theorem [36, Theorem 4.2.2], we have
0 ≤ zˇ
HR˘−
1
2
k−1uˇkuˇ
H
k R˘
− 12
k−1zˇ
zˇH zˇ
≤ λmax
(
R˘−
1
2
k−1uˇkuˇ
H
k R˘
− 12
k−1
)
. (A.64)
Finally, with (A.63) and (A.64), we obtain,
ck ≤ λ−1max
(
R˘−
1
2
k−1uˇkuˇ
H
k R˘
− 12
k−1
)
=
(
uˇHk R˘
−1
k−1uˇk
)−1
, ∀k = 1, . . . , NDP (A.65)
which is a necessary and sufficient condition for R˘k, ∀k = 1, . . . , NDP to be positive
semidefinite if R˘k−1, ∀k = 1, . . . , NDP is non-singular. In the case of a singular R˘k−1,
we set ck = 0. We thus obtain a sufficient condition for R˜(e) to be positive semidefinite.
We note that (A.65) (for non-singular R˘k−1, ∀k = 1, . . . , NDP) can also be derived based
on [36, Theorem 7.7.7].
A.7 Hessian Matrix for the Approximate Mutual
Information with the LMMSE Receiver
We derive the Hessian matrix required for the second-order multivariate Taylor series
expansion of the sum MI with the LMMSE receiver for the non-trivial case Nst ≥ 2.
We heavily rely on results from [34], and we drop the time argument to simplify
notation. First, we consider the function
fk(A) = ln
(
1
[A−1]k,k
)
(a)
= ln
(
det A
det Akk
)
(A.66)
with the Nst × Nst matrix A = INst + ρFHHHHF/Nst and the (Nst − 1) × (Nst − 1)
matrix Akk being equal to A with the kth row and kth column removed. In (a), we
used the relation [36, Section 0.8.2][
A−1
]
k,k
=
det Akk
det A
. (A.67)
The differential of fk(A) can be written as [34, Table IV]
d fk(A) = tr
{
A−1dA
}
− tr
{
Mk(MTk AMk)
−1MTk dA
}
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= tr
{(
A−1 −Mk(MTk AMk)−1MTk
)
dA
}
(A.68)
where we denote by the Nst× (Nst− 1) matrix Mk the identity matrix INst with the kth
column removed; thus, Akk = MTk AMk follows. The derivative of fk(A) with respect
to A follows as [34, Table IV]
∂ fk(A)
∂A
= A−T −
(
Mk(MTk AMk)
−1MTk
)T
(A.69)
and we have
DA fk(A) =
(
vec
{
∂ fk(A)
∂A
})T
(A.70)
where we defined
DAC = ∂ vec {C}
∂ (vec {A})T
(A.71)
for some matrix C. Using [34, Table V], the derivative of the first term in (A.69) can
be obtained as
DA
(
A−T
)
= −KNst,Nst
(
A−T ⊗A−1
)
. (A.72)
The derivative of the second term in (A.69) can be obtained by applying the chain
rule [34, Theorem 1]. First, we define the Nst × Nst matrix
J = Mk
(
Mk(MTk AMk)
−1
)T
= MkB (A.73)
with the (Nst− 1)×Nst matrix B = (Mk(MTk AMk)−1)T. Then, using [37, Lemma 4.3.1]
as in (7.12), the derivative of J with respect to B is obtained as
DBJ = INst ⊗Mk. (A.74)
The rest of the analysis is performed in the same manner by exploiting the chain rule
recursively. This yields [34, Table V]
DA(DA fk(A))T = −KNst,Nst
(
A−T ⊗A−1
)
+ (INst ⊗Mk)KNst,Nst−1(INst−1 ⊗Mk)
×
(
(MTk AMk)
−T ⊗ (MTk AMk)−1
)
(MTk ⊗MTk ). (A.75)
Finally, the Hessian matrix at A = E {A} is
YLMMSE,k = DA (DA fk(A))T
∣∣∣
A=E{A}
(A.76)
with E {A} = INst + ρFHR∗TXF/Nst.
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A.8 Hessian Matrix for the Approximate Mutual
Information with the Zero Forcing Receiver
We derive the Hessian matrix required for the second-order multivariate Taylor series
expansion of the sum MI with the ZF receiver for the non-trivial case Nst ≥ 2. We
use several results from [34], and we drop the time argument. First, we define the
function
fk(A) = ln
(
1+ ρ
1
[A−1]k,k
)
(a)
= ln
(
1+ ρ
det A
det Akk
)
= ln(1+ ρdA,k) (A.77)
with the Nst × Nst matrix A = FHHHHF/Nst, the (Nst − 1)× (Nst − 1) matrix Akk =
MTk AMk, and dA,k = det A/ det A
kk. Here, the Nst× (Nst− 1) matrix Mk is the identity
matrix INst with the kth column removed. In (a), we used (A.67). Then, we calculate
the differential of fk(A) [34, Table IV]:
d fk(A) =
∂
∂dA,k
(ln(1+ ρdA,k)) ddA,k
=
ρ
1+ ρdA,k
(
det A tr
{
A−1dA
}
det Akk
(det Akk)2
− det A det A
kk tr
{
(Akk)−1dAkk
}
(det Akk)2
)
=
ρdet A
1+ ρ det Adet Akk
(
tr
{
A−1dA
}
det Akk
− tr
{
Mk(MTk AMk)
−1MTk dA
}
det Akk
)
=
ρdet A
det(MTk AMk) + ρdet A
tr
{(
A−1 −Mk(MTk AMk)−1MTk
)
dA
}
. (A.78)
We can write the derivative of fk(A) with respect to A as [34, Table IV]
∂ fk(A)
∂A
= skSk (A.79)
with
sk =
ρdet A
det(MTk AMk) + ρdet A
(A.80)
Sk =
(
A−1 −Mk(MTk AMk)−1MTk
)T
. (A.81)
We now calculate the derivative of ∂ fk(A)/∂A with respect to A. Consider first the
differential [34, Definition 2]
d vec
{
∂ fk(A)
∂A
}
= sk d vec {Sk}+ vec {Sk} dsk
= sk (DASk) d vec {A}+ vec {Sk} (DAsk) d vec {A} (A.82)
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where we defined
DAC = ∂ vec {C}
∂ (vec {A})T
(A.83)
for some matrix C. Then, the derivative of (A.82) with respect to A is
DA (DA fk(A))T = sk DASk + vec {Sk} DAsk. (A.84)
The derivative of Sk with respect to A can be calculated as in the case of the LMMSE
receiver, see (A.75):
DASk = −KNst,Nst
(
A−T ⊗A−1
)
+ (INst ⊗Mk)KNst,Nst−1(INst−1 ⊗Mk)
×
(
(MTk AMk)
−T ⊗ (MTk AMk)−1
)
(MTk ⊗MTk ). (A.85)
The differential of sk can be calculated as
dsk =
ρdet A tr
{
A−1dA
} (
det(MTk AMk) + ρdet A
)(
det(MTk AMk) + ρdet A
)2
−ρdet A det(M
T
k AMk) tr
{
Mk(MTk AMk)
−1MTk dA
}(
det(MTk AMk) + ρdet A
)2
− (ρdet A)
2 tr
{
A−1dA
}(
det(MTk AMk) + ρdet A
)2
=
ρdet A det(MTk AMk)(
det(MTk AMk) + ρdet A
)2 tr{(A−1 −Mk(MTk AMk)−1MTk ) dA} . (A.86)
The derivative of sk with respect to A follows as
∂sk
∂A
=
ρdet A det(MTk AMk)(
det(MTk AMk) + ρdet A
)2 (A−1 −Mk(MTk AMk)−1MTk )T (A.87)
and we note that
DAsk =
(
vec
{
∂sk
∂A
})T
. (A.88)
Based on (A.84), the Hessian matrix at A = E {A}, i.e.,
YZF,k = DA (DA fk(A))T
∣∣∣
A=E{A}
(A.89)
with E {A} = FHR∗TXF/Nst is finally obtained.
Appendix B
Notation
a, b, . . . , A, B, . . . scalars
a, b, . . . vectors
A, B, . . . matrices
A, B, . . . sets
[a]k kth element of the vector a
[A]k,l element of the matrix A in the kth row and lth column
A∗ (element-wise) complex conjugate of the matrix A
AT transpose of the matrix A
AH conjugate transpose of the matrix A
vec {A} vectorization, i.e., column-wise stacking, of the matrix A
tr {A} trace of the square matrix A
det {A} determinant of the square matrix A
‖A‖F Frobenius norm of the matrix A
rank {A} rank of the matrix A
λmax(A) maximal eigenvalue of the Hermitian matrix A
A
1
2 unique Hermitian positive semidefinite square root of the
Hermitian positive semidefinite matrix A
A+ [A+]k,l = max {[A]k,l, 0}
A B Hadamard (element-wise) product of the matrices A and B
A⊗ B Kronecker product of the matrices A and B
KM,N real-valued MN ×MN commutation matrix:
KM,N vec {A} = vec
{
AT
}
for an M× N matrix A
IN N × N identity matrix
0M,N M× N all-zero matrix
0N N × N all-zero matrix
1M,N M× N all-one matrix
1N N × N all-one matrix
eN,k kth column unit vector of order N
E {A} expectation of the matrix A
|A| cardinality of the set A∑
k x[k] sum (from −∞ to ∞ unless otherwise specified)∫
x(ν)dν integral (from −∞ to ∞ unless otherwise specified)
(x ∗n y)(ν) n-dimensional convolution of x(ν) and y(ν)
x(ν)~ y(ν), circular convolution:
∫ B/2
−B/2 x(νˇ)
∑∞
k=−∞ yˇ(ν− νˇ− kB)dνˇ
−B/2 ≤ ν < B/2 with yˇ(ν) = y(ν) for −B/2 ≤ ν < B/2 and yˇ(ν) = 0 else
δ[m] Kronecker delta for an integer m
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ln(a) natural logarithm of a
log(a) logarithm of a to the base 2
sinc (a) (normalized) sinc function: sinc (a) = sin(pia)/(pia)
bac rounding a down to the next integer
dae rounding a up to the next integer
j imaginary unit
Z ring of integers
R field of real numbers
C field of complex numbers
Acronyms
BS base station
CMD correlation matrix distance
CSI channel state information
DFT discrete Fourier transform
DP dual-polarized
DTFT discrete-time Fourier transform
DU doubly underspread
GLSF generalized local scattering function
H-H horizontal-to-horizontal
H-V horizontal-to-vertical
HARQ hybrid automatic repeat request
HP horizontal-polarized
LMMSE linear minimum mean squared error
LOS line-of-sight
LQS local quasi-stationarity
LSF local scattering function
LTE Long Term Evolution
LTV linear time-varying
MI mutual information
MIMO multiple-input multiple-output
MMSE minimum mean square error
MSE mean square error
MT mobile terminal
NLOS non-line-of-sight
PSD power spectral density
SISO single-input single-output
SNR signal-to-noise ratio
SP single-polarized
UCA uniform circular array
ULA uniform linear array
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146 Acronyms
US uncorrelated scattering
V-H vertical-to-horizontal
V-V vertical-to-vertical
VP vertical-polarized
WSS wide-sense stationary
WSSUS wide-sense stationary uncorrelated scattering
ZF zero forcing
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