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Abstract
In this paper, we define Jacobi fields for nonholonomic mechanics
using a similar characterization than in Riemannian geometry. We
give explicit conditions to find Jacobi fields and finally we find the
nonholonomic Jacobi equations in two equivalent ways: the first one,
using an appropriate complete lift of the nonholonomic system and,
in the second one, using the curvature and torsion of the associated
nonholonomic connection.
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1 Introduction
Jacobi fields play a fundamental role in Riemannian geometry since they
provide a means of describing how fast the geodesics starting from a given
point spread apart. This behaviour is controlled by the curvature of the
Riemannian metric [24, 39, 33]. More concretely, let (Q, g) be a Riemannian
manifold where Q is a differentiable manifold and g a given Riemannian
metric, then a Jacobi field is vector field W : I → TQ along a geodesic
c : I → Q satisfying the equation (Jacobi equation)
D2W
dt2
+R(W (t), c˙(t))c˙(t) = 0 (1.1)
where R is the curvature of the Riemannian manifold. This equation mea-
sures the effect of curvature on one-parameter families of geodesics being
Jacobi fields their infinitesimal generators. In this last sense, we can inter-
pret Jacobi equation (1.1) as a second order differential equation satisfied
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by the variation fields of one-parameters families of geodesics. Another in-
teresting approach is to derive an appropriate variational principle which
gives simultaneously the geodesic and Jacobi equations for the Riemannian
manifold, that is, to see the Jacobi equation as the Euler-Lagrange equations
for a suitable Lagrangian function defined now on TTQ (see [43]).
The study of Jacobi fields is an important step to analyse the local
and global geometry and topology of a Riemannian manifold. For instance,
such important issues as the existence of conjugate points, the minimizing
character of geodesics, singularities of the exponential map where it fails to
be a local diffeomorphism... (see, for instance, [24, 39, 33]).
Summarizing, the main steps to characterize Jacobi fields in Riemannian
geometry are (see Table 1 for more details):
1. Characterization of Jacobi fields in terms of infinitesimal geodesic vari-
ations.
2. To show that Killing vector fields X ∈ X(Q) are Jacobi fields along
any geodesic c in Q.
3. Characterization of Jacobi fields as trajectories of the kinematic La-
grangian system obtained by lifting the metric to the tangent bundle.
4. Derivation of the Jacobi equation in terms of the curvature of the
Riemannian metric.
5. Study of conjugate points and relation with minimizing properties of
geodesics.
Given the importance of Jacobi fields, there has been great interest in gen-
eralizing these results to different situations, for example, to general second
order differential equations (SODE’s) in [13] using the dynamical covariant
derivative and the Jacobi endomorphism associated with the SODE [37] (see
also [30] and the references therein), to semi-Riemannian geometry [39], to
sub-Riemannian and Finsler geometry [2, 8], to the Lie algebroid setting
[15], to skew-symmetric algebroids [31], etc.
However, the case of systems subjected to nonholonomic constraints has
not be properly considered in the previous literature. Roughly speaking
a nonholonomic system consists of a Lagrangian function L : TQ → R
and a nonintegrable distribution D where the dynamics is governed by the
Lagrange-d’Alembert principle which is non-variational in the standard ter-
minology [9, 17, 38, 20] (see also [36] for a discussion on the validity of the
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Lagrange-d’Alembert principle and [27] for a general discussion on varia-
tional calculus with constraints). Usually, the Lagrangian is of the form
L ≡ T or L ≡ T − V where T is the kinetic energy associated to a Rieman-
nian metric and V is a potential function. Nonholonomic systems are present
in many areas of applied research like wheeled vehicles, robotics, satellite
dynamics and its dynamic is very intriguing from a qualitative point of view.
These are some of the reasons for the vast literature about this topic1 .
One of the most successful approaches to understanding the dynamics
of nonholonomic systems has been the use of differential geometry and, in
particular, of Riemannian geometry (see, for instance, [40, 32, 34, 14, 12,
17, 29, 7, 25]). One of the main ingredients is to introduce a nonholonomic
connection obtained using the orthogonal projector associated to the de-
composition TQ = D⊕D⊥ where D⊥ is the orthogonal distribution for the
Riemannian metric g (see [34]).
With the present paper, we start the geometric program of introducing
some important concepts of standard Riemannian geometry to the nonholo-
nomic setting. In particular, in this paper, we will introduce the notion
of Jacobi fields and the corresponding Jacobi equation. More concretely,
following the same lines as in the unconstrained case (see Table 1 for more
details):
1. We have defined nonholonomic Jacobi fields in terms of infinitesimal
nonholonomic geodesic variations in Definition 3.1. We remark that,
following our natural definition, a nonholonomic Jacobi field along a
nonholonomic trajectory c is not, in general, a section of the constraint
distribution D along c. This is an important difference with previous
approaches to the notion of a nonholonomic Jacobi field.
2. We have given in Theorem 3.3 new results to explicitly find Jacobi
fields. In particular, every Killing vector field X ∈ X(Q) which is an
infinitesimal symmetry of D is a non-holonomic Jacobi field along any
nonholonomic geodesic c (see Corollary 3.5).
3. We have characterized Jacobi fields as trajectories of a lifted nonholo-
nomic system in Theorem 3.12.
4. Finally, we have derived the nonholonomic Jacobi equation in terms
of the curvature and torsion of the corresponding nonholonomic con-
nection in Theorem 3.22.
1. As a simple checking, we have found almost 2000 references in MathScinet with
the words nonholonomic or non-holonomic in the title
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To do all this, we widely use the theory of complete and vertical lifts to
the tangent bundle (see [43]; see also [28] for an extension of the theory to
general algebroids).
On the other hand, to preserve as much as possible the Riemannian ge-
ometric flavour we start our study with nonholonomic systems of kinematic
type, but in Appendix D we extend the previous results to the case of a
nonholonomic system where the Lagrangian is of the form L = T − V .
The paper is organized as follows. In Section 2, we will review the main
results on the geometric formulation of nonholonomic systems subjected to
linear constraints (which will be used in the rest of the paper). We also
extend some basic results on nonholonomic systems of kinetic type to the
more general case when the kinetic energy is not induced by a Riemannian
metric but a pseudo-Riemanninan metric. In Section 3, we introduce the
notion of a nonholonomic Jacobi field for a kinematic nonholonomic system.
Then, we prove that such systems may be lifted to kinematic nonholonomic
systems (on the double tangent bundle) with kinetic energy induced by a
pseudo-Riemanninan metric and that the nonholonomic trajectories of the
lifted system are just the Jacobi fields of the original system. We also prove
that the Jacobi fields satisfy the nonholonomic Jacobi equation which is
given in terms of the covariant derivative, the curvature and the torsion
associated with the nonholonomic connection. Along the paper, we have
included several examples to illustrate the potential of our results.
In addition, to make the paper self-contained and easily readable we have
included four appendices also containing original results. The Appendix A
introduces some well-know results about complete and vertical lifts of vector
fields and 1-forms. In Appendix B we review some results about complete
and vertical lifts in Riemannian and pseudo-Riemanninan geometry relating
these lifted objects with the Poincare´-Cartan forms. In Appendix C we
discuss the properties of the complete lift of a Lagrangian system of kinetic
type. Finally in Appendix D, as we said before, we characterize Jacobi fields
for nonholonomic mechanical systems where the Lagrangian is of the form
L = T − V .
2 Nonholonomic systems subjected to linear con-
straints
A Lagrangian mechanical system is a pair formed by a smooth manifold Q
called the configuration space and a smooth function L : TQ → R on its
tangent bundle called the Lagrangian [1]. If the system is not subjected
5
Riemannian geometry Kinematic nonholonomic mechanics
A vector field W : I → TQ along
a geodesic c : I → Q is said to be
a Jacobi field for the Riemannian
manifold (Q, g) if it is the infinitesi-
mal variation vector field of a family
of geodesics
A vector field W : I → TQ along a
nonholonomic trajectory c : I → Q
is said to be a nonholonomic Ja-
cobi field for the system (Lg,D) if
it is the infinitesimal variation vec-
tor field of a family of nonholonomic
trajectories (see Definition 3.1)
Every Killing vector field W for the
Riemannian metric g is a Jacobi
field along any geodesic
Every Killing vector field W for the
Riemannian metric g which is an in-
finitesimal symmetry of D is a non-
holonomic Jacobi field for any non-
holonomic solution
(see Corollary 3.5)
The trajectories of the Lagrangian
system Lgc : TTQ → R are just
the Jacobi fields for the Riemannian
manifold (Q, g)
The trajectories of the nonholo-
nomic system (Lgc ,D
c) are just the
Jacobi fields for the nonholonomic
system determined by (Lg,D)
(see Theorem 3.12)
W is a Jacobi field if and only if
D2W
dt2
+R(W (t), c˙(t))c˙(t) = 0
or, equivalently,
∇gc˙∇
g
c˙W +R(W, c˙)c˙ = 0
W is a nonholonomic Jacobi field if
and only if
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙)
+Rnh(W, c˙)c˙ = 0, W˙ (t) ∈ Dc.
(see Theorem 3.22)
Table 1: Comparative between Jacobi fields for Riemannian geometry and
kinematic nonholonomic systems
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to any constraint or external forces, a motion of the mechanical system
is a solution of the Euler-Lagrange equations, whose expression on natural
coordinates relative to any chart (qi) for Q is
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
= 0, 1 6 i 6 dim(Q). (2.1)
We can also express these equations in a more geometric language [22].
Let τQ : TQ → Q be the canonical tangent projection, ∆ be the Liouville
vector field on TQ defined by
∆(u) =
d
dt
∣∣∣∣
t=0
(u+ tu) = (u)vu,
and S : TTQ→ TTQ be the vertical endomorphism defined by
S(Xu) = ((TuτQ)(Xu))
v
u,
where (·)vu : TqQ→ Tu(TqQ) denotes the vertical lift at u ∈ TqQ. These maps
have a much more immediate interpretation when are written in coordinates
where
∆(vi
∂
∂qi
) = vi
∂
∂q˙i
and S(Xi
∂
∂qi
+Xn+i
∂
∂q˙i
) = Xi
∂
∂q˙i
.
When the function L is regular, that is, the matrix Hess(L) := ( ∂
2L
∂q˙i∂q˙j
) is
non-singular, equations (2.1) may be written as a system of second-order dif-
ferential equations obtained by computing the integral curves of the unique
vector field ΓL satisfying
iΓLωL = dEL, (2.2)
where ωL = −d(S
∗dL) and EL = ∆(L) − L are the Poincare´-Cartan two-
form and the Lagrangian energy, respectively. The one-form θL = S
∗dL
is the Poincare´-Cartan one-form. The vector field ΓL is a SODE vector
field on Q and it is called the Lagrangian vector field. Regularity of L is
equivalent to ωL being symplectic and therefore to uniqueness of solution
for equation (2.2). In effect, its local expression is
ωL =
∂2L
∂q˙i∂qj
dqi ∧ dqj +
∂2L
∂q˙i∂q˙j
dqi ∧ dq˙j ,
from where we deduce that ωL is symplectic if and only if Hess(L) is non-
singular (for more details see [1, 22]).
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2.1 Nonholonomic mechanics
A nonholonomic constraint on a regular mechanical system (Q,L) is a non-
integrable distribution D on Q and a nonholonomic mechanical system is a
triple (Q,L,D) such that the system is subjected to the constraint in the
sense that the velocity vectors of motions belong to the distribution D [9].
Note that if the distribution was integrable, then the manifold Q would
be foliated by immersed submanifolds of Q whose tangent space at each
point coincides with the subspace given by the distribution at that point.
Hence, motions of these systems would be confined to a submanifold N ⊆ Q.
In this way, we obtain a mechanical system without constraints formed by
(N,L|N ). This class of constraints is called holonomic constraints.
Locally, the nonholonomic constraints are given by a set of n− k equa-
tions that are linear on the velocities
µai (q)q˙
i = 0,
where 1 6 a 6 n − k, where k is the rank of the distribution D and n is
the dimension of the manifold Q. Geometrically, these equations define the
vector subbundle Do ⊆ T ∗Q, called the annihilator of D, spanned at each
point by the one forms {µa} locally given by µa = µai (q)dq
i.
A motion of the nonholonomic mechanical system is a solution of the
Lagrange-d’Alembert equations, whose local expression is
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
= λaµ
a
i (q)
µai (q)q˙
i = 0,
(2.3)
for some Lagrange multipliers λa, which may be determined with the help
of the constraint equations (see [42, 35, 21, 16, 18] for a first geometrical
approach to nonholonomic mechanics).
Nonholonomic mechanics can also be described in a more geometric fash-
ion. Consider the geometric equations{
iΓ(L,D)ωL − dEL ∈ Γ(F
o)
Γ(L,D) ∈ X(D),
(2.4)
where Γ(F 0) is the space of sections of F 0, with F o = S∗((TD)o) the
annihilator of a distribution F on TQ defined along D. If the nonholonomic
system is regular, that is, the following conditions are satisfied (again see
[21]):
1. dim(TvD)
o = dim(F ov ) (admissibility condition);
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2. TvD ∩ (♯ωL)v(F
o
v ) = {0} for all v ∈ D (compatibility condition),
then equations (2.4) have a SODE Γ(L,D) as a unique solution on D and its
integral curves satisfy equations (2.3). Here, ♯ωL : T
∗(TQ)→ T (TQ) is the
sharp isomorphism and it is the inverse map of the flat isomorphism defined
by ♭ωL(X) = iXωL.
The following theorem is a useful sufficient condition to prove that the
nonholonomic system is regular (see [21]).
Theorem 2.1. If the Lagrangian L has either a positive definite or a nega-
tive definite Hessian matrix Hess(L), then the nonholonomic system is also
regular.
To each of the one-forms µa associate the fiberwise linear function µ̂a :
TQ→ R defined by µ̂a(vq) = 〈µ
a(q), vq〉, for vq ∈ TqQ. In local coordinates,
equation (2.4) may be written like
iΓ(L,D)ωL − dEL = λaS
∗(dµ̂a) = λaµ
a
i dq
i,
for some Lagrange multipliers λa. Therefore, a solution Γ(L,D) of (2.4) is
of the form Γ(L,D) = ΓL + λaZ
a, where Za = ♯ωL(µ
a
i dq
i). The Lagrange
multipliers may be computed by imposing the tangency condition in (2.4),
which is equivalent to
0 = Γ(L,D)(µ̂
b) = ΓL(µ̂
b) + λaZ
a(µ̂b), for b = 1, ..., n − k.
This equation has a unique solution for the Lagrange’ multipliers if and only
if the matrix Cab = Za(µ̂b) is invertible at all points of D. In fact, in [21], the
authors prove the last condition is equivalent to the compatibility condition.
In local coordinates, one finds that
Cab = µaiW
ijµbj , (2.5)
where W ij is the inverse matrix of Wij = Hess(L).
Recall from symplectic geometry that F⊥ = ♯ωL(F
o) for any distribution
F , where ⊥ denotes the symplectic orthogonal relative to ωL. Hence, the
compatibility condition also implies the Whitney sum decomposition
T (TQ)|D = TD ⊕ F
⊥,
to which we may associate two complementary projectors P¯ : T (TQ)|D →
TD and P¯ ′ : T (TQ)|D → F
⊥ with coordinate expressions
P¯ (X) = X − Cabµ̂
b(X)Za, P¯ ′(X) = Cabµ̂
b(X)Za.
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Proposition 2.2. [21] The nonholonomic dynamics is given by
Γ(L,D) = P¯ (ΓL|D).
Indeed, under all the assumptions we have considered so far, we can
compute the Lagrange multipliers to be
λa = −CabΓL(Φ
b),
from where the result follows.
There are several typical examples of nonholonomic systems. Some of
them are the nonholonomic particle, the vertical rolling disk, the knife edge,
the Chaplygin sleigh or the rolling ball on the table (cf. [9]).
Example 2.3. We will introduce here an example of a simple nonholonomic
system to which we will get back all along the text: the nonholonomic
particle. Consider a mechanical system in the configuration manifoldQ = R3
defined by the Lagrangian
Lg(x, y, z, x˙, y˙, z˙) =
1
2
(x˙2 + y˙2 + z˙2)
and subjected to the nonholonomic constraint z˙ − yx˙ = 0. The one-form
µ = dz − y dx spans the vector subbundle Do, which is the annihilator of
the distribution
D = span
{
∂
∂x
+ y
∂
∂z
,
∂
∂y
}
.
Then the equations of motion of this system are given by Lagrange-d’Alembert
equations (2.3), which in this case hold
x¨ = −λy
y¨ = 0
z¨ = λ
z˙ − yx˙ = 0
⇒

x¨ = −y x˙y˙
1+y2
y¨ = 0
z¨ = x˙y˙1+y2
z˙ − yx˙ = 0,
(2.6)
where the value of λ is computed with the help of the constraints. This is
in fact possible because the nonholonomic system is regular. This can be
immediately seen from the fact that Hess(L) is positive definite.
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2.2 Kinematic nonholonomic systems with kinetic energy in-
duced by a pseudo-Riemanninan metric
In [34], the author expresses the dynamics of a purely kinetic Lagrangian
system with nonholonomic constraints as the geodesic equation of a non-
Levi-Civita connection on Q (see also [40]). This connection, which we will
denote by ∇nh, will help us define a nonholonomic Jacobi equation. It is
defined as
∇nhX Y := P (∇
g
XY ) +∇
g
X [P
′(Y )], (2.7)
where g is a Riemannian metric, ∇g its Levi-Civita connection, P : TQ→ D
is the associated orthogonal projector onto the distributionD and P ′ : TQ→
D⊥ is the orthogonal projector onto D⊥, the orthogonal distribution.
This connection is not symmetric in general neither it is compatible
with the metric. Nevertheless, it satisfies the more restricted condition of
compatibility with the metric over sections of D (see [34]), i.e.,
X(g(Y,Z)) = g(∇nhX Y,Z) + g(Y,∇
nh
X Z), ∀X,Y,Z ∈ Γ(D). (2.8)
An other important property that we will use is that if Y ∈ Γ(D), then
∇nhX Y = P (∇
g
XY ) for any vector field X ∈ X(Q).
Let h be a non-degenerate symmetric (0, 2)-tensor on Q, that is, h is a
pseudo-Riemannian metric on Q. Then the Levi-Civita connection of h is
well-defined and, moreover, in the presence of a distribution D on Q the
orthogonal projectors P : TQ → D and P ′ : TQ → D⊥ are well-defined
if and only if D ∩ D⊥ = {0}. In the sequel, we will need to extend the
definition of the connection (2.7) to these cases.
If h is a pseudo-Riemannian metric on Q, we will denote by Lh : TQ→ R
the Lagrangian function associated with h defined by
Lh(v) =
1
2
h(v, v), v ∈ TQ.
Note that, using the fact that h is non-degenerate, we deduce that the
Poincare´-Cartan 2-form ωLh = −dθLh is symplectic (see Appendix B).
We will show first a useful property, relating the symplectic and the
metric structures, that we will need to prove the next theorem.
Lemma 2.4. Let h be a pseudo-Riemannian metric on Q, Lh the associated
kinetic Lagrangian and ωLh the associated symplectic form on TQ. Denote
by ♯h : T
∗Q → TQ and ♯ωLh : T
∗TQ → TTQ the musical isomorphisms
with respect to the metric and symplectic form, respectively. Then for any
α ∈ Ω1(Q) we have
♯ωLh ◦ α
v = −(♯h ◦ α)
v ,
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where αv ∈ Ω1(TQ) and (♯h ◦ α)
v ∈ X(TQ) are the vertical lifts to TQ of
the 1-form α and the vector field ♯h ◦ α, respectively (see Appendix A).
Proof. It follows using the first relation in (B.7) (see Appendix B).
Now we will see that a distribution is non-degenerate with respect to a
pseudo-Riemannian metric if and only if the induced nonholonomic system
is regular.
Theorem 2.5. Given a pseudo-Riemannian metric h on a manifold Q and
a distribution D the following are equivalent:
1. D∩D⊥ = {0}, where D⊥ is the orthogonal distribution with respect to
h;
2. The nonholonomic system (Lh,D) is regular.
Proof. Suppose first that D ∩ D⊥ = {0} and take Xu ∈ TuD ∩ Fu, where F
is the distribution along D defined by
F = ♯ωLh (S
∗(TDo)) = ♯ωLh (τ
∗
QD
o).
Since Xu ∈ Fu, then there exists α ∈ D
o such that
Xu = ♯ωLh (α
v
u) = −(♯h(α))
v
u ∈ TuD,
where the last equation follows from Lemma 2.4.
Therefore, ♯h(α) is in D, but since ♯h(D
o) = D⊥, it must be the zero
vector. Hence Xu = −(♯h(α))
v
u = 0.
Conversely, if u ∈ D ∩ D⊥, there exists α ∈ Do such that u = ♯h(α).
Since the vector
(♯h(α))
v
u ∈ TuD ∩ Fu = {0},
then ♯h(α) = 0 or, in other words, u = 0.
By the theorem above, if the distribution D is non-degenerate with re-
spect to h then the nonholonomic system (Lh,D) is regular and we can
consider the nonholonomic SODE Γ(Lh,D) on D. We will see now that the
trajectories of Γ(Lh,D) are just the geodesics of the associated nonholonomic
connection ∇nh with initial velocities in D.
Theorem 2.6. Let h be a pseudo-Riemannian metric and Lh : TQ → R
its associated Lagrangian. If D is a nonholonomic distribution satisfying
D ∩ D⊥ = {0}, then the base integral curves of Γ(Lh,D) are the geodesics of
the connection ∇nh with initial velocities in D.
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Proof. Let cv : I → Q be a trajectory of Γ(Lh,D) with initial velocity c˙v(0) =
v ∈ D. We must prove that
∇nhc˙v c˙v = 0.
Given any X ∈ Γ(D), we will apply the geometric equation which defines
Γ(Lh,D) to the complete lift X
c of X (see Appendix A) at points in D. In
fact, given u ∈ D and µ ∈ (TD)o
〈iΓ(Lh,D)
ωLh − dLh(u),X
c(u)〉 = 〈S∗(µ)(u),Xc(u)〉.
Using the skew-symmetry of ωLh and the fact that SX
c = Xv (see Appendix
A) we get
−〈iXcωLh ,Γ(Lh,D)〉 −X
c(Lh) = 〈µ,X
v〉.
Note that the right-hand side vanishes because Xv ∈ X(D) and µ ∈ (TD)o.
Also, using Lemma B.2 and equation (B.7) from Appendix B on the left-
hand side of the previous equations we deduce
−d(♭̂h(X))(Γ(Lh,D)) + 2θL(∇hX)(Γ(Lh,D))− LLXh = 0,
where (∇hX) is the (0, 2)-tensor field defined by
(∇hX)(Y,Z) = h(∇hXY,Z),
∇h the Levi-Civita connection associated with h and ♭̂h(X) is the fiberwise
linear function on TQ induced by the 1-form ♭h(X).
By the observation following Lemma B.2, we deduce that LLXh = 2L(∇hX).
Moreover, since the vector field Γ(Lh,D) is a SODE along D, it follows that
SΓ(Lh,D) = ∆|D, with ∆ being the Liouville vector field on TQ and
θL
(∇hX)
(Γ(Lh,D)) = ∆(L(∇hX))|D = 2L(∇hX)|D.
So the equation boils down to
Γ(Lh,D)(u)(♭̂h(X)) = 2L∇X (u) = h(∇
h
uX,u).
Evaluating the last equation over the curve c˙v and noting that Γ(Lh,D)(c˙v)
is just c¨v, we deduce
c¨v
(
♭̂h(X)
)
= h(∇hc˙vX, c˙v).
Then, of course,
d
dt
(
♭̂h(X)(c˙v)
)
= h(∇hc˙vX, c˙v),
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which is by definition
d
dt
(h(X ◦ cv, c˙v)) = h(∇
h
c˙vX, c˙v).
Using the fact that the connection is compatible with the metric, the previ-
ous equation reduces to
h(∇hc˙vX, c˙v) + h(X ◦ cv,∇
h
c˙v c˙v) = h(∇
h
c˙vX, c˙v)
where the first term on the left-hand side cancels with the term on the
right-hand side, giving
h(X ◦ cv,∇
h
c˙v c˙v) = 0.
Since X is an arbitrary section in Γ(D) we conclude that P (∇hc˙v c˙v) = 0.
But, since c˙v ∈ D, the connection is forced to satisfy P (∇
h
c˙v
c˙v) = ∇
nh
c˙v
c˙v.
Hence, we conclude
∇nhc˙v c˙v = 0.
Using Theorem 2.6, we will describe the action of the nonholonomic
SODE Γ(Lh,D) on basic and fiberwise linear functions on D.
Note that a basic function on D is of the form f◦τD, with f ∈ C
∞(Q) and
τD : D → Q the vector bundle projection. On the other hand, a fiberwise
linear function on D is given by α̂, with α ∈ Γ(D∗) and
α̂(v) = 〈α(τD(v)), v〉, v ∈ D.
In addition, a fiberwise quadratic function on D has the form T q, with T a
section of the vector bundle D∗ ⊗D∗ → Q and
T q(v) = T (v, v), v ∈ D. (2.9)
Remark 2.7. If U is an open subset U of Q with local coordinates (qi),
{ea} is a local basis of sections of Γ(D), {e
a} the dual basis of Γ(D∗) and
α = αa(q)e
a, T = Tab(q)e
a ⊗ eb,
then
α̂(qi, va) = αb(q)v
b, T q(qi, va) = Tab(q)v
avb,
where (qi, va) are the local coordinates in D induced by the local coordinates
(qi) on Q and the local basis of sections of Γ(D).
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Theorem 2.8. Let h be a pseudo-Riemannian metric and D be a distri-
bution in the same conditions as in the previous theorem. If Γ(Lh,D) is the
nonholonomic SODE associated to the problem then it acts on basic func-
tions and on fiberwise linear functions on D in the following way
Γ(Lh,D)(f ◦ τD) = d̂f |D, Γ(Lh,D)(α̂) = (∇
nhα)q, (2.10)
for f ∈ C∞(Q) and α ∈ Γ(D∗), where ∇nh is the nonholonomic connection
and ∇nhα is the section of the vector bundle D∗ ⊗D∗ → Q given by
(∇nhα)(X,Y ) = (∇nhX α)(Y ) = X(α(Y ))− α(∇
nh
X Y ), for X,Y ∈ Γ(D).
Proof. Take f ∈ C∞(Q) and v ∈ D. Evaluating the vector field Γ(Lh,D) at v
and then applying it to the basic function f ◦ τD is equivalent to apply the
vector TτD(Γ(Lh,D)(v)) to the function f .
Since Γ(Lh,D) is a SODE on D, its projection to the tangent bundle TQ
is the identity on D. Therefore, we obtain
Γ(Lh,D)(v)(f ◦ τD) = v(f),
which is exactly d̂f |D(v).
As for the second expression, let α be a section of D∗ and take a base
integral curve of Γ(Lh,D) denoted by cv : I → Q, where the subscript means
that c˙v(0) = v.
Let ♯h(α) : Q→ D be the section of D given by
h(♯h(α),X) = α(X), ∀X ∈ Γ(D).
Applying Γ(Lh,D)(v) to the fiberwise linear function α̂ is equivalent to
Γ(Lh,D)(v)(α̂) = c¨v(0)(α̂).
Using the definition of derivative along a curve, the last line is equivalent to
Γ(Lh,D)(v)(α̂) =
d
dt
∣∣∣∣
t=0
(α̂ ◦ c˙v(t)),
and thus, using the notation we have just introduced we write
Γ(Lh,D)(v)(α̂) =
d
dt
∣∣∣∣
t=0
h(♯h(α) ◦ cv(t), c˙v(t)),
Using the compatibility condition (2.8), this is equivalent to
Γ(Lh,D)(v)(α̂) = h((∇
nh
v ♯h(α))(cv(0)), v) + h(♯h(α)(cv(0)),∇
nh
v c˙v(0)).
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Since by Theorem 2.6, cv is a geodesic of the connection ∇
nh, the last term
above vanishes.
Suppose now that X is a section of D extending v, i.e., X(q) = v. With
this new ingredient the last equation may be rewritten as
Γ(Lh,D)(v)(α̂) = h(∇
nh
X ♯hα(q),X(q)).
By adding and subtracting the term h(♯hα(q),∇
nh
X X(q)) in the previous
equation we may apply (2.8) and get
Γ(Lh,D)(v)(α̂) = X(q)h(♯hα,X) − h(♯hα(q),∇
nh
X X(q)),
and finally unyielding the definition of ♯g(α) we deduce
Γ(Lh,D)(v)(α̂) = [(∇
nh
X α)(X)](q).
The right-hand side of the last equation is a (0, 2)-tensor, as such, its value
does not depend on the whole section and thus ∇nhα(v, v) is well-defined.
Therefore, using the notation introduced before the theorem, it can be
rewritten as (∇nhα)q(v).
3 Nonholonomic Jacobi fields
3.1 Definition and some examples
First of all, we will introduce the notion of a Jacobi field for a nonholonomic
system as an extension of the definition of a Jacobi field (over a geodesic)
for a Riemannian metric.
Definition 3.1. Let (L,D) be a nonholonomic system with configuration
manifold Q. A vector field W : I → TQ along a curve c : I → Q is said to
be a nonholonomic Jacobi field for the system (L,D) if it is the infinitesimal
variation vector field of a family of nonholonomic trajectories of (L,D).
So, according to the definition,
W (t) =
∂
∂s
∣∣∣∣
s=0
(τQ ◦ Φ)(s, t),
where
Φ : (−ε, ε) × I → D
(s, t) 7→ Φs(t)
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is a smooth map and, for each s ∈ (−ε, ε), Φs : I → D is the tangent lift
c˙s : I → D of a trajectory cs : I → Q of (L,D) with c0 = c.
We remark that, in general, W its not a section of D. Its value may well
assume any vector in TQ (see the next example 3.7).
In what follows, we will assume that (L,D) is regular. In fact, we will
assume that L = Lg with g a Riemannian metric. Thus, we can consider
the nonholonomic SODE Γ(Lg,D) and
Φs(t) = φ
Γ(Lg,D)
t (v(s)),
where φ
Γ(L,D)
t is the local flow of Γ(Lg,D) and v : (−ε, ε) → D is a curve on
D. Therefore, a Jacobi field could be written as
W (t) =
∂
∂s
∣∣∣∣
s=0
(
τQ ◦ φ
Γ(Lg,D)
t (v(s))
)
,
Remark 3.2. If the system is unconstrained, that is D = TQ, then it is
clear that W : I → TQ is a Jacobi field for the system (Lg, TQ) if and only
if W is a Jacobi field for the Riemannian metric g on Q (see, for instance,
[39]).
Next, we will present a method that allows us to obtain, under certain
conditions, nonholonomic Jacobi fields.
Theorem 3.3. Let (Lg,D) be a purely kinematic nonholonomic system on
the manifold Q associated with the Riemannian metric g, cv : I → Q a
nonholonomic solution and let W ∈ X(Q) be a vector field satisfying the
following three conditions:
(i) [W,Γ(D)] ⊆ Γ(D) ;
(ii) LW g|Γ(D)×Γ(D) = 0;
(iii) LW g|[Γ(D),Γ(D)]×Γ(D) = 0;
then W ◦ cv : I −→ TQ is a Jacobi field along the nonholonomic solution cv.
Proof. Let us first show that the vector field W c|D ∈ X(D), which is clearly
equivalent to having its flow TφWt contained in D. Given α ∈ Γ(D
o), its
associated fiberwise linear function α̂ ∈ C∞(TQ) vanishes on D. In fact,
D = {v ∈ TQ | α̂(v) = 0, ∀ α ∈ Γ(Do)}.
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Therefore, it is enough to show that W c(α̂)|D = 0, for α ∈ Γ(D
o). Let
X ∈ Γ(D) then
W c(α̂) ◦X = L̂Wα ◦X,
using the definition of complete lift (see equation (A.2) in Appendix A).
Applying now the characterization of the Lie derivative of a one-form we
deduce
W c(α̂) ◦X =W (α(X)) − α([W,X]),
The first term vanishes identically since α is a section of the annihilator of
D and X is a section of D while the second one vanishes since [W,X] is a
section of D, by the first hypothesis in the statement of the theorem. Hence,
since X was arbitrary, we deduce that W c|D ∈ X(D).
Now, if the vector fields W c|D and Γ(Lg ,D) commute, then their flows
TφWs and φ
Γ(Lg,D)
t , respectively, also commute. Take v ∈ D and project the
composition of the flows to Q using the bundle projection τD : D → Q.
Then (
τD ◦ Tφ
W
s ◦ φ
Γ(Lg,D)
t
)
(v) =
(
τD ◦ φ
Γ(Lg,D)
t ◦ Tφ
W
s
)
(v).
Since the tangent lift of the flow of W is a vector bundle isomorphism over
φWs and since the projection τD(φ
ΓLg,D
t (v)) of φ
ΓLg,D
t (v) is just the trajectory
of Γ(Lg,D) with initial velocity v ∈ D, which we denote in general by cv, we
find (
φWs ◦ τD ◦ φ
Γ(Lg,D)
t
)
(v) = cTφWs (v)(t).
And applying similar considerations again, the last line reduces to
φWs ◦ cv(t) = cTφWs (v)(t).
This computation proves that the 2-parameter family
Φ : (t, s) 7→ φWs ◦ cv(t) (3.1)
is actually a variation by trajectories of Γ(Lg ,D). Moreover, its infinitesimal
variation vector field is given by
dΦ
ds
∣∣∣∣
s=0
(t) =
d
ds
∣∣∣∣
s=0
φWs ◦ cv(t) =W (cv(t)).
Therefore W ◦ cv : I → TQ is a Jacobi field along cv.
So, all we need to show is that W c|D and Γ(Lg ,D) commute. We will
prove this result in the next proposition.
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Proposition 3.4. If (Lg,D) is a nonholonomic system on Q and W is a
vector field on Q in the same conditions as in Theorem 3.3, then we have
that
[W c|D,Γ(Lg ,D)] = 0.
Proof. We will prove the proposition by computing the action of [W c|D,ΓLg,D]
on basic and fiberwise linear functions in C∞(D), which are generated by
functions of the type f ◦ τD and α̂, with f ∈ C
∞(Q) and α ∈ Γ(D∗). We
have that
[W c|D,Γ(Lg ,D)](f ◦ τQ) =W
c|D(Γ(Lg ,D)(f ◦ τQ))− Γ(Lg,D)(W
c|D(f ◦ τQ)).
Using equation (A.2) in Appendix A and Theorem 2.8 the last line be-
comes
[W c|D,Γ(Lg ,D)](f ◦ τD) =W
c|D(d̂f |D)− Γ(Lg,D)(W (f) ◦ τD)
= L̂W df |D − ̂d(W (f))|D = 0.
On the other hand, the actions over functions α̂ with α ∈ Γ(D∗) is given
by
[W c|D,Γ(Lg,D)](α̂) =W
c|D(Γ(Lg ,D)(α̂))− Γ(Lg ,D)(W
c|D(α̂)).
It is a simple computation to show that on D
α̂ = P̂ ∗α|D, (∇
nhα)q = (∇nhP ∗α)q|D = (∇
gP ∗α)q|D, (3.2)
where P : TQ → D is the orthogonal projector, ∇nh is the nonholonomic
connection and ∇g is the Levi-Civita connection with respect to g. In the
expression above, we extended the notation for fiberwise quadratic functions
we introduced before. Indeed, given any vector bundle V → Q and a section
T of V ∗⊗V ∗ → Q, then T q is the fiberwise quadratic function on V induced
by T .
Hence, using again equation (A.2) and Theorem 2.8 we have that
[W c|D,Γ(Lg,D)](α̂) = (LW (∇
gP ∗α))q|D − (∇
nhLW (P
∗α)|D)
q, (3.3)
where we have also used equation (A.3) on the first term of the right-hand
side. Both terms appearing above are fiberwise quadratic functions associ-
ated to (0, 2)-tensors (see equation (A.3) in Appendix A). Given X ∈ Γ(D),
the first term reduces to
LW (∇
gP ∗α)(X,X) =W (∇gXP
∗α(X))−∇g[W,X]P
∗α(X)−∇gXP
∗α([W,X]).
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Note that ∃ Y ∈ Γ(D) such that P ∗α = ♭g(Y ). So we can rewrite the
expression above in terms of the vector field Y . Moreover, using the identity
♭g(∇
g
XY ) = ∇
g
X♭g(Y ), X, Y ∈ X(Q), (3.4)
we get
LW (∇
gP ∗α)(X,X) =W (♭g(∇
g
XY )(X))−♭g(∇
g
[W,X]Y )(X)−♭g(∇
g
XY )([W,X]).
Now we use Lemma B.1 in Appendix B to reduce the previous to
LW (∇
gP ∗α)(X,X) =
1
2
W (LY g(X,X)) −
1
2
(LY g([W,X],X)
− d(♭g(Y ))([W,X],X)) −
1
2
(LY g(X, [W,X])
− d(♭g(Y ))(X, [W,X]))
=
1
2
W (LY g(X,X)) − LY g([W,X],X)
=
1
2
LW (LY g)(X,X)
But, one can prove that for a (0, 2)-tensor g and any X,Y,Z,Z ′ ∈ X(Q) we
have
L[X,Y ]g(Z,Z
′) = LX(LY g)(Z,Z
′)− LY (LXg)(Z,Z
′). (3.5)
Hence, using this fact, we conclude that
LW (∇
gP ∗α)(X,X) =
1
2
L[W,Y ]g(X,X) +
1
2
LY (LW g)(X,X)
= g(∇gX [W,Y ],X),
where
1
2
LY (LW g)(X,X) =
1
2
Y ((LW g)(X,X)) − (LW g)([Y,X],X)
vanishes because W satisfies hypothesis (ii) and (iii). Thus,
(LW (∇
gP ∗α)) (X,X) = g(∇gX [W,Y ],X).
As for the second term in (3.3), we proceed by unyielding the definitions
∇nhLWP
∗α(X,X) = ∇nhX (LW ♭g(Y ))X = X(LW ♭g(Y )(X))−LW ♭g(Y )(∇
nh
X X).
For any Z ∈ Γ(D) one has that
LW ♭g(Y )(Z) = ♭g([W,Y ])(Z) + (LW g)(Y,Z) = ♭g([W,Y ])(Z). (3.6)
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Therefore,
∇nhLWP
∗α(X,X) = X(♭g([W,Y ])(X)) − ♭g([W,Y ])(∇
nh
X X)
= X(g([W,Y ],X)) − g([W,Y ],∇nhX X)
= X(g([W,Y ],X)) − g([W,Y ], P∇gXX).
So, using that [W,Y ] ∈ Γ(D), it follows that
∇nhLWP
∗α(X,X) = X(g([W,Y ],X)) − g([W,Y ],∇gXX)
= g(∇gX [W,Y ],X).
Hence both terms in equation (3.3) cancel and [W c|D,ΓLg,D](α̂) = 0.
From Theorem 3.3, it follows that
Corollary 3.5. Let (Lg,D) be a purely kinematic nonholonomic system on
the manifold and cv : I → Q a nonholonomic solution with initial velocity
v ∈ D. If W is an infinitesimal symmetry of the system (Lg,D), that is, W
is a Killing vector field for the Riemannian metric g (i.e., LW g = 0) and an
infinitesimal symmetry of D (that is [W,Γ(D)] ⊆ Γ(D)) then W ◦ cv : I →
TQ is a nonholonomic Jacobi field for the system (Lg,D).
Remark 3.6. If the system (Lg,D) is unconstrained (that is, D = TQ),
then using Corollary 3.5, we recover a well-known result in Riemannian
geometry (see, for example, Lemma 26, Chapter 9 in [39]): the restriction
of a Killing vector field to a geodesic is a Jacobi field for the Riemannian
metric.
Example 3.7. We show, by applying the previous corollary, that the vector
field W = ∂
∂z
is a Jacobi field for the nonholonomic particle, along any
nonholonomic solution.
It is clear that the first condition in the theorem is satisfied, since the
vector field ∂
∂z
commutes with the vector fields e1 =
∂
∂x
+ y ∂
∂z
and e2 =
∂
∂y
generating the module of sections Γ(D).
On the other hand, ∂
∂z
is a Killing vector field for the euclidean metric
g on R3, so it satisfies the hypothesis in Corollary 3.5.
Therefore, by Corollary 3.5, the vector field ∂
∂z
is a Jacobi field along
any trajectory of the nonholonomic system (Lg,D).
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Example 3.8. A more physical example is the vertical rolling disk, which
models the motion of a rolling penny on a plane. It is a nonholonomic system
with a Lagrangian function of kinetic type given by Lg : T (R
2×S1×S1)→ R,
with
Lg(x, y, θ, ϕ, x˙, y˙, θ˙, ϕ˙) =
1
2
(x˙2 + y˙2 + Iθ˙2 + Jϕ˙2),
where I and J are real numbers known as moment of inertia and nonholo-
nomic constraints imposed by the equations
x˙ = Rθ˙ cos(ϕ), y˙ = Rθ˙ sin(ϕ),
where R is the radius of the disk. For more details see [9]. Now, it is easy to
see that the constraints form a distribution D with rank(D) = 2 generated
by the vector fields
e1 = R cos(ϕ)
∂
∂x
+R sin(ϕ)
∂
∂y
+
∂
∂θ
, e2 =
∂
∂ϕ
.
It is easy to see that the vector field W = ∂
∂θ
is an infinitesimal symmetry
of D. Moreover, W is a Killing vector field for the Riemannian metric g on
R2 × S1 × S1 associated to the Lagrangian Lg.
Example 3.9. We will consider again the nonholonomic particle. However,
now we will consider a counter-example of a Jacobi field which is not a
Killing vector field for g and another one of a Jacobi field which is not a
symmetry of the distribution.
Let cv(s) : I → R
3 be a trajectory of the nonholonomic particle with
cv(0) = (x0, y0, z0) and initial velocity v(s) = (x˙0(s), y˙0(s), y0x˙0(s)) for each
s ∈ (−ε, ε).
On one hand, suppose that y˙0(s) ≡ 0 and so the trajectory has the local
expression 
xs(t) = x˙0(s)t+ x0
ys(t) = y0
zs(t) = y0x˙0(s)t+ z0.
(3.7)
The curve W : I → TQ defined by
W (t) =
d
ds
∣∣∣∣
s=0
cv(s) = ut ·
(
∂
∂x
+ y0
∂
∂z
)
is a Jacobi field along cv(0) by definition, where u denotes
d
ds
|s=0x˙0(s). Sup-
posing that x˙0(0) is not zero then the vector field W˜ ∈ X(R
3) defined by
W˜ (x, y, z) = u ·
(
x− x0
x˙0(0)
)
·
(
∂
∂x
+ y
∂
∂z
)
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extends W (t) over the curve cv(0), that is,
W (t) = (W˜ ◦ cv(0))(t).
However, as it is clear, W˜ is not a symmetry of the distribution.
On the other hand, suppose that y˙0(s) does not vanish. Then the local
expression of the trajectory is
xs(t) =
x˙0(s)
y˙0(s)
√
y20 + 1(arcsinh(y˙0(s)t+ y0)− arcsinh(y0)) + x0
ys(t) = y˙0(s)t+ y0
zs(t) =
x˙0(s)
y˙0(s)
√
y20 + 1(
√
(y˙0(s)t+ y0)2 + 1−
√
y20 + 1) + z0.
(3.8)
Suppose that
d
ds
∣∣∣∣
s=0
x˙0(s) = u and
d
ds
∣∣∣∣
s=0
y˙0(s) = 0.
Then the vector field W : I → TQ defined as before is a Jacobi field over
the trajectory cv(0) and has the local expression
W (t) =
u
y˙0(0)
√
y20 + 1·
[
(arcsinh(y˙0(0)t + y0)− arcsinh(y0))
∂
∂x
+
(√
(y˙0(0)t+ y0)2 + 1−
√
y20 + 1
)
∂
∂z
]
.
Following the same construction as before, supposing that x˙0(0) does not
vanish, then the vector field
W˜ (x, y, z) =
u
x˙0(0)
(
(x− x0)
∂
∂x
+ (z − z0)
∂
∂z
)
extends W (t), in the same sense than before. However, it is easy to check
that
(L
W˜
g)
(
∂
∂x
,
∂
∂x
)
=
2u
x˙0(0)
, (3.9)
hence W˜ is not a Killing vector field for g.
Example 3.10. Let us find a similar counterexample for the vertical rolling
disk dynamics.
Let cv(s) : I → R
2 × S1 × S1 be a trajectory of the vertical rolling
disk with cv(0) = (x0, y0, θ0, ϕ0) and initial velocity in D given by v(s) =
(x˙0(s), y˙0(s),Ω(s), ω(s)) for each s ∈ (−ε, ε).
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The explicit solution of the nonholonomic dynamics is discussed in [9],
where we find that {
θs(t) = Ω(s)t+ θ0
ϕs(t) = ω(s)t+ ϕ0
(3.10)
and the expression for the variables x and y is determined by integrating
the constraints.
Suppose that ω(s) ≡ 0, in which case the trajectory is given by the local
expressions (3.10) and{
xs(t) = Ω(s)tR cos(ϕ0) + x0
ys(t) = Ω(s)tR sin(ϕ0) + y0.
Now, let
d
ds
∣∣∣∣
s=0
Ω(s) = u and Ω(0) = Ω0,
with Ω0 different from zero. Then the vector field W : I → TQ obtained by
W (t) =
d
ds
∣∣∣∣
s=0
cv(s) = ut ·
(
R cos(ϕ0)
∂
∂x
+R sin(ϕ0)
∂
∂y
+
∂
∂θ
)
is a Jacobi field along cv(0) by definition.
Moreover, the vector field W˜ ∈ X(R2 × S1 × S1) defined by
W˜ (x, y, θ, ϕ) = u ·
(
θ − θ0
Ω0
)
·
(
R cos(ϕ0)
∂
∂x
+R sin(ϕ0)
∂
∂y
+
∂
∂θ
)
extends W (t) over the curve cv(0), that is,
W (t) = (W˜ ◦ cv(0))(t).
However it is easy to see that W˜ is not an infinitesimal symmetry of the
distribution and it is not a Killing vector field with respect to the metric g.
3.2 The lift of the kinematic nonholonomic system and the
nonholonomic Jacobi fields
Denote by gc the complete lift of the Riemannian metric g (see (C.6) in
Appendix C). Then gc is a pseudo-Riemannian metric on TQ and we may
consider the Lagrangian function Lgc : TTQ → R associated with g
c. We
recall that
Lgc = L
c
g ◦ κQ,
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where Lcg is the complete lift of the Lagrangian function Lg and κQ : TTQ→
TTQ is the canonical involution of the double tangent bundle TTQ (see
Appendix C).
Now, consider the complete lift Dc of the distribution D as a distribution
on TQ, whose space of sections is
Γ(Dc) = 〈{Xc,Xv | X ∈ Γ(D)}〉.
Here, Xc and Xv are the complete and vertical lifts of the vector field
X ∈ Γ(D). The distribution Dc was considered in [43].
Dc is not only a vector subbundle (over TQ) of the vector bundle τTQ :
TTQ→ TQ but also a vector bundle over D with vector bundle projection
(TτQ)|Dc : D
c → D. In fact, if X ∈ Γ(D) then
(TτQ)(X
c) = X ◦ τQ, (TτQ)(X
v) = 0 ◦ τQ,
where 0 : Q→ TQ is the zero section.
On the other hand, the tangent bundle TD to D is also a double vector
bundle. Indeed, apart from the canonical vector bundle structure τD : TD →
D, it is also a vector bundle over TQ with vector bundle projection T (τQ|D) :
TD → TQ.
In addition, using that κQ is an involution from the vector bundle τTQ :
TTQ → TQ to the vector bundle TτQ : TTQ → TQ (see Appendix C), it
follows that the restriction of κQ to D
c ⊆ TTQ is also an isomorphism
between the vector bundle τDc : D
c → TQ and T (τQ|D) : TD → TQ
(respectively, between (TτQ)|Dc : D
c → D and τD : TD → D) over the
identity of TQ (respectively, over the identity of D). The diagram in Figure
1 illustrates the situation. Note that the inverse morphism of this double
vector bundle isomorphism is (κQ)|TD : TD → D
c.
TQ
Dc TD
D
τDc
(κQ)|Dc
(TτQ)|Dc
T (τQ|D)
τD
Figure 1: Commutative diagram showing how the restriction of the canonical
involution to Dc commutes with the projections to D and TQ.
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Definition 3.11. The nonholonomic system (Lgc ,D
c) is the complete lift
of the nonholonomic system of kinetic type (Lg,D).
The aim of this section is to prove the following theorem:
Theorem 3.12. Let (Lg,D) be a nonholonomic system of kinetic type and
Γ(Lg ,D) the associated nonholonomic SODE. Then
(i) The complete lift (Lgc ,D
c) is a regular nonholonomic system.
(ii) Let Γ(Lgc ,Dc) ∈ X(D
c) be the nonholonomic SODE associated with the
system (Lgc ,D
c) and κQ : TTQ → TTQ the canonical involution.
Then
Γ(Lgc ,Dc) = TκQ|TD ◦ Γ
c
(Lg ,D) ◦ κQ|Dc (3.11)
and so we have
(a) Γ(Lgc ,Dc) is TτQ|Dc-projectable over Γ(Lg,D);
(b) The trajectories of Γ(Lgc ,Dc) are just the Jacobi fields for the non-
holonomic system (Lg,D).
If cv : I → Q is a trajectory of nonholonomic dynamics andW : I → TQ
is a vector field on Q along cv then an immediate corollary of this theorem
is that
Corollary 3.13. W is a Jacobi field for the nonholonomic system (Lg,D)
if and only if
1. W˙ (t) ∈ DcW (t), for every t ∈ I;
2. iW¨ωLgc (W˙ )− dLgc(W˙ ) ∈ (S
T )∗((TDc)o),
where ωLgc is the Poincare´-Cartan 2-form associated with the Lagrangian
function Lgc and S
T : T (TTQ)→ T (TTQ) is the vertical endomorphism on
TTQ.
First we show that the complete lift (Lgc ,D
c) on TQ obtained from the
nonholonomic system of kinetic type (Lg,D) on Q is always regular.
Proposition 3.14. If Lg is the Lagrangian function associated to the Rie-
mannian metric g, then the nonholonomic system (Lgc ,D
c) is regular.
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Proof. Let Z ∈ Dc ∩ (Dc)⊥. Let {Xa} be an orthonormal basis of sections
on D. The set {(Xa)v , (Xa)c} is then a basis of sections of Dc and Z may
be written as
Z = λa(X
a)c + µa(X
a)v .
Since Z is in the intersection of Dc with its gc−orthogonal distribution then,
using (C.6) in Appendix C, we have that for every Y ∈ Γ(Dc) expressed as
Y = fa(X
a)c + ga(X
a)v in the same basis,
0 = gc(Z, Y )
= λafb(g(X
a,Xb))c + (λagb + µafb)(g(X
a,Xb))v
= λaga + µafa,
since we are taking an orthonormal basis of D. Since the functions fa and
ga are arbitrary, we deduce that λa = µa = 0, hence, Z = 0. Therefore, by
Theorem 2.5 the nonholonomic system (Lgc ,D
c) is regular.
The last proposition proves item (i) in Theorem 3.12. Therefore, from
now on we can refer to the nonholonomic SODE Γ(Lgc ,Dc) associated with
the complete lift system (Lgc ,D
c).
In order to prove item (ii) in Theorem 3.12 we will characterize further
the distribution Dc. Our main purpose is to identify a local basis of the
distribution (ST )∗((TDc)o) along Dc, where ST : T (TTQ) → T (TTQ) is
the vertical endomorphism on TTQ.
If µ is a 1-form on Q, we will denote by µc ∈ Ω1(TQ) and µv ∈ Ω1(TQ)
the complete and vertical lifts, respectively, of µ to TQ (see (A.5) and (A.8)).
Lemma 3.15. Let F˜ be the distribution along Dc defined by F˜ o = (ST )∗((TDc)o).
1. Given Do, define a distribution F along D by F o = S∗(TDo). Then
Γ((Dc)o) = 〈{µc, µv|µ ∈ Γ(Do)}〉 and F o = 〈{µv |µ ∈ Γ(Do)}〉.
2. F˜ o = (ST )∗((TDc)o) is spanned by F˜ o = 〈{(µc)v, (µv)v}〉. Moreover,
κ∗QF˜
o = 〈{(µv)c, (µv)v |µ ∈ Γ(Do)}〉.
Proof. 1. For every X ∈ Γ(D) and µ ∈ Γ(Do) we have that 〈µ,X〉 = 0.
Moreover, note that we have the following identities
〈µc,Xc〉 = (〈µ,X〉)c = 0,
〈µc,Xv〉 = (〈µ,X〉)v = 0,
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〈µv,Xc〉 = (〈µ,X〉)v = 0,
〈µv,Xv〉 = 0,
hence the elements in {µc, µv} annihilate Dc. Therefore, by dimen-
sional reasons they must span (Dc)o.
It is also easy to show that (TD)o is spanned by the 1-forms dµ̂, where
µ̂ is the fiberwise linear function associated to µ. Hence, using the fact
that S∗(dµ̂) = µv (see (A.13) in Appendix A), it follows that 1-forms
of the form µv span F o.
2. On one hand, to see that F˜ o is generated by the elements of the form
(µc)v and (µv)v is a direct application of the previous item. Of course,
we have that
(TDc)o = 〈{d(̂µc), d(̂µv)|µ ∈ Γ(Do)}〉
and then we may use (A.13) in Appendix A. Here, (̂µc) and (̂µv) are
the fiberwise linear functions on TTQ induced by the 1-forms µc and
µv. Hence, we obtain
F˜ o = 〈{(µc)v , (µv)v}〉.
The last part of the Lemma follows using (C.5).
Proof of Theorem 3.12. By Proposition 3.14, the complete lift nonholonomic
system (Lgc ,D
c) is regular. The nonholonomic vector field Γ(Lg,D) is defined
by the equations{ (
iΓ(Lg,D)ωLg − dELg
)∣∣∣
D
∈ Γ(S∗((TD)o))
Γ(Lg ,D) ∈ X(D).
Using the complete lift and (A.6) and (A.7) in Appendix A, we can obtain
the following equation(
iΓc
(Lg,D)
ωcLg − dE
c
Lg
)∣∣∣
TD
∈ Γ((S∗((TD)o))c)
If we pullback the previous equation by κQ and using the characterization
of F˜ given in Lemma 3.15 we deduce that(
i(κQ)∗Γc(Lg,D)
κ∗Qω
c
Lg − d(κ
∗
QE
c
Lg)
)∣∣∣∣
Dc
∈ Γ(F˜ o)
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Applying Lemma C.2 in Appendix C, the equation reduces to(
i(κQ)∗Γc(Lg,D)
ωLgc − d(ELgc )
)∣∣∣∣
Dc
∈ Γ(F o)
Notice that since Γ(Lg,D) is a vector field in the submanifold D, its complete
lift satisfies Γc(Lg ,D) ∈ X(TD). Therefore we may form the commutative
diagram below
TDc TTD
Dc TD
TκQ|TD
τT T Q τT T Q
κQ|Dc
(κ−1
Q
)∗Γc(Lg,D)
Γc
(Lg,D)
Hence, (κQ)∗Γ
c
(Lg ,D)
is a vector field on Dc. Moreover, since the nonholo-
nomic system (Lgc ,D
c) is regular, by uniqueness of nonholonomic vector
field, it coincides with Γ(Lgc ,Dc), i.e.,
Γ(Lgc ,Dc) = TκQ|TD ◦ Γ
c
(Lg,D) ◦ κQ|Dc . (3.12)
Then the statements in item (ii) are just consequences of the properties
of the complete lift and the canonical involution. Indeed,
TTτQ(Γ(Lgc ,Dc)) = T (TτQ ◦ κQ|TD) ◦ Γ
c
(Lg ,D)
◦ κQ|Dc
= T (τTQ|TD)(Γ
c
(Lg ,D)
◦ κQ|Dc)
= Γ(Lg ,D) ◦ τTQ|TD ◦ κQ|Dc
= Γ(Lg ,D),
where we have used that τTQ ◦κQ(D
c) = D. This proves the first statement.
The second statement in item (ii), may be seen from the fact that if
W : I → TQ is a trajectory of Γ(Lgc ,Dc), then its tangent lift W˙ : I → D
c
is an integral curve of Γ(Lgc ,Dc) and, thus, κQ ◦ W˙ : I → TD is an integral
curve of Γc(Lg,D). Therefore we may write it as
κQ ◦ W˙ (t) =
(
TW (0)φ
Γ(Lg,D)
t
)
(κQ ◦ W˙ (0)).
So,
W (t) = TτQ(κQ ◦ W˙ ) = TτQ
((
TW (0)φ
Γ(Lg,D)
t
)
(κQ ◦ W˙ (0))
)
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and
W (t) =
(
TW (0)(τQ ◦ φ
Γ(Lg,D)
t )
)
(κQ ◦ W˙ (0)).
Let now v : I → D be a curve such that its initial velocity is v′(0) =
κQ ◦ W˙ (0). Then
W (t) =
d
ds
∣∣∣∣
s=0
(
τQ ◦ φ
Γ(Lg,D)
t
)
(v(s)).
Hence, W is a nonholonomic Jacobi field for Γ(Lg ,D), since it is an infinites-
imal variation of nonholonomic trajectories of Γ(Lg,D).
Remark 3.16. As a consequence of the last theorem if W : I −→ TQ is
a Jacobi field for the nonholonomic dynamics (Lg,D) it must satisfy the
constraint:
W˙ ∈ Dc.
Example 3.17. Let us check that the lifted nonholonomic system obtained
from the nonholonomic particle is regular.
By Theorem 2.5 it is enough to check that Dc ∩ (Dc)⊥ = {0}. This is
equivalent to show that the matrix Cab defined in (2.5) is non-singular at
points of Dc. If we were to compute this matrix we would find it was(
0 y2 + 1
y2 + 1 2vy
)
which is clearly non-singular.
In this example the constraint distribution D is generated by the vectors
e1 =
∂
∂x
+y ∂
∂z
and e2 =
∂
∂y
. The orthogonal distribution D⊥ for the euclidean
metric is generated by e3 = y
∂
∂x
− ∂
∂z
.
The lifted distribution Dc, by definition, is generated by the vectors
ec1, e
c
2, e
v
1, e
v
2. The set {e
c
3, e
v
3} is linearly independent and it is easily proven
to be gc−orthogonal to Dc, hence, by dimensional reasons, it generates the
orthogonal distribution (Dc)⊥.
Moreover, since {ec1, e
c
2, e
v
1, e
v
2, e
c
3, e
v
3} is a basis of sections of X(TQ), the
intersection of Dc and (Dc)⊥ must be zero.
3.3 Nonholonomic Jacobi equation
Theorem 2.6 asserts that if cv : I → Q is a trajectory of Γ(Lg ,D), then
∇nhc˙v c˙v = 0 and c˙v ∈ D.
30
Consider the complete lift of the metric g denoted by gc, which is a
symmetric non-degenerate (0, 2)-tensor on TQ. The kinetic Lagrangian Lgc
associated to gc satisfies Lcg ◦ κQ = Lgc (see Lemma C.1 in Appendix C).
Moreover, (Lgc ,D
c) is a regular nonholonomic system.
Since the Lagrangian function is kinetic, its trajectories are geodesics of
the connection ∇NH defined by
∇NHX Y := P
T (∇g
c
XY ) +∇
gc
X [P
′T (Y )], for X,Y ∈ X(TQ), (3.13)
where ∇g
c
is the Levi-Civita connection of gc, P T : TTQ → Dc is the
associated orthogonal projector onto the distribution Dc and P ′T : TTQ→
(Dc)⊥ is the orthogonal projector onto (Dc)⊥, the orthogonal distribution.
Lemma 3.18. The following identities are satisfied:
1. ∇g
c
= (∇g)c;
2. κQ ◦ TP ◦ κQ(X
c) = (P (X))c, for any X ∈ X(Q);
3. κQ ◦ TP ◦ κQ(X
v) = (P (X))v , for any X ∈ X(Q);
4. P T = κQ ◦ TP ◦ κQ;
5. P ′T = κQ ◦ TP
′ ◦ κQ.
Proof. The first item is proved in Corollary 2.6.6. in [22]. To prove item 2,
just use the properties of the canonical involution in Appendix C (see (C.3)
in Appendix C)
κQ ◦ TP ◦ κQ(X
c) = κQ ◦ TP (TX) = κQ(T (P ◦X)) = (P (X))
c.
We may prove item 3 in a similar way. Given uq ∈ TqQ, we have
κQ ◦ TP ◦ κQ(X
v)(uq) = (κQ ◦ TP )(Tq0(uq) + (X(q))
v |0q)
= (κQ ◦ TP )(Tq0(uq) +
d
dt
∣∣∣∣
t=0
(tX(q)))
= κQ(Tq0(uq) +
d
dt
∣∣∣∣
t=0
(tPX(q)))
= (PX)v(uq).
As a consequence of the two previous items we have that
κQ ◦ TP ◦ κQ(X
c) = Xc, κQ ◦ TP ◦ κQ(X
v) = Xv , X ∈ Γ(D)
κQ ◦ TP ◦ κQ(Y
c) = 0, κQ ◦ TP ◦ κQ(Y
v) = 0, Y ∈ Γ(D⊥).
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Note that while {Xc,Xv |X ∈ Γ(D)} spans Γ(Dc), the set {Y c, Y v|Y ∈
Γ(D⊥)} spans Γ((Dc)⊥), where the orthogonal is taken with respect to the
pseudo-Riemannian metric gc. Hence, κQ ◦ TP ◦ κQ is the identity on D
c
and vanishes on (Dc)⊥. Therefore, it must be the orthogonal projector P T .
The argument to prove item 5. is completely analogous, just substitute
P by P ′.
The last Lemma simplifies the proof of the next Proposition, relating
both nonholonomic connections by the complete lift. Before, the statement
let us recall some properties of the complete lift of a linear connection ∇
(see [22] or [43]):
∇cXcY
c = (∇XY )
c, ∇cXcY
v = ∇cXvY
c = (∇XY )
v, ∇cXvY
v = 0, (3.14)
for any X,Y ∈ X(Q).
Proposition 3.19. The nonholonomic connection constructed from the Levi-
Civita connection associated to gc and from the projectors P T , P ′T is the
complete lift of the nonholonomic connection constructed from the Levi-
Civita for g and from the projector P , and P ′. In other words,
∇NH = (∇nh)c.
Proof. We will prove the identity on complete and vertical lifts. Using the
definition of ∇NH we get
∇NHXc Y
c = P T (∇g)cXcY
c + (∇g)cXc [P
′T (Y c)].
Using the properties stated in equations (3.14) and in Lemma 3.18 we deduce
∇NHXc Y
c = P T (∇gXY )
c + (∇g)cXc(P
′Y )c.
Again applying the same combination of arguments we may reduce the pre-
vious line to
∇NHXc Y
c = (P∇gXY )
c + (∇gXP
′Y )c,
which is just the complete lift of ∇nh. So,
∇NHXc Y
c = (∇nhX Y )
c = (∇nh)cXcY
c.
The very same arguments are still valid to prove
∇NHXc Y
v = P T (∇g)cXcY
v + (∇g)cXc [P
′T (Y v)]
= P T (∇gXY )
v + (∇g)cXc(P
′Y )v
= (P∇gXY )
v + (∇gXP
′Y )v
= (∇nhX Y )
v = (∇nh)cXcY
v,
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and also to prove
∇NHXv Y
v = P T (∇g)cXvY
v + (∇g)cXv [P
′T (Y v)]
= (∇g)cXv (P
′Y )v = 0 = (∇nh)cXvY
v.
Remark 3.20. If W : I → TQ is a trajectory of the nonholonomic system
(Lgc ,D
c), it is also by Theorem 3.12 a Jacobi field for the nonholonomic
system (Lg,D), and it is a geodesic for the nonholonomic connection ∇
NH
by Theorem 2.6. Hence, by the last proposition W satisfies
(∇nh)c
W˙
W˙ = 0.
Proposition 3.21. Let W : I → TQ be a vector field along c : I → Q,
a nonholonomic trajectory of Γ(Lg,D). Then the coordinate expression of
(∇nh)c
W˙
W˙ is
(∇nh)c
W˙
W˙ =
(
d2W k
dt2
+ q˙iq˙jW l
∂Γkij
∂ql
+ q˙j
dW i
dt
(Γkij + Γ
k
ji)
)
∂
∂q˙k
, (3.15)
where (qi) are local coordinates on Q with respect to which the local expres-
sion of W is
W (t) =W i(t)
∂
∂qi
∣∣∣∣
c(t)
,
(qi, q˙i) is the corresponding local expression of c˙ on TQ and Γkij are the
Chrystoffel symbols for the nonholonomic connection ∇nh, i.e.,
∇nh∂
∂qi
∂
∂qj
= Γkij
∂
∂qk
.
Proof. Denote by W˙ : I → TTQ the tangent lift of W : I → TQ. Then we
have that
W˙ (t) = q˙i(t)
∂
∂qi
∣∣∣∣
W (t)
+ W˙ i(t)
∂
∂q˙i
∣∣∣∣
W (t)
.
Observe that the coordinate vector fields on TQ, denoted by ∂
∂qi
and ∂
∂q˙i
are
just the complete and the vertical lift of the corresponding vector field on
Q, i.e.,
∂
∂qi
(vq) =
(
∂
∂qi
)c
(vq),
∂
∂q˙i
(vq) =
(
∂
∂qi
)v
(vq).
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With these properties in mind it is easy to prove that,
(∇nh)c∂
∂qi
∂
∂qj
= Γkij
∂
∂qk
+ q˙l
∂Γkij
∂ql
∂
∂q˙k
(∇nh)c∂
∂q˙i
∂
∂qj
= (∇nh)c∂
∂qi
∂
∂q˙j
= Γkij
∂
∂q˙k
(∇nh)c∂
∂q˙i
∂
∂q˙j
= 0.
And without further ado, one can also compute (∇nh)c
W˙
W˙ to be
(∇nh)c
W˙
W˙ =
(
q¨k + Γkij q˙
iq˙j
) ∂
∂qk
+
(
W¨ k + q˙iq˙jW l
∂Γkij
∂ql
+ q˙jW˙ i(Γkij + Γ
k
ji)
)
∂
∂q˙k
.
(3.16)
The first term vanishes since c is a geodesic for ∇nh by Theorem 2.6. Hence,
we get the expected result.
Denote by T nh and Rnh the torsion and curvature tensors, respectively,
associated with the nonholonomic connection ∇nh, that is,
T nh(X,Y ) = ∇nhX Y −∇
nh
Y X − [X,Y ],
Rnh(X,Y )Z = ∇nhX ∇
nh
Y Z −∇
nh
Y ∇
nh
X Z −∇
nh
[X,Y ]Z,
for X,Y,Z ∈ X(Q). Then, using T nh and Rnh, we will obtain a character-
ization of the nonholonomic Jacobi fields with an equation which may be
considered as the version for kinematic nonholonomic systems of the Jacobi
equation in Riemannian geometry.
Theorem 3.22. Let (Lg,D) be a kinematic nonholonomic system, ∇
nh the
nonholonomic connection on Q with torsion and curvature tensors denoted
by T nh and Rnh, respectively, and W : I → TQ a vector field along a
nonholonomic trajectory c : I → Q. Then W is a nonholonomic Jacobi field
if and only if
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙) +Rnh(W, c˙)c˙ = 0, W˙ (t) ∈ Dc. (3.17)
Proof. Using the same notation introduced both in the statement of the last
proposition as well as in its proof, let us compute the coordinate expression
of the left-hand side of equation (3.17).
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It is easy to see that
∇nhc˙ W =
(
W˙ k + q˙iW jΓkij
) ∂
∂qk
.
Computing the second covariant derivative we obtain
∇nhc˙ ∇
nh
c˙ W =
(
W¨m + 2W˙ j q˙iΓmij + q¨
iW jΓmij + q˙
iW jΓkij q˙
lΓmlk
+q˙iW j
∂Γmij
∂ql
q˙l
)
∂
∂qm
.
(3.18)
Now the term with the curvature tensor appearing in equation (3.17) is
Rnh(W, c˙)c˙ =W iq˙j q˙l
(
∂Γmjl
∂qi
+ ΓkjlΓ
m
ik −
∂Γmil
∂qj
− ΓkilΓ
m
jk
)
∂
∂qm
, (3.19)
while the torsion tensor is
T nh(W, c˙) =W iq˙jTmij
∂
∂qm
, with Tmij = Γ
m
ij − Γ
m
ji ,
and the term involving the torsion tensor is
∇nhc˙ T
nh(W, c˙) =
(
W˙ iq˙jTmij +W
iq¨jTmij +W
iq˙j
∂Tmij
∂ql
q˙l +W iq˙jT kij q˙
lΓmlk
)
∂
∂qm
(3.20)
Now we will add the three terms appearing in equation (3.17) to obtain that
the sum is equal to(
W¨m + q˙iq˙jW l
∂Γmij
∂ql
+ 2q˙iW˙ jΓmij + W˙
iq˙jTmij
)
∂
∂qm
, (3.21)
which implies that
(∇nh)c
W˙
W˙ =
(
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙) +Rnh(W, c˙)c˙
)v
.
Indeed note that adding the third term in (3.18) with the second one in
(3.19) we get
q¨iW jΓmij +W
iq˙j q˙lΓkjlΓ
m
ik =W
iq˙j q˙lΓkjlT
m
ik ,
adding the fourth term in (3.18) with the last term in (3.19)
q˙iq˙lW jΓkijΓ
m
lk −W
iq˙j q˙lΓkilΓ
m
jk =W
j q˙iq˙lT kijΓ
m
lk
35
and adding the last term in (3.18) with the first and third terms in (3.19)
we get
q˙iq˙lW j
∂Γmij
∂ql
+W iq˙j q˙l
(
∂Γmjl
∂qi
−
∂Γmil
∂qj
)
= q˙iq˙lW j
(
∂Tmij
∂ql
+
∂Γmil
∂qj
)
.
The sum of ∇nhc˙ ∇
nh
c˙ W and R
nh(W, c˙)c˙ is[
W¨m + 2W˙ j q˙iΓmij +W
iq˙j q˙lΓkjlT
m
ik +W
j q˙iq˙lT kijΓ
m
lk + q˙
iq˙lW j
(
∂Tmij
∂ql
+
∂Γmil
∂qj
)]
∂
∂qm
.
Comparing the expression above with our goal, which is to prove that the
sum of the three terms is equal to (3.21), the result would be proven if we
establish that(
W˙ iq˙jTmij −W
iq˙j q˙lΓkjlT
m
ik −W
j q˙iq˙lT kijΓ
m
lk − q˙
iq˙lW j
∂Tmij
∂ql
)
∂
∂qm
= ∇nhc˙ T
nh(W, c˙)
Using that c is a geodesic, so
q¨i = −Γijkq˙
j q˙k,
and the identity
Tmik = −T
m
ki
we get
∇nhc˙ T
nh(W, c˙) =
(
W˙ iq˙jTmij −W
iΓjlkq˙
lq˙kTmij −W
iq˙j
∂Tmji
∂ql
q˙l
−W iq˙jT kjiq˙
lΓmlk
) ∂
∂qm
,
(3.22)
which is what we expected. Hence, by Proposition 3.19 and the remark
following it we proved that W is a nonholonomic Jacobi field if and only if
it satisfies equations (3.17).
The coordinate expression of the nonholonomic Jacobi equation is still a
second-order differential equation. Indeed, the local expression of (3.17) is(
W¨ k + q˙iq˙jW l
∂Γkij
∂ql
+ 2q˙iW˙ jΓkij − q˙
iW˙ jT kij
)
∂
∂qk
. (3.23)
Equation (3.17) is called the nonholonomic Jacobi equation for the non-
holonomic geodesic problem.
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Example 3.23. Recall the nonholonomic particle given by
L(x, y, z, x˙, y˙, z˙) =
1
2
(x˙2 + y˙2 + z˙2)
and subjected to the nonholonomic constraint z˙ − yx˙ = 0.
As we have seen before, nonholonomic Jacobi fields may be obtained
using two different geometric frameworks: either as the trajectories of the
lifted nonholonomic system Γ(Lg ,Dc) or as the solution of the nonholonomic
Jacobi equation (3.17). Let us explore both these characterizations in this
particular example.
(i) We are going to obtain the Lagrange-d’Alembert equations for the
nonholonomic system Lgc with constraint distribution D
c.
The Lagrangian function is
Lgc(q, r, q˙, r˙) = x˙u˙+ y˙v˙ + z˙w˙.
where q = (x, y, z), r = (u, v,w) and the lifted distribution Dc is given
by the span of the vectors
Dc =
〈{
∂
∂u
+ y
∂
∂w
,
∂
∂v
,
∂
∂x
+ y
∂
∂z
+ v
∂
∂w
,
∂
∂y
}〉
with annihilator (Dc)o
(Dc)o = 〈{−ydx+ dz,−vdx− ydu+ dw}〉 .
Hence, the new nonholonomic constraints are z˙−yx˙ = 0 and w˙−vx˙−
yu˙ = 0. The Lagrange-d’Alembert equations are then
x¨ = −yλ2
y¨ = 0
z¨ = λ2
z˙ − yx˙ = 0,
u¨ = −yλ1 − vλ2
v¨ = 0
w¨ = λ1
w˙ − vx˙− yu˙ = 0,
and solving for the Lagrange multipliers’ λ1 and λ2, we obtain
λ1 =
(u˙y˙ + x˙v˙)(1 + y2)− 2yvx˙y˙
(1 + y2)2
, λ2 =
x˙y˙
1 + y2
.
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(ii) We will compute the nonholonomic Jacobi equation using the local ex-
pression deduced in (3.23). The only non-vanishing Chrystoffel sym-
bols relative to the nonholonomic connection ∇nh are
Γxyx =
2y
(1 + y2)2
, Γzyx = Γ
x
yz =
y2 − 1
(1 + y2)2
, Γzyz = −
2y
(1 + y2)2
,
which implies that the non-vanishing torsion entries are
T xyx =
2y
(1 + y2)2
, T zyx = T
x
yz =
y2 − 1
(1 + y2)2
, T zyz = −
2y
(1 + y2)2
,
along with the corresponding skew-symmetric entries. If the vector
field W is given by
W = u
∂
∂x
+ v
∂
∂y
+ w
∂
∂z
,
then Jacobi equation together with the constraint that W˙ ∈ Dc gives
u¨+ v
(
x˙y˙
∂Γxyx
∂y
+ z˙y˙
∂Γxyz
∂y
)
+ 2(u˙y˙Γxyx + w˙y˙Γ
x
yz)− (u˙y˙T
x
yx + w˙y˙T
x
yz) = 0
v¨ = 0
w¨ + v
(
x˙y˙
∂Γzyx
∂y
+ z˙y˙
∂Γzyz
∂y
)
+ 2(u˙y˙Γzyx + w˙y˙Γ
z
yz)− (u˙y˙T
z
yx + w˙y˙T
z
yz) = 0
w˙ − vx˙− yu˙ = 0.
(3.24)
The fact that W is a vector field along a nonholonomic geodesic sat-
isfying z˙ = yx˙ simplifies the equation. Moreover, since T xyx = Γ
x
yx,
T zyx = T
x
yz = Γ
z
yx = Γ
x
yz and T
z
yz = Γ
z
yz simplifies even more the equa-
tion that reduces to
u¨+ vx˙y˙
(
∂Γxyx
∂y
+ y
∂Γxyz
∂y
)
+ u˙y˙Γxyx + w˙y˙Γ
x
yz = 0
v¨ = 0
w¨ + vx˙y˙
(
∂Γzyx
∂y
+ y
∂Γzyz
∂y
)
+ u˙y˙Γzyx + w˙y˙Γ
z
yz = 0
w˙ − vx˙− yu˙ = 0.
(3.25)
It is easy to see now that both approaches coincide.
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Example 3.24. Let us consider again the nonholonomic particle. We
proved before that ∂
∂z
was a Jacobi field. Let us check that it satisfies
the nonholonomic Jacobi equation.
In fact, since the component functions of ∂
∂z
in the coordinate basis
are constant, the local expression of the left-hand side of the nonholonomic
Jacobi equation reduces to
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙) +Rnh(W, c˙)c˙ = q˙iq˙j
∂Γkij
∂z
∂
∂qk
,
where (qi(t)) are the coordinate expression of a fixed geodesic. However,
since the only non-vanishing Chrystoffel symbols relative to the nonholo-
nomic connection are
Γxyx =
2y
(1 + y2)2
, Γzyx = Γ
x
yz =
y2 − 1
(1 + y2)2
, Γzyz = −
2y
(1 + y2)2
,
there is no dependence on the coordinate z, hence the expression above
vanishes, i.e., the nonholonomic Jacobi equations is satisfied.
A Review on Complete and Vertical lifts
In this section, we will review some constructions on the theory of complete
and vertical lifts in the tangent bundle (for more details, see [22] or [43]).
Let τQ : TQ→ Q be the canonical projection of the tangent bundle.
Recall that the complete and vertical lifts of a function f ∈ C∞(Q) are
defined by
f c(v) = 〈df(q), v〉, f v(v) = f ◦ τQ(v), v ∈ TqQ. (A.1)
In other words, f c is the fiberwise linear function on TQ induced by
the 1-form df . Hence, the complete lift of f may be expressed on natural
coordinates as
f c(qi, vi) =
∂f
∂qi
vi.
We will also use the complete lift of a vector field X ∈ X(Q), which is
the vector field Xc ∈ X(TQ) satisfying
Xc(f ◦ τQ) = X(f) ◦ τQ, and X
c(αˆ) = L̂Xα, (A.2)
for any f ∈ C∞(Q), α ∈ Ω1(Q) and where αˆ ∈ C∞(TQ) is the associated
fiberwise linear function given by
αˆ(v) = 〈α(τQ(v)), v〉, v ∈ TQ.
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In what follows LX denotes the Lie derivative with respect to X.
We may also introduce the fiberwise quadratic function associated to a
(0, 2)-tensor T on Q denoted by T q : TQ→ R and defined by
T q(v) = TτQ(v)(v, v), v ∈ TQ.
Using equation (A.2) one may prove
Lemma A.1. If X is a vector field on Q and T is a (0, 2)-tensor on Q then
Xc(T q) = (LXT )
q. (A.3)
Proof. It is sufficient to prove the result for T = α⊗ β, with α and β being
1-forms on Q. In this case,
T q = αˆ · βˆ
and, using (A.2), it follows that
Xc(T q) = L̂Xα · βˆ + αˆ · L̂Xβ.
This implies that
Xc(T q) = [LXα⊗ β + α⊗ LXβ]
q = (LXT )
q.
The vertical lift of a vector field is the vector field Xv ∈ X(TQ) satisfying
Xv(f ◦ τQ) = 0, and X
v(αˆ) = 〈α,X〉 ◦ τQ. (A.4)
Similarly we can define the complete lift of a k-form α ∈ Ωk(Q) to be
the k-form αc ∈ Ωk(TQ) defined by
αc(Xc1 , . . . ,X
c
k) = (α(X1, . . . ,Xk))
c, (A.5)
where Xi ∈ X(Q). The expression above uniquely defines α
c and, moreover,
dαc = (dα)c (A.6)
and
iXcα
c = (iXα)
c. (A.7)
On the other hand, the vertical lift of a k-form is simply the pullback by τQ,
i.e.,
αv = (τQ)
∗α. (A.8)
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In coordinates, the expressions of the complete and vertical lifts of X =
Xi ∂
∂qi
and α = αidq
i are
Xc = Xi
∂
∂qi
+
∂Xi
∂qj
vj
∂
∂vi
, αc =
∂αi
∂qj
vjdqi + αidv
i
Xv = Xi
∂
∂vi
, αv = αidq
i.
(A.9)
To end this section, we will recall some useful identities satisfied by
vertical and complete lifts. For any one form α ∈ Ω1(Q), one has that
αv(Y c) = (α(Y ))v , αv(Y v) = 0. (A.10)
The Lie bracket of vector fields on complete and vertical lifts satisfies
the following relations
[Xc, Y c] = [X,Y ]c, [Xv , Y v] = 0,
[Xc, Y v] = [Xv , Y c] = [X,Y ]v .
(A.11)
On the other hand, if S : TTQ→ TTQ is the vertical endomorphism in
Q then complete and vertical lifts satisfy
SXc = Xv, SXv = 0, for X ∈ X(Q) (A.12)
Finally, if S∗ : T ∗TQ→ T ∗TQ is the dual morphism of S, then
S∗αc = αv, S∗αv = 0, S∗(dαˆ) = αv, for α ∈ Ω1(Q). (A.13)
B Complete and vertical lifts in Riemannian ge-
ometry
The main result of this section is to prove how a pseudo-Riemannian metric
h is related to the Poincare´-Cartan two-form induced by this metric. In
particular, the action of the later on complete and vertical lifts may be
expressed with objects that depend only on the metric structure.
Recall that when we have a manifoldQ and a Lagrangian L on its tangent
bundle, the Poincare´-Cartan one-form is defined to be θL = S
∗dL.
In agreement with the previous notation, whenever we are given a (0, 2)-
tensor h on Q, we will denote by Lh : TQ → R the Lagrangian function
associated with h defined by
Lh(v) =
1
2
h(v, v), v ∈ TQ.
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Also we will denote by
♭h : TQ→ T
∗Q,
the musical isomorphism associated with h by ♭h(X)(Y ) = h(X,Y ) for all
X,Y ∈ X(Q).
We will generalize the fundamental formula of Riemannian geometry
Lemma B.1. Let h be a symmetric non-degenerate (0, 2)-tensor and ∇h
the Levi-Civita connection with respect to h. Then the Lie derivative of h
satisfies
LXh(Y,Z) = 2h(∇
h
YX,Z)− d(♭h(X))(Y,Z), X, Y, Z ∈ X(Q). (B.1)
Proof. By definition of Lie derivative one has that
LXh(Y,Z) = X(h(Y,Z)) − h([X,Y ], Z)− h(Y, [X,Z]).
Using the fact that the Levi-Civita connection ∇h is symmetric and com-
patible with the metric h one gets
LXh(Y,Z) = h(∇
h
YX,Z) + h(Y,∇
h
ZX). (B.2)
Also from definition of differential of a one-form we know that
d(♭h(X))(Y,Z) = Y (h(X,Z)) − Z(h(X,Z)) − h(X, [Y,Z]).
It is not difficult to show using the Koszul’s formula for ∇h that
h(Y,∇hZX)− h(∇
h
YX,Z) = −d(♭h(X))(Y,Z)
and plugging in the last equation into (B.2), we get the desired formula for
LXh(Y,Z).
During the remaining of this section, we will denote just by ∇ the Levi-
Civita connection with respect to a symmetric non-degenerate (0, 2)-tensor,
whenever it is clear from the context to which tensor it is associated.
Now we will see how complete and vertical lifts act on metric Lagrangians.
Lemma B.2. Let h be a pseudo-Riemannian metric and Lh its associate
Lagrangian. Given X ∈ X(Q) we have that
Xc(Lh) = LLXh, X
v(Lh) = ♭̂h(X), (B.3)
where LLXh : TQ → R denotes the Lagrangian function associated to the
(0, 2)-tensor LXh.
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Proof. Let us prove the result on natural coordinates. Let (qi) be coordi-
nates on Q and (qi, vi) be the natural coordinates on TQ. Let X = Xi ∂
∂qi
and Lh =
1
2hijv
ivj. Then
Xv(Lh) = X
ihijv
j = ♭̂h(X)
and
Xc(Lh) =
1
2
Xk
∂hij
∂qk
vivj + vi
∂Xk
∂qi
hkjv
j .
On the other hand
LLXh =
1
2
(
Xk
∂hij
∂qk
+ hkj
∂Xk
∂qi
+ hik
∂Xk
∂qj
)
vivj .
Since h is symmetric and changing indices i↔ j in the last term above, we
get
LLXh =
1
2
Xk
∂hij
∂qk
vivj + hkj
∂Xk
∂qi
vivj,
which equals Xc(Lh).
The fundamental formula of Riemannian geometry allows us to express
the Lagrangian function LLXh introduced before in terms of a new La-
grangian function associated with the (0, 2)-tensor
(∇hX)(Y,Z) = h(∇hYX,Z), (B.4)
where ∇h is the Levi-Civita connection with respect to h. Indeed, given any
Y ∈ X(Q), by skew-symmetry of the exterior derivative one has that
LLXh ◦ Y =
1
2
LXh(Y, Y ) = h(∇
h
YX,Y )−
1
2
d(♭h(X))(Y, Y )
= (∇hX)(Y, Y ) = 2L(∇hX) ◦ Y.
Lemma B.3. Let h be a pseudo-Riemanninan metric on Q, Lh is its asso-
ciated Lagrangian function and ωLh = −dθLh the corresponding Poincare´-
Cartan 2-form. If ♭ωLh and ♭h denote the musical isomorphisms associ-
ated to the symplectic form and to the tensor h, respectively, then for every
X ∈ X(Q) the Poincare´-Cartan 1-form acts on vertical and complete lifts of
X according to
θLh(X
v) = 0, θLh(X
c) = ♭̂h(X) (B.5)
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and the Poincare´-Cartan 2-form acts according to
ωLh(X
c, Y c) = d(♭̂h(X))(Y
c)− 2θL
(∇hX)
(Y c),
ωLh(X
c, Y v) = d(♭̂h(X))(Y
v), ωLh(X
v , Y v) = 0,
(B.6)
where (∇hX) is the (0,2)-tensor defined in (B.4). Hence, we may also write
♭ωLh (X
v) = −(♭h(X))
v , ♭ωLh (X
c) = d(♭̂h(X))− 2θL
(∇hX)
. (B.7)
Proof. Recalling the definition of θLh , the formulas in the statement are
rewritten as
θLh(X
v) = S∗(dLh)(X
v), θLh(X
c) = S∗(dLh)(X
c),
respectively. Now applying (A.12) we immediately prove that θLh(X
v) = 0
and
θLh(X
c) = Xv(Lh).
By the previous Lemma we conclude θLh(X
c) = ♭̂h(X).
Choosing an arbitrary Y ∈ X(Q), we will now evaluate the symplectic
form over complete and vertical lifts in order to find the desired formulas
for ♭ωLh (X
c) and ♭ωLh (X
v).
Using that ωLh is an exact symplectic form and the characterization of
the exterior derivative of a 1-form we get
ωLh(X
c, Y c) = −Xc (θLh(Y
c)) + Y c (θLh(X
c)) + θLh([X
c, Y c]).
Using equations (B.5) we have just proved and the formulas in (A.11) we
get
ωLh(X
c, Y c) = −Xc
(
♭̂h(Y )
)
+ Y c
(
♭̂h(X)
)
+ ̂♭h([X,Y ]).
Applying now the definition of complete lift over fiberwise linear functions
ωLh(X
c, Y c) = − ̂LX♭h(Y ) + ̂LY ♭h(X) + ̂♭h([X,Y ]).
Note that
♭h([X,Y ])(Z)− LX(♭h(Y ))(Z) = −LXh(Y,Z).
Hence, the right-hand side of the above equation may be rewritten using the
musical isomorphism associated to the (0, 2)-tensor LXh which we denote
by ♭LXh. So we deduce that
ωLh(X
c, Y c) = − ̂♭LXh(Y ) +
̂LY ♭h(X).
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Now using again the relations in (B.5) and the definition of complete lift
ωLh(X
c, Y c) = −θLLX h(Y
c) + Y c(♭̂h(X)).
Using that LLXh = 2L(∇hX) and rewriting the last term above, we finally
get
ωLh(X
c, Y c) = −2θL
(∇hX)
(Y c) + d(♭̂h(X))(Y
c).
Proceeding analogously in the other cases we find that
ωLh(X
c, Y v) = −Xc (θLh(Y
v)) + Y v (θLh(X
c)) + θLh([X
c, Y v]).
Using (B.5) and (A.11)
ωLh(X
c, Y v) = Y v
(
♭̂h(X)
)
+ θLh([X,Y ]
v).
Again using (B.5) we conclude
ωLh(X
c, Y v) = d
(
♭̂h(X)
)
(Y v).
Note also that θL
(∇hX)
(Y v) = 0 is also implied by (B.5). Therefore we have
concluded the proof of the expression for ♭ωLh (X
c).
Let us now prove the expression for ♭ωLh (X
v). Let us use the same
strategy and compute
ωLh(X
v, Y c) = −Xv (θLh(Y
c)) + Y c (θLh(X
v)) + θLh([X
v , Y c]).
Analogously,
ωLh(X
v , Y c) = −Xv
(
♭̂h(Y )
)
.
Now, using the definition of vertical lift
ωLh(X
v , Y c) = −♭h(Y )(X) ◦ τQ.
By symmetry of h, we may rewrite the last line as
ωLh(X
v , Y c) = −♭h(X)(Y ) ◦ τQ.
Notice that the right-hand side of the previous equation is nothing more
than the vertical lift of the function ♭h(X)(Y ). Using (A.10), we finally get
ωLh(X
v , Y c) = −(♭h(X))
v(Y c).
At last, we need to check how the symplectic form acts on vertical lifts.
However, note that using (B.5) and (A.11) then the expression
ωLh(X
v , Y v) = −Xv (θLh(Y
v)) + Y v (θLh(X
v)) + θLh([X
v , Y v])
vanishes for all X and Y , as it is the case of (♭h(X))
v(Y v) again by (A.10),
which finishes the proof.
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C The canonical involution and the complete lift
of a Lagrangian system of kinetic type
In this appendix, we will review some results related with the canonical
involution on the double tangent bundle of a manifold [41] and the complete
lift of a regular Lagrangian system of kinetic type.
Let Q be a smooth manifold of dimension n, τQ : TQ→ Q the canonical
projection and TTQ the double tangent bundle to Q. Then, TTQ admits
two vector bundle structures.
The first vector bundle structure is the canonical one with vector bundle
projection τTQ : TTQ→ TQ.
For the second vector bundle structure, the vector bundle projection is
just the tangent map to τQ, that is, TτQ : TTQ → TQ and the addition
operation on the fibers is just the tangent map T (+) : TTQ ×TQ TTQ →
TTQ of the addition operation (+) : TQ×Q TQ→ TQ on the fibers of τQ.
The canonical involution κQ : TTQ → TTQ is a vector bundle isomor-
phism (over the identity of TQ) between the two previous vector bundles.
In fact, κQ is characterized by the following condition: let Φ : U ⊆ R
2 → Q
be a smooth map, with U an open subset of R2
(t, s) 7→ Φ(t, s) ∈ Q.
Then,
κQ
(
d
dt
d
ds
Φ(t, s)
)
=
d
ds
d
dt
Φ(t, s). (C.1)
So, we have that κQ is an involution of TTQ, that is, κ
2
Q = idTTQ.
In fact, if (qi, q˙i) are canonical fibred coordinates on TQ and (qi, q˙i, vi, v˙i)
are the corresponding local fibred coordinates on TTQ then
κQ(q
i, q˙i, vi, v˙i) = (qi, vi, q˙i, v˙i). (C.2)
κQ may be characterized in a more intrinsic way, using the theory of complete
and vertical lifts to TQ.
Indeed, if X : Q→ TQ is a vector field on Q then
κQ ◦X
c = TX, κQ ◦X
v = X˜v, (C.3)
where TX : TQ → TTQ is the tangent map to X (a section of the vector
bundle TτQ) and X˜
v : TQ → TTQ is the section of the vector bundle TτQ
given by
X˜v(u) = (Tq0)(u) +X
v(0(q)), u ∈ TqQ,
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with 0 : Q→ TQ the zero section.
Note that, from (C.1), it follows that
TκQ ◦ (X
c)c = (Xc)c ◦ κQ, TκQ ◦ (X
v)v = (Xv)v ◦ κQ,
TκQ ◦ (X
c)v = (Xv)c ◦ κQ, TκQ ◦ (X
v)c = (Xc)v ◦ κQ,
(C.4)
for X ∈ X(Q).
As a consequence, we also deduce that
κ∗Q((α
c)c) = (αc)c ◦ κQ, κ
∗
Q((α
v)v) = (αv)v ◦ κQ,
κ∗Q((α
c)v) = (αv)c ◦ κQ, κ
∗
Q((α
v)c) = (αc)v ◦ κQ,
(C.5)
for α ∈ Ω1(Q).
Now suppose that g is a Riemannian metric on Q and that Lg : TQ→ R
is the Lagrangian function of kinetic type induced by g (see Appendix B).
Then, we may consider the complete lift gc of g [43]. It is not a Riemannian
metric on TQ but a pseudo-Riemannian metric of signature (n, n). In fact
gc is characterized by the following conditions
gc(Xc, Y c) = (g(X,Y ))c,
gc(Xc, Y v) = gc(Xv, Y c) = (g(X,Y ))v ,
gc(Xv , Y v) = 0,
(C.6)
for X,Y ∈ X(Q).
If (qi, q˙i) are local coordinates on TQ and the local expression of the
Riemannian metric g is g = gijdq
i ⊗ dqj then the local expression of its
complete lift is
gc(qi, q˙i) = q˙k
∂gij
∂qk
dqi ⊗ dqj + gijdq
i ⊗ dq˙j + gijdq˙
i ⊗ dqj .
Anyway, we may consider the Lagrangian function Lgc : TTQ → R
on TTQ induced by the pseudo-Riemannian metric gc on TQ. Then, the
relation of the previous construction with the canonical involution is given
by the following result:
Lemma C.1. We have that the Lagrangian function Lgc : TTQ → R is
regular and satisfies the following equation
Lgc = L
c
g ◦ κQ. (C.7)
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Proof. The Lagrangian function Lgc is regular since its Hessian matrix is
the tensor gc which is a non-degenerate tensor. In fact, it is a pseudo-
Riemannian metric.
If Z ∈ Tu(TQ), with u ∈ TqQ, then it is easy to see that there exist
vector fields X,Y ∈ X(Q) such that
Z = Xc(u) + Y v(u).
So, it is sufficient to prove that
Lgc(X
c(u) + Y v(u)) = Lcg ◦ κQ(X
c(u) + Y v(u)).
Now, since κQ is a vector bundle isomorphism between the vector bundles
τTQ and TτQ, it follows that
κQ(X
c(u) + Y v(u)) = (T(u,0(q))(+))(κQ(X
c(u)), κQ(Y
v(u))),
and then from (C.3) and the definition of complete lift of a function we
deduce
Lcg ◦ κQ(X
c(u) + Y v(u)) = (T(u,0(q))(+))(TX(u), Y˜
v(u))(Lg).
where (+) : TQ ×Q TQ → TQ in the right-hand side of the equality is the
addition on the fibers of the vector bundle τQ : TQ→ Q. So we have that
Lcg ◦ κQ(X
c(u) + Y v(u)) = (TX(u), Y˜ v(u))(Lg ◦ (+)). (C.8)
Next, let σ : (−ε, ε)→ Q be a curve on Q such that
σ(0) = q, σ˙(0) = u
and Z : (−ε, ε)→ TQ a curve over σ satisfying
Z(0) = 0(q), Z˙(0) = Y˜ v(u) = (Tq0)(u) + Y
v(0(q)). (C.9)
Then, from (C.8), it follows that
Lcg ◦ κQ(X
c(u) + Y v(u)) =
d
dt
∣∣∣∣
t=0
(Lg ◦ (+))(X(σ(t)), Z(t)),
hence
Lcg ◦ κQ(X
c(u) + Y v(u)) =
d
dt
∣∣∣∣
t=0
(
1
2
g(X(σ(t)),X(σ(t)))
+g(X(σ(t)), Z(t)) +
1
2
g(Z(t), Z(t))
)
,
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Thus, using (C.9) and the following equalities
d
dt
∣∣∣∣
t=0
g(X(σ(t)),X(σ(t))) = σ˙(0)(g(X,X)),
d
dt
∣∣∣∣
t=0
g(X(σ(t)), Z(t)) = (Lσ˙g)|t=0(X(q), Z(0))
+ g(Lσ˙X(σ(t))|t=0, Z(0)) + g(X(q),Lσ˙Z(t)|t=0),
Lσ˙Z(t)|t=0 = Y (q),
we deduce that
Lcg ◦ κQ(X
c(u) + Y v(u)) =
1
2
u(g(X,X)) + g(X(q), Y (q)).
On the other hand, from (C.6), we deduce that
Lgc(X
c(u) + Y v(u)) =
1
2
gc(u)(Xc(u) + Y v(u),Xc(u) + Y v(u))
=
1
2
(g(X,X))c(u) + g(X(q), Y (q))
=
1
2
u(g(X,X)) + g(X(q), Y (q)),
which proves the Lemma.
In local coordinates, the Lagrangian function associated to gc has the
local expression
Lgc(q, q˙, v, v˙) =
1
2
q˙k
∂gij
∂qk
vivj + gijv
iv˙j . (C.10)
Proposition C.2. Let g be a Riemannian metric on Q, gc the complete lift
of g to TQ, Lg : TQ→ R and Lgc : TTQ→ R the corresponding Lagrangian
functions. Then
θLgc = κ
∗
Q(θ
c
Lg ), ωLgc = κ
∗
Q(ω
c
Lg ), and ELgc = (ELg )
c ◦ κQ,
where θLg (respectively θLgc ), ωLg (respectively ωLgc ) and ELg (respectively
ELgc ) are the Poincare´-Cartan 1-form, the Poincare´-Cartan 2-form and the
Lagrangian energy associated with Lg (respectively with Lgc).
Proof. Notice that once we establish that θLgc = κ
∗
Q(θ
c
Lg
), then the corre-
sponding formula for the Poincare´-Cartan 2-forms follows since the pullback
commutes with the differential and the differential of the complete lift be-
haves according to (A.6).
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It is sufficient to prove θLgc = κ
∗
Q(θ
c
Lg
) over the vector fields (Xc)c, (Xc)v,
(Xv)c and (Xv)v, with X ∈ X(Q). Now,
θLgc ((X
c)c) = dLgc((X
c)v) = d(Lcg ◦ κQ)((X
c)v) = (κQ)
∗dLcg((X
c)v),
where we used the definition of the Poincare´-Cartan 1-form and the proper-
ties in (A.12) in the first equality, while we used Lemma C.1 in the second
equality. Then using the definition of pullback together with (C.4) we get
θLgc ((X
c)c) = (dLcg◦κQ)((X
v)c◦κQ) = (dL
c
g((X
v)c))◦κQ = (dLg(X
v))c◦κQ,
where we used (A.5) and (A.6) in the last equality. Now, using the definition
of θLg followed by (A.5) again we obtain
θLgc ((X
c)c) = (θLg(X
c))c ◦ κQ = θ
c
Lg ((X
c)c) ◦ κQ.
Finally, using (C.4) we obtain
θLgc ((X
c)c) = (κ∗Q(θ
c
Lg
))((Xc)c).
By applying the same arguments we may deduce the remaining expressions.
Indeed
θLgc ((X
c)v) = 0 = (θLg(X
v))c ◦ κQ = θ
c
Lg((X
v)c) ◦ κQ = (κ
∗
Q(θ
c
Lg ))((X
c)v),
where we used the definition of the Poincare´-Cartan 1-forms and (A.5),
(A.12) and (C.4). Also using these arguments and Lemma C.1 we deduce
θLgc ((X
v)c) = dLgc((X
v)v) = d(Lcg ◦ κQ)((X
v)v) = (κQ)
∗dLcg((X
v)v)
= (dLcg((X
v)v)) ◦ κQ = (dLg(X
v))v ◦ κQ,
where the last equality follows from (A.10). Then
θLgc ((X
v)c) = (θLg (X
c))v ◦ κQ = θ
c
Lg
((Xc)v) ◦ κQ = (κ
∗
Q(θ
c
Lg
))((Xv)c).
The last expression follows directly from (A.10) and (A.12).
On the other hand,
θLgc ((X
v)v) = 0 = (θLg(X
v))v ◦ κQ = θ
c
Lg((X
v)v) ◦ κQ = (κ
∗
Q(θ
c
Lg ))((X
v)v).
To prove the expression relating the Lagrangian energies, denote first
by ∆TQ ∈ X(TQ) the Liouville vector field on the tangent bundle and by
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∆TTQ ∈ X(TTQ) the Liouville vector field on the double tangent bundle.
Recall the definition of Lagrangian energy
ELgc = ∆TTQ(Lgc)− Lgc and ELg = ∆TQ(Lg)− Lg.
Moreover, note that since the Lagrangian functions are of kinetic type, then
∆TTQ(Lgc) = 2L
c
g and ∆TQ(Lg) = 2Lg.
Then, using Lemma C.1 we have that
ELgc = Lgc = L
c
g ◦ κQ = (ELg )
c ◦ κQ.
Finally, we will describe the dynamics associated with the Lagrangian
function Lgc : TTQ → R in terms of the complete lift of the geodesic flow
associated with g. In addition, we will prove that the trajectories of the
Lagrangian system (TTQ,Lgc) are just the Jacobi fields of the Riemannian
metric g.
Proposition C.3. Let g be a Riemannian metric on Q, gc the complete lift
of g to TQ, Lg : TQ→ R and Lgc : TTQ→ R the corresponding Lagrangian
functions, ΓLg and ΓLgc the corresponding Lagrangian vector fields on TQ
and TTQ, respectively. Then
1. ΓLgc = TκQ ◦ Γ
c
Lg
◦ κQ;
2. If Z : I → TQ is a trajectory of the SODE ΓLgc , then Z is a Jacobi
field for g over a geodesic cv : I → Q of g.
Proof. Let w ∈ TTQ and X ∈ Tw(TTQ). Then we have that(
i(TwκQ)(ΓcLg (w))
ωLgc (κQ(w))
)
(TwκQ(X)) =
(
κ∗QωLgc (w)
)
(ΓcLg (w),X).
Using Proposition C.2, the last expression reduces to(
ωcLg(w)
)
(ΓcLg(w),X) =
(
iΓc
Lg
(w)ω
c
Lg(w)
)
(X) =
(
iΓLgωLg
)c
(w)(X),
where we used (A.7) in the last equality. Using now the geometric equation
of motion the last line becomes(
dELg
)c
(w)(X) =
(
dEcLg
)
(w)(X) =
(
d(ELgc ◦ κQ)
)
(w)(X),
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where we used (A.6) and Proposition C.2. Using now the definition of pull-
back and the geometric equations of motion we get(
dELgc (κQ(w))
)
(TwκQ(X)) =
(
iΓLgc κQ(w)
ωLgc (κQ(w))
)
(TwκQ(X)).
Therefore, since ωLgc is non-degenerate we deduce
ΓLgc (κQ(w)) = (TwκQ)(Γ
c
Lg)(w),
from where the first item follows.
Next we prove the second item. By Proposition (C.2), if Z : I → TQ is
a curve on the tangent bundle such that κQ ◦ Z˙ : I → TTQ is an integral
curve of ΓcLg , then
κQ ◦ Z˙(t) =
(
TZ(0)φ
ΓLg
t
)
(κQ ◦ Z˙(0)),
where φ
ΓLg
t is the flow of the vector field ΓLg . Projecting the previous
equation using TτQ we get that
τTQ ◦ Z˙(t) =
(
TZ(0)(τQ ◦ φ
ΓLg
t )
)
(κQ ◦ Z˙(0)),
One one hand, note that τTQ ◦ Z˙(t) is just the curve Z(t), by definition of
tangent vector field to a curve. On the other hand, let V : I → TQ be a
curve with initial velocity such that V ′(0) = κQ◦Z˙(0). Then, the expression
above may be rewritten as
Z(t) =
d
ds
∣∣∣∣
s=0
(
(τQ ◦ φ
ΓLg
t )(V (s))
)
.
Therefore, Z is an infinitesimal variation vector field for a family of trajec-
tories of ΓLg . Hence, it is a Jacobi field for the Riemannian metric g.
D Nonholonomic Jacobi fields for mechanical La-
grangian systems
Suppose we are given a nonholonomic system (L,D) with Lagrangian func-
tion of the form
L(vq) = Lh(vq)− V ◦ τQ(vq), (D.1)
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where h is a pseudo-Riemannian metric on Q and V : Q → R is called the
potential energy (a real C∞-function on TQ). τQ : TQ→ Q is the canonical
projection.
Given a pseudo-Riemannian metric h, define the gradient vector field
with respect to h gradhV
gradhV = ♯h(dV ), (D.2)
where ♯h : Ω
1(Q)→ X(Q) is the inverse isomorphism of ♭h.
First we prove a Lemma that will allow us to extend some results we
have already proved for kinetic type Lagrangian functions to the mechanical
type Lagrangian functions with little effort.
Lemma D.1. Let h be a pseudo-Riemannian metric on Q, V a potential
function on Q and L a mechanical Lagrangian associated to h and V defined
as in (D.1). If θL, ωL and EL are the Poincare´-Cartan 1-form, the Poincare´-
Cartan 2-form and the Lagrangian energy with respect to L, respectively,
then we have that
θL = θLh , ωL = ωLh , EL = Lh + V ◦ τQ.
Proof. By the definition of the Poincare´-Cartan 1-form we have that
θL = S
∗(dL) = S∗(dLh − dV
v).
Note that we used that V v = V ◦ τQ. By (A.8) and since the pullback
commutes with the differential one has that
(dV )v = d(V v),
for every V ∈ C∞(Q). Then, applying (A.13) we deduce
θL = S
∗(dL) = S∗(dLh) = θLh .
Moreover the equality for the Poincare´-Cartan 2-form follows directly from
the above.
As for the Lagrangian energy just observe that
∆(V v) = 0, and ∆(Lh) = 2Lh,
where ∆ is the Liouville vector field on TQ. Then it is clear that
EL = ∆(L)− L = Lh + V ◦ τQ.
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Now we will prove a result which is analogous to Theorem 2.5.
Theorem D.2. Given L a mechanical Lagrangian on Q associated to a
pseudo-Riemannian metric h and a potential function V defined as in (D.1)
and a distribution D, the nonholonomic system (L,D) is regular if and only
if the distribution D is non-degenerate, in the sense of Theorem 2.5.
Proof. Note that Theorem 2.5 is a consequence of the Lemma preceding
it, which in turn is a consequence of the first relation in (B.7), which by
Lemma D.1 remains unchanged for mechanical type Lagrangian functions.
Therefore, the proof of Theorem 2.5 extends to this case.
Now we prove the result analogous to Theorem 2.6. We characterize the
trajectories of Γ(L,D) as the solution of an equation involving the nonholo-
nomic connection ∇nh.
Theorem D.3. Let L be a mechanical Lagrangian on Q associated to a
pseudo-Riemannian metric h and a potential function V defined as in (D.1).
If D is a non-degenerate distribution then the trajectories of Γ(L,D) are so-
lutions of
∇nhc˙v c˙v = −P (gradhV ◦ cv), c˙v ∈ D (D.3)
with initial conditions in D, where ∇nh is the nonholonomic connection
associated to h and P : TQ→ D is the orthogonal projection onto D.
Remark D.4. We remark that, in the absence of constraints (where D =
TQ), then trajectories of Γ(L,TQ) are just the trajectories of ΓL, the La-
grangian vector field associated to L. And a curve cv : I → Q is a trajectory
of ΓL if and only if it satisfies
∇hc˙v c˙v = gradhV ◦ cv,
where h is the pseudo-Riemannian metric to which the kinetic part of L is
associated and ∇h is the corresponding Levi-Civita connection.
Proof. We may follow the proof of Theorem 2.6 making the appropriate
changes. The first change is to substitute Lh by EL on the geometric equa-
tion. Then, following the same arguments we will eventually get
Γ(Lh,D)(u)(♭̂h(X)) = h(∇
h
uX,u)−X
c(u)(V ◦ τQ),
which by (A.2) is equivalent to
Γ(L,D)(u)(♭̂h(X)) = h(∇
h
uX,u) − dV (X) ◦ τQ(u).
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Then, evaluating the last equation over the curve c˙v, noting that Γ(Lh,D)(c˙v)
is just c¨v and using (D.2), we deduce
c¨v
(
♭̂h(X)
)
= h(∇hc˙vX, c˙v)− h(gradhV ◦ cv,X ◦ cv).
As in the proof of Theorem 2.6, the last expression reduces to
h(X ◦ cv ,∇
h
c˙v c˙v + gradhV ◦ cv) = 0
and since X is an arbitrary section of D we deduce that
P (∇hc˙v c˙v + gradhV ◦ cv) = 0,
which finishes the proof.
Now, we will introduce the complete lift of a mechanical nonholonomic
system following the same ideas that in the case of a kinetic nonholonomic
system.
Definition D.5. If g is a Riemannian metric on Q and V is a potential
function forming a mechanical Lagrangian L as in (D.1), the nonholonomic
system (L˜,Dc) is the complete lift of the nonholonomic system (L,D), with
the Lagrangian function of mechanical type L˜ : TTQ→ R defined by
L˜ = Lgc − V
c ◦ τTQ,
where τTQ : T (TQ)→ TQ is the canonical projection and D
c is the complete
lift of the distribution D.
Next, we will prove some results which will be used later.
Lemma D.6. If V is a function on Q, its complete lift satisfies
(V ◦ τQ)
c ◦ κQ = V
c ◦ τTQ. (D.4)
Proof. Observe that for any Y ∈ TTQ we have that
(V ◦ τQ)
c ◦ κQ(Y ) = d(V ◦ τQ)(κQ(Y ))
by (A.1). Then we have that
(V ◦ τQ)
c ◦ κQ(Y ) = dV (TτQ ◦ κQ(Y ))) = dV (τTQ(Y )) = V
c ◦ τTQ(Y ),
where we used the fact that κQ is a morphism between the vector bundles
TτQ and τTQ and (A.1).
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Lemma D.7. Let g be a Riemannian metric, gc its complete lift and V a
function on Q. We have that
gradgcV
c = (gradgV )
c. (D.5)
Proof. On one hand, for an arbitrary Z ∈ X(Q) we have that
gc(gradgcV
c, Zc) = d(V c)(Zc) = (dV (Z))c,
where we used the definition of gradgcV
c, (A.6) and (A.5). Then, using the
definition of gradgV
gc(gradgcV
c, Zc) = (g(gradgV,Z))
c = gc((gradgV )
c, Zc),
where we used (C.6). On the other hand, using the same arguments we
deduce
gc(gradgcV
c, Zv) = d(V c)(Zv) = (dV (Z))v = (g(gradgV,Z))
v .
Using again (C.6) we conclude that
gc(gradgcV
c, Zv) = gc((gradgV )
c, Zv).
Since gc is non-degenerate and Zv, Zc are a basis of sections for X(TQ) we
have finished the proof.
Now, we will prove a similar result to Theorem 3.12 for the more general
case of a mechanical nonholonomic system.
Theorem D.8. Let (L,D) be a nonholonomic system of mechanical type
and Γ(L,D) the associated nonholonomic SODE. Then
(i) The complete lift (L˜,Dc) is a regular nonholonomic system.
(ii) Let Γ(L˜,Dc) ∈ X(D
c) be the nonholonomic SODE associated with the
system (L˜,Dc) and κQ : TTQ→ TTQ the canonical involution. Then
Γ(L˜,Dc) = TκQ|TD ◦ Γ
c
(L,D) ◦ κQ|Dc (D.6)
and so we have
(a) Γ(L˜,Dc) is TτQ|Dc-projectable over Γ(L,D);
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(b) The trajectories of Γ(L˜,Dc) are just the Jacobi fields for the non-
holonomic system (L,D).
Proof. Item (i) is a consequence of Theorem D.2 together with the proof of
Proposition 3.14, where we see that the distribution Dc is non-degenerate.
Before proving item (ii), note that by Lemma D.1 and Proposition C.2
we have that
ωL˜ = ωLgc = κ
∗
Qω
c
Lg
= κ∗Qω
c
L
and
EL˜ = ELgc + V
c ◦ τTQ = (ELg )
c ◦ κQ + (V ◦ τQ)
c ◦ κQ = E
c
L ◦ κQ.
Now we may follow the proof of Theorem 3.12 and we conclude by fol-
lowing exactly the same steps that (κQ)∗Γ
c
(L,D) is a vector field on D
c and
by uniqueness of nonholonomic vector field, it coincides with Γ(L˜,Dc), i.e.,
Γ(L˜,Dc) = TκQ|TD ◦ Γ
c
(L,D) ◦ κQ|Dc . (D.7)
The remaining statements in item (ii) are just consequences of the prop-
erties of the complete lift and the canonical involution and we can follow
the proof of Theorem 3.12 with the necessary changes:
TTτQ(Γ(L˜,Dc)) = T (TτQ ◦ κQ|TD) ◦ Γ
c
(L,D) ◦ κQ|Dc
= T (τTQ|TD)(Γ
c
(L,D) ◦ κQ|Dc)
= Γ(L,D) ◦ τTQ|TD ◦ κQ|Dc
= Γ(L,D).
Now if W : I → TQ is a trajectory of Γ(L˜,Dc), then κQ ◦ W˙ : I → TD is
an integral curve of Γc(L,D). Therefore we may write it as
κQ ◦ W˙ (t) =
(
TW (0)φ
Γ(L,D)
t
)
(κQ ◦ W˙ (0)).
So,
W (t) = TτQ(κQ ◦ W˙ ) = TτQ
((
TW (0)φ
Γ(L,D)
t
)
(κQ ◦ W˙ (0))
)
and
W (t) =
(
TW (0)(τQ ◦ φ
Γ(L,D)
t )
)
(κQ ◦ W˙ (0)).
Let now v : I → D be a curve such that its initial velocity is v′(0) =
κQ ◦ W˙ (0). Then
W (t) =
d
ds
∣∣∣∣
s=0
(
τQ ◦ φ
Γ(L,D)
t
)
(v(s)).
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Hence,W is a nonholonomic Jacobi field for Γ(L,D), since it is an infinitesimal
variation of nonholonomic trajectories of Γ(L,D).
Finally, we will present the Jacobi equation for the nonholonomic Jacobi
fields associated with a mechanical nonholonomic system.
Theorem D.9. Let (L,D) be a mechanical nonholonomic system, ∇nh the
nonholonomic connection on Q with torsion and curvature tensors denoted
by T nh and Rnh, respectively, and W : I → TQ a vector field along a
nonholonomic trajectory c : I → Q. Then W is a nonholonomic Jacobi field
if and only if
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙) +Rnh(W, c˙)c˙+∇nhW (P (gradgV ◦ c)) = 0,
W˙ (t) ∈ Dc.
(D.8)
Proof. We already know by Theorem D.3 that if cv : I → Q is a trajectory
of Γ(L,D), then it satisfies equations (D.3). Moreover, by Theorem D.8 if
W : I → TQ is a Jacobi field for the nonholonomic system (L,D), it is a
trajectory of the mechanical Lagrangian Γ(L˜,Dc). As a result,W must satisfy
the equations
∇NH
W˙
W˙ = −P T (gradgcV
c ◦W ), W˙ ∈ Dc,
where ∇NH is the linear connection on TQ defined by
∇NHX Y := P
T (∇g
c
XY ) +∇
gc
X [P
′T (Y )], for X,Y ∈ X(TQ),
where ∇g
c
is the Levi-Civita connection of gc, P T : TTQ → Dc is the
associated orthogonal projector onto the distribution Dc and P ′T : TTQ→
(Dc)⊥ is the orthogonal projector onto (Dc)⊥, the orthogonal distribution.
On one hand, by Proposition 3.19, ∇NH = ∇c. On the other hand, by
Lemma D.7, we have that
gradgcV
c = (gradgV )
c
and by Lemma 3.18 we have that
P T (Xc) = (P (X))c.
Hence, W must satisfy
∇c
W˙
W˙ = −(P (gradgV ))
c ◦W, W˙ ∈ Dc.
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Now we will follow Proposition 3.21 and keep the same notation that
was introduced in the corresponding proof. Suppose the local expression of
P (gradgV ) is
P (gradgV )(q
i) = (P (gradgV ))
i ∂
∂qi
.
Equation (3.16) together with
(P (gradgV ))
c◦W = (P (gradgV ))
i ∂
∂qi
∣∣∣∣
W (t)
+W j(t)
∂(P (gradgV ))
i
∂qj
∂
∂q˙i
∣∣∣∣
W (t)
and the fact that cv satisfies the equations (D.3) imply that
(∇nh)c
W˙
W˙+(P (gradgV ))
c(W (t)) =
(
W¨ k + q˙iq˙jW l
∂Γkij
∂ql
+q˙jW˙ i(Γkij + Γ
k
ji) +W
j(t)
∂(P (gradgV ))
i
∂qj
)
∂
∂q˙k
.
Using similar techniques to those applied in the proof of Theorem 3.22, we
are able to prove that
(∇nh)c
W˙
W˙ + (P (gradgV ))
c(W (t)) =(
∇nhc˙ ∇
nh
c˙ W +∇
nh
c˙ T
nh(W, c˙) +Rnh(W, c˙)c˙+∇nhW (P (gradgV ◦ c))
)v
Indeed, by following the proof and having in mind that now the curve cv
locally satisfies the equation
q¨i = −Γijkq˙
j q˙k − (P (gradgV ))
i,
we deduce that the sum of ∇nhc˙ ∇
nh
c˙ W and R
nh(W, c˙)c˙ is[
W¨m + 2W˙ j q˙iΓmij +W
iq˙j q˙lΓkjlT
m
ik +W
j q˙iq˙lT kijΓ
m
lk
+q˙iq˙lW j
(
∂Tmij
∂ql
+
∂Γmil
∂qj
)
− (P (gradgV ))
iW jΓmij
]
∂
∂qm
.
Since
∇nhc˙ T
nh(W, c˙) =
(
W˙ iq˙jTmij −W
iΓjlkq˙
lq˙kTmij −W
i(P (gradgV ))
jTmij
−W iq˙j
∂Tmji
∂ql
q˙l −W iq˙jT kjiq˙
lΓmlk
)
∂
∂qm
(D.9)
and
∇nhW (P (gradgV )) =
(
W i
∂(P (gradgV ))
j
∂qi
+W i(P (gradgV ))
kΓjik
)
∂
∂qj
we easily see that we obtain the expected result and the theorem follows.
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Conclusions and future work
In this paper, we have introduced for the first time a rigorous definition of
Jacobi fields for nonholonomic systems in pure Riemannian geometric terms,
we have also characterized them and finally we have given some equivalent
versions of the nonholonomic Jacobi equation (see Table 1).
In a future paper, we will continue this program studying conjugate
points, the possible relation with minimizing properties of nonholonomic
geodesics where the exponential nonholonomic map (see [3]) will play an
important role.
Another interesting goal, to be covered in an upcoming publication, is to
extend the results of this paper on Jacobi fields to the reduction of nonholo-
nomic mechanical systems with symmetries. This kind of systems have been
extensively discussed in the literature (see [32, 10, 11, 27, 19, 29, 23, 4, 5, 6]).
Finally, we remark that many of the results in this paper may be ex-
tended for Jacobi fields in sub-riemannian geometry [26].
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