Abstract
Introduction
We consider the problem of tracking or state estimation of time-series motion sequences. The problem can be formulated as estimating a continuous multivariate state sequence, x = x 1 · · · x T , from the measurement sequence, y = y 1 · · · y T , where x t ∈ R d and y t ∈ R k . Its applications in computer vision include 3D tracking of the human motion and pose estimation for moving objects from sequences of monocular or multi-camera images.
Learning of dynamic models for tracking is often accomplished by optimizing the likelihood of the measurement sequence, P (y). Increased availability of high-precision motion capture tools and data opens a new possibility for learning models that directly optimize a tracker's prediction accuracy, P (x|y). However, the study of discriminative learning methods for tracking has only recently emerged in the computer vision community.
A problem resembling the state estimation in tracking, when x t is a discrete label instead of continuous multivariate, is known as sequence tagging or segmentation. The most popular generative model in this realm is the Hidden Markov Model (HMM). Traditional Maximum Likelihood (ML) learning of generative models such as HMMs is not directly compatible with the ultimate goal of label prediction (namely, x given y), as it optimizes the fit of the models to data jointly, x and y. Recently, discriminative models such as Conditional Random Fields (CRFs) and Maximum Entropy Markov Models (MEMMs) were introduced to address the label prediction problem directly, resulting in superior performance to the generative models [9, 10] .
Despite a broad success of discriminative models in the discrete state domain, the use of discriminative dynamic models for continuous multivariate state estimation is not widespread. One reason for this is that a natural reparameterization-based transformation of generative dynamic systems to conditional models may violate density integrability constraints and can often produce unstable dynamic systems. For example, an extension of Linear Dynamical System (LDS) to CRF imposes irregular constraints on the CRF parameters to ensure finiteness of the log-partition function, making convex or general gradientbased optimization complex and prone to numerical failure.
As an alternative to CRF-based models in continuous state sequence domains we propose to learn generative dynamic models discriminatively. This approach has been well studied in classification settings: Learning generative models such as Tree-Augmented Naive Bayes (TAN) or HMMs discriminatively via maximizing conditional likelihoods yields better prediction performance than the traditional maximum likelihood estimator [4, 6, 8, 12, 15] . Our main contribution in this paper is to extend this approach to dynamic models and the motion tracking problem. Namely, we learn dynamic models that directly optimize the accuracy of pose predictions rather than jointly increasing the likelihood of the object's visual appearance and pose.
We introduce two discriminative learning algorithms for generative probabilistic dynamical systems, P (x, y). One is to maximize the conditional log-likelihood of the entire state sequence x, that is, arg max log P (x|y), while the other is for the individual state slices x t , namely, arg max(1/T ) T t=1 log P (x t |y). These objectives are not convex in general, however, the gradient-based optimization yields superior prediction performance to that of the standard ML algorithm. In addition, we devise computationally efficient methods for gradient evaluation as a part of the proposed framework.
For several human motions, we compare the prediction performance of the competing models including nonlinear and latent variable dynamic models. The proposed discriminative learning algorithms on LDS can provide significantly lower prediction error than the standard maximum likelihood estimator, often comparable to estimates of computationally more expensive and parameter sensitive nonlinear or latent variable models. Thus the discriminative LDS offers a highly desired combination of high estimation accuracy and low computational complexity.
The paper is organized as follows: In the next section we briefly review LDS. In Sec. 3, it is discussed why discriminative models can be problematic in the continuous multivariate state domain. Then in Sec. 4, the proposed discriminative learning algorithms for LDS are described, followed by how they can be extended to nonlinear models. After reviewing related prior work in Sec. 5, the evaluation on the motion tracking data appears in Sec. 6.
Linear Dynamical Systems
LDS assumes transition and emission densities to be linear Gaussian, conforming to the graphical representation in Fig. 1(a) . The conditional densities of LDS are defined as:
The LDS parameter set is Θ lds = {m 0 , V 0 , A, Γ, C, Σ}.
The joint log-likelihood, LL = log P (x, y) 1 is (up to a constant):
where M indicates the transpose of the matrix M.
The task of inference is to compute the filtered state densities, P (x t |y 1 , . . . , y t ), and the smoothed densities, P (x t |y). The linear Gaussian assumption on LDS implies Gaussian posteriors that can be evaluated in linear 1 For brevity, we will often drop the dependency on Θ in the notation. time using the well-known Kalman filtering or RTS smoothing methods. We denote the means and the covariances of these posterior densities by:
, and Σ t,t−1 Cov(x t , x t−1 |y).
To learn LDS, one needs to find Θ lds that optimizes a desired objective function. In the supervised setting that we assume throughout the paper, for the given train data D =
, the generative learning maximizes the joint log-likelihood,
, which has a closed form by solving the equation that sets the gradient of (2) equal to 0. For instance, using the gradient w.r.t. C shown in (3), we have
, where T i is the length of the i-th sequence.
The ML learning of the generative model is intended to fit the model to data jointly on x and y. However, in tracking we are often more interested in finding a model that yields a high accuracy of predicting x from y, an objective not achieved by ML learning in general. It is therefore tempting to employ discriminative models which explicitly focus on the desired goal. In the discrete state domain, CRFs and MEMMs are such models shown to outperform the generative models like HMMs. Unfortunately, as discussed in the next section, developing CRF-or MEMM-like discriminative models in the continuous multivariate state domain can be a challenge.
Discriminative Dynamic Models
Analogous to extending HMMs to CRFs and MEMMs, we will extend LDS to conditional models that have the same representational capacity as LDS. This, for instance, reduces to exploiting 2nd-order moments (e.g., x t x t−1 ) as local features for CRF, and a linear Gaussian local conditional density P (x t |x t−1 , y t ) for MEMM.
Conditional Random Fields
CRF models the conditional probability of x given y. Since P (x|y) ∝ P (x, y), the log-conditional log P (x|y) has the same form as (2) except that those terms that are not involved in x (e.g., y t Σ −1 y t ) can be removed as they will be marginalized out into the log-partition function. We reparameterize Θ lds to CRF parameters so that the latter become linear coefficients for the CRF features. Specifically, the new CRF parameter set Then the LDS-counterpart CRF model can be written as:
where the score function, Φ(x, y;
y t Λ C x t , and the normalizing partition function,
The (conditional) log-likelihood, log P (x|y, Θ crf ), is concave in Θ crf because Φ(x, y; Θ crf ) is linear and log Z(y; Θ crf ) is convex. However, the reparameterization produces unexpected constraints on the CRF parameter space. In fact, the set of constraints revealed during the inference phase is defined in a recursive manner (See Appendix I for details), where it is difficult to pose such constraints in the optimization. This, in turn, makes the seemingly convex optimization infeasible.
Maximum Entropy Markov Models
MEMM has a graphical structure depicted in Fig. 1 
(c).
Despite the well-known label bias problem, its simple learning procedure that does not require forward/backward recursion is very attractive. Given a complete data {(x, y)}, the likelihood function can be factored into terms related with individual slices (x t−1 , y t , x t ) and subsequently treated as a set of independent slice instances. Learning MEMM is equivalent to training a static classifier or regression function P (x t |x t−1 , y t ) for the iid data with the output {x t } and the input {(x t−1 , y t )}.
MEMM with the linear Gaussian conditional, namely,
can be seen as a counterpart of LDS. The prediction is done by the recursion, P (x t |y) = xt−1 P (x t |x t−1 , y t ) · P (x t−1 |y). Note that in MEMMs the smoothed posterior P (x t |y) equals the filtered posterior P (x t |y 1 , ..., y t ), effectively removing the influence of future samples on current state estimates. The mean estimatem t = E[x t |y] is: This behavior may be reduced when non-linear or nonGaussian noise models are used. In [19] , for instance, a complex nonlinear regression function (Bayesian Mixture of Experts) was applied to the 3D human body pose estimation problem. However, the failure of simple linear MEMM points to prevalent role of local functions over the MEMM's overall discriminative model structure. In other words, the success of MEMM may be strongly dependent on the performance of the employed static regression functions.
Discriminative Learning of LDS
Our analysis of traditional conditional dynamic models points to possible modes of failure when such models are applied to continuous state domains. To address these deficiencies we suggest to learn the generative LDS model with discriminative cost functionals. As the discriminative learning of TAN or HMM has shown to outperform generative learning in classification settings, the same approach can be brought to benefit the task of motion tracking in continuous domains. We propose two discriminative objectives to solve the problem of discriminative learning of LDS. The optimal parameter estimation is accomplished by an efficient gradient search on the two objectives. We also show how the discriminative learning task can be extended to a general family of nonlinear dynamic models.
Conditional Likelihood Maximization (CML)
The goal of CML learning is to find LDS parameters that maximize the conditional likelihood of x given y, an objective directly related to our goal of accurate state prediction. The conditional log-likelihood objective for the data (x, y) is defined as:
CLL objective is, in general, non-convex in the model parameter space. However, the objective can be locally optimized using a general gradient search. The gradient of CLL with respect to Θ lds is:
The first term, the gradient of the complete log-likelihood (i.e., the Fisher score) is easy to obtain (e.g., (3)). The second term, the gradient of the observation log-likelihood, is the expected Fisher score w.r.t. the posterior, namely,
Hence, CLL gradient is the difference between the Fisher score on the data (x, y) and the expected Fisher score by the model given y only. Because the Fisher score (e.g.,
) is a sum of 2nd-order moments (i.e., those related with
x t x t , x t x t−1 , or x t ), the expected Fisher score can be easily computed once we have the posterior P (x|y). For example,
The well-known EM algorithm for LDS in the unsupervised setting (i.e., training data = {y i }) takes advantage of it in the M-step. In this case, i log P (y i ) is the objective whose gradient is derived as in (10) . Setting it to 0 gives no analytical solution, however, the EM follows an iterative update scheme: (1) (E-step) for the current iterate Θ lds , compute P (x|y i , Θ lds ), and (2) (M-step) solve
= 0 to Θ lds as the next iterate, where the latter expectation is w.r.t. the posterior obtained from the E-step. This, under fairly general conditions, guarantees monotonic improvement of the objective for each update.
However, the EM algorithm cannot be directly applied to CLL optimization since the Jensen's inequality for lower bound does not hold. Instead, we use a gradient ascent optimization such as the conjugate gradient search or the efficient BFGS optimization that has shown to yield best results in traditional CRF learning [17] .
Slicewise Conditional Likelihood Maximization
The goal of CML is to find a model that minimizes the joint estimation error for the entire state sequence, x. In most motion tracking problems, however, it is more natural to consider the prediction error at each time slice independently. In the discrete state domain, this notion is directly related to minimization of the Hamming distance between the target and the inferred states. In the continuous domain, we consider the Slicewise Conditional Likelihood Maximization (SCML) as the following objective:
log P (x t |y).
SCLL has been introduced as an alternative objective for CRF in the discrete domain sequence tagging problem [7] . Note that evaluating the objective itself requires a forward/backward or Kalman filtering/smoothing. SCML learning is subsequently based on the gradient optimization.
We extend the approach of [7] to LDS. For clarity, we distinguish the states in train data from random variables by denoting the former as x while the latter as x. It is easy to see that SCLL gradient can be written as:
Since the second term is dealt in (10), we will focus on the first term of (12) . It can be shown that the first term excluding (1/T ) is equivalent to:
where x\x t means set-minus, excluding x t from x. Recalling that the Fisher score,
, is a sum of 2nd-order moment terms, let f (x j , x j−1 ) be one of them. This enables us to evaluate E[f (x j , x j−1 )] individually (w.r.t. the unnormalized density T t=1 P (x\x t |x t , y)), while later on all the expectations of terms that compose the Fisher score have to be summed to obtain the quantity in (13) .
For each j = 2, . . . , T , the expectation, E[f (x j , x j−1 )] w.r.t. T t=1 P (x \ x t |x t , y), can be written as:
The first two terms in (14) are the expectations w.r.t. the posteriors given the neighbor (previous and next, respectively) state. These posteriors are both Gaussians, namely,
where
The last two terms in (14) are the expectations w.r.t.
P (x j , x j−1 |x t , y), the posteriors given the past (t < j − 1) and the future (t > j) state, respectively. Computing these posteriors requires another forward (for t < j−1) and backward (for t > j) recursion on j, which together with the Kalman filter forms the two-pass forward/backward algorithm for SCML learning. We refer the reader to Appendix II for details on the derivation of the second-pass recursion 3 . 3 Apart from [7] 's discrete-domain two-pass algorithm which takes O(T ) time, our algorithm requires O(T 2 ) time since O(T ) Gaussians generated from each j-th step of the second-pass forward/backward need to be stored (See Appendix II). [7] 's linear time is due to the ease of representing a sum of probability mass functions as a single function compactly.
The quadratic time could be a problem in large sequence lengths, however, segmentation to shorter sequences will be helpful.
Extension to Nonlinear Dynamical Systems
CML and SCML learning can be similarly applied to the nonlinear dynamical systems (NDS). In NDS, the posterior can be evaluated via Extended Kalman filtering/smoothing based on the approximated linear model (e.g., [3] ) or using various particle filter methods, depending on the dimensionality of the state space. Since the Fisher score for NDS is no more a sum of 2nd-order moments, rather a complex nonlinear function, the evaluation of the expectation E[f (x t , x t−1 )] becomes difficult. However, following [3] we can approximate any nonlinear functions by RBF networks, namely,
, where S l is the kernel covariance, the nonlinear part in the Fisher score takes a specific form such as k(x t )k(x t ) , k(x t )k(x t−1 ) , or
, and has a closed-form expectation w.r.t. a Gaussian (approximated) posterior. As a result, gradient terms necessary for CML/SCML optimization in RBF nonlinear dynamic models also possess closed-form expressions.
In the evaluation, we have verified that for LDS, the discriminative algorithms improve the generative learning significantly. For NDS, however, the improvement is not as significant as the linear case. In other words, the choice of learning objective for nonlinear models appears less critical. However, the generalization performance of the nonlinear models can be very sensitive to the choice of the kernel centers and the kernel hyperparameters. In Sec. 6, we demonstrate that discriminatively learned linear models can be comparable to even well-tuned nonlinear models.
Prior Work
While discriminative learning of discrete-state dynamic models such as HMMs, CRFs and MEMMs has received significant attention recently, learning of similar models in the continuous space has been rarely explored. In robotics community, [1] empirically studied several objectives for learning of continuous-state dynamical systems. In contrast to [1] 's ad-hoc optimization method, our work is the first to provide efficient gradient optimization algorithms for discriminative objectives, by extending the method of [7] to dynamical systems in continuous domains.
The recent work on the human motion tracking problem can be roughly categorized into: dynamic model based ( [5, 13, 14] ), nonlinear manifold embedding ( [2, 16, 18, 23] ), and Gaussian process based latent variable models ( [11, 21, 22] ) to name a few. In our approach, we consider a generative family of models and show that it can be used for accurate and computationally efficient pose estimation, if coupled with a proper learning objective. Related with the discriminative paradigm, [19] successfully employed a MEMM-like model with Bayesian mixtures of experts for 3D pose estimation. In general, MEMMs are sensitive to label-bias [9] . Their ability to successfully infer states from observations mostly depends on the modeling capacity of the regression functions and not on the choice of discriminative dynamic model objective. Unlike MEMMs, the discriminatively learned generative dynamic models could also be used for motion synthesis.
Evaluation
We evaluate our discriminative dynamical system modeling approach in a set of experiments that include synthetic data as well as the CMU motion capture dataset 4 . The proposed models are denoted as CML and SCML, the LDS models learned via the methods in Sec. 4.1 and Sec. 4.2, respectively. ML is the standard maximum likelihood estimator for LDS. We also include comparison with nonlinear and latent-variable dynamic models, as described in Sec. 6.2.
Synthetic Data
We synthesize data from a devised model which is structurally more complex than LDS. The model has 2nd-order dynamics and emission: x t = A 1 x t−1 + A 2 x t−2 + v t , and y t = C 1 x t + C 2 x t−1 + w t , where v t and w t are Gaussian white noises. This experiment demonstrates how the learning algorithms behave for the incorrect model structure, emphasizing the fact that it is usually difficult to figure out the correct model structure in many applications.
The evaluation is done by leave-one-out validation for 10 sampled sequences of lengths about 150, where dim(x t ) = 3 and dim(y t ) = 2. The test performances of competing learning methods are depicted in Table 1 . The L2 error is the average norm-2 difference, (1/T ) T t=1 ||x t − m t || 2 , where x is the ground truth, and m is the estimated state sequence. The log-perplexity is defined as −(1/T ) T t=1 log P (x t |y, Θ), which captures the variance of the estimate. The smaller number is better for both measures. We also visualized the estimated sequences in Fig. 2 .
The result shows that the prediction performance is improved by the proposed methods, while the significance is stronger for SCML than CML. It also implies that discrim- inative learning can be useful for enhancing the restricted performance of the generatively trained models with (possibly) suboptimal structures.
Human Motion Data
We evaluate the performance of the proposed methods on the task of 3D pose estimation from real human motion data. The CMU motion capture dataset provides the ground-truth body poses (3D joint angles), which makes it possible to compare competing methods quantitatively. Among the original 59 joint angles, we used only 39-dim by excluding less significant fingers and toes as well as joint angles that rarely vary over time. Here we include three different motions: walking, picking-up a ball, and running. For each motion, 5 or 6 sequences from one subject are gathered to perform leave-one-out validation. Sequences are about 150-frame long, containing 1 or 2 motion cycles. The measurement is a 10-dim Alt-Moment feature vector extracted from the monocular silhouette image (e.g., [20] ). The images are taken by a single camera at a fixed view.
Typically, we will demonstrate how comparable the performance of the proposed algorithms on LDS is to that of nonlinear models learned generatively. We briefly discuss two nonlinear models that are used in our evaluation.
The first model is NDS defined as (16) . Since it is computationally demanding to use all poses x t in the train data for RBF kernel centers u l , we instead adopt a sparse greedy kernel selection technique. It selects a pose from the pose pool (of all train poses) one at a time, according to a certain criterion (e.g., maximizing the data likelihood). Deciding the number of poses (or kernel centers) to be added is crucial for generalization performance. In our experiment, we use cross-validation among the several candidates (e.g., 5%, 10%, or 20% of the pool). The kernel covariance S l for each center u l is estimated in a way that the neighbor points of u l have kernel values one half of its peak value [3] . This generates reasonably smooth kernels.
The second model is the latent variable nonlinear dy- Table 2 . Average test errors. The error types are abbreviated as 3 letters: The first indicates smoothed (S) or filtered (F), followed by 2 letters meaning that the error is measured in either the joint angle space (JA) or the 3D articulation point space (3P) (e.g., SJA = smoothed error in the joint angle space). The unit in the 3D point space can be deemed by the height of the human model ∼ 25.
namic model, denoted as LVN. As it is broadly believed that the realizable poses lie in a low dimensional space, it is useful to introduce latent variables z t embedded from the poses x t . One possible way to devise LVN is to place dynamics on z t , assuming x t and y t are generated nonlinearly (with RBF kernels) by z t . Learning LVN can be done by EM algorithm on the linear approximated model as introduced in [3] . Initial subspace mapping for LVN is determined by PCA dim-reduction on the train poses. Similarly to NDS, the number of kernels is determined by cross-validation. We use dim(z t ) = 3. Table 2 shows the average test (norm-2) errors of competing methods. We recorded the smoothed (x t |y) and the filtered (x t |y 1 , . . . , y t ) estimation errors for both the (joint angle) pose space and the 3D articulation point space. The latter can be easily evaluated by mapping the estimated joint angles to the body skeleton model provided in the dataset. As shown, the proposed algorithms have significantly lower prediction errors than ML learning, while exhibiting comparable (or often superior) performance to the nonlinear models possibly with latent variables.
It should be noticed that the filtered estimation errors of the proposed methods are not as outstanding as the smoothed ones. This is probably due to their smoothingbased objectives. It is interesting, yet left as future work, to see the performance of the modified objectives based on filtering. When comparing two discriminative algorithms, SCML yields superior performance to CML consistently for all motions. This is expected from the SCLL objective which is more closely related with the ultimate error measure. Note also that the inference (tracking) of CML or SCML is the standard Kalman filtering/smoothing, which is much faster than the approaches based on particles or nonlinear optimization (e.g., [11, 19, 21, 22] ).
In Fig. 3 , selected frames of the estimated body skeletons are illustrated to compare SCML with the standard linear and nonlinear models.
Conclusion
We introduced novel discriminative learning algorithms for generative family of dynamical systems. The proposed approaches yield accurate and computationally efficient pose estimation for motion data. As a future work, we plan to extend our methods to deal with the settings where the motion capture data is assumed noisy (e.g., occlusions). In addition we will apply our approaches to piece-wise linear models such as switching LDS (e.g., [14] ) which can handle problematic motions that may contain rapid changes in motion types. the second-pass forward message as:α j (x j , x j−1 ) = j−2 t=1 P (x j , x j−1 |x t , y), for j = 3, . . . , T . It turns out to be a sum of (j − 2) Gaussians in the following reason. Initially for j = 3,α 3 (x 3 , x 2 ) = P (x 3 , x 2 |x 1 , y), or equivalently, P (x 3 |x 2 , y)·P (x 2 |x 1 , y) is a Gaussian. Suppose thatα j−1 (x j−1 , x j−2 ) be a sum of (j − 3) Gaussians. In the forward recursion: α j (x j , x j−1 ) = P (x j |x j−1 , y) · xj−2α j−1 (x j−1 , x j−2 ) + P (x j |x j−1 , y)·P (x j−1 |x j−2 , y), it is easy to see that the first term of RHS is a sum of (j − 3) Gaussians by the inductive assumption, while the second term is another Gaussian. In particular, it can be shown that the m-th Gaussian component ofα j (x j , x j−1 ), has the mean denoted by μ In the same manner, the backward message, defined as β j (x j , x j−1 ) = T t=j+1 P (x j , x j−1 |x t , y), can be derived as a sum of (T − j) Gaussians. By summing up the expectations with respect to these Gaussians, the last two terms in (14) can be computed, ultimately obtaining the SCLL gradient in (12) .
