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[1] This study applies the C4.5 algorithm to classify tropical
cyclone (TC) intensity change in the western North Pacific.
The 24 h change in TC intensity (i.e., intensifying and
weakening) is regarded as a binary classification problem.
A decision tree, with three variables and five leaf nodes,
is built by the C4.5 algorithm. The variables include
intensification potential (maximum potential intensity minus
current intensity), previous 12 h intensity change, and zonal
wind shear. All five rules, discovered from the tree by
forming a path from the root node to each leaf node, can be
interpreted by theories on TC intensification. Data mining
results identify a predictor set (i.e., the mined rules) with high
classification accuracy. The present study suggests that this
data mining approach can shed some light on investigating TC
intensity change processes and therefore has the potential to
improve the forecasting of TC intensity. Citation: Zhang, W.,
S. Gao, B. Chen, and K. Cao (2013), The application of decision tree
to intensity change classification of tropical cyclones in western North
Pacific, Geophys. Res. Lett., 40, 1883–1887, doi:10.1002/grl.50280.
1. Introduction
[2] The tropical cyclone (TC) is one of the most devastat-
ing natural disasters in the world. Accurate prediction of TC
track and intensity thus plays a central role in reducing
potential damages inflicted by TCs. Although the forecasting
of TC track has been greatly improved over the decades, TC
intensity forecast remains a big challenge to the scientific
community [Rappaport et al., 2009].
[3] Difficulties in forecasting TC intensity are largely
ascribed to our limited understanding of complicated processes
and various factors pertaining to TC intensification and decay.
Previous research has mainly focused on three categories
of factors governing intensity change: ocean characteristics
(e.g., sea surface temperature, latent heat flux, ocean heat
content), inner-core processes (e.g., eyewall, inner-core asym-
metry, sea spray), and environmental interactions (e.g., vertical
wind shear, flow pattern, moisture). These studies have been
broadly conducted through numerical modeling [e.g., Andreas
and Emanuel, 2001; Chan et al., 2001; DeMaria, 1996;
Schade and Emanuel, 1999; Wong and Chan, 2004; B. Yang,
2007; Zhu et al., 2004] and statistical analysis [e.g., DeMaria
and Kaplan, 1994a; Gao and Chiu, 2010; Hanley et al.,
2001; Kaplan and DeMaria, 2003; Merrill, 1988; Ventham
and Wang, 2007; Wada and Usui, 2007; Zeng et al., 2007].
It is widely accepted that intensity change depends on a
combination of those factors [e.g., Wang and Wu, 2004]. In
addition, statistical analyses, such asmultiple regression analysis
and discriminant analysis, have been used to build forecasting
schemes for TC intensity [e.g., DeMaria and Kaplan, 1994b;
Kaplan et al., 2010; Knaff et al., 2005; Gao and Chiu, 2012].
[4] Different from traditional statistical analysis, the data
mining approach is referred as “the nontrivial process of
identifying valid, novel, potentially useful, and ultimately
understandable patterns in data” [Fayyad et al., 1996;
Leung, 2010]. Data mining has become an active research
field of scientific and commercial concerns nowadays [Han
and Kamber, 2006; Leung, 2010]. It bypasses traditional
statistics to adapt data not normally suitable for statistical
models with strict assumptions (such as independence, sta-
tionarity of the underlying processes, and normality). Data
mining methods can be employed to unravel classification,
clusters, association rules, decision rules, and other patterns
from archived databases [Han and Kamber, 2006; Leung,
2010]. As a typical data mining algorithm, association rule
mining has been successfully used to discover association
rules for rapid intensification of TCs in the Atlantic [R. Yang
et al., 2007, 2008, 2011]. The decision tree approach has
also been employed to select significant parameters for TC
development [Li et al., 2009]. Association rule mining
detects all possible combinations of frequent condition sets
automatically in a large complex data set [Agrawal et al.,
1993; Agrawal and Srikant, 1994]. However, association rule
mining cannot accommodate continuous scale data. Previous
studies on TC intensity change have used thresholds to divide
continuous data into categorical or ordinal scales to be ana-
lyzed by association rule mining [Yang et al., 2007, 2007b,
2008, 2011]. The C4.5 algorithm [Quinlan, 1993], which is
a classic decision tree algorithm, can handle nonlinear rela-
tionships between variables and classes, accommodating
missing values, and are capable of dealing with both numeric
and categorical inputs [Fayyad and Irani, 1992; Hampson
and Volper, 1986]. The C4.5 algorithm is of considerable
interest to scientists in a wide range of fields because its clas-
sification structure is explicit and thus easily interpretable
[Friedl and Brodley, 1997]. The measurements of intensity
change and meteorological parameters are on continuous
1Department of Geography and Resource Management, The Chinese
University of Hong Kong, Shatin, Hong Kong, China.
2Shenzhen Research Institute, The Chinese University of Hong Kong,
Shenzhen, 518057, China.
3Department of Atmospheric, Oceanic and Earth Sciences, George
Mason University, Fairfax, Virginia, USA.
4State Key Laboratory of Severe Weather, Chinese Academy of
Meteorological Sciences, Beijing, 100081, China.
5Center for Geographic Analysis, Harvard University, Cambridge,
Massachusetts, USA.
6World History Center, University of Pittsburgh, Pittsburgh, Pennsylvania,
USA.
Corresponding author: Si Gao, Department of Atmospheric, Oceanic
and Earth Sciences, MSN 2B3, George Mason University, 4400 University
Dr., Fairfax, VA 22030, USA. (sgao2@gmu.edu)
©2013. American Geophysical Union. All Rights Reserved.
0094-8276/13/10.1002/grl.50280
1883
GEOPHYSICAL RESEARCH LETTERS, VOL. 40, 1883–1887, doi:10.1002/grl.50280, 2013
scales, the C4.5 algorithm is thus suited for the unraveling of
rules governing TC intensity change. Such rules will play an
essential role in forecasting TC intensity change.
[5] The remainder of this paper is organized as follows.
Section 2 presents data and methodology. The decision tree
and its rules are discussed in section 3. Finally, we provide
summary and discussion in section 4.
2. Data and Methodology
2.1. Data
[6] The 24 h change in TC intensity (ΔV) can be treated as a
binary classification problem, i.e., intensifying and weaken-
ing. The following criteria are utilized for definitions: intensi-
fying (ΔV≥ 10 kt/24 h) and weakening (ΔV≤10 kt/24 h).
TC observations are sampled if their intensity changes meet
the criteria. The TC observations fulfilling the criterion
(ΔV ≥ 10 kt/24 h) are labeled as class “1” whereas those
(ΔV ≤10 kt/24 h) are labeled as class “–1”.
[7] Eighteen potential variables and the class label are
archived in a TC intensity database for the period 2000–2008.
Only over-water TC samples when all the meteorological vari-
ables are available are included; land effects on TC intensity
change are thus not considered in this work. An improvement
on the database of Knaff et al. [2005] is the TC maximum
potential intensity (MPI), which is estimated using daily sea
surface temperature at quarter-degree resolution in our data-
base. More details in obtaining the data sets and calculating
the variables can be found inGao and Chiu [2012]. This data-
base consists of 1246 TC samples among which 693 samples
(446 intensifying samples and 247 weakening samples) are
used in this study.
2.2. Methodology
[8] The decision tree is known as a data mining approach
for disentangling rules, patterns, and knowledge for deci-
sion-making procedures from archived databases [Quinlan,
1987, 1993; Friedl and Brodley, 1997]. A root node and a
set of splits and leaf nodes are essential components of a
decision tree. In classification, a data set is sequentially
divided in accordance with the decision framework, and a
class label (e.g., 1 and 0 for binary classification) is allocated
to each observation according to the leaf node to which this
observation belongs. It is noted that any node of a decision
tree only has one parent node and two descendant nodes
(i.e., for binary classification).
[9] The C4.5 algorithm is a widely used decision tree
algorithm whose proper strategy involves the selection of
an attribute at each node that perfectly partitions samples
into several classes via a specified measurement (e.g., infor-
mation gain) [Quinlan, 1987, 1993]. The structure of a deci-
sion tree is determined by the tests performed at each node.
At any given node, the C4.5 algorithm only tests the attri-
bute that produces the highest degree of discrimination
between local classes. Suppose our task is to select a possi-
ble test with n outcomes (i.e., n classes) that partition the
set S of training samples into subsets (Si). To accomplish this
task, the only available information is the distribution of
classes in S and its subsets Si. An information theory based
criterion performs well in testing the training sets [Hunt
et al., 1966]. The information theory underpinning this crite-
rion can be given in one statement: the information carried
by a message relies on its probability and can be quantified
in bits as minus the logarithm to base 2 of that probability
[Quinlan, 1987]. Therefore, if there exist eight pieces of
equally probable messages, the information carried by each
of them is log2 (1/8) or 3 bits; if the eight pieces of
messages have a probability of 1 (e.g., belonging to the same
class), the information carried by them is zero.
[10] Providing S is the training set with s samples, and
s(Ci) is the number of observations (in S) in class Ci
(i = 1, 2, . . ., m; m classes in total). If we randomly select
a case from the set S and the case belongs to class Ci,
then this message has probability s(Ci)/s and it thus conveys
log 2(s(Ci)/s) bits of information. By summing over the classes
in proportion to their frequencies in S, the average information
associated with class membership from such a message is
Info Sð Þ ¼ 
Xm
i¼1
s Cið Þ
s
log2
s Cið Þ
s
 
(1)
[11] The quantity Info(S) is also known as the entropy of
the set S. When applied to training samples, Info (S) quan-
tifies the average amount of information required to obtain
the class of a case in S. We now take into consideration a
similar measurement after S has been subdivided in accor-
dance with the n outcomes of an attribute test X. The expec-
tation of required information can be obtained as the
weighted sum over the subsets, as
Inf oX Sð Þ ¼ 
Xm
i¼1
Sij j
Sj j  Info Sið Þ (2)
[12] The quantity
gain Xð Þ ¼ Info Sð Þ  Inf oX Sð Þ (3)
quantifies the information gained by partitioning S in accor-
dance with the test X. The gain criterion performs the selec-
tion of a test to maximize this information. The attribute with
highest gain is selected for the first splitting in the construc-
tion of a decision tree. The succeeding partitions (i.e., split-
ting) stop when the presetting threshold (e.g., minimum leaf
size) of the decision tree is reached. The parameter “mini-
mum leaf size” represents the minimum number of instances
a leaf node can hold in the decision tree. The smaller the
minimum leaf size, the larger the tree size. A larger tree
has a higher over-fitting risk of training samples and a
weaker generalization to new samples while a small tree
cannot capture enough information from training samples
[Hastie et al., 2001]. It is, therefore, difficult to decide the
optimal “minimum leaf size”. A proper strategy is to prune
nodes that carry little useful information on training samples.
Pruning aims at reducing the tree size by cutting the sections
(i.e., branches) that perform poorly in classification of
samples. Additionally, pruning lowers complexity of the
classifiers (i.e., classification rules) and provides better pre-
dictive capability because the overfitting and classifiers that
are derived from noisy or erroneous data have been removed
in the pruning processes [Quinlan, 1987]. In this study,
reduced error pruning is used for better generalization of
the decision tree. In processes of reduced error pruning,
starting from the leaves of the decision tree, each node is
displaced by its most frequent class [Quinlan, 1987]. If the
prediction accuracy is not reduced, this change will be kept.
This procedure is performed until any further pruning will
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reduce the accuracy. High classification accuracy suggests
good generalization.
[13] Cross-validation is used for verification of the learning
model (i.e., the decision tree learnt from the samples). There-
fore, the optimum “minimum leaf size” is selected when the
tenfold cross-validation for the decision tree after reduced
error pruning produces the best classification/prediction
accuracy. The k-fold cross-validation method is defined as
follows. The entire data set is first subdivided into k equal-size
parts. The training and validation are then carried out for k
iterations. In each iteration, a different part of the data set is
used for validation whereas the remainder (i.e., k – 1 parts)
are used for learning. With regard to tenfold cross-validation
of the present study, the database is randomly subdivided into
10 parts. For the first iteration, the first part is used for testing
after the remaining nine parts are used for training. For the
second iteration, the second part is used for testing after the
remaining nine parts are used for training. This is repeated
until each part has been used once for testing. As such, the
numbers of correctly and incorrectly classified samples for
10 iterations are obtained. The prediction accuracy is derived
by dividing the correctly classified samples by the total num-
ber of 10 parts. Therefore, cross-validation can guarantee that
each case of the data set has been used for both training and
testing, and the training and testing samples are independent
of one another in an individual iteration. This can produce
better confidence for the generalization (prediction) capability
of the built decision tree.
[14] Five percent of the total sample size is commonly
selected as minimum leaf size [DeLisle and Dixon, 2004].
In addition, more than 5 cases in each leaf are regarded as
a good rule of thumb for a decision tree to produce statisti-
cally meaningful results. To select the optimum “minimum
leaf size”, we implement the C4.5 algorithm using “reduced
error pruning” and tenfold cross-validation, with minimum
leaf size ranging from 6 to 35 (5% of total sample size).
The cross-validation performance fluctuates from 87.2% to
90.2% and it peaks at 90.2% when the minimum leaf size
is 18. Under the implementation of the C4.5 algorithm, the
parameter “minimum leaf size” is then set to 18.
[15] The C4.5 algorithm is performed in Weka 3.6.2
(a collection of machine learning algorithms for data mining
tasks, which is open-source software and available at http://
www.cs.waikato.ac.nz/ml/weka/index.html) to unravel rules
from the built database. The data mining algorithms in Weka
enable direct application for a data set and can also be called
from Java programs. The parameters are set as follows: con-
fidence factor: “0.25”; “Binary Split”: true; debug: “false”;
unpruned: “false”; reducedErrorPruning: “true”; numFolds:
“3”; uselaplace: “false”; seed: “1”; subtreeRaising: “true”;
and saveInstanceData: “false”.
3. Results
[16] Table 1 describes the three variables selected to build
the decision tree for classification of TC intensity change.
The variables include intensification potential (POT, MPI
minus current intensity), previous 12 h intensity change
(DMWS), and vertical shear of zonal wind (USHR). Such
variables are similar to those used to develop the rapid TC
intensification index by Kaplan et al. [2010]. This enhances
the confidence of using the decision tree for prediction. It is
noted that the C4.5 algorithm is formulated by information
theory structure. The attribute (i.e., variable) with highest
information gain is selected in each splitting for building
the decision tree. In other words, the attributes that can best
separate the data set into several predefined classes has been
selected. POT is the first variable selected by the C4.5
algorithm, suggesting that POT is of greatest importance to
classify intensifying and weakening TC samples. Meanwhile,
reduced error pruning has been applied to the decision tree
for reducing overfitting and providing better generalization
capability. Therefore, the three variables should have
highest prediction capability.
[17] Figure 1 shows the decision tree. Every path from the
root node to a leaf node represents a rule that can be used for
prediction of TC intensity change. Taking the leaf node “1
(295/18)” as an example, the “1” before the bracket indicates
“intensifying” while “295” and “18” represent that, among
295 samples of the leaf node, 277 (295 minus 18) intensifying
samples are correctly classified and 18 weakening samples are
misclassified to intensifying class.
[18] Five decision rules governing TC intensity change are
shown in Table 2. The first column describes each rule using
“if-then” sentence. The second column depicts the variables
that are selected to construct the rule. The third column
shows the classification accuracy of each rule. The accuracy
is calculated by dividing the number of correctly classified
samples by total number of samples in the leaf node. The
highest classification accuracy is 99.0% whereas the lowest
is 57.1%. In total, 693 samples are used for building the
decision tree. Only 462 cases are left in the final decision
tree (Figure 1) because some overfitting branches or those
with low generalization have been removed after reduced
error pruning. The classification accuracy of the final tree
is 92.4%. Table 3 represents the confusion matrix for the
final decision tree. Only 35 of 462 samples are incorrectly
Table 1. Variables Selected to Build the Decision Tree for
Classification of TC Intensity Change
Variable Description Unit
DMWS Previous 12-h change in maximum wind speed kt
POT Maximum potential intensity minus current
maximum wind speed
kt
USHR Area-averaged (200–800 km) zonal wind shear m s–1
Figure 1. The final decision tree for classification of TC
intensity change. Rectangles are leaf nodes and the ellipses
are parent nodes. The numbers in the leaf nodes indicate the
predicted class label (1, intensifying; –1, weakening), the total
number of samples from both classes fulfilling the conditions
of each tree path, and the number of misclassified samples.
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classified. Specifically, 289 intensifying and 138 weakening
observations are correctly classified from 297 and 165
samples, respectively. After the final decision tree is built,
tenfold cross-validation is employed to verify the generaliza-
tion capability of this tree by using all the 693 samples.
The prediction accuracy of tenfold cross-validation is
90.2%. The confusion matrix for tenfold cross-validation is
shown in Table 4, in which 415 intensifying and 210 weak-
ening observations are correctly classified from 446 and 247
samples, respectively.
[19] To further analyze the rules in Table 2, we elaborate
the rules on the basis of meteorological background of TC
intensity change. The rules are directly derived from the
decision tree (Figure 1). It is noted that POT may be used
twice in an individual rule.
[20] The rule generated by the leaf node “–1(102/1)” can
be described as follows: “If POT ≤ 35.2 kt, and USHR
3.2 m s–1, then the TC will weaken.” The classification
accuracy of this rule is as high as 99.0% because 101 of
102 samples are correctly classified. POT represents the
potential for TC intensification. It is widely accepted that
the low intensification potential and high zonal wind shear
are unfavorable for TC intensification.
[21] The rule obtained from the leaf node “1(295/18)” can
be described as follows: “If POT> 35.2 kt, and DMWS
5 kt, then the TC will intensify.” The classification accu-
racy of this rule is 94.2 %. “DMWS>5 kt” is actually
equivalent to “DMWS ≥ 0 kt” because TC intensity is esti-
mated to the nearest 5 kt interval. This suggests that the high
intensification potential favors TC intensification when the
TC was steady or intensifying in the past 12 h.
[22] All of the five rules derived from the decision tree
corroborate existing theories on TC intensification and pro-
vide new ideas for roles of the variables in modulating TC
intensity change. In the mean time, the rules quantitatively
exhibit information and knowledge hidden in the historical
TC intensity database.
4. Summary and Discussion
[23] Tropical cyclone intensity change has long been a
challenging problem owing to its inherent complication.
Instead of association rule mining and regression methods,
this study employs the C4.5 algorithm to examine TC inten-
sity change (i.e., intensifying and weakening). Our research
findings are summarized as follows:
[24] 1. A decision tree, with five leaf nodes, is built by the
C4.5 algorithm. Three variables including intensification
potential (POT, MPI minus current intensity), previous 12 h
intensity change (DMWS), and zonal wind shear (USHR)
are selected to build the tree. It suggests that such variables
are of the most importance in modulating and predicting TC
intensity change.
[25] 2. Five rules are discovered from the tree by
forming the paths from the root node to each leaf node.
The rules can be interpreted from the perspective of
theories on TC intensification. Our mining results identi-
fied a predictor set (i.e., the mined rules) with high classi-
fication accuracy.
[26] 3. This study suggests that the data mining approach
can shed some light on intensity change processes of TC
and improve the forecasting of TC intensity. This study
therefore provides a new angle, i.e., the data mining
approach, to study TC-related problems.
[27] Under the current classification criterion of intensity
change, 693 samples in the database are used and 553
samples (5 kt/24 h ≤ΔV ≤ 5 kt/24 h) are excluded. The
prediction accuracy of cross-validation is 90.2%. We have
also tested two different classification criteria. For the crite-
rion of intensifying (ΔV ≥ 5 kt/24 h) and weakening (ΔV ≤5
kt/24 h), 1024 samples are used and 222 samples (ΔV= 0 kt/
24 h) are excluded, two variables (POT and DMWS) are
selected to build a decision tree with five leaf nodes, the
prediction accuracy of cross-validation is 81.5%. For the
criterion of intensifying (ΔV> 0 kt/24 h) and nonintensifying
(ΔV ≤ 0 kt/24 h), all 1246 samples are used and three
variables (POT, DMWS, and 200 hPa divergence) are
selected to build a decision tree with five leaf nodes. The
prediction accuracy of cross-validation is 77.4%. The results
suggest that the decision trees and the prediction accuracy
remain relatively stable for different criteria of intensity
change classification.
[28] Data mining has attracted increasing attention over the
decades. It is focused on unraveling potential information and
knowledge from historical data. In spite of its capabilities in
data analysis, it inherently lacks the examination of physical
processes. The combined use of data mining and dynamic
modeling will be of great interest in our future study.
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Table 2. Five Unraveled Rules Governing TC Intensity Change
Rules Attributes Accuracy
If POT> 35.2 kt, and DMWS<= 5 kt, then a TC will weaken. POT, DMWS 16/20 = 80.0%
If POT> 35.2 kt, and DMWS>5 kt, then a TC will intensify. POT, DMWS 277/295 = 93.9%
If POT≤ 35.2 kt, and USHR> 3.2 m s–1, then a TC will weaken. POT, USHR 101/102 = 99.0 %
If POT≤ 35.2 kt, and USHR≤ 3.2 m s–1, and POT> 23.8 kt, then a TC will intensify. POT, USHR 12/21 = 57.1%
If POT≤ 35.2 kt, and USHR≤ 3.2 m s–1, and POT≤ 23.8 kt, then a TC will weaken. POT, USHR 21/24 = 87.5%
Table 3. Confusion Matrix of the Decision Tree
Predicted
Intensifying Weakening
Observed Intensifying 289 8
Weakening 27 138
Table 4. Confusion Matrix of Cross-Validation
Predicted
Intensifying Weakening
Observed Intensifying 415 31
Weakening 37 210
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