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Conductance modulation in spin field-efect transistors under finite bias voltages
Liangbin Hu, Ju Gao, and Shun-Qing Shen
Department of Physics, The University of Hong Kong, Pokfulam Road, Hong Kong, China
The conductance modulations in spin field-effect transistors under finite bias voltages were studied.
It was shown that when a finite bias voltage is applied between two terminals of a spin field-effect
transistor, the spin precession states of injected spin-polarized electrons in the semiconductor channel
of the device will depend not only the gate-voltage controlled Rashba spin-orbit coupling but also
depend on the bias voltage and, hence, the conductance modulation in the device due to Rashba
spin-orbit coupling may also depend sensitively on the bias voltage.
PACS numbers:
I. INTRODUCTION
In the recent years spin-polarized transport in semi-
conductor microstructures has attracted much attention
because of its important relevance to the emerging field
of spintronics, a new branch of electronics where the elec-
tron’s spin ( in addition to its charge ) is the active el-
ement for information storage and processing.1 An is-
sue of fundamental importance in the emerging field of
spintronics is the generation and control of high spin-
polarized currents in semiconductors.1,2,3,4,5 Recently
high efficient injection of spin-polarized currents from
magnetic to non-magnetic semiconductors have been
achieved at low temperatures;6 however, efficient injec-
tion of spin-polarized currents from ferromagnetic (F )
metals into semiconductors ( S) has not yet been re-
alized experimentally. But for room temperature spin-
tronic devices, ferromagnetic metal sources are indispens-
able tools. Detailed theoretical investigations have re-
vealed that the main obstacle for spin injection from
a F metal source into a semiconductor originates from
the large mismatch between the conductivities of metals
and semiconductors.7,8 It can be show that in a usual F
metal/semiconductor heterojunction, the spin injection
coefficient is proportional to σS/σF , where σS and σF are
the conductivity of the semiconductor and the F metal,
respectively. Since σS << σF , the efficiency of spin in-
jection in usual F metal/semiconductor heterojunctions
is very small. At first glance, this problem seems in-
surmountable, but very recent theoretical investigations
show that this obstacle may be overcome through the use
of suitable potential barriers8,9,10 or through appropriate
epitaxial interfaces that obey certain selection rules and
band structure symmetry properties11,12, and encourag-
ing experimental results have also been obtained follow-
ing the theoretical predictions13,14,15. These results sug-
gest that devices made of combinations of F metals and
semiconductors may be truly promising for applications
in spintronics. Among the most prominent device pro-
posals that involve combinations of F metals and semi-
conductors is the spin field-effect transistor ( spin FET )4.
In a spin FET, two ferromagnetic metallic electrodes are
coupled via a ballistic semiconductor channel. The cur-
rent modulation in the structure arises from spin preces-
sion of injected spin-polarized electrons in the semicon-
ductor channel due to Rashba spin-orbit coupling, while
two ferromagnetic metallic electrodes are used to pref-
erentially inject and detect the spin-polarized currents.
It has long been established both theoretically16,17 and
experimentally18,19 that, arising from the structural in-
version asymmetry, there is a spin-orbit interaction in
two dimensional electron gases ( 2DEGs ) on narrow-gap
semiconductor ( such as InAs ) surfaces. This under-
lying spin-orbit interaction was known as Rashba spin-
orbit coupling in the literatures. An important feature
of Rashba spin-orbit coupling is that its strength can by
tuned by an external gate voltage, which alters the build-
in structural inversion asymmetry. Due to this fact, spin
precession of injected spin-polarized electrons in the S
channel of a spin FET can be tuned by applying an exter-
nal gate voltage, and concomitantly, the current flowing
through the device can be also modulated. This mecha-
nism was first proposed in a seminal work by Datta and
Das4 and recently, some important factors that will affect
the behaviors of a spin FET were investigated in more de-
tails and with more realistic assumptions.20,21,22,23,24,25
In the present paper, we discuss the conductance mod-
ulations in spin FETs under finite bias voltages. Previ-
ous theoretical investigations have been focussed on the
zero-bias conductance modulations in spin FETs, but in
practical applications a finite bias voltage need to be ap-
plied between both terminals of a spin FET, and the
conductance-bias voltage characteristics of a device are
usually very important for practical applications of the
device. From theoretical viewpoints, when a finite bias
voltage is applied between two terminals of a spin FET, a
longitudinal electric field will be established in the semi-
conductor channel of the device, and as was well known,
in spin-orbit coupled systems, external electric field may
play a more subtle role on electron’s transport than in
traditional electronic devices since in spin-orbit coupled
systems the effect of electric field may be sensitively spin-
dependent. ( Examples of unusual effect of electric field
on electron’s charge and spin transport in spin-orbit cou-
pled systems can be seen from Refs.26,27,28. ) In the
present paper we discuss the influence of finite bias volt-
ages on the conductance modulations in spin FETs due to
Rashba spin-orbit coupling. We will show that if a finite
bias voltage is applied between two terminals of a spin
2FET, the conductance modulation in the structure due
to Rashba spin-orbit coupling may depend sensitively on
the bias voltage, and in order to describe correctly the
spin precession state of injected spin-polarized electrons
in the semiconductor channel, the interplay between the
Rashba spin-orbit coupling ( which can be tuned via the
gate voltage ) and the longitudinal electric field induced
by the application of a finite bias voltage should be de-
scribed in a unified way.
II. MODEL AND FORMULATION
For simplicity, in this paper we will restrict ourselves to
a one-dimensional (1D) model. In one-dimensional sys-
tems the quantum interference effect due to Rashba spin-
orbit coupling will be maximum since the phase shifts of
electrons are independent of their paths, so the idealized
1D model will give an upper limit for the achievable spin-
transistor effect. In higher dimensions, the phase shifts
of electrons will depend on their paths and, hence, the
spin-transistor effect will become weaker than what is
predicted in a 1D model system. This was illustrated in
Ref.? . Though in the present paper we restrict our dis-
cussion to a 1D model system, the formulas given below
are easy to be extended to systems with higher dimen-
sions. This will be discussed elsewhere. In the one-band
effective-mass approximation, the 1D model system can
be described by the following Hamiltonian:
Hˆ =
1
2
pˆx
1
m(x)
pˆx +
1
2h¯
σˆz[pˆxα(x) + α(x)pˆx]
+
1
2
∆σˆ·[~mLθ(−x) + ~mRθ(x − L)] + δEcθ(x)θ(L− x)
+ Uˆ [δ(x)+δ(x − L)]+V (x). (1)
Here θ(x) is the usual step function and δ(x) the usual δ
function, pˆx is the momentum operator, σˆ are the Pauli
matrices, m(x) = mf + (ms −mf ) θ(x)θ(L − x) is the
effective mass of electron, with mf denoting the effec-
tive mass of electron in the ferromagnetic contacts and
ms the effective mass of electron in the semiconductor
channel, and the F/S interfaces are assumed to be lo-
cated at x = 0 and x = L. The second term in Eq.(1)
describes the Rashba spin-orbit coupling21,22,23,24, where
α(x) is defined by α(x) ≡ αRθ(x)θ(L − x), and αR is
the Rashba spin-orbit coupling constant in the S region.
Since the Hamiltonian Hˆ has to be an Hermitian oper-
ator, in Eq.(1) we have used the symmetrized version of
Rashba spin-orbit interaction. The third term in Eq.(1)
describes the exchange interaction in the ferromagnetic
contacts, with ∆ denoting the spin-splitting energy and
the unit vector ~mL ( ~mR ) denoting the direction of the
magnetization in the left ( right) contact. It will be as-
sumed that ~mL is in the +x direction and ~mR will be
in either +x direction ( parallel configuration ) or −x
direction ( antiparallel configuration). The fourth and
fifth terms in Eq.(1) model the conduction band mis-
match and the interfacial scattering between the F and
S regions, respectively, with δEc denoting the band mis-
match and Uˆ the interfacial scattering potential. In the
presence of both spin-conserving and spin-flip interfacial
scattering, Uˆ will be a 2 × 2 matrix with the diago-
nal elements (U↑↑, U↓↓) representing the spin-dependent
strength of spin-conserving interfacial scattering and the
off-diagonal elements (U↑↓, U↓↑) the strength of spin-flip
interfacial scattering. For simplicity, we will assume that
U↑↑ = U↓↓ and U↑↓ = U↓↑. ( For magnetically active in-
terface, its is possible that U↑↑ 6= U↓↓ and U↑↓ 6= U↓↑. )
Finally, the last term in Eq.(1) denotes the longitudinal
electric potential due to the application of a finite bias
voltage, and the longitudinal electric potential is given by
V (x) = −eV0θ(x−L)− eV0(x/L)θ(x)θ(L− x), where V0
is the magnitude of the applied bias voltage. Due to the
application of the bias voltage V0, a longitudinal electric
field F ≡ V0/L will be established in the semiconductor
channel of the structure and the Fermi energy µR in the
right contact will be lowered by eV0 with respect to the
Fermi energy µL in the left contact.
To obtain the spin conductance of the device described
by the Hamiltonian (1), we start by considering the scat-
tering problem related to the interfaces between the F
and S regions. In order to solve the scattering problem,
one need to find first the eigenstates in each region. In
the ferromagnetic contacts ( x < 0 and x > L ), one
obtains from the Hamiltonian (1) the eigenstates with
energy E,
Ψ
(±)
F,σ,L = φ
(±)
F,σ,L(x)|σ〉, φ(±)F,σ,L(x)
=
√
mf
h¯kσ,L
e±ikσ,Lx, (x < 0), (2)
Ψ
(±)
F,γ,R = φ
(±)
F,γ,R(x)|γ〉, φ(±)F,γ,R(x)
=
√
mf
h¯kγ,R
e±ikγ,Rx, (x > L), (3)
where |σ〉 ( σ = ± ) and |γ〉 ( γ = ± ) are the spinor
eigenstates in the left and right ferromagnetic contacts,
respectively, which are defined by
{|+〉L, |−〉L} = 1√
2
( ±1
1
)
, (4a)
{|+〉R, |−〉R} = λ 1√
2
( ±1
1
)
, (4b)
where λ = +1 if the two ferromagnetic electrodes are in
parallel configuration and λ = −1 if the two electrodes
are in antiparallel configuration. The wave number kσ,L
( kγ,R ) will be given by k±,L(R) =
√
2mf
h¯2
(E ∓∆) . The
eigenfunctions in the S region cannot be written down
directly from the Hamiltonian (1) due to the presence of
the last term in Eq.(1). To find the eigenstates in the S
region, we first note that in the S region the Hamiltonian
(1) is spin-diagonal and the eigenstates have the form
ΨS,β(x) = φS,β(x)|β〉 and ΨS,β¯(x) = φS,β¯(x)|β¯〉 , where
|β〉 = (1, 0) and |β¯〉 = (0, 1) are the spinor eigenstates in
3the S region. The Schro¨dinger equation in the S region
will reduce to
− h¯
2
2ms
∂2
∂x2
φS,β(x) − iαR
∂
∂x
φS,β(x)−
eV0x
L
φS,β(x)
= EφS,β(x), (5)
− h¯
2
2ms
∂2
∂x2
φS,β¯(x) + iαR
∂
∂x
φS,β¯(x)−
eV0x
L
φS,β¯(x)
= EφS,β¯(x). (6)
After making a transformation φS,β(x) → wβ(x) =
φS,β(x)e
iαRmx/h¯
2
and φS,β¯(x) → wβ¯(x) =
φS,β¯(x)e
−iαRmx/h¯
2
, it can be shown that both wβ(x)
and wβ¯(x) will satisfy the following equation
∂2
∂x2
w(x) +
2eV0ms
Lh¯2
(x+ ǫ0)w(x) = 0, (7)
where ǫ0 is defined by
ǫ0 =
EL
eV0
+
α2RmsL
2eV0h¯
2 . (8)
Eq.(7) can solved with the help of the Airy func-
tions and the two linearly independent solutions
can be given by Ai[−(2eV0ms/Lh¯2)1/3(x + ǫ0)] and
Bi[−(2eV0ms/Lh¯2)1/3(x+ ǫ0)]. Here Ai[z] and Bi[z] are
the usual Airy functions29. Then one can see that there
are four eigenstates in the S region, and the correspond-
ing eigenfunctions Ψ
(i)
S,β(x) and Ψ
(i)
S,β¯
(x) ( i = 1, 2 ) will
be given by
Ψ
(i)
S,β(x) = φ
(i)
S,β(x)|β〉, φ(i)S,β(x) = e−iαRmx/h¯
2
w(i)(x),(9)
Ψ
(i)
S,β¯
(x) = φ
(i)
S,β¯
(x)|β¯〉, φ(i)
S,β¯
(x) = eiαRmx/h¯
2
w(i)(x),(10)
where w(1)(x) ≡ Ai[−(2eV0ms/Lh¯2)1/3(x + ǫ0)] and
w(2)(x) ≡ Bi[−(2eV0ms/Lh¯2)1/3(x+ ǫ0)].
Now we consider the scattering state of an electron
with energy E and spin σ incoming from the ferromag-
netic lead ( x < 0 ). The total wave function including
the reflected and transmitted waves can be written as:
ΨF (x) = φ
(+)
F,σ,L(x)|σ〉+ rσσφ(−)F,σ,L(x)|σ〉
+ rσσ¯φ
(−)
F,σ¯,L(x)|σ¯〉, x < 0, (11)
ΨS(x) =
∑
i=1,2
ci,βφ
(i)
S,β(x)|β〉
+
∑
i=1,2
ci,β¯φ
(i)
S,β¯
(x)|β¯〉, 0 < x < L, (12)
ΨF (x) = tσγφ
(+)
F,γ,R(x)|γ〉
+ tσγ¯φ
(+)
F,γ¯,R(x)|γ¯〉, x > L, (13)
where rσσ, rσσ¯, tσγ , tσγ¯ , ci,β , and ci,β¯ ( i = 1, 2 ) are
coefficients that need to be determined by the boundary
conditions. The matching conditions at the interfaces be-
tween the F and S regions can be obtained by integrating
HˆΨ = EΨ from x = −ε to x = +ε and from x = L − ε
to x = L+ ε in the limit ε→ 0. This yields
ΨF (x)|x=0− = ΨS(x)|x=0+ , (14)
ΨS(x)|x=L− = ΨF (x)|x=L+ , (15)
vˆSΨS(x)|x=0+ = vˆFΨF (x)|x=0− −
2i
h¯
UˆΨF (x)|x=0− ,
(16)
vˆSΨS(x)|x=L− = vˆFΨF (x)|x=L+ +
2i
h¯
UˆΨF (x)|x=L+ ,
(17)
where vˆF = pˆx/mf and vˆS = pˆx/ms + (αR/h¯)σˆz are the
velocity operators in the F and S regions, respectively.
From the matching conditions (14)-(17), the transmis-
sion coefficients tσγ can be obtained. Then in the linear
response regime and in the low temperature limit, the
spin conductance Gσ and the total conductance G of the
device can be calculated through the Landauer formula,
given by
G =
∑
σ=±
Gσ, Gσ =
e2
h
∑
γ=±
|tσγ(µ)|2, (18)
where µ is the average of the Fermi energies µL and
µR on the left and right electrodes, respectively
30. The
spin injection efficiency for the device can be defined by
η = (G+−G−)/(G++G+). This ratio characterizes the
spin polarization of the electric current flowing through
the device. The conductance of the device and the spin
injection coefficient will depend on the magnetization
configurations in the two ferromagnetic electrodes. In the
following we will denote the conductance as G(P ) and the
spin injection coefficient as η(P ) if the magnetizations in
the two electrodes are parallel and as G(AP ) and η(AP ) if
the magnetizations in the two electrodes are antiparallel.
The change in conductance when the two ferromagnetic
electrodes switch between parallel and antiparallel con-
figurations can be measured by a magnetoconductance
ratio ηM , defined by
ηM =
G(P ) −G(AP )
G(P ) +G(AP )
. (19)
III. RESULTS AND DISCUSSIONS
Based on the formulas established above, in this sec-
tion we will present some numerical examples by con-
sidering some actual experimental parameters. We
will solve Eqs.(14)-(17) numerically by transfer matrix
method. In order to obtain the transfer matrix, it may
be more convenient to rewrite the wave function in the
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FIG. 1: The changes of (a) the conductance G(P ) and G(AP ),
(b) the magnetoconductance ratio ηM , and (c) the spin injec-
tion coefficient η(P ) and η(AP ), with the variation of the bias
voltage V in two cases with different Rashba spin-orbit cou-
pling constant. ( The strength of Rashba spin-orbit coupling
is characterized by the Rashba wave number kR ≡ msαR/h¯
2.
In Fig1.(a), kR = 10
7cm−1 for the solid line and the dotted
line, kR = 5 × 10
7cm−1 for the dashed and the dash-dotted
line. In Fig.1(b)-(d), kR = 10
7cm−1 for the solid line and
kR = 5 × 10
7cm−1 for dashed line. Other parameters used
were given in the text.
electrodes in a more general form as following:
ΨF (x) =
∑
σ=±
[a(+)σ φ
(+)
F,σ,L(x)|σ〉+ a(−)σ φ(−)F,σ,L(x)|σ〉],
x < 0, (20)
ΨF (x) =
∑
γ=±
[b(+)γ φ
(+)
F,γ,R(x)|γ〉+ b(−)γ φ(−)F,γ,R(x)|γ〉],
x > L, (21)
If the spin of incident electron is |σ〉, one has a(+)σ = 1,
a
(+)
σ¯ = 0, a
(−)
σ = rσσ, a
(−)
σ¯ = rσσ¯, b
(+)
γ = tσγ , b
(+)
γ¯ = tσγ¯ .
b
(−)
γ ( γ = ± ) will be set to be zero. From Eq.(12)
and Eqs.(20)-(21), at the interfaces between the F and
S regions, ΨF (x), ΨS(x), vˆFΨF (x), and vˆSΨS(x) can be
expressed as following:
[
ΨF (x)|x=0−
vˆFΨF (x)|x=0−
]
= Sˆ1


a
(+)
+
a
(+)
−
a
(−)
+
a
(−)
−

 ,
[
ΨS(x)|x=0+
vˆSΨS(x)|x=0+
]
= Sˆ2


c1,β
c2,β
c1,β¯
c2,β¯

 ,
[
ΨS(x)|x=L−
vˆSΨS(x)|x=L−
]
= Sˆ3


c1,β
c2,β
c1,β¯
c2,β¯

 ,
[
ΨF (x)x=L+
vˆFΨF (x)|x=L+
]
= Sˆ4


b
(+)
+
b
(+)
−
b
(−)
+
b
(−)
−

 , (22)
where Sˆi (i = 1, 2, 3, 4) are matrices, and the matrix
elements of Sˆi can be written directly from Eqs.(12) and
Eqs.(20)-(21). From the matching condition (14)-(17)
and Eq.(22), one gets that

a
(+)
+
a
(+)
−
a
(−)
+
a
(−)
−

 = Sˆt


b
(+)
+
b
(+)
−
b
(−)
+
b
(−)
−

 , (23)
where Sˆt ≡ Sˆ−11 Sˆ2Sˆ−13 Sˆ4 are the transfer matrix. Taking
b
(−)
+ = 0 and b
(−)
+ = 0, then from Eq.(23) one gets that[
b
(+)
+
b
(+)
−
]
= Tˆ
[
a
(+)
+
a
(+)
−
]
, Tˆ =
[
St(1, 1) St(1, 2)
St(2, 1) St(2, 2)
]−1
,
(24)
where St(i, j) are the matrix elements of the transfer ma-
trix Sˆt. Since a
(+)
σ = 1 and a
(+)
σ¯ = 0 if the spin of incident
electron is |σ〉, then the transmission coefficient can be
got directly from Eq.(24) as following: t++ = T (1, 1),
t+− = T (2, 1), t−+ = T (1, 2), t−− = T (2, 2), where
T (i, j) are the elements of the matrix Tˆ . After the trans-
mission coefficients are obtained, the spin conductance
of the device can be got from Eq.(18). In the following
we will focus on iron (Fe) as the ferromagnetic source
and drain and InAs as the semiconductor channel. In
the ferromagnetic electrodes the Fermi energy ( in the
equilibrium state ) will be set to EF = 2.469eV and the
exchange splitting energy be set to ∆ = 3.46eV , appro-
priate for Fe. The effective masses were set to mf = me
( for Fe ) and ms = 0.036me ( for InAs ), and the
band mismatch between the F and S regions were set
to δEc = 2.0eV . The length of the semiconductor chan-
nel was set to be 1µm. The strength of Rashba spin-
orbit coupling will be characterized by a Rashba wave
5number kR ≡ msαR/h¯2. For simplicity, we first assume
that the interfacial scattering potential is zero ( Uˆ = 0
). In Figs.1(a)-(b) we have plotted the changes of the
total conductance G(P ) and G(AP ) and the magnetocon-
ductance ratio ηM with the variation of the bias volt-
age V in two cases with different strengths of Rashba
spin-orbit coupling, and the changes of the spin injection
coefficient η(P ) and η(AP ) with the variation of the bias
voltage V were also plotted in Figs.1(c)-(d), respectively.
From Figs.1(a)-(d) one can see that in a large range of
the bias voltage V , the conductance and the magneto-
conductance ratio and the spin injection coefficient all
can be changed significantly by tuning the Rashba spin-
orbit coupling, i.e., the structure described the Hamilto-
nian (1) may exhibit significant spin-transistor effect in
a large range of the bias voltage. But Figs.1(a)-(d) show
that the modulations of the conductance and the mag-
netoconductance ratio and the spin injection coefficient
due to Rashba spin-orbit coupling may depend sensitively
on the bias voltage, i.e., the changes of the conductance
and the magnetoconductance ratio and the spin injec-
tion coefficient with the variation of Rashba spin-orbit
coupling ( which can be tuned by changing the gate volt-
age ) may be very different under different bias voltages.
This can be seen more clearly from Figs.2(a)-(c), where
we have plotted the changes of the conductance G(P )
and G(AP ) and the magnetoconductance ratio ηM and
the spin injection coefficient η(P ) with the variation of
the Rashba spin-orbit coupling constant ( characterized
by the Rashba wave number kR ≡ msαR/h¯2 ) in two dis-
tinct cases with different bias voltage V . From Figs.2(a)-
(c) one can see clearly that the bias voltage may have sig-
nificant influence on the modulations of the conductance
and the magnetoconductance ratio and the spin injec-
tion coefficient due to Rashba spin-orbit coupling. From
theoretical viewpoints, the spin-transistor effect due to
Rashba spin-orbit coupling may depend sensitively on
the bias voltage because that the application of a finite
bias voltage will not only change the energies of incident
electrons ( as in usual electronic devices ) but also have
influence on the gate-voltage controlled spin precession
in the S channel of the device. The reason for this is that
when a finite bias voltage is applied between two termi-
nals of a spin FET, a longitudinal electric field will be
established in the semiconductor channel, and due to the
presence of this longitudinal electric field, spin preces-
sions of injected spin-polarized electrons in the S chan-
nel will depend not only on the gate-voltage controlled
Rashba spin-orbit coupling but also depend on the bias
voltage. This can be seen clearly from the formulas pre-
sented in section II, where we have shown that in the
presence of a finite bias voltage, the spinor wave func-
tion in the S region will depend not only on the Rashba
spin-orbit coupling constant but also depend on the bias
voltage. So, in order to describe correctly the spin pre-
cession states of injected spin-polarized electrons in the
semiconductor channel of a spin FET, the interplay of the
gate-voltage controlled Rashba spin-orbit coupling and
the longitudinal electric field induced by the application
of a finite bias voltage should be described in a unified
way, as was shown in section II. Next, we consider the
effect of interfacial scattering. The strength of interfa-
cial scattering can be characterized by two dimension-
less parameters defined by z1 = (U1/h¯)
√
2mf/EF and
z2 = (U2/h¯)
√
2mf/EF , where U1 and U2 are the diago-
nal and off-diagonal elements of the interfacial scattering
potential matrix Uˆ . The parameters z1 and z2 represent
the strengths of spin-conserving and spin-flip interfacial
scattering, respectively. The effect of interfacial scatter-
ing can be seen from Figs3.(a)-(c), where we have plotted
the changes of the conductance G(P ) and the spin injec-
tion coefficient η(P ) and η(AP ) with the variation of the
bias voltage V in the presence of ( spin-conserving and/or
spin-flip ) interfacial scattering. Fig.3(a) shows that both
spin-conserving and spin-flip interfacial scatterings will
decrease substantially the conductance of the device, ex-
cept at some special values of the bias voltage. Figs.3(b)-
(c) show that interfacial scattering may decrease the spin
injection coefficient if the two ferromagnetic contacts of
the device are in parallel configuration and will enhance
the spin injection efficiency if the two ferromagnetic con-
tacts of the device are in antiparallel configuration. An
interesting fact that can be seen from Figs.3(b)-(c) is
that the enhancement of the spin injection efficiency due
to interfacial scattering may be very substantial when the
two ferromagnetic contacts of the device are in antiparal-
lel configuration, compared with the decrease of the spin
injection efficiency due to interfacial scattering when the
contacts of the device are in parallel configuration.
In conclusion, in this paper we have discussed the in-
fluence of finite bias voltages on the conductance modu-
lations in spin FETs due to Rashba spin-orbit coupling.
We have shown that when a finite bias voltage is applied
between both terminals of a spin FET, the conductance
modulation in the device due to Rashba spin-orbit cou-
pling may depend sensitively on the bias voltage, and
in order to describe correctly the spin precession states
of injected spin-polarized electrons in the semiconductor
channel of the device, the interplay of the gate-voltage
controlled Rashba spin-orbit coupling and the bias volt-
age should be described in a unified way.
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