Introduction
The supporting information contains a detailed description of the methodology described in section 3 of the paper, as well as an additional figure to complement the results from Figure 4 in the article.
Text S1.
Algorithm for constraining the model ensemble
The algorithm summarized in section 3 of the article follows a Markov Chain Monte Carlo (MCMC) approach to generate samples from a posterior distribution. It is based on the MCMC without likelihoods from Marjoram et al. (2003) to avoid any assumptions on the shape of the distribution. Here we present our adaptation of the algorithm to the problem of estimating the probabilities ai for models i=1:M to be included in the constrained ensemble.
1. Sample a value of ai, t=0 for each model i of the full ensemble from a normal distribution centered at 0.5 and with standard deviation 0.2. The index t denotes the position in the Markov chain. Values of ai, t=0 < 0 are set to 0, and values of ai, t=0 > 1 are set to 1.
2. Iterate through the following steps for t = 1 to t = 40,000.
3. Compose a constrained ensemble of a fixed size F (in our case: F = 100 members). The number of times that each model is included, is proportional to ai, t-1, and given by:
where M is the number of models from the full ensemble. Values of ni, t-1 are rounded to the nearest integer. For example, if we had only 3 models with a1, t-1 = a2, t-1 = 0.5 and a3,t-1 = 1, then the constrained ensemble would be composed by including 25 times model 1, 25 times model 2, and 50 times model 3.
4. Compute the Continuous Rank Probability Score (CRPSt-1) metric for the agreement between models in the constrained ensemble and observations*. Note that lower CRPS values correspond to a better agreement.
5. Propose a set of ai, t values by sampling from a normal distribution centered at ai, t-1 and with a variable standard deviation**. Values of ai, t < 0 are set to 0, and values of ai, t > 1 are set to 1.
6. Obtain CRPSt by repeating steps 3 and 4 for t instead of t -1.
7. To accelerate the convergence of the method, repeat 10 times steps 5 and 6, and select the set of ai, t values that produce the minimum CRPSt.
8. Save the proposed ai, t values if CRPSt -CRPSt-1 £ e, otherwise set ai, t = ai, t-1 and start a new iteration. Here, e is a tolerance parameter that allows some flexibility to move away from local minima when optimizing the CRPS. In our case, we choose an initial value of e = 0.005, which approximately corresponds to 2% of the CRPS value obtained when all models are always included (i.e. ai = 1). The tolerance e is reduced to 0.0025 after the first 5,000 iterations, to 0.001 after 10,000 iterations, to 0.0005 after 20,000 iterations, and finally to 0.0001 after 30,000 iterations.
*Computing the CRPS metric:
According to Jollife and Stephenson (2012) , at each grid cell (g), where we have observations from dataset (o) and an ensemble of model estimates, compute the following: where E is the number of ensemble members. The parameters a and b represent inter-model differences, as well as differences between models and observations, and are given by:
where corresponds to observations and K to model estimates. It is also necessary to define K D = −∞, and K @M& = ∞.
Finally, the global CRPS metric employed in the algorithm is given by the weighted average of all 6,7 values from all land grid cells with data (ng), and from all observational datasets (no):
where the weights 6 are given by the product of relative grid size ( ) and the absolute value of the correlation between present-day precipitation Pref and change in water availability D(P-ET). This ensures that the focus is on regions where the potential to constrain projected changes is greatest. The grid size is a function of latitude, and in our case is given by: = sin( 1) − sin ( 2) sin(2.5°) − sin (0°) ** Defining the standard deviation for proposing ai, t:
MCMC algorithms with adaptive proposal variances are a common practice. Here, the standard deviation is initially set to 0.25. If the acceptance rate for the conditional statement of step 8 drops below 0.1, we reduce it to half of its current value, and reset the counting for the acceptance rate. This is done until a minimum standard deviation of 0.03125 is reached. In this case, if the acceptance rate would again drop below 0.1, we reset it to 0.25. This adaptive approach for the standard deviation increases the agreement between the constrained ensemble and observations, while also enabling to move away from local CRPS minima. Figure S1 . Differences between the distributions of regionally averaged D(P -ET) from the full model ensemble (red) and the constrained ensemble (blue) for increasing global mean temperature with respect to the pre-industrial period (1870-1899). It complements the results from Figure 4 for all remaining SREX regions. Dots represent the 1 st , 50 th , and 99 th percentiles; lines reach the 5 th and 95 th percentiles; and boxes cover the interquartile range. The spatial domain of each region is shown on the top left. Regional mean present-day water availability from the constrained ensemble is indicated as (P -ET)ref.
