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1. Background 
IBM and Google recently committed a total of $30 million over two years to an initiative on “cloud computing”, 
in collaboration with six universities across the country (see references). They are: Berkeley, Carnegie Mellon, 
MIT, Stanford, the University of Maryland, and the University of Washington. I am the leader of this initiative at 
the University of Maryland, and to my knowledge the only participant from an iSchool (the rest are lead by 
faculty in computer science departments). 
 
“Cloud computing” refers to technology for exploiting large computer clusters to tackle “Web-scale” information 
processing problems, where immense quantities of data make traditional sequential processing impractical.  
Specifically, this initiative focuses on Google’s MapReduce programming paradigm, which was specifically 
designed for processing extremely large data sets (and indeed used by Google itself for much of its production 
operations). Programs written in the MapReduce functional style are automatically parallelized and executed on a 
large cluster of commodity machines.  The run-time system takes care of the details of partitioning the input data, 
scheduling the program’s execution across a set of machines, handling machine failures, and managing the 
required inter-machine communication. Hadoop is an open-source implementation of the MapReduce framework. 
 
As a part of this initiative, IBM and Google are making Hadoop clusters available to the university collaborators, 
with the simultaneous goal of advancing research and education. For the past two months, the Computational 
Linguistics and Information Processing (CLIP) Lab at the University of Maryland has been actively exploiting 
this resource for research in natural language processing and information retrieval. 
 
The exponential explosion of information on the Web and in easily accessible digital formats forces us to think 
“outside the box” when tackling data-intensive “Web-scale” problems. Researchers must think and analyze data at 
a massively parallel scale or face the prospect of being relegated to work on “toy” problems. “Cloud computing” 
could potentially provide the infrastructure that allows researchers to tackle “Web-scale” challenges at a 
reasonable cost. From an educational point of view, the ability to think about problems in terms of parallel 
processing algorithms will become a critical skill in tomorrow’s work force. “Cloud computing” is an emerging 
technology that iSchools cannot afford to ignore. 
 
2. Goals 
• To introduce the iSchool community to “cloud computing” and the MapReduce framework 
• To provide the iSchool community an overview of research and education efforts currently underway 
• To begin a discussion on the implications of “cloud computing” to research and education in iSchools 
3. Proposed Format 
I propose a 60 minute session structured in the following manner: 
 
Overview of cloud computing [30 minutes] 
(I will deliver this presentation) 
• Description of the MapReduce framework. 
• Discussion of the types of data-intensive information processing applications that MapReduce was 
designed for. I take “information processing” to broadly encompass information retrieval, natural 
language processing, text mining, social network analysis, etc., 
• A short demo of Hadoop, the open-source implementation of MapReduce. 
• Overview of research projects at the University of Maryland that exploit this resource. 
• Overview of the educational efforts associated with this initiative. 
 
Panel commentary [15 minutes] 
• Three panelists will be invited to share their views on what “cloud computing” could mean to research 
and education in iSchools. 
 
Open discussion [15 minutes] 
• The floor will be open to questions from the audience, and I will moderate a discussion. 
3. Participants 
The following panelists have been invited: 
 
• John M. Unsworth, Dean and Professor, Graduate School of Library and Information Science, University 
of Illinois, Urbana-Champaign. (participation confirmed) 
• Another faculty from either an iSchool or from one of universities involved in the IBM/Google 
collaboration (to be arranged). 
• Representative from IBM (to be arranged). 
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