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Abstract: Harmful algal blooms (HABs) are among the most severe ecological marine problems
worldwide. Under favorable climate and oceanographic conditions, toxin-producing microalgae
species may proliferate, reach increasingly high cell concentrations in seawater, accumulate in shell-
fish, and threaten the health of seafood consumers. There is an urgent need for the development of
effective tools to help shellfish farmers to cope and anticipate HAB events and shellfish contamination,
which frequently leads to significant negative economic impacts. Statistical and machine learning
forecasting tools have been developed in an attempt to better inform the shellfish industry to limit
damages, improve mitigation measures and reduce production losses. This study presents a synoptic
review covering the trends in machine learning methods for predicting HABs and shellfish biotoxin
contamination, with a particular focus on autoregressive models, support vector machines, random
forest, probabilistic graphical models, and artificial neural networks (ANN). Most efforts have been
attempted to forecast HABs based on models of increased complexity over the years, coupled with
increased multi-source data availability, with ANN architectures in the forefront to model these
events. The purpose of this review is to help defining machine learning-based strategies to support
shellfish industry to manage their harvesting/production, and decision making by governmental
agencies with environmental responsibilities.
Keywords: marine biotoxins; shellfish production; harmful algal blooms; toxic phytoplankton;
multivariate time series; time-series forecasting; artificial neural networks; machine learning
1. Impact of Harmful Algal Blooms (HABs) on Shellfish Safety
Shellfish farming and shellfish harvesting from natural seed banks have been growing
in recent years as a response to the increasing worldwide demand for seafood products [1].
According to estimations of the United Nations, the world human population will reach
9.7 billion people in 2050 [2], which represents a significant challenge to guarantee food
security and safety. While wild-capture has limited chances of growing and develop-
ing new sustainable fisheries, shellfish farming is able to respond to new challenges in
terms of both economic and environmental aspects. Shellfish farming shows multiple
benefits, such as no need for freshwater input, and limited artificial feed. Shellfish are
filter-feeding organisms, relying on the plankton available in the water column to grow [3].
However, among a plethora of phytoplankton species occurring in seawater, a few may
produce toxic compounds and contaminate shellfish. Harmful algal blooms (HABs) are a
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natural phenomenon occurring in all aquatic environments (fresh, brackish, and marine
waters) characterized by relatively fast proliferation of toxic phytoplankton. The frequency
and intensity of HAB events are increasing in response to global warming and other cli-
mate change conditions, with consequences to environment and shellfish safety. During
these events, shellfish may accumulate high concentrations of natural toxins and remain
contaminated and unsafe for human consumption, jeopardizing shellfish farming [4].
Consumption of contaminated shellfish can cause serious health problems. The most
common poisonings are known by their symptoms, namely diarrhetic shellfish poisoning
(DSP), amnesic shellfish poisoning (ASP), and paralytic shellfish poisoning (PSP) [4]. To
safeguard public health and minimize the risk of acute intoxication, shellfish are routinely
monitored for HAB-derived marine biotoxins in most coastal countries. In order to ensure
that safe concentrations are not exceeded and contaminated shellfish do not enter the
markets, a series of directives establishing sampling frequency, analytical methods of
reference for toxins determination, and safety limits are defined in the EU Regulations [5,6].
The current strategy has been highly effective in terms of consumer protection. The
number of reported cases of shellfish food poisonings during the last decade is low, and in
most occasions, intoxication results from not respecting or misunderstanding of harvesting
closures [7,8]. However, the system is based on a reactive approach, responding only after
shellfish contamination is verified. Sudden and prolonged closures to shellfish harvesting
due to temporary contamination with marine toxins leads to severe economic losses and
disruptions to coastal towns’ social fabric and cultural identity. Therefore, it becomes
necessary to develop proactive strategies to predict the environmental changes, HAB
formation, and shellfish contamination to anticipate and mitigate these negative impacts.
The possibility of knowing in advance when harvesting will be prohibited, and for how
long, will benefit the productive and recreational sectors. Entities with activities related to
shellfish farming will be able to take proper actions in terms of production management,
stock distribution or storage, reducing production waste and economic losses.
2. Forecasting HABs and Shellfish Biotoxin Contamination
Official control data and environmental parameters are collected at regular time
intervals, making time-series modeling a natural first statistical learning choice. Time
series analysis and forecasting aims at understanding the past and predicting the future
based on past observations, enabling managers and policymakers to make decisions with
sound scientific support. In the particular context of HAB and shellfish contamination
forecasting, the goal is to make use of available time-series data via statistical and machine
learning methods to make predictions on future events and guide decision on harvesting
permissions (Figure 1).









Figure 1. Schematic representation of a conceptual machine learning-based system to forecast shellfish contamination and
support the decision making process.
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Shellfish contamination often exhibits a cyclic or seasonal pattern due to its relation to
climate and biological variables [9]. Since HABs are the source of the biotoxins responsible
for shellfish contamination, great efforts have been put to develop early warning systems
for HABs (e.g., [10,11]). It is reasonable that first attempts have been focused on HAB
modeling, their prediction, persistence, and spread. However, HAB prediction may fail to
estimate shellfish contamination, as HAB species greatly vary on toxin production, and
shellfish accumulation/elimination dynamics vary among species. The role of other drivers,
including climate and environmental variables, has been investigated as predictors of
biotoxin contamination by multivariate time-series modeling based on a range of variables
measured over time (e.g., [12–14]). The following review covers past and current directions
in time-series forecasting of algal bloom events and shellfish contamination by marine
biotoxin. Our focus is on machine learning (ML) methods because these are generic
methods that can be applied to this whole class of problems. Furthermore, these models
have the ability to handle big data and are flexible in selecting/excluding features.
ML models have some advantages in comparison to other approaches that have been
used to model algal dynamics. One example are process-based models—mathematical
models based on prior assumptions about the interactions and mechanisms that regulate
the phytoplankton compartment. Since these mechanisms are complex and non-linear,
these models have difficulties in accurately reproducing phytoplankton dynamics [15].
ML methods, on the other hand, are known to be effective in handling complex, non-
linear and noisy datasets, especially when underlying physical relationships are not fully
understood [16]. Moreover, they do not require the a priori assumptions used by the
process-based models [12]. Additionally, ML models can be applied to virtually any data,
eliminating the need to specify assumptions regarding the underlying statistical distribu-
tion of the data, as in traditional statistical models [17]. Despite the many advantages of
ML methods, there has been a large amount of work to establish HAB dynamics using
process-based and traditional statistical models. For a review on the use of these methods
for HAB modeling see Franks (2018) [18].
3. Time-Series Forecasting Methods
In a time series forecasting problem, given an observed time series {x1, x2, ..., xT},
one wishes to forecast one or more future values, {xT+h, xT+h+1, ...}, where the integer
h is called the lead time or the forecasting horizon [19]. Forecasting methods may be
classified into univariate methods and multivariate methods. In univariate methods,
forecasts depend only on the present and past values of the single series being forecasted.
In multivariate methods, forecasts of a given variable depend, at least partly, on values of
one or more additional time-series variables, called predictor or explanatory variables [19].
Multivariate time series (MTS) occur when multiple variables are observed over time.
MTS data are common in various fields, such as the traffic flows on highways, stock market
prices, and the temperatures across different cities. In such applications, users are usually
interested in the forecasting of new trends based on historical observations. One major
research challenge often faced in MTS forecasting problems is how to capture and leverage
the complex interdependencies between different variables. The better the interdependen-
cies among different series are modeled, the more accurate the forecasting can be, and so
many models that try to capture these relationships have been developed [20,21].
In order to assess the performance of the forecasting models, i.e., how accurate the
models are when forecasting future values, it is common to use evaluation metrics. These
metrics usually measure the forecast errors, which are the difference between the actual
values and their forecasts [22]. Several error measures can be used to assess forecasting
performance, depending on the objective of the forecast. In a regression problem, in which
the values to be predicted are continuous, the root mean square error (RMSE) and the
mean absolute error (MAE) are two examples [22]. In a classification problem, in which the
values to be predicted belong to discrete categories, an example of a metric used to assess
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the forecasting performance is the classification accuracy, which measures the percentage
of correctly classified values.
3.1. Autoregressive Models
A traditional approach to model univariate time series is to use an autoregressive
model—a linear model in which the present value of a variable is explained by its own
past values [23]. In an autoregressive model of order p, AR(p), the value of Xt is obtained
through a weighted linear sum of the past p values plus white noise,




(φiXt−i) + εt, (1)
where εt, called a random shock, denotes a purely random process, i.e., a process defined
as a sequence of uncorrelated, identically distributed random variables with zero mean
and constant variance [19].
A more general class of autoregressive models for time series analysis is the autore-
gressive integrated moving average (ARIMA) model [24]. ARIMA directly models the
autocorrelation of the series values, as well as the autocorrelations of the random shocks,
εt [25]. An AR(p) model captures the autocorrelations of the series values up to lag p.
Adding the autocorrelation terms for the random shocks up to lag q—called a moving
average model, MA(q)—we obtain an autoregressive moving average (ARMA) model,
ARMA(p, q) [25],
Xt = φ1Xt−1 + φ2Xt−2 + ... + φpXt−p + εt + θ1εt−1 + θ2εt−2 + ... + θqεt−p. (2)
AR and ARMA models are only adequate for data without trend or seasonality. To
circumvent this problem, an ARIMA model incorporates a preliminary step of differencing,
which is performed before fitting the model. Differencing a time series consists of subtract-
ing the prior observation to the current observation, that is, ∆xt = xt − xt−1. The order of
differencing in an ARIMA(p, d, q) model, d, indicates how many rounds of differencing
are performed.
ARIMA is one of the most popular models for time series forecasting. Since it includes
the AR (when q = 0 and d = 0), MA (when p = 0 and d = 0), and ARMA (when d = 0)
models, it is flexible and adaptable to various types of time series [26]. ARIMA attempts to
filter out high-frequency noise in the data to detect local trends based on linear dependence
in observations in the series. This model accommodates the dynamic behavior changing
over time to predict future occurrences based on the recently changed relationships.
The problem of forecasting algal blooms has been approached via ARIMA models.
Chen et al. (2015) [27] applied an ARIMA model to daily chlorophyll-a (chl-a) concentra-
tions to obtain short-term predictions of algal blooms in Taihu Lake, China. The authors
compared the proposed model to a multivariate linear regression (MVLR) model, which
used several input variables, such as water temperature, water transparency, total inorganic
nitrogen concentration, and phosphate concentration. The results showed that the ARIMA
model outperformed the MVLR model with respect to multiple evaluation metrics.
ARIMA models can also be a source of data for more complex multivariate models,
since many variables critical for HABs can be forecasted accurately using ARIMA on
short time scales. One example of this approach is the work of Qin et al. (2017) [28], that
proposed a hybrid model combining ARIMA with a deep belief network (DBN) [29], a type
of deep neural network, for HAB prediction on two coastal areas in Zhejiang, China. In
the proposed approach, the authors chose twelve environmental variables measured at
one-week intervals and used the ARIMA model to forecast each variable up to ten weeks
in advance. Then, the predicted values were used as input to a DBN. The DBN captured
the complex non-linear relationships between the environmental factors and algal biomass,
outputting the forecast for algal biomass up to ten-weeks ahead. The results showed that
the proposed ARIMA-DBN model could reliably forecast the future trend of algal biomass,
J. Mar. Sci. Eng. 2021, 9, 283 5 of 17
outperforming several other models, such as DBN, feed-forward neural network (FFNN;
method described below), and ARIMA combined with an FFNN.
Despite its widespread application across many application domains, ARIMA is only
able to model linear patterns in time series and cannot capture the non-linear patterns
present in many complex systems (Table 1). Moreover, ARIMA is not applicable to multi-
variate time series.
Table 1. Strengths and weaknesses of time-series methods applied in studies to forecast HABs and shellfish contamination
(ARIMA, Autoregressive Integrated Moving Average; VAR, Vector Autoregression; FFNN, Feed-Forward Neural Network;
CNN, Convolutional Neural Network; RNN, Recurrent Neural Network; LSTM, Long Short-Term Memory).
Method Strengths Weaknesses Ref.
Autoregressive Models
ARIMA
Needs a small amount of data, is
simple, fast, flexible, and adaptable
to various types of time series.
Cannot model non-linear patterns in
time series and is not applicable to
multivariate cases.
[27,28,30]
VAR Applicable to multivariate timeseries, simple and flexible.
Is prone to overfit and cannot model
non-linear patterns in time series. [31]
Support Vector Machine
Models non-linear data, needs a
small amount of data, generalizes
well, and assures a global
optimal solution.
Has a high computational cost and





Models non-linear data, is robust
and insensitive to missing data, and
its outputs are easily interpretable.
Has a high computational cost and






Easy to incorporate diverse data
types and to specify relations
between variables. Explicitly
probabilistic results.
Depends on a correct manual
modeling of the relations between
variables. A good estimate of the joint
probability distributions may require





Models dynamic, non-linear and
noisy data, has a low computational
cost, is easy to set up, self-adaptable,
self-organizing, and error tolerant.
Yields instable outputs, can produce a
local minimum result, has a low
efficiency and slow convergence




Extracts important features from
the data, can work with noisy data,
has a small number of trainable
weights and efficient training.
The receptive field size needs to be
tuned carefully to use all relevant
historical information, and struggles
to capture long-term dependencies in
the data.
[45]
RNN, LSTM Captures temporal dependenciesover variable periods of time.
Has a high complexity and
computational cost. [46–49]
The vector autoregressive (VAR) model, which extends the AR model to the multivari-
ate setting, emerged as a solution to address this latter issue. A VAR model is an n-variable,
n-equation linear model in which each variable is explained by its own lagged values, plus
current and past values of the remaining n− 1 variables [23]. In a VAR model of order p,
the the current values of a vector Xt = [X1,t, X2,t, ..., Xn,t] are given by




(φiX t−i) + at, (3)
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where φ0 is a n-dimensional constant vector, φi are n× n matrices for i > 0, and at are
independent and identically distributed random vectors with mean zero and time invariant
covariance matrix Σa [50].
VAR is one of the most commonly used MTS models due to its simplicity and flexibility,
and its properties have been broadly studied in the literature [24,51,52]. In the context of
HAB forecasting, Lui et al. (2007) [31] developed a VAR model with exogenous variables
(VARX) to predict algal blooms at Kat O, Hong Kong. The authors used daily and 2-h
field monitoring data of water temperature, solar radiation, and wind speed as exogenous
variables to predict one-step ahead chl-a fluorescence. The proposed approach had the
advantage that the model parameters were interpretable, giving insights into the actual
algal dynamics process. Even though the VARX model outperformed an artificial neural
network approach proposed by Lee et al. (2004) [53] on the same data, it performed worse
than a standard AR model.
VAR models have two main disadvantages (Table 1). First, the model capacity of
VAR grows quadratically over the number of variables. Therefore, when applied to MTS
with many variables, this model can have a large number of parameters, making it prone
to overfitting [20,54], which means that the model adapts too much to the details in
the data used for training, performing poorly on new data. Furthermore, VAR models
are linear and thus fail to capture non-linear relationships among variables. The ability
to capture non-linearity is especially important in the HAB and shellfish contamination
forecasting problem, since the relationships between biological and environmental variables
in ecosystems are often very complex and highly non-linear [55]. In order to handle the
non-linear relationships involved in MTS, non-linear models have been proposed.
3.2. Support Vector Machine
A time series forecasting problem can be treated as a standard regression problem
with time-varying parameters [20]. Thus, over the years, multiple non-linear regression
methods have been proposed for time series forecasting tasks. One example is the support
vector machine (SVM), introduced by Vapnik (1995) [56].
In a classification problem, the basic idea of SVM is to map the input data into a
high-dimensional feature space, F , using a fixed non-linear mapping, Φ. In this high-
dimensional space, the data can be separated using a linear hyperplane [57]. The projecting
of the input data into the feature space can be done implicitly using a kernel function, which
returns the inner product 〈Φ(x), Φ(x′)〉 between the images of two data points, x and x′,
in the feature space. The learning process takes place in the feature space, and the data
points only appear inside dot products with other points. This is computationally simpler
than explicitly projecting x and x′ into the feature space F [58]. In the case of a regression
problem, SVM works similarly: the input data is mapped into a high-dimensional feature
space via a non-linear mapping, and a linear regression is performed in this space [59].
SVM models have some advantages over artificial neural networks (ANNs; method
described below) (Table 1), including good generalization ability, only requiring a small
amount of training data and assurance of a global optimal solution [34]. Ribeiro and
Torgo (2008) [32] compared the performance of three prediction models, SVM, ANN, and
random forest (RF; method described below), on the task of predicting algal blooms. They
used biweekly physical-chemical and microbiological variables collected in river Douro,
Portugal, to predict the abundance values of seven micro-algae groups (Cyanobacteria,
Cryptophyta, Euglenophyta, Chrysophyta, Dinophyta, Chlorophyta, and Diatom). The
results showed that the proposed SVM model outperformed the other two approaches for
almost all the micro-algae groups analyzed.
Vilas et al. (2014) [33] proposed a SVM model to predict Pseudo-nitzschia spp. blooms
in the Galician coast, Spain. These blooms have adverse health and economic impacts,
namely due to mussel contamination with ASP toxins. The authors used eight years
of Pseudo-nitzschia abundance and associated meteorological and oceanographic data to
predict Pseudo-nitzschia presence/below detection limit and bloom/no bloom situations.
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The bloom/no bloom models, that were trained using only the presence samples, showed a
high predictive performance, which was superior to an ANN used in a previous study [60],
and thus could offer useful information to the local shellfish industry. Li et al. (2014) [34]
used monthly/biweekly water quality data to predict HABs in Tolo Harbour, Hong Kong,
based on several machine learning methods, namely, SVM, FFNN, and a generalized
regression neural network [61]. For both one- and two-weeks ahead predictions of chl-
a, SVM showed the best performance among all the tested models, outperforming all
the ANNs.
However, similar to VAR, the number of parameters in SVM models grows quadrati-
cally over the temporal window size and the number of variables, leading to high com-
putational cost and risk of overfitting when dealing with high-dimensional MTS data [62]
(Table 1). In fact, in the work of Li et al. (2014) [34], even though the SVR model outper-
formed the ANNs in all the used evaluation metrics, its running time was much higher.
3.3. Random Forest
Random forest (RF) is another non-linear regression model that can be used in time
series forecasting problems. An RF is a machine learning model developed by Breiman
(2001) [63], which easily adapts to non-linearities found in the data. The RF algorithm
consists of ensembles of decision tree models. In a decision tree, the input data is recursively
partitioned into two groups based on certain criteria until a predetermined stopping
condition is met. A disadvantage of decision trees is that they are prone to overfitting,
adapting too much to the details in the training data and performing poorly on new data.
RF models address this issue by considering only a subset of the input data and building
many individual trees [64]. In an RF model, each individual tree is built on a random sub-
sampling of the input data. The final output of the model is then determined by aggregating
the results generated by each tree making up the forest [35]. This method increases the
robustness and generalization accuracy of individual decision trees [35,64] (Table 1).
Yajima and Derot (2018) [35] proposed an RF model to forecast algal blooms in the
Urayama Reservoir (with fresh water) and the Lake Shinji (with saline water), Japan. The
authors used monthly water records containing more than ten years of data to forecast
chl-a concentration one to six months ahead. The results showed that the RF model could
forecast the general trends of chl-a concentration. Moreover, the model allowed the authors
to determine the most influential variables for the forecast: chemical and biochemical
oxygen demand, pH, and total nitrogen/total phosphorus.
More recently, Derot et al. (2020) [12] proposed an RF model to forecast HABs caused
by the toxic cyanobacterium Planktothrix rubescens in Lake Geneva. The goal was to lay
the foundation for a HAB forecasting model to help local stakeholders managing the
lake. The authors used 34 years of monthly/bi-monthly data of P. rubescens concentration,
biological and physical-chemical variables. Using a K-means clustering algorithm [65], the
P. rubescens concentration values were grouped into four categories, which were then used
as the prediction target for an RF model. The results showed that the proposed approach
could predict the concentration of harmful cyanobacteria over a year scale.
RF models have also been used for shellfish toxicity prediction. Harley et al. (2020) [13]
used several environmental time series, such as sea surface temperature (SST), salinity, and
air temperature, to predict the concentration of PSP toxins in blue mussels. The authors
created an RF model to classify shellfish above and below a toxicity threshold one week
in advance. However, a low classification accuracy was obtained (below 50%) for the
out-of-sample hindcast.
3.4. Probabilistic Graphical Models
Alongside the remarkable development of machine learning algorithms to model
time-series data, there is a growing need to understand the causal temporal relationships in
complex systems. Temporal probabilistic graphical models have been proposed to infer the
direction of temporal relationships, which show particularly promising for environmental
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risk prediction and decision analysis [66]. Pioneering work in causal discovery is rooted in
Bayesian Network (BN) theory [67]. BNs are increasingly used to describe complex systems,
being able to incorporate diverse data sources and handle problems with uncertainty.
BNs encode probabilistic relations within a set of variables, {X1, ..., Xn}, to simplify
the representation of their joint distribution [66]. A BN is represented by a directed acyclic
graph (DAG), where the variables are represented by nodes, with edges between the
variables corresponding to a causal relationship represented by directed arrows. The set of
parents of the node Xi is denoted by Pa(Xi). The joint probability distribution over X is
given by





Dynamic Bayesian Networks [68,69] are an extension of Bayesian networks for model-
ing dynamic systems, where the state at time t is represented by a set of random variables
Xt = (X1,t, ..., Xn,t) and is dependent on the states at previous time steps. These models
can be extended to incorporate hidden variables through dynamic Bayesian networks
and their particular case Hidden Markov Model (HMM). In this context, an HMM with
adaptive exponential weighting (AEW-CHMM) has been used for early forecasting of
microcystin, a toxin produced by the cyanobacteria microcystis, through chl-a forecasting, in
a shallow lake [36]. The dataset was composed of 731 daily observations during a two-year
period, accounting for meteorological and biological factors, namely, total nitrogen and
phosphorus, sunlight intensity, temperature, wind speed, and chl-a concentration. The
computational results showed better performance of AEW-CHMM over other time-series
forecasting models, including ARIMA and SVM, for the three-step-ahead forecasting after
fluctuation points.
3.5. Artificial Neural Networks
Considerable effort has been made by the machine learning community to develop
new algorithms for the prospective detection of events to overcome the limitations of
classical methods. Most innovation has been put forth on developing time-series models of
increased complexity, with artificial neural networks (ANNs) standing in the cutting-edge
research front. ANN models are well suited to simulating dynamic non-linear systems,
which hold for many real-world problems.
An ANN is a computing system designed to mimic the human nervous system and
learn and generalize from examples to produce useful solutions. An ANN is a composition
of many simple non-linear computing units, called neurons. Each neuron has its own set of
adjustable parameters and while some neurons use the data as input, many operate on the
outputs of other neurons. This large composition of adjustable non-linear transformations
can approximate any mapping between the data and a desired result. With enough training
data, these learned relations generalize well to new examples. This property of universal
approximation can be used to model non-linear relations in time series using different
network architectures, as covered below. Consequently, in recent years, the number of
studies focused on using ANNs to solve complex time series forecasting problems has
been increasing.
3.5.1. Feed-Forward Neural Networks (FFNNs)
FFNNs, or multi-layer perceptrons (MLPs), were the first neural network architecture
used for time series forecasting [70]. In an FFNN, the neurons are organized in layers,
with links from each neuron in the kth layer being directed to each neuron in the (k + 1)th
layer [71]. Typically, there is one input layer that receives inputs from the environment, one
output layer, which yields the network’s response, and one or more intermediate hidden
layers [16].
Each neuron in each layer performs some calculation and outputs a value that is then
sent as input to other units through its outgoing connections. Each connection has an
associated weight, and a network is trained by modifying these weights [71,72] so that the
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network’s response best matches the desired response [16]. A popular method for training
FFNNs is the back-propagation algorithm, proposed by Rumelhart et al. (1986) [73].
Many feed-forward architectures have been proposed to forecast algal blooms using
MTS data (e.g., [37–39]). Recknagel et al. (1997) [37] used FFNNs applied to historical
water quality and plankton measurements to predict cell counts for ten dominant algae
species in different water bodies (freshwater lakes in Japan and Finland and an Australian
river). The results showed that the proposed approach successfully modeled and predicted
complex and non-linear algal blooms phenomena. In a different study, to forecast the
occurrence of cyanobacteria of a species group of Anabaena in the River Murray at Morgan,
Australia, Maier et al. (1998) [38] trained FFNNs on a seven-year weekly dataset of eight
environmental variables to provide four-week forecasts. Good forecasts were obtained for
both the incidence and magnitude of cyanobacterial growth. The flow and temperature
were found to be the most relevant variables to the onset and magnitude of incidences of
cyanobacterial growth, followed by watercolor, with plant nutrients and turbidity as less
important for the time period evaluated. The use of lagged versus unlagged inputs was also
evaluated, with lagged inputs yielding a significant improvement in model performance.
Lee et al. (2003) [39] used an FFNN to predict one-week ahead algal blooms in the
coastal waters of Hong Kong in two different scenarios. In the first scenario, the authors
predicted chl-a concentration using biweekly water quality data measured at Tolo Harbour
from 1982 to 2000. In the second scenario, cell concentration of the genus Skeletonema was
predicted using weekly phytoplankton abundance data at Lamma Island from 1996 to 2000.
The authors trained an FFNN with one hidden layer with several combinations of inputs,
including solar radiation, total inorganic nitrogen, dissolved oxygen, water temperature,
rainfall, wind speed, and chl-a (or cell concentration for the second scenario). For both
scenarios, the best results were obtained using only the time-lagged algal dynamics as the
network input. The results showed that the prediction followed the major trends of the
data reasonably well. However, large deviations were observed for short-term prediction.
Muttil and Chau (2006) [16] also used the biweekly water quality data and an FFNN
with one hidden layer to predict algal blooms in Tolo Harbour. Furthermore, they then
studied the weights of the trained FFNN to identify the ecologically significant variables.
Similar to Lee et al. (2003) [39], the authors concluded that chl-a was the most significant
variable in predicting the one-week ahead algal biomass, which suggests an auto-regressive
nature for the algal dynamics. The predictions obtained by an FFNN trained with only
time-lagged chl-a were able to track the algal dynamics with reasonable accuracy; however,
a phase error of about one week was noticed on closer examination. Therefore, they con-
cluded that the use of biweekly data might not be ideally suited for short-term predictions
of algal blooms, and recommended the use of higher frequency data.
An FFNN was also used to forecast chl-a concentration and cell counts of the toxic
algae Microcystis seven-days in advance in Lake Kasumigaura, Japan [40]. This study
showed that the proposed model could forecast the timing and magnitudes of algal blooms
to a reasonable extent. Velo-Suárez and Gutierrez-Estrada (2007) [41] used FFNNs with
two hidden layers to forecast one-week ahead Dinophysis acuminata blooms, which are
associated with DSP outbreaks. The models were trained and tested using weekly collected
data of D. acuminata cell counts between 1998 and 2004, in the Huelva coast, Spain. The
resulting FFNN models were able to capture the observed trends in D. acuminata with a
low number of input variables.
More recently, Guallar et al. (2016) [14] developed one- and two-weeks ahead absence-
presence and abundance models for HABs in Alfacs Bay, NW Mediterranean. The devel-
oped models were used to predict Pseudo-nitzschia diatoms and Karlodinium dinoflagellates,
based on time series of more than 20 years of biological and environmental variables.
The authors first developed a classification model (absence-presence) to discriminate the
samples with abundances over and below a detection limit. Using the samples with an
abundance above the detection limit, the authors then developed an abundance model.
For both models and species, an FFNN with one hidden layer was used. The results
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showed that the developed models had a high performance for the absence-presence
model. However, particularly for Karlodinium, the results for the abundance model were
not satisfactory.
Algal biomass dynamics are non-linear and non-stationary due to the complex interac-
tion of physical, chemical, and biological parameters affecting the growth and accumulation
of biomass [30]. ANN models are well suited to simulating dynamic non-linear systems.
However, these approaches often have limitations when dealing with non-stationary
data [74]. Thus, to take advantage of ANN models, some studies pre-process the input
data into several stationary variables. One example is the work of Xiao et al. (2017) [30],
which used wavelet transformation on algal density time series. Wavelet transformation
decomposes a univariate time series into sub-components such that the decomposed data
improve the ability of a forecasting model by capturing useful information on various
resolution levels [75]. The authors combined wavelet decomposition with ANNs, the
so-called wavelet neural network (WNN), and applied the developed model to daily chl-a
concentration data in Lake Winnebago, USA, and Siling Reservoir, China. In the WNN
model, the original time series was first decomposed by wavelet transformation into four
sub-components. Then, each decomposed series was used as input to an FFNN with
two hidden layers for forecasting, and the final output was obtained by recomposing the
individual output series. The developed model had a high performance on both study sites
for one-day ahead forecasting. The WNN model was also compared to an FFNN and an
ARIMA model and was found to be the most accurate approach.
The wavelet decomposition approach was also used by Shamshirband et al. (2019) [42],
that developed ensemble models to obtain multi-day ahead forecasts of chl-a concentration
in Hilo Bay, Hawaii. Using different wavelet transformation functions on a time series
leads to sub-components with different characteristics. Thus, the authors applied different
wavelet transformation functions to daily chl-a data and used the different sub-components
to develop ten separate wavelet-ANN models. The outputs of the different wavelet-ANN
were then combined using two ensemble techniques to achieve more accurate and reliable
forecasts. The ensemble models performed well for up to three-days ahead forecasting and
were found to be superior to the best single models.
A different approach for HAB forecasting was proposed by Guo et al. (2020) [43],
which coupled ANNs with a deterministic vertical stability theory to build a daily algal
bloom risk forecast system. A three-layer FFNN was adopted to predict SST, vertical
temperature, and salinity differential, which stand as important physical parameters to
assess the algal growth rate and vertical eddy diffusivity. Using real-time solar radiation,
air temperature, wind speed, SST, rainfall, river flow, and tidal range data between 2012
and 2018 as input, the ANN models provided daily forecasts for a marine fish farm in Tolo
Harbour. The proposed system was robust and had the advantage of not relying on past
chlorophyll measurements.
Recently, Grasso et al. (2019) [44] addressed the challenge of directly forecasting
shellfish biotoxin contamination, beyond HAB prediction, by predicting the concentration
of PSP toxins in blue mussels with one to ten weeks of advance. To do that, the authors
used four years of weekly toxin data and configured it to mimic an image classification task.
Four classification categories were created based on toxin concentrations, and an FFNN
with one hidden layer was used to perform the classification task. The model was able to
accurately predict closure-level toxic events at a two-week advance notice. However, the
classification accuracy dropped sharply for forecast horizons longer than three weeks.
3.5.2. Convolutional Neural Networks (CNNs)
A CNN is a type of ANN specialized for processing data that have a grid-like topology,
such as images and time series [76]. The term convolutional indicates that CNNs employ
a mathematical operation called convolution, instead of a general matrix multiplication,
which is applied by traditional FFNNs [76]. A discrete convolution of two finite one-
dimensional signals f = [ f (0), ..., f (N− 1)] and g = [g(0), ..., g(M− 1)], f ∗ g, is defined as
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f (j)g(i− j). (5)
From Equation (5), a convolution at point i is calculated by shifting the signal g over
the input f along j and computing the weighted sum of the two [77].The neurons in the
hidden layers of a CNN, also called convolutional layers, apply convolution operations
over the input using a weight matrix, i.e., in each convolutional layer, the weight matrix
(also called kernel or filter) slides over the input and computes the dot product between the
input and the weight matrix to create a feature map. The intuition behind a CNN is thus to
learn, in each layer, a weight matrix that will be able to extract the necessary features from
the input [77,78].
In general, a convolutional layer consists of two stages. In the first stage, the layer
performs multiple convolutions in parallel to produce a set of linear activations. In the
second stage, each linear activation is run through a non-linear activation function. After a
convolutional layer, it is common to add a pooling layer, which uses a pooling function to
modify its output. This pooling function replaces the network’s output at a certain location
with a summary statistic of the nearby outputs. These steps can be repeatedly performed
as many times as desired, with a new convolutional layer applied on the pooled layer,
followed by another pooling layer, and so forth. In the end, it is common to have fully
connected layers that compute the final prediction [72].
Hill et al. (2020) [45] used a CNN applied to daily remote sensing data to detect and
predict HAB events within the Gulf of Mexico region. The authors used a range of variables
obtained through remote sensing, including SST, chl-a concentrations, and reflectance
bands. The satellite images of these variables were used to create a datacube structure,
which surrounds each HAB event in time and space. A CNN was used to extract feature
vectors from each variable, which were then input to a long short-term memory (LSTM;
method described below), MLP, RF, or SVM classifier, to discriminate between HAB and
non-HAB events. Combining the CNN model with an LSTM yielded slightly better results
(classification accuracy of 91%) compared to the other methods. The authors concluded
that the datacube method effectively predicted HAB events up to eight-days ahead without
significant degradation of classification accuracy.
3.5.3. Recurrent Neural Networks (RNNs)
An RNN is a neural network specialized for processing sequential data, such as time
series [76]. Every RNN is a combination of multiple RNN units (or cells). RNNs process
sequential data by maintaining an internal memory state, which acts as a compact summary
of past information and is recursively updated with new observations at each time step [79].
This is made possible by the existence of feedback loops in the RNN cell, which connect its
previous state to the current state, allowing for information about the past to be transmitted
to the present.
In an RNN cell, the output at time step t, ot, is given by
ot = ψ(U · ht + c), (6)
where ψ is the activation function, ht is the hidden state of the cell, U is the weight matrix
of the hidden-to-output connection, and c is a bias vector. The hidden state of the cell is
given by
ht = φ(W · ht−1 + V · xt + b), (7)
where φ is the activation function, W and V are the weight matrices of the hidden-to-hidden
and input-to-hidden connections, respectively, b is a bias vector, ht−1 is the hidden state at
the previous time step t− 1, and xt is the input at the current time step t. Thus, the current
hidden state depends on the hidden state at the previous time step, as well as the current
input [80].
J. Mar. Sci. Eng. 2021, 9, 283 12 of 17
RNNs are trained using a variant of the back-propagation algorithm called back-
propagation through time (BPTT). BPTT propagates the error signal not only from layer
to layer but also from one time step to the previous ones [81]. However, standard RNN
architectures trained with BPTT have difficulty in capturing long-term dependencies in the
data. This is due to the vanishing and the exploding gradient problems, where weights in
the network go to zero or become extremely large during model training. Both problems
occur because the error signal can only be effectively back-propagated for a limited number
of time steps [82].
These problems of vanishing and exploding gradients can be mitigated with appropri-
ate network architectures. One of the most successful approaches is the long short-term
memory (LSTM) network, a RNN proposed by Hochreiter and Schmidhuber (1997) [83]
that preserves gradient information over time. This allows LSTMs to capture longer pat-
terns in the data, making it a better choice when prediction requires considering longer
time windows [82]. An LSTM has two flows of information. At each time step t, the
LSTM unit is presented with the corresponding data element in the input sequence and, in
addition, the hidden state and cell state at the previous time step t− 1. The hidden state,
as in a generic RNN, results from non-linear transformations of the input to the LSTM unit.
But the cell state is a function of linear transformations. It is this property that allows the
cell state to better preserve gradients and gives the LSTM the ability to adapt to longer
patterns in the data [80].
One example of the use of recurrent networks for HAB forecasting is the work of Lee
and Lee (2018) [46]. The authors proposed an RNN and an LSTM to predict one-week ahead
chl-a concentration on four major rivers in South Korea, using weekly water quality data.
They also compared the results with an MLP with three hidden layers. The results showed
that the LSTM model achieved the best prediction performance overall. Additionally,
when large variations in chl-a occurred, the LSTM model predictions were closer to the
actual data than those of the MLP model. Cho et al. (2018) [47] used a deep recurrent
network composed of LSTM units to predict algal blooms in Geum River, South Korea. The
authors used daily water quality parameters measured from 2013 to 2017 to predict chl-a
concentration one- and four-days in advance. The results showed that the LSTM model
achieved high predictive performance, outperforming an FFNN with multiple hidden
layers. Similarly, Cho and Park (2019) [48] also predicted algal blooms in the Geum River.
Besides the daily water quality parameters used by Cho et al. (2018) [47], other auxiliary
variables from different sources were used. The authors introduced a merged-LSTM model,
composed of three parallel LSTM layers, one for each data source, and a merge layer to
yield the output. The proposed model outperformed a conventional LSTM and an MLP for
seven-days ahead chl-a forecasting.
In a more complex approach, Wang and Xu (2020) [49] used a dual-stage attention-
based RNN (DA-RNN) [84] to predict chl-a concentration. The proposed model was
applied to a two-year dataset obtained by Fujian Marine Forecasts Station, which contained
the time series of chl-a concentration plus seven other water parameters measured with
an interval of 30 min. The DA-RNN model is based on an encoder-decoder architecture,
in which an RNN is used to encode the input sequence into a feature representation
vector, which is then used by another RNN to make predictions [85]. In the DA-RNN
model, the encoder uses a spatial attention mechanism to adaptively capture the correlation
between the chl-a time series and the other variables. The decoder then uses a temporal
attention mechanism to adaptively select the relevant previous time intervals for making
the prediction. Thus, this model can adaptively select both the relevant input variables
and the relevant previous time intervals to make a prediction. The authors compared the
DA-RNN model to a Seq2seq model [85] and an attention RNN [86]. The results showed
that the DA-RNN model achieved the best performance on two evaluation metrics for
different prediction intervals.
J. Mar. Sci. Eng. 2021, 9, 283 13 of 17
4. Conclusions
Although HABs are a natural phenomenon known from ancient times, their modeling
and prediction remain a challenging task. The most relevant steps based on analysis of
historical time-series data using machine learning models, registered throughout the last
decades, that had contributed to important achievements in this field, were summarized
here. From the machine learning perspective, a trend for increased model complexity
can be depicted from the present survey. The most recent approaches are based on RF
and ANN, with an emphasis on the latter to predict these natural events. Although RF
provide explicit rules that can be easily interpreted by humans, deep ANN are notoriously
hard to interpret. This may be a disadvantage of using these more powerful models.
However, recent research in interpreting neural networks provides several techniques to
mitigate this problem, such as local explainers that use synthetic neighbors to estimate the
importance of different features for the classification of a given example [87], explanations
by case that provide examples that the network considers to be similar to a target example
according to the internal representations of the ANN [88], or synthetic counterfactuals
that reveal the smallest change that could shift the network’s decision [89]. Although not
specifically developed for HAB forecasting, methods such as these can provide insight into
the workings of ANN applied to this problem, mitigating the disadvantages of using such
opaque models.
In contrast with HAB forecasting, very little has been done to foresee the impacts of
HABs, particularly where it concerns shellfish farming and wild-capture. This growing
industry with great impacts on the economic sustainability of coastal regions is contin-
uously and eagerly requesting support from the scientific community for anticipating
closures to shellfish harvesting and market interdictions due to biotoxin contamination.
Recent studies have now attempted to directly predict shellfish contamination based on
multivariate environmental time-series data.
Technological advances in meteorology and oceanography have been providing vast
amounts of data allowing characterizing key environmental factors associated with onset,
development, and senescence of HABs. This increased availability of data from in-situ
monitoring systems also shows in the current model development trend, with models now
accounting for multiple variables for model development, including climate (e.g., tempera-
ture, rainfall, surface light, wind speed, and direction), satellite (remotely sensed images
and satellite-derived SST and chl-a concentrations), nutrients, and in-situ measurements of
toxin concentration. Such multi-source data has opened new avenues to infer the causal
temporal relationships between the variables involved in HAB formation and shellfish
contamination, which is expected to play a role in environmental risk prediction, decision
making, and limit economic losses to the shellfisheries industry.
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The following abbreviations are used in this manuscript:
AEW Adaptive Exponential Weighting
ANN Artificial Neural Network
AR Autoregressive
ARIMA Autoregressive Integrated Moving Average
ARMA Autoregressive Moving Average
ASP Amnesic Shellfish Poisoning
BN Bayesian Network
CNN Convolutional Neural Network
DA-RNN Dual-stage Attention-based RNN
DBN Deep Belief Network
DSP Diarrhetic Shellfish Poisoning
FFNN Feed-Forward Neural Network
HAB Harmful Algal Bloom
HMM Hidden Markov Model
MA Moving Average
MAE Mean Absolute Error
ML Machine Learning
MLP Multi-Layer Perceptron
MTS Multivariate Time Series
MVLR Multivariate Linear Regression
LSTM Long Short-Term Memory
PSP Paralytic Shellfish Poisoning
RF Random Forest
RMSE Root Mean Square Error
RNN Recurrent Neural Network
SST Sea Surface Temperature
SVM Support Vector Machine
VAR Vector Autoregressive
WNN Wavelet Neural Network
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