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Abstract
Given an arbitrary (commutative) field K, let V be a linear subspace of Mn(K)
consisting of matrices of rank less than or equal to some r ∈ [[1, n− 1]]. A theorem
of Atkinson and Lloyd states that, if dimV > n r− r+1 and # K > r, then either
all the matrices of V vanish everywhere on some common (n − r)-dimensional
subspace of Kn, or it is true of the matrices of the transposed space VT . Using a
new approach, we prove that the restriction on the cardinality of the underlying
field is unnecessary. We also show that the results of Atkinson and Lloyd on the
case dimV = n r − r + 1 hold for any field, except in the special case when n = 3,
r = 2 and K ≃ F2. In that exceptional situation, we classify all the exceptional
spaces up to equivalence. Similar theorems of Beasley for rectangular matrices
are also extended to all fields. Finally, we extend Atkinson, Lloyd and Beasley’s
classification theorems to a range of high dimensions which almost doubles theirs,
under the assumption that # K > r.
AMS Classification: 15A30, 15A03
Keywords: matrices, rank, non-singular matrices, linear subspaces, affine subspaces,
null space.
1 Introduction
1.1 The problem
Let K be a (commutative) field, and n and p be two positive integers, with n ≥ p unless
specified otherwise. Denote by Mn,p(K) the space of all n× p matrices with entries in
K, and set Mn(K) := Mn,n(K). We denote by GLn(K) the group of invertible matrices
of Mn(K).
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Given a positive integer r, an r-subspace of Mn,p(K) is a linear subspace in which
all the matrices have rank less than or equal to r. The study of r-spaces of matrices
has a long history dating back to Isaiah Schur, who was the first to discover that a 1-
subspace of matrices either consists of matrices whose images are included in a common
1-dimensional space, or consists of matrices whose kernels contain a common hyperplane.
A naive generalization to larger values of r fails: of course, if a linear subspace V of
Mn,p(K) is such that every matrix of V vanishes everywhere on some (p−r)-dimensional
subspace of Kp, or the column spaces of all the matrices of V are included in a common
r-dimensional subspace of Kn, then V is an r-space, but the converse does not hold.
One must be aware that the general classification problem for r-spaces of matrices,
i.e., the one of determining all the maximal r-subspaces of Mn,p(K) up to equivalence,
is intractable. Thus, one has to fall back to more modest aims. So far, there have
been two major kinds of classification results on r-spaces. For small values of r (up
to r = 3), or when n > 1 +
r(r − 1)
2
, Atkinson [1] has obtained a classification of all
the primitive1 r-spaces if the underlying field K has more than r elements. His results
were later rediscovered by Eisenbud and Harris [5], who used techniques from algebraic
geometry to reprove them in the special case of algebraically closed fields.
On the other hand, one can seek to understand the structure of maximal r-subspaces
of matrices with large dimension. That problem dates back to Dieudonne´ [4], who proved
that a linear subspace of Mn(K) which contains only singular matrices - that is, an n− 1-
subspace of Mn(K) - has dimension less than or equal to n2−n, and that equality occurs
only if all the matrices of the subspace vanish at some common non-zero vector of Kn
or all the matrices have their column space included in a common hyperplane of Kn.
This theorem was a major tool in Dieudonne´’s determination of the automorphisms of
the vector space Mn(K) which preserve non-singularity [4]. Dieudonne´’s result was later
generalized by Flanders, who proved that an r-subspace of Mn,p(K) must have dimension
less than or equal to n r (remember the assumption that n ≥ p), and classified the cases
of equality (note that equality is obviously attained by the space of all matrices with all
last p−r columns zero). Unlike Dieudonne´, Flanders relied upon rudimentary techniques
of algebraic geometry, to the effect that his arguments only apply to fields with more
than r elements (he also excluded fields of characteristic 2, but that limitation can be
easily worked around). It was only much later [7] that Roy Meshulam was eventually
able to prove that Flanders’s theorem holds for all fields. In the meantime, Atkinson and
Lloyd had worked on extending the study of large r-spaces to encompass dimensions
that are close to the maximal one n r. Among their results, they proved that if an
r-subspace V of Mn(K) has dimension greater than nr − r + 1, then all the matrices
of V vanish everywhere on some common (n − r)-dimensional subspace of Kn or their
column spaces are included in a common r-dimensional subspace of Mn(K). It ensues
that, up to equivalence and transposition, there is exactly one maximal r-subspace of
Kn of dimension greater than nr− r+1. Atkinson and Lloyd also classified the r-spaces
1The notion of a primitive r-space will play no part in our study, so we do not recall its definition.
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of dimension nr − r + 1 and showed that, up to equivalence and transposition, there is
exactly one such maximal r-subspace of Mn(K). Later, Beasley [3] generalized Atkinson
and Lloyd’s results to spaces of rectangular matrices.
The works of Atkinson, Lloyd and Beasley are based upon Flanders’s core ideas, and
for this reason they only address the case of fields with more than r elements. In [7],
Meshulam brought forth a counter-example which cast doubt on the potential validity
of Atkinson and Lloyd’s results for fields with very small cardinality.
Thus, after the mid-1980’s, there remained two open problems on the topic of large
r-spaces of square matrices:
(1) Obtain classification theorems for dimensions that are smaller than nr − r + 1;
(2) Search whether the Atkinson-Lloyd-Beasley theorems can be extended to all finite
fields, minus some exceptional cases.
Until now, no progress had been made on either one of those problems. The main
purpose of this article is to give a complete solution to the second one. Our short answer
is that the Atkinson-Lloyd-Beasley theorems hold for all fields and all dimensions, with
the notable exception of the case when n = p = 3, r = 2 and K ≃ F2, in which we find
that, up to equivalence, Meshulam’s counter-example is the sole exceptional solution.
In addition, we shall give a modest contribution to the first problem by covering a range
of dimensions that is roughly twice as large as the one in the Atkinson-Lloyd-Beasley
theorems (though only for fields with more than r elements).
Besides the sheer beauty of the Atkinson-Lloyd-Beasley classification theorems, a
strong motivation for generalizing them to all fields was their potential application to
wide generalizations of Dieudonne´’s theorem on invertibility preservers. The following
three theorems were proved in [9] as an application of results of the present article: to
understand them, remember that a Frobenius automorphism is a map of the form
M 7→ PMQ or M 7→ PMTQ,
where P and Q are non-singular matrices and MT denotes the transpose of M , and
that Dieudonne´’s theorem states that the Frobenius automorphisms are the only linear
maps from Mn(K) to itself which map the set of invertible matrices onto itself:
Theorem 1. Let V be a linear subspace of Mn(K) such that codimV < n − 1. Let
f : V →֒ Mn(K) be a linear embedding such that
∀M ∈ V , f(M) ∈ GLn(K)⇔M ∈ GLn(K).
Then, f extends to a Frobenius automorphism of Mn(K) unless n = 3, codimV = 1 and
K ≃ F2.
Theorem 2. Let V be a linear subspace of Mn(K) such that codimV < n − 1. Let
f : V → V be a linear bijection such that f
(
V ∩ GLn(K)
)
⊂ GLn(K). Then, f extends
to a Frobenius automorphism of Mn(K) unless n = 3, codimV = 1 and K ≃ F2.
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Theorem 3. Assume that K is infinite. Let V be a linear subspace of Mn(K) such that
codimV < n−1, and f : V →֒ Mn(K) be a linear embedding such that f
(
V ∩GLn(K)
)
⊂
GLn(K). Then, f extends to a Frobenius automorphism of Mn(K).
1.2 Further notation
For M ∈ Mn,p(K), we denote by mi,j its entry on the i-th row and j-th column. The
image - or column space - ofM is denoted by ImM . The kernel - or null space - ofM is
denoted by KerM . If M is a square matrix, we denote by tr(M) its trace and by M˜ the
transpose of the matrix of cofactors of M , and we recall the formula M˜ = det(M)M−1
when M is invertible.
We denote by sln(K) the subspace of matrices with trace 0 in Mn(K), and by T+n (K)
(respectively, by T−n (K)) the subspace of upper-triangular matrices (respectively, of
lower-triangular matrices). We equip Mn,p(K) with the non-degenerate symmetric bi-
linear form b : (A,B) 7→ tr(ATB). Given a subset A of Mn,p(K), its orthogonal subspace
with respect to b will always be denoted by A⊥ unless specified otherwise.
We make the group GLn(K)×GLp(K) act on the set of linear subspaces of Mn,p(K) by
(P,Q).V := P V Q−1.
Two linear subspaces of the same orbit will be called equivalent (this means that
they represent, in a change of bases, the same set of linear transformations from a p-
dimensional vector space to an n-dimensional vector space). They will be called similar
if n = p and we can take P = Q in the above condition.
Given a non-empty subset V of Mn,p(K), we denote by rkV the maximal rank for a
matrix in V , and call it the rank of V .
Given subsets of Mn(K) and Mp(K), respectively, we set
A ∨ B :=
{[
A C
0 B
]
| (A,B,C) ∈ A× B ×Mn,p(K)
}
,
which is a subset of Mn+p(K).
For (s, t) ∈ [[0, n]]× [[0, p]], we define
R(s, t) :=
{[
M N
P [0](n−s)×(p−t)
]
|M ∈Ms,t(K), N ∈Ms,p−t(K), P ∈Mn−s,t(K)
}
,
which is a linear subspace of Mn,p(K). Notice that we understate n and p in this
notation; however, no confusion should arise when we use it.
In particular, R(r, 0) is the set of all matrices with all rows zero starting from the
(r + 1)-th, and R(0, r) is the set of all matrices with all columns zero starting from the
(r+1)-th, and hence they are r-subspaces of Mn,p(K). More generally, R(s, t) is always
an s+ t-space.
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1.3 Main results
Here is our first theorem for r-subspaces of square matrices, generalizing Atkinson and
Lloyd’s theorem to all fields:
Theorem 4. Let K be an arbitrary field, and n be a positive integer. Let r ∈ [[1, n− 1]]
and V be an r-subspace of Mn(K).
(a) If dimV > nr − r + 1, then V is equivalent to a linear subspace of R(r, 0) or
R(0, r), i.e. either there exists an r-dimensional subspace F of Kn such that ∀M ∈
V , ImM ⊂ F , or there exists an (n − r)-dimensional subspace G of Kn such that
∀M ∈ V , G ⊂ KerM .
(b) If dimV = nr − r + 1 and (n, r,# K) 6= (3, 2, 2), then either V is equivalent to a
linear subspace of R(r, 0) or R(0, r), or V is equivalent to R(1, r−1) or R(r−1, 1).
Notice that dimR(1, r − 1) = dimR(r − 1, 1) = n r − r + 1, whence the additional
new cases when dimV = nr − r + 1.
In the special case when n = 3, r = 2 and K ≃ F2, the following counter-example
was brought forth in an article of Meshulam [7]: the linear subspace
J3(F2) := T
−
3 (F2) ∩ sl3(F2) =
{a 0 0c b 0
d e a+ b
 | (a, b, c, d, e) ∈ F52
}
of M3(F2) has rank 2, dimension 5 but it is an easy exercise to prove that it is neither
equivalent to R(1, 1) nor to a linear subspace of R(2, 0) or R(0, 2): notice that, given
some x ∈ F32r {0}, the linear subspace J3(F2)x can have any dimension between 1 and
3 (but never 0), depending on x. As we shall see, this counter-example is exceptional.
We will prove the following theorem indeed:
Theorem 5. Let V be a 2-subspace of M3(F2) with dimension 5. Then:
(i) Either V is equivalent to a linear subspace of R(0, 2) or R(2, 0);
(ii) Or V is equivalent to R(1, 1);
(iii) Or V is equivalent to J3(F2).
With the same techniques, we shall also establish the following theorem for spaces of
rectangular matrices, already proved by Beasley [3] in the case # K > r.
Theorem 6. Let K be an arbitrary field, and n and p be positive integers with n > p.
Let r ∈ [[1, p− 1]] and V be an r-subspace of Mn,p(K).
(a) If dimV > nr − r + 1 + p− n, then V is equivalent to a linear subspace of R(0, r).
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(b) If dimV = nr − r + 1 + p − n, then either V is equivalent to a linear subspace of
R(0, r), or it is equivalent to R(1, r − 1), or it is equivalent to R(r, 0) and then
n = p+ 1 or r = 1.
Applying the transposition shows that the previous theorems encompass Mn,p(K) for
every pair (n, p) of positive integers.
In order to prove the above theorems, it is necessary to avoid using polynomials of
large degrees, unlike Flanders, Atkinson, Lloyd and Beasley. This basically forces us
to use only very elementary tools of linear algebra, such as the rank theorem, gaussian
elimination, the factorization lemma for linear mappings, and elementary block matrix
computations. The term “matrix combinatorics” is probably a good way to describe
that sort of technique.
Among the various lemmas involved in solving the above problems, some are genuinely
interesting for their own sake, so we shall highlight them here:
Lemma 7 (Inverse transitivity lemma). Let V be an affine subspace of Mn(K) such that
codimV < n− 1. Then, for every x ∈ Kn r {0},
span{A−1x | A ∈ V ∩GLn(K)} = Kn
and hence
span{A˜x | A ∈ V} = Kn.
Note how this strengthens the part of Dieudonne´’s theorem that states that V ∩GLn(K)
is non-empty.
Lemma 8 (Representation lemma). Let n, p and r be positive integers. Let V be a
linear subspace of Mn,r(K) such that dimV ≥ n r − n + 2. Let ϕ : V → Mn,p(K) be a
linear map such that Imϕ(M) ⊂ ImM for every M ∈ V.
Then, there exists C ∈Mr,p(K) such that ϕ(M) =MC for every M ∈ V.
Besides being a major key both in our proofs of the above theorems and in the proof
of Theorem 1 from [9], Lemma 8 is particularly interesting for its connection with the
currently fashionable topic of algebraic reflexivity. Remember that, given vector spaces
U and V , a vector space S of linear operators from U to V is called algebraically
reflexive when, for every linear map f : U → V , the condition ∀x ∈ U, f(x) ∈ Sx
implies f ∈ S. The above representation lemma can be turned into a theorem giving a
sufficient condition for algebraic reflexivity:
Theorem 9. Let U and V be finite-dimensional vector spaces, and S be a linear subspace
of L(U, V ). Set U0 :=
⋂
f∈S
Ker f . If dimU − dimU0 ≥ dimS dimV − dimV +2, then S
is algebraically reflexive.
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After writing this article, we found out that the lower bound dimS dimV −dimV +2
in Theorem 9 is not optimal. On one hand, every 1-dimensional space of operators is
algebraically reflexive. On the other hand, when dimS > 1, the optimal lower bound
on dimU − dimU0 happens to be dimS dim V − 2 dimV + 3 if K has more than three
elements, and dimS dimV − 2 dimV + 4 otherwise. We shall not include a proof of
those statements because they are both very different and far longer than the one of
Theorem 9.
In the last section of the paper, we shall prove the following theorem, which roughly
doubles the range of high dimensions for which the structure of r-spaces is known, with
a restriction on the cardinality of the underlying field, however.
Theorem 10 (Second classification theorem). Let n, p and r be positive integers with
n ≥ p > r. Let V be an r-subspace of Mn,p(K) such that dimV ≥ nr− 2r+4+2(p−n).
Assume that #K > r. Then, V is equivalent to a subspace of one of the spaces R(0, r),
R(r, 0), R(1, r − 1), R(r − 1, 1), R(2, r − 2) or R(r − 2, 2).
Note that R(2, r) ⊂ Mn,p(K) has dimension nr − 2r + 4 + 2(p − n). For small
finite fields, we suspect that many exceptional cases should arise between dimensions
nr − 2r + 4 + 2(p− n) and nr − r + 1 + (p− n).
We finish by stating what should be the ultimate conjecture on the structure of large
r-spaces of square matrices:
Conjecture 1. Let n and r be positive integers with n > r. Let V be an r-subspace of
Mn(K) such that dimV ≥ nr − ⌊ r2⌋
(
r − ⌊ r2⌋
)
. Then, V is equivalent to a subspace of
R(s, r − s) for some s ∈ [[0, r]].
The lower bound nr−⌊ r2⌋
(
r−⌊ r2⌋
)
is the minimal dimension for a subspace of Mn(K)
of type R(s, r − s) with s ∈ [[0, r]].
1.4 Structure of the article
Our proof of Theorems 4 and 6 has two major steps. We will show that, in most cases,
we can use a transposition and right and left-multiplication by non-singular matrices
to reduce V ⊂ Mn,p(K) to the form
{[
M ϕ(M)
]
| M ∈ W
}
, where W is a linear
subspace of Mn,r(K) and ϕ is a linear map. The second step is to prove, with the
assumption dimW ≥ nr− n+ 2, that the matrices of V vanish on some common linear
subspace of dimension p − r: we will coin this as the Common Kernel Theorem. The
first step will use some recent new ideas for proving Flanders’s theorem (see [8]). The
Common Kernel Theorem is completely independent from the first step and uses the
affine version of Flanders’s theorem (again, see [8]): since its proof involves no discussion
of special cases, we shall start with it (see Section 2, which features the proof of the
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representation lemma and the derivation of Theorem 9), then work on the reduction to
the situation of the Common Kernel Theorem, both for square matrices and rectangular
matrices (Sections 3 and 4). The case dimV = n r− r+1+p−n is a lot more involving
than the case of sharp inequality (although it is based on the same core ideas) so we will
devote the entire Section 4 to its study. In Section 5, we will classify the 5-dimensional
2-subspaces of M3(F2) (there, we will use various results from the previous sections).
The final section is devoted to the proof of the second classification theorem (The-
orem 10). This part is largely independent from the rest, save for the use of Lemma 7
and of basic matrix identities that are obtained in Section 3.2.
2 The Common Kernel Theorem
2.1 Statement of the theorem, and the structure of its proof
This section is devoted to the proof of the following theorem, which is a major tool for
establishing Theorems 4 and 6 but is also quite interesting in itself.
Theorem 11 (Common Kernel Theorem). Let n, p and r be three positive integers with
n > r and p > r. Let W be a linear subspace of Mn,r(K) such that dimW ≥ n r−n+2.
Let ϕ :W → Mn,p−r(K) be a linear map. Assume that
V :=
{[
M ϕ(M)
]
|M ∈ W
}
⊂ Mn,p(K)
is an r-space, and that (n, r,# K) 6= (3, 2, 2) or dimW > nr−n+2. Then, there exists
a (p − r)-dimensional linear subspace G of Kp such that G ⊂ KerN for every N ∈ V,
i.e. V is equivalent to a linear subspace of R(0, r).
Remarks 1. (a) Note that J3(F2) is a counter-example in the case when (n, r,# K) =
(3, 2, 2) and dimW = 5.
(b) Notice also that the lower bound n r − n + 2 on dimW is tight if r ≥ 2. Consider
indeed the linear subspace W := R(1, r − 1) ⊂ Mn,r(K), which has dimension
n r − n+ 1, and define, for M ∈ W ,
ϕ(M) :=
[
m2,1 [0]1×(p−r−1)
[0](n−1)×1 [0](n−1)×(p−r−1)
]
∈Mn,p−r(K).
A straightforward computation shows that rkV ≤ r and
⋂
M∈V
KerM has dimension
p−r−1. Therefore, V satisfies all the assumptions of the Common Kernel Theorem
but it is not equivalent to a subspace of R(0, r).
An important step of the proof will involve a recent result from [8], which is an extension
of Flanders’s theorem to affine subspaces:
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Theorem 12. Given positive integers n ≥ p, let V be an affine subspace of Mn,p(K)
such that rkV < p. Then, dimV ≤ n(p− 1).
If in addition dimV = n(p − 1) and (n, p,# K) 6= (2, 2, 2), then V is a linear subspace
of Mn,p(K).
We will use the following corollary of Theorem 12:
Corollary 13. Let n and p be positive integers such that n ≥ p. Let V be a linear
subspace of Mn,p(K) such that dimV > np− n, and assume that (n, p,# K) 6= (2, 2, 2)
or dimV > np− n+ 1. Then, V is spanned by its rank p matrices.
Proof. Assuming that the contrary holds, there would be a linear hyperplane H of V
containing all the rank p matrices of V . Choosing M0 ∈ V r H , it would follow that
rk(M0+H) < p, whereasM0+H is an affine subspace of Mn,p(K) with dimension greater
than or equal to n(p− 1). As M0 +H is not a linear subspace of Mn,p(K), this would
contradict Theorem 12 unless (n, p,#K) = (2, 2, 2), in which case the contradiction
would come from the fact that dim(M0 +H) = dimV − 1 > n(p− 1).
Remark 2. Notice the exceptional case of
T+2 (F2) =
{[
a b
0 c
]
| (a, b, c) ∈ F32
}
which has dimension 3 but is not spanned by its non-singular elements (there are only
two of them!).
Theorem 11 will obviously ensue should we prove Propositions 14 and 15 below:
Proposition 14. With the assumptions from Theorem 11, one has
∀M ∈ W , Imϕ(M) ⊂ ImM.
Proposition 15. Let n, p and r be three positive integers such that p > r. Let W be a
linear subspace of Mn,r(K) such that dimW ≥ n r − n+ 2. Let ϕ :W → Mn,p−r(K) be
a linear map. Consider the linear subspace
V =
{[
M ϕ(M)
]
|M ∈ W
}
,
and assume that Imϕ(M) ⊂ ImM for all M ∈ W. Then, there exists a (p − r)-
dimensional subspace G of Kp such that G ⊂ KerN for every N ∈ V.
Proposition 15 is a corollary of Lemma 8 from the introduction. In the rest of the
section, we shall successively prove Proposition 14, then Lemma 8, and then derive
Proposition 15 from it. We will conclude by explaining how Theorem 9 on algebraic
reflexivity follows from Lemma 8.
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2.2 Proof of Proposition 14
Under the assumptions of Theorem 11, consider the linear subspace W ′ consisting of
the matrices in W having the form M =
[
N
[0]1×r
]
for some N ∈ Mn−1,r(K). Then, we
find a linear subspace H of Mn−1,r(K) and a linear isomorphism i : H
≃
→W ′ such that
i(N) =
[
N
[0]1×r
]
for every N ∈ H. We have linear maps C and α defined on H such
that
∀N ∈ H, ϕ(i(N)) =
[
C(N)
α(N)
]
with C(N) ∈Mn−1,p−r(K) and α(N) ∈ M1,p−r(K).
Given N ∈ H such that rkN = r, the fact that rk
[
i(N) ϕ(i(N))
]
≤ r reads
rk
[
N C(N)
[0]1×r α(N)
]
≤ r,
and hence α(N) = 0. However, the rank theorem shows that dimH = dimW ′ ≥
dimW − r > (n − 1)(r − 1). It follows from Corollary 13 that H is spanned its rank
r matrices, which yields α = 0 (notice, in the exceptional case when n = 3, r = 2 and
K ≃ F2, that the assumptions of Theorem 11 ensure that dimH ≥ (n− 1)(r − 1) + 2).
To sum up, we have proved that for every M ∈ W , the condition ImM ⊂ Kn−1 × {0}
implies Imϕ(M) ⊂ Kn−1 × {0}.
Notice that the assumptions remain essentially unchanged should W be replaced
with P W for an arbitrary non-singular matrix P ∈ GLn(K) (and ϕ replaced with
M 7→ Pϕ(P−1M)). As the natural action of GLn(K) on the set of linear hyperplanes
of Kn is transitive, we deduce that for every linear hyperplane H of Kn and for every
M ∈ W , the condition ImM ⊂ H implies Imϕ(M) ⊂ H .
Finally, let M ∈ W . Writing ImM as the intersection of a family of linear hyper-
planes of Kn, we deduce from the above result that Imϕ(M) ⊂ ImM . Thus, Proposition
14 is proved.
2.3 Proof of Lemma 8
We perform an induction on r, with n and p fixed. The case r = 0 is trivial (the case
r = 1 is also easy but the reader will carefully check that we actually start from r = 0).
Given some positive integer r, assume that Lemma 8 holds for (n, r−1, p). Let V and ϕ
be as in Lemma 8 for the triple (n, r, p). In V , consider the linear subspaceW of matrices
of the form M =
[
[0]n×1 K(M)
]
with K(M) ∈ Mn,r−1(K) (i.e. the matrices of V with
first column zero). The rank theorem shows that dimW ≥ dimV −n ≥ n(r−1)−n+2.
Thus, K(W) and the mapM 7→ ϕ(K−1(M)) satisfy the assumptions of Lemma 8, which
yields a matrix C ∈Mr−1,p(K) such that ϕ(M) = K(M)C for every M ∈ W .
10
Setting C˜ :=
[
[0]1×p
C
]
∈ Mr,p(K) and replacing ϕ with M 7→ ϕ(M) −MC˜, we leave
both the assumptions and the desired conclusion unchanged, so that no generality is
lost in assuming that
∀M ∈ W , ϕ(M) = 0.
Now, set F :=
{
C1(M) | M ∈ V
}
⊂ Kn, where C1(M) denotes the first column of M .
The rank theorem shows that
dimF⊥ + dimK(W)⊥ = dimMn,r(K)− dimV ≤ n− 2.
We choose a basis (x1, . . . , xs) of F
⊥ and a basis (y1, . . . , yt) of the linear subspace of
K(W)⊥ spanned by its rank 1 matrices. Then, ImA ⊂ Im(y1) + · · ·+ Im(yt) for every
rank 1 matrix A in K(W)⊥, and x ∈ span(x1, . . . , xs) for every x ∈ F
⊥. Define finally
G := span(x1, . . . , xs) + Im(y1) + · · ·+ Im(yt) ⊂ Kn
and notice that dimG ≤ s+ t ≤ dimF⊥ + dimK(W)⊥ ≤ n − 2 (and that G does not
depend on the choice of (y1, . . . , yt)). Now, we use the following lemma, the proof of
which we postpone:
Lemma 16. Let E be an n-dimensional vector space, and H be a linear subspace of E
such that codimE H ≥ 2. Then, there is a basis (e1, . . . , en) of E such that each plane
span(e1, e2), span(e2, e3), . . . , span(en−1, en) intersects H trivially.
Replacing V and ϕ respectively with P V andM 7→ P ϕ(P−1M) for some well-chosen
non-singular matrix P ∈ GLn(K), and denoting by (e1, . . . , en) the canonical basis of
Kn, we may now assume that each plane span(e1, e2), span(e2, e3), . . . , span(en−1, en)
intersects G trivially. In this situation, we can compute ϕ. Let A ∈ V be such that
a1,1 = 0, and write
A =
[
0 L1
[?](n−1)×1 [?](n−1)×(r−1)
]
with L1 ∈ M1,r−1(K).
Since e1 does not span the image of any A ∈ K(W)
⊥, some matrix of K(W) has first
row L1, i.e. some matrix of V has the form
A′ =
[
0 L1
[0](n−1)×1 [?](n−1)×(r−1)
]
.
Then, ϕ(A′) = 0 and hence
ϕ(A) = ϕ(A−A′) = ϕ
[
0 [0]1×(r−1)
[?](n−1)×1 [?](n−1)×(r−1)
]
.
The assumptions of Lemma 8 show that the first row of ϕ(A) must be 0. More generally,
since none of the ei’s belongs to G, we obtain that, for all M ∈ V and all i ∈ [[1, n]], the
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i-th row of ϕ(M) is zero whenever mi,1 = 0 (notice that this only uses the fact that none
of e1, . . . , en belongs to G). By the factorization lemma for linear maps, this yields row
matrices R1, . . . , Rn in M1,p(K) such that
∀M ∈ V , ϕ(M) =

m1,1R1
m2,1R2
...
mn,1Rn
 .
Let us prove that R1 = R2 = · · · = Rn. By performing the row operation L1 ←
L1 − L2, we transform the pair (V , ϕ) into a new pair (V
′, ϕ′) which essentially has
the same properties, save for the assumption on the relationship between e1, . . . , en
and the subspace G′ (which we associate with V ′ as we associated G with V). Since
e1− e2 6∈ G, we have e1 6∈ G
′ and the above arguments show that m1,1R1−m2,1R2 = 0
for everyM ∈ V for which m1,1−m2,1 = 0. Besides, there exists someM ∈ V such that
m1,1 = m2,1 = 1. Indeed, if not, there would be a non-zero vectorX ∈ F
⊥∩span(e1, e2),
yielding G ∩ span(e1, e2) 6= {0}. We deduce that R1 = R2.
More generally, for every i ∈ [[1, n− 1]], using the row operation Li ← Li−Li+1 and the
fact that G ∩ span(ei, ei+1) = {0} shows that Ri = Ri+1.
Therefore, ∀M ∈ V , ϕ(M) =MC for C :=
[
R1
[0](r−1)×p
]
.
Thus, the proof of Lemma 8 will be complete when we prove Lemma 16.
Proof of Lemma 16. It suffices to tackle the case when E = Kn and codimE H = 2.
Since GLn(K) acts transitively on the set of (n − 2)-dimensional linear subspaces of
E, we may also assume that H is the subspace defined by the following system of
(independent) linear equations:
⌊n/2⌋∑
k=1
x2k = 0 ;
⌊(n−1)/2⌋∑
k=0
x2k+1 = 0
where, for t ∈ R, we have denoted by ⌊t⌋ the greatest integer k such that k ≤ t. It is
then easily checked that the canonical basis (e1, . . . , en) of Kn satisfies the conclusion
of Lemma 16 for this particular space H .
This completes the proof of Lemma 8.
2.4 Proof of Proposition 15
Obviously, ϕ : W → Mn,p−r(K) satisfies the assumptions of Lemma 8, which yields a
matrix C ∈Mr,p−r(K) such that ϕ(M) =MC for every M ∈ W .
Setting A :=
[
C
−Ip−r
]
∈ Mp,p−r(K), we deduce that ∀N ∈ V , NA = 0.
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Therefore, every matrix of V vanishes everywhere on Im(A), which has dimension p− r,
visibly.
Thus, Corollary 15 is established, which finishes the proof of the Common Kernel
Theorem.
2.5 From the representation lemma to a sufficient condition for
algebraic reflexivity
In this short paragraph, we derive Theorem 9 on algebraic reflexivity from Lemma 8.
Let U , V and S be as in Theorem 9. Fix a basis (f1, . . . , fr) of S, and let f : U → V be
a linear map such that f(x) ∈ Sx for all x ∈ U , that is f(x) ∈ span(f1(x), . . . , fr(x))
for all x ∈ U . Fix a basis B of V , and set n := dimV . For x ∈ U , set
M(x) = MB(f1(x), . . . , fr(x)) and N(x) = MB(f1(x), . . . , fr(x), f(x)).
Set V := M(U). Since ∀x ∈ U, M(x) = 0 ⇒ f(x) = 0, the factorization lemma for
linear maps yields a linear map ϕ : V → Kn such that
∀x ∈ U, N(x) =
[
M(x) ϕ(M(x))
]
.
The assumptions on f show that ϕ(M(x)) ∈ ImM(x) for all x ∈ U , that is Imϕ(A) ⊂
ImA for all A ∈ V . On the other hand, the rank theorem shows that dimV = dimU −
dimU0, and hence dimV ≥ nr − n+ 2. Therefore, Lemma 8 applies to the pair (V , ϕ)
and gives rise to a column vector C =
λ1...
λr
 such that ϕ(A) = AC for all A ∈ V . This
shows that f =
r∑
k=1
λk fk ∈ S.
Thus, Theorem 9 is established.
3 Reduction to the Common Kernel Theorem (I)
In this section, we tackle the case of sharp inequality in Theorems 4 and 6. As we
have already explained, the basic strategy is to reduce the situation to the one of the
Common Kernel Theorem. This reduction involves ideas from a recent new proof of
Flanders’s theorem [8], together with Lemma 7 which was stated in the introduction.
We shall start by proving Lemma 7.
3.1 Inverse transitivity for a large subspace of matrices
First of all, let us recall the statement of Lemma 7:
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Let V be an affine subspace of Mn(K) such that codimV < n− 1.
Then, for every non-zero vector x ∈ Kn r {0}, one has
span
{
A−1x | A ∈ V ∩GLn(K)
}
= Kn.
Remark that the upper bound n − 1 is tight: indeed, the linear subspace V := K ∨
Mn−1(K) has codimension n − 1 in Mn(K) and, for e1 :=
[
1 0 · · · 0
]T
∈ Kn, one
finds A−1e1 ∈ Ke1 for all A ∈ V ∩GLn(K).
Now, let us prove Lemma 7 as a corollary to Dieudonne´’s theorem on affine subspaces
of singular matrices.
We denote by (e1, . . . , en) the canonical basis of Kn. Let x ∈ Kn r {0}. Our aim is
to prove that span
{
A−1x | A ∈ V ∩GLn(K)
}
= Kn.
Here, we consider the symmetric bilinear form b : (A,B) 7→ tr(AB) on Mn(K), we
denote by V the translation vector space of V and by V ⊥ the orthogonal subspace of
V for b. In V ⊥, the rank 1 matrices span a linear subspace of which we choose a basis
(B1, . . . , Bp) consisting of rank 1 matrices. Set F :=
p∑
k=1
ImBk. Then, dimF ≤ p ≤
codimV ≤ n − 2 and ImB ⊂ F for every B ∈ V ⊥ such that rkB = 1. Note that
there is a basis (f1, . . . , fn) of Kn of which no vector belongs to F (use Lemma 16, for
example). Replacing V with P V Q for a well-chosen pair (P,Q) ∈ GLn(K)2, we reduce
the situation to the one where:
(i) x = e1;
(ii) for every i ∈ [[1, n]], the subspace V ⊥ contains no matrix B such that ImB =
span(ei).
By assumption (ii) for i = 1, we find that, for any C ∈ Mn,1(K), there is a matrix in V
with first column C. In particular, V contains a matrix of the form
A0 =
[
1 L0
[0](n−1)×1 K0
]
, where L0 ∈ M1,n−1(K) and K0 ∈Mn−1(K).
Now, denote by G the linear subspace of V consisting of its matrices with first column
zero. We write every M ∈ G as
M =
[
0 L(M)
[0](n−1)×1 K(M)
]
, where L(M) ∈M1,n−1(K) and K(M) ∈ Mn−1(K).
The rank theorem show that dimK(G) > (n−1)(n−2), and hence Dieudonne´’s theorem
for affine subspaces (see [4] or [8]) shows that the affine subspace K0+K(G) of Mn−1(K)
contains a non-singular matrix. It follows that there is a non-singular matrix P ∈
GLn−1(K) and a row matrix L1 ∈M1,n−1(K) such that
A1 =
[
1 L1
[0](n−1)×1 P
]
∈ V .
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Therefore, A−11 x = e1. Using the same method on every column, we find that, for
every i ∈ [[1, n]], the affine subspace V contains a non-singular matrix Ai with i-th
column
[
1 0 · · · 0
]T
, to the effect that A−1i x = ei. Therefore span{A
−1x | A ∈
V ∩GLn(K)} = Kn, as claimed. This completes the proof of Lemma 7.
3.2 The general starting point
Let n, p and r be positive integers such that n ≥ p > r, and V be an r-subspace of
Mn,p(K) such that dimV ≥ nr − r + 1 + p − n. Then, dimV > n(r − 1), and hence
Flanders’s theorem (see [7] or [8] for the generalization to an arbitrary field) forbids
rkV ≤ r − 1, which shows that rkV = r. Replacing V with an equivalent subspace if
necessary, we see that no generality is lost in assuming that V contains the matrix
Jr :=
[
Ir [0]r×(p−r)
0(n−r)×r [0](n−r)×(p−r)
]
.
Let M =
[
P C
L α
]
∈ V , with blocks P , L, C and α of size r× r, (n− r)× r, r× (p− r)
and (n − r) × (p − r), respectively. In the rest of the proof, the block decompositions
will have the same configuration unless specified otherwise.
Our basic tool is the formula
LP˜C = det(P )α. (1)
To get this identity, one computes that, given a pair (i, j) ∈ [[1, n− r]] × [[1, p− r]], the
determinant of the submatrix of M obtained in selecting row indexes in [[1, r]] ∪ {i+ r}
and column indexes in [[1, r]] ∪ {j + r} is∣∣∣∣P TjRi αi,j
∣∣∣∣ ,
where Ri is the i-th row of L, and Tj the j-th column of C. Classically, this determinant
equals −RiP˜Tj + det(P )αi,j . The formula ensues by noting that RiP˜ Tj is the entry of
LP˜C at the (i, j)-spot.
Let us write every M ∈ V as M =
[
K(M) C(M)
L(M) α(M)
]
, and set W := KerK, i.e. W is
the linear subspace of V consisting of its matrices of the form
[
[0]r×r ?
? ?
]
.
Let A =
[
P1 C1
L1 α1
]
∈ V . For every M ∈ W , the matrix A+M belongs to V and has
P1 as upper-left block, whence (1) shows that
(L(M) + L1) P˜1 (C(M) + C1) = det(P1)
(
α(M) + α1
)
.
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Subtracting (1) applied to A, we deduce that
∀M ∈ W , L(M) P˜1 C(M) = det(P1)α(M) − L(M) P˜1C1 − L1 P˜1 C(M). (2)
Notice that the left-hand side of (2) is a quadratic function ϕ of M on W , whereas the
right-hand side is a linear one. By computing the polar function of ϕ as defined by
bϕ(M,N) := ϕ(M +N)− ϕ(M)− ϕ(N), we deduce that
∀(M,N) ∈ W2, L(M) P˜1 C(N) + L(N) P˜1 C(M) = 0. (3)
Now, consider the linear subspace H consisting of the matrices of W which have the
form
[
[0]r×r [?]r×(p−r)
[0](n−r)×r [?](n−r)×(p−r)
]
, i.e. matrices with all first r columns zero.
With the special case A = Jr, we note that identity (2) yields that the linear map
M 7→ C(M) is one-to-one on H, and hence dimH = dimC(H). With the rank theorem,
we deduce that
dimV = dimK(V) + dimL(W) + dimC(H).
Returning to the general case, identity (3) shows that
∀M ∈ W , ∀N ∈ H, ∀P ∈ K(V), L(M) P˜ C(N) = 0. (4)
Notice in particular that Ir ∈ K(V), to the effect that:
∀M ∈ W , ∀N ∈ H, L(M)C(N) = 0.
Notice finally that if we have H = {0} (which is not always the case), then the factoriza-
tion lemma for linear maps shows that V has the form given in the Common Kernel Theo-
rem, and hence V is equivalent to a subspace of R(0, r) unless (n, p, r,# K) = (3, 3, 2, 2).
Finally, we set
G :=
∑
N∈H
ImC(N) and q := dimG.
In the rest of the section, we will focus on the case when dimV > nr− r+1+ p−n; we
wait until Section 4 to tackle the case of equality (in that prospect, the following two
paragraphs will serve as a necessary warm-up).
3.3 The case dimV > nr − r + 1 for square matrices
Here, we assume that n = p and dimV > nr− r+1. On one hand dimC(H) ≤ q (n− r)
since ImC(N) ⊂ G for every N ∈ H; on the other hand, every matrix of L(W) vanishes
everywhere on G, and hence dimL(W) ≤ (r − q) (n− r). We deduce that
dimL(W) + dimC(H) ≤ r (n− r),
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which yields
dimK(V) > r2 − r + 1.
With the additional assumption C(H) 6= {0}, we choose C ∈ C(H)r{0} and use Lemma
7 to obtain
∑
A∈K(V)
Im A˜C = Kr; then, identity (4) shows that ∀M ∈ W , L(M) = 0.
Thus, replacing V with VT helps us see that no generality is lost in assuming that
C(H) = {0}, and hence H = {0}. In that case, the Common Kernel Theorem readily
yields the desired conclusion.
3.4 The case dimV > nr − r + 1 + p− n for non-square matrices
Here, we assume that n > p and dimV > nr − r + 1 + p − n. Then we have dimV >
(n − 1)r ≥ p r, and hence L(W) 6= {0}. If dimK(V) > r2 − r + 1, then the line of
reasoning of the preceding paragraph shows that H = {0}.
If we now assume that dimK(V) ≤ r2 − r + 1, then, as the above line of reasoning
shows that dimC(H) ≤ q (p− r) and dimL(W) ≤ (r − q) (n− r), we find
dimV ≤ dimK(V) + dimL(W) + dimC(H) ≤ n r − (n− p) q − r + 1.
Since n − p ≥ 1, combining this inequality with our assumptions on dimV yields that
q = 0, and hence H = {0}: thus, we may yet again conclude using the Common Kernel
Theorem.
Thus, the statements on the cases of sharp inequality of dimensions in Theorems 4
and 6 are established. In the next section, we delve into the case of equality.
4 Reduction to the common kernel theorem (II)
In this section, we keep all the assumptions from Section 3.2 but also assume that
dimV = nr − r + 1 + p− n. Our goal is to prove the following facts:
• If n > p, then either V is equivalent to a subspace satisfying the assumptions of
the Common Kernel Theorem, or it is equivalent to R(1, r− 1), or it is equivalent
to R(r, 0), in which case r = 1 or p = n− 1;
• If n = p, then either V or VT is equivalent to a subspace satisfying the assumptions
of the Common Kernel Theorem, or V is equivalent to R(1, r − 1) or R(r − 1, 1),
or n = 3, r = 2, K ≃ F2 and V is equivalent to J3(K) := T−3 (K) ∩ sl3(K).
Notice that we do not discard the case (n, r,# K) = (3, 2, 2) yet. This will be useful in
the prospect of Section 5.
We will need two lemmas. Afterwards, we will finish the proof of Theorems 4 and 6.
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4.1 Additional lemmas
Lemma 17. Let Y be a linear subspace ofMr(K) such that dimY = r2−r+1 and Ir ∈ Y.
Assume that there is a non-zero vector x ∈ Kr such that span{M˜x | M ∈ Y} 6= Kr.
Then, r > 1 and Y is similar either to M1(K) ∨Mr−1(K) or to Mr−1(K) ∨M1(K).
In some sense, this lemma can be seen as an exploration of the case of equality in
Lemma 7.
Proof. If r = 1, then Y = M1(K), which contradicts the assumption that span{M˜x |
M ∈ Y} 6= Kr for some non-zero vector x. Thus, r > 1.
The assumptions yield two non-singular matrices Q1 and Q2 such that, for every
M ∈ Y, the upper-left (r−1)×(r−1)-submatrix of Q1MQ2 is singular. In other words,
if we write M = Q−11
[
R(M) [?](r−1)×1
[?]1×(r−1) ?
]
Q−12 with R(M) ∈ Mr−1(K), then R(Y)
is an r − 2-subspace of Mr−1(K). On the other hand, the rank theorem yields
dimR(Y) ≥ dimY − (2r − 1) = (r − 1)(r − 2),
and hence Theorem 12 shows that R(Y) is equivalent to either R(0, r−2) or R(r−2, 0).
• In the first case, we have found two 1-dimensional subspaces D and D′ such that
every M ∈ Y maps D into D′. As Y contains Ir, one deduces that D = D
′, which
shows that Y is similar to a linear subspace of M1(K) ∨Mr−1(K). As dimY =
dim
(
M1(K) ∨Mr−1(K)
)
, one deduces that Y is similar to M1(K) ∨Mr−1(K).
• In the second case, the same line of reasoning yields a linear hyperplane H of Kr
which is stable under all the elements of Y, and one deduces that Y is similar to
Mr−1(K) ∨M1(K).
Lemma 18. Let n and p be positive integers, and set W := Mn(K) ∨Mp(K). Then,
∀x ∈ Kn+p r (Kn × {0}), span
{
P−1x | P ∈ W ∩GLn+p(K)
}
= Kn+p
and
∀x ∈ (Kn × {0})r {0}, span
{
P−1x | P ∈ W ∩GLn+p(K)
}
= Kn × {0}.
In particular, Kn × {0} is the sole non-trivial linear subspace of Kn+p which is stable
under M˜ for all M ∈Mn(K) ∨Mp(K).
Proof. One checks that the inverses of the invertible matrices of W are the matrices
of the form
[
A [?]n×p
[0]p×n B
]
, with (A,B) ∈ GLn(K) × GLp(K). Since GLn(K) acts
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transitively on Kn r {0}, one deduces the second claimed result. As GLp(K) acts
transitively on Kp r {0}, we also obtain that span{P−1en+1 | P ∈ W ∩ GLn+p(K)
}
=
Kn+p, where en+1 denotes the (n+1)-th vector of the canonical basis of Kn+p. Finally,
given x ∈ Kn+p r (Kn × {0}), we see from the above description of the inverses of the
matrices ofW∩GLn+p(K) that there exists Q ∈ W∩GLn+p(K) such that x = Q−1en+1;
as W ∩GLn+p(K) is obviously a multiplicative group, this yields
span{P−1x | P ∈ W ∩GLn+p(K)
}
= span{(QP )−1en+1 | P ∈ W ∩GLn+p(K)
}
= span{R−1en+1 | R ∈ W ∩GLn+p(K)
}
= Kn+p.
Lemma 19. Let Y be an r-subspace of Mn,p(K) such that dimY = n r− r+ 1+ p− n,
with n ≥ p > r > 1. Assume that K(Y) = M1(K) ∨ Mr−1(K) and, for every C1 ∈
Mn−r,r−1(K) and L1 ∈M1,p−r(K), that the subspace Y contains the matrix 0 [0]1×(r−1) L1[0](r−1)×1 [0](r−1)×(r−1) [0](r−1)×(p−r)
[0](n−r)×1 C1 [0](n−r)×(p−r)
 .
Then:
(i) Either Y is equivalent to R(1, r − 1);
(ii) Or n = p = 3, r = 2, K ≃ F2 and Y is equivalent to
J3(K) =
{a 0 0c b 0
d e a+ b
 | (a, b, c, d, e) ∈ K5}.
Proof. Set Kr := M1(K)∨Mr−1(K). Since dimY = n r− r+1+ p−n and dimK(Y) =
r2− r+1, the rank theorem and the hypotheses show that KerK is precisely the space
of all matrices of the form
ML,C :=
 0 [0]1×(r−1) L[0](r−1)×1 [0](r−1)×(r−1) [0](r−1)×(p−r)
[0](n−r)×1 C [0](n−r)×(p−r)

with (L,C) ∈M1,p−r(K)×Mn−r,r−1(K). By the factorization lemma, this yields linear
maps β : Kr → Mn−r,1(K), γ : Kr → Mr−1,p−r(K) and δ : Kr → Mn−r,p−r(K) such that
every M ∈ Y splits up as
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PSfrag replacements
M =


.
?
?β(K(M))
γ(K(M))
δ(K(M))
K(M)
Now, let P0 ∈ Kr ∩ GLr(K), and choose M ∈ Y of the form M =
[
P0 C0
L0 α0
]
(with
the block format described in Section 3.2). Then, formula (2) applied to M and the
matrix ML,0, for an arbitrary L ∈ M1,p−r(K), yields δ(P0) = L0 P
−1
0
[
L
[0](r−1)×(p−r)
]
;
taking L = 0 shows that δ(P0) = 0, and then taking a non-zero L shows that β(P0) = 0
since P0 ∈ Kr ∩ GLr(K). Symmetrically, applying formula (2) to M and M0,C , for
an arbitrary C ∈ Mn−r,r−1(K), yields γ(P0) = 0. We deduce that β, γ and δ vanish
everywhere on span(Kr ∩ GLr(K)), and hence on the whole Kr if (r,# K) 6= (2, 2) (we
may use again Corollary 13, although a more elementary proof can be given); in the
case δ, β and γ are all zero, one deduces that Y is included in the space of all matrices
of the form [
? [?]1×(r−1) [?]1×(p−r)
[0](n−1)×1 [?](n−1)×(r−1) [0](n−1)×(p−r)
]
.
As the dimensions of both vector spaces of matrices are equal, we deduce that this
inclusion is an equality. Permuting columns, one deduces that Y is equivalent to R(1, r−
1).
From now on, we assume that r = 2 and K = F2. Firstly, we prove that β and γ
are zero. Notice already that β, γ and δ vanish on the matrices
[
1 0
0 1
]
and
[
1 1
0 1
]
,
whose linear span is {M ∈ K2 : tr(M) = 0}. By the factorization lemma, we find three
matrices C0 ∈Mn−2,1(F2), L0 ∈M1,p−2(F2) and N0 ∈Mn−2,p−2(F2) such that
∀P ∈ K2, β(P ) = (trP ) · C0, γ(P ) = (trP ) · L0 and δ(P ) = (trP ) ·N0.
Applying this to the matrices
[
1 0
0 0
]
and
[
0 0
0 1
]
shows that, for all (L,C) ∈M1,p−2(F2)×
Mn−2,1(F2), the space Y contains 1 0 L0 0 L0
C0 C N0
 and
 0 0 L0 1 L0
C0 C N0
 .
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If L0 6= 0, then taking L = 0 and an arbitrary C 6= 0 in the first matrix yields a matrix
in Y with rank ≥ 3, which is forbidden. Therefore, L0 = 0. Using the same line of
reasoning with the second type of matrices, we find C0 = 0. If N0 = 0, then β, γ and δ
are all zero and we are done.
Now, we assume that N0 6= 0. Taking L = 0 and C = 0 in the first type of matrices
shows that rkN0 ≤ 1, and hence rkN0 = 1. If n − 2 > 1, we may choose L = 0 and
C ∈ Kn−2 r ImN0 in the first type of matrices, which yields a contradiction. Thus,
n = 3, and a similar line of reasoning shows that p = 3. It follows that N0 = 1, and
hence
Y ⊂
{a c d0 b 0
0 e a+ b
 | (a, b, c, d, e) ∈ F52
}
.
The dimensions being equal on both sides, we deduce that the above inclusion is an
equality. Finally, by a series of obvious row and column operations, we see that Y is
equivalent to the subspace{a d c0 a+ b e
0 0 b
 | (a, b, c, d, e) ∈ F52
}
and then to {b 0 0e a+ b 0
c d a
 | (a, b, c, d, e) ∈ F52
}
= J3(F2),
which finishes the proof.
4.2 The case dimV = nr − r + 1 for square matrices
Here, we assume that n = p, and hence dimV = n r−r+1. Once again, the assumption
dimK(V) > r2 − r + 1 would yield, using Lemma 7, that L(W) = {0} or C(H) = {0},
and in either case we could use the Common Kernel Theorem to conclude immediately
(save for the exceptional case when (n, r,# K) = (3, 2, 2)). Thus, we shall assume that
L(W) 6= {0}, C(H) 6= {0} and dimK(V) ≤ r2 − r + 1, in the rest of the proof. Recall
the notation G =
∑
N∈H ImC(N) and q = dimG. Again, dimC(H) ≤ q (n − r) and
dimL(W) ≤ (r − q) (n− r), and now the rank theorem shows that
nr − r + 1 = dimV ≤ dimK(V) + dimL(W) + dimC(H)
≤ r2 − r + 1 + (r − q) (n− r) + q (n− r) = nr − r + 1.
It follows that dimK(V) = r2−r+1, dimL(W) = (r−q) (n−r) and dimC(H) = q (n−r),
which in turns proves:
(i) That C(H) is the set of all matrices of Mr,n−r(K) whose image is included in G;
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(ii) That L(W) is the set of all matrices of Mn−r,r(K) vanishing everywhere on G.
Then, we deduce from identity (4) that K(V) satisfies the assumptions of Lemma 18,
and therefore r > 1. Moreover, one sees from identity (4) that G is stable under
P˜ for all P ∈ K(V). Using Lemma 17, one deduces that K(V) is similar either to
M1(K) ∨Mr−1(K) or to Mr−1(K) ∨M1(K) and, in any case, Lemma 18 shows that G
is the sole non-trivial linear subspace of Kr which is stable under P˜ for all P ∈ K(V).
Thus, we have q = 1 in the first case, and q = r − 1 in the second one.
Assume that q = 1, so that K(V) is similar to M1(K)∨Mr−1(K). Then, we see that
no generality is lost in assuming that G = K×{0} and K(V) = M1(K)∨Mr−1(K) (since
none of the previous assumptions is modifying in replacing V with (P ⊕ In−r)V(P ⊕
In−r)
−1 for some P ∈ GLr(K)). Now, let us define H′ as the linear subspace of W
consisting of its matrices which have the form
[
[0]r×r [0]r×(n−r)
[?](n−r)×r [?](n−r)×(n−r)
]
. If H′ = {0},
then the Common Kernel Theorem applied to VT shows again that V is equivalent to a
subspace of R(r, 0).
Assume that H′ 6= {0}. Then, applying the previous line of reasoning to L(H′) and
C(W) shows that there is a non-trivial linear subspace G′ of Kr which is stable under
P˜ for all P ∈ K(V) and such that L(H′) =
{
M ∈ Mn−r,r(K) : G′ ⊂ KerM
}
and
C(W) =
{
M ∈ Mr,n−r(K) : ImM ⊂ G′
}
. Therefore, G′ = G = K × {0}. Thus
L(W) = L(H′), which leads toW = H+H′. Let L ∈ Mn−r,r−1(K) and C ∈ M1,n−r(K).
Then, V contains a matrix of the form
M =
 0 [0]1×(r−1) C[0](r−1)×1 [0](r−1)×(r−1) [0](r−1)×(n−r)
[0](n−r)×1 L N
 for some N ∈ Mn−r(K).
Now, remember that V contains Jr = Ir ⊕ 0n−r. Applying identity (2) to Jr and M
yields N = 0. It follows that V satisfies the assumptions of Lemma 19, and hence either
V is equivalent to R(1, r − 1), or (n, r,#K) = (3, 2, 2) and V is equivalent to R(1, 1) or
to J3(K).
Assume finally that q = r − 1 and q > 1 (which discards the special case when
(n, r,#K) = (3, 2, 2)). Then, the above line of reasoning shows that we may assume
that W = H + H′, with L(H′) =
{
M ∈ Mn−r,r(K) : Kr−1 × {0} ⊂ KerM
}
and
C(H) =
{
M ∈ Mr,n−r(K) : ImM ⊂ Kr−1 × {0}
}
. As (Mr−1(K) ∨M1(K))T is similar
to M1(K) ∨ Mr−1(K), we see that, for V ′ := VT , we now have q′ = 1, which brings
us back to the previous situation. In that case, we deduce that V is equivalent to
R(1, r − 1)T = R(r − 1, 1).
This completes the proof of Theorem 4.
4.3 The case dimV = nr − r + 1 + p− n for non-square matrices
Here, we assume that n > p. If q = 0, then H = {0} and we are reduced to the situation
of the Common Kernel Theorem. Now, we assume that q ≥ 1. Again, we denote by
H′ the linear subspace of V consisting of its matrices M for which K(M) = 0 and
C(M) = 0, with the block formats from Paragraph 3.2.
Assume that L(H′) = {0}. Then, H′ = {0} and dimV ≤ p r. However, n r+(p−n)−
r+1−r p = (r−1)(n−p−1) ≥ 0, which leads to r = 1, n = p+1 and dimV = p r. The
Common Kernel Theorem applies to VT , which shows that V is equivalent to R(r, 0).
From now on, we assume that L(H′) 6= {0}.
If dimK(V) > r2 − r + 1, then Lemma 7 yields L(W) = {0} (remember that q >
0), and we deduce that L(H′) = {0}, which contradicts our assumptions. Therefore,
dimK(V) ≤ r2 − r + 1. Remembering the inequalities
dimC(H) ≤ q (p− r) and dimL(W) ≤ (r − q) (n− r),
the rank theorem shows that
dimV ≤ r2 − r + 1 + dimC(H) + dimL(W) ≤ n r + (p− n) q − r + 1,
which in turn yields q = 1. From there, we may use the same line of reasoning as in
Paragraph 4.2:
• One shows that K(V) satisfies the assumptions of Lemma 17, which entails that
K(V) is similar to M1(K) ∨ Mr−1(K) and r > 1; no generality is then lost in
assuming that K(V) = M1(K) ∨Mr−1(K), which entails that G = K× {0}.
• Then, one finds C(H) =
{
M ∈ Mr,p−r(K) : ImM ⊂ K×{0}
}
and L(W) =
{
M ∈
Mn−r,r(K) : K× {0} ⊂ KerM
}
• Using L(H′) 6= {0} and L(H′) ⊂ L(W), together with similar dimensional argu-
ments as above, one finds L(H′) =
{
M ∈ Mn−r,r(K) : K× {0} ⊂ KerM
}
.
• One deduces that W = H + H′, and then one proves that V satisfies all the
assumptions of Lemma 19.
As the assumption n > p discards the exceptional case in Lemma 19, one deduces that
V is equivalent to R(1, r − 1). This completes the proof of Theorem 6.
5 The case of M3(F2)
Here, we seek to classify all the 5-dimensional 2-subspaces of M3(F2), as stated in Theo-
rem 5. Let V be such a subspace. Notice that the proofs from Section 4 show that either
V satisfies the assumptions of the Common Kernel Theorem, or VT satisfies them, or V
is equivalent to J3(F2).
Notice also that J3(F2) and J3(F2)T are actually equivalent, and even similar: this is
easily seen by remarking that J3(F2)T = sl3(F2) ∩ T
+
3 (F2) and by conjugating J3(F2)
T
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with the permutation matrix
0 0 10 1 0
1 0 0
. Thus, it suffices to prove the following propo-
sition, which describes the exceptional cases in the Common Kernel Theorem:
Proposition 20. Let W be a linear subspace of M3,2(F2) such that dimW = 5. Let
ϕ :W → M3,1(F2) be a linear map. Assume that
V :=
{[
M ϕ(M)
]
|M ∈ W
}
.
is a 2-subspace of M3(F2). Then, either V is equivalent to a subspace of R(0, 2) or it is
equivalent to J3(F2).
Note that W⊥ contains only one non-zero matrix B. Using a series of row and
column operations, we see that no generality is lost in assuming that B =
0 10 0
0 0
 or
B =
1 00 1
0 0
. We will deal with these two cases separately (in the second one, we will
show that V is equivalent to a subspace of R(0, 2)).
5.1 The case rkB = 1
We assume that B =
0 10 0
0 0
, whence
W =
{a 0b d
c e
 | (a, b, c, d, e) ∈ F52
}
.
Since M2(F2) is spanned by GL2(F2), the line of reasoning from the proof of Proposition
14 shows that the first entry of ϕ(M) only depends on the entry ofM at the (1, 1)-spot;
thus, either ∀M ∈ W , ϕ(M) =
0?
?
 or ∀M ∈ W , ϕ(M) =
m1,1?
?
. In the latter case,
the column operation C3 ← C3 +C1 shows that we lose no generality in assuming that
every matrix of V splits up as a 0 0b d ?
c e ?
 .
Now, we write every matrix of V as
M =
[
m1,1 [0]1×2
[?]2×1 K(M)
]
with K(M) ∈M2(F2).
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Then,
Y :=
{
K(M) |M ∈ V such that m1,1 = 1
}
is an affine subspace of M2(K) with rank ≤ 1 and translation vector space
Y =
{
K(M) |M ∈ V such that m1,1 = 0
}
.
Note that, for all (d, e) ∈ K2, the vector space Y contains a matrix of the form
[
d ?
e ?
]
,
and hence Y is inequivalent to R(1, 0) and dimY ≥ 2.
By Dieudonne´’s theorem for affine spaces of singular matrices [4], there are three
possibilities for Y:
• Either Y is equivalent to R(1, 0): this is impossible, as it would imply that Y = Y
is equivalent to R(1, 0).
• Or all the matrices of Y vanish at some common non-zero vector z ∈ K2; then, all
the matrices of Y also vanish at z; one deduces a non-zero vector of K3 at which
all the matrices of V vanish, and hence V is equivalent to a subspace of R(0, 2).
• Or Y is equivalent to the affine space of all matrices of the form
[
x y
0 x+ 1
]
with
(x, y) ∈ K2. Using row and column operations on the second and third rows and
on the second and third columns of the matrices of V , we see that no generality is
lost in actually assuming that
Y =
{[
x 0
y x+ 1
]
| (x, y) ∈ K2
}
.
Then, one deduces that
Y =
{[
x 0
y x
]
| (x, y) ∈ K2
}
,
and one concludes that every matrix of V has the form
M =
m1,1 0 0? m2,2 0
? ? m2,2 +m1,1
 .
Thus, V ⊂ J3(F2), and the equality of dimensions yields V = J3(F2).
This completes our study of the case when rkB = 1.
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5.2 The case rkB = 2
Here, we assume that B =
1 00 1
0 0
, to the effect that
W =
{[
N
L
]
| N ∈ sl2(F2), L ∈ M1,2(F2)
}
.
Noticing that sl2(F2) is spanned by its non-singular matrices, we may use the arguments
from the proof of Proposition 14 to see that the third entry of ϕ(M) depends only
on the last row of M . Then, we may write ϕ
[
N
L
]
=
[
?
δ(L)
]
for some linear form
δ : M1,2(F2) → F2. Using the column operation C3 ← C3 + aC1 + b C2 for some well-
chosen (a, b) ∈ F22, we may reduce the situation to the one where every matrix of V has
entry zero at the (3, 3)-spot. It follows that:
• For every N ∈ sl2(F2), there is a unique γ(N) ∈ M2,1(F2) such that V contains
the matrix
[
N γ(N)
0 0
]
;
• For every L ∈ M1,2(F2), there is a unique α(L) ∈ M2,1(F2) such that V contains
the matrix
[
[0]2×2 α(L)
L 0
]
.
Let N ∈ sl2(F2) and L ∈M1,2(F2). Identity (1) yields
L N˜
(
γ(N) + α(L)
)
= 0.
Since N ∈ sl2(F2), we actually have N˜ = N , whence
∀(N,L) ∈ sl2(F2)×M1,2(F2), LNγ(N) = LNα(L). (5)
With L fixed, notice that the left hand-side of (5) is a quadratic form of N , and the
right hand-side is a linear form. We deduce that
∀(M,N,L) ∈ sl2(F2)2 ×M1,2(F2), L (Mγ(N) +Nγ(M)) = 0,
and hence
∀(M,N) ∈ sl2(F2)2, Mγ(N) +Nγ(M) = 0. (6)
Notice that Ker γ 6= {0}, by the rank theorem.
Assume that Ker γ contains only singular matrices. Then, dimKerγ = 1 as the three
rank 1 matrices of sl2(F2) are linearly independent. It follows that γ maps sl2(F2) onto
M2,1(F2). However, choosing M0 ∈ Ker γ r {0}, we find that ∀N ∈ sl2(F2), M0 γ(N) =
0, and hence M0 = 0, a contradiction.
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We deduce that Ker γ contains a non-singular matrixM0. Then, (6) entailsM0 γ(N) =
0 for every N ∈ sl2(F2), which yields γ = 0.
It follows that, given an arbitrary L ∈ M1,2(F2) r {0}, one has LNα(L) = 0 for
every N ∈ sl2(F2); checking that span(Lsl2(F2)) = M1,2(F2), we deduce that α(L) = 0.
We conclude that α = 0 and γ = 0, which yields V ⊂ R(0, 2). This finishes the proof
of Proposition 20, and Theorem 5 ensues.
5.3 A final remark
Using the previous results, the reader will easily prove the following generalization of
Proposition 20, which fully describes the exceptional case in the Common Kernel The-
orem:
Proposition 21. Let W be a linear subspace of M3,2(F2) such that dimW = 5. Let
p ≥ 3, and ϕ :W → M3,p−2(F2) be a linear map. Assume that
V =
{[
M ϕ(M)
]
|M ∈ W
}
is a 2-subspace of M3,p(F2). Then, either V is equivalent to a subspace of R(0, 2), or it
is equivalent to the vector space{[
M [0]3×(p−3)
]
|M ∈ J3(F2)
}
⊂M3,p(F2).
6 The second classification theorem
This last section consists in a proof of Theorem 10. In this prospect, we shall need a clas-
sical lemma of Flanders on r-spaces of matrices, along with inverse transitivity results
of the same flavor as Lemma 7. The first two paragraphs are devoted to such lemmas.
Then, we shall proof Theorem 10 by relying upon the Atkinson-Lloyd-Beasley classi-
fication theorems: the proof will be based upon block-decompositions, with a method
that has similarities with the one of Section 3.2 but is closer to Flanders’s original line
of reasoning.
Key to the proof is the reduction to the following situation:
Definition 1. Let n and p be positive integers, and r be a positive integer with r <
min(n, p). A linear subspace V of Mn,p(K) has property (Pr) when there is a linear
subspace W of Mr(K) such that:
(i) W contains Ir.
(ii) dimW ≥ r2 − 2r + 4 (note that this implies r ≥ 2).
(iii) For every N ∈ W , the space V contains
[
N [0]r×(p−r)
[0](n−r)×r [0](n−r)×(p−r)
]
.
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Here is our key result, which will be proved in Paragraph 6.3:
Proposition 22. Let n and p be positive integers, and r be a positive integer with r <
min(n, p). Let V be an r-subspace of Mn,p(K) with property (Pr). Then, V is equivalent
to a subspace of one of the spaces R(i, r − i) or R(r − i, i), for some i ∈ {0, 1, 2}.
6.1 Basic lemmas
The following two lemmas are standard tools in the analysis of r-spaces of matrices:
Lemma 23 (Flanders, [6] Lemma 1). Let V be an r-subspace of Mn,p(K) which contains
Ir ⊕ 0. Assume that #K > r. Then, every matrix of V splits up as
M =
[
[?]r×r C(M)
L(M) [0](n−r)×(p−r)
]
,
where L(M) and C(M) are (n− r)× r and r× (p− r) matrices, respectively, that satisfy
L(M)C(M) = 0.
Lemma 24. Let V be an r-subspace of Mn,p(K), and let (s, t) ∈ [[1, n− 1]]× [[1, p− 1]].
Assume that every matrix of V splits up as
M =
[
[?]s×t C(M)
L(M) [0](n−s)×(p−t)
]
.
If #K > r, then rkL(V) + rkC(V) ≤ r.
Lemma 24 is proved in the course of the proof of Lemma 4 of [2].
We finish with a lemma that will be used in the proof of Proposition 22:
Lemma 25. Let W be a linear subspace of Mr(K) such that dimW ≥ r2 − 2r + 4 (to
the effect that r ≥ 2). Then, there is at most one non-trivial subspace of Kr that is
stable under all the elements of W.
Proof. Let H1 and H2 be two distinct non-trivial linear subspaces of Kr that are stable
under all the elements of W . Denote by p and q their respective dimensions. Assume
first that H1 ∩ H2 = {0}. Then, W is equivalent to a linear subspace of
(
Mp(K) ⊕
Mq(K)
)
∨Mr−p−q(K), so that
codimMr(K)W ≥ (r − p)p+ (r − q)q ≥ 2(r − 1).
Here, we have used the fact that the function t 7→ (r − t)t is increasing on
[
0, r2
]
and
symmetric around r2 , to the effect that its minimal value on [1, r − 1] is r − 1.
If we now assume that H1 ∩H2 6= {0}, we see that no generality is lost in assuming
that H1 ( H2 (as H1 ∩ H2 is a proper subspace of either H1 or H2, and it is stable
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under all the elements of W). In that case, we see that W is equivalent to a subspace
of Mp(K) ∨Mq−p(K) ∨Mr−q(K), and hence
codimMr(K)W ≥ (r − p)p+ (r − q)(q − p) ≥ (r − p)p+ (r − p− 1) ≥ 2r − 3,
where we have used the fact that the function t 7→ (r− t)(t−p) is increasing on
[
p, r+p2
]
and symmetric around r+p2 (to the effect that its minimal value on [[p + 1, r − 1]] is
obtained for t = p+1), while the function s 7→ (r− s)s+(r− s− 1) = (r− s)(s+1)− 1
is increasing on
[
0, r−12
]
and symmetric around r−12 (to the effect that its minimal value
on [[1, r − 2]] is obtained for s = 1).
In any case, we have contradicted the assumption that dimW ≥ r2 − 2r + 4.
6.2 Additional inverse transitivity lemma
Lemma 26. Let W be an affine subspace of M1(K) ∨ Mr−1(K) such that dimW ≥
r2 − 2r + 4. Assume furthermore that W contains a non-singular matrix. Then,
∀x ∈ Kr r (K× {0}), span
{
P−1x | P ∈ GLr(K) ∩W
}
= Kr.
Proof. Assume on the contrary that there is a linear hyperplane H of Kr and a vector
x ∈ Krr (K×{0}) such that P−1x ∈ H for all P ∈ GLr(K)∩W . Denote by (e1, . . . , er)
the canonical basis ofKr. As the situation is unchanged by multiplyingW on the left and
on the right with non-singular matrices which belong to M1(K) ∨Mr−1(K), we deduce
that no generality is lost in assuming that x = e2 and that either H = span(e2, . . . , er)
or H = span(e1, . . . , er−1) (this corresponds to the situations where e1 6∈ H and e1 ∈ H ,
respectively). In the first case (respectively, in the second one), this means that the entry
of P−1 at the (1, 2)-spot (respectively, at the (r, 2)-spot) is zero for all P ∈ W∩GLr(K).
As W contains an invertible matrix and is included in M1(K) ∨Mr−1(K), the set
of matrices M ∈ W such that m1,1 = 1 is an affine subspace H of dimension at least
r2 − 2r + 3. For M ∈ H, we write
M =
[
1 L(M)
[0](r−1)×1 Q(M)
]
with L(M) ∈M1,r−1(K) and Q(M) ∈ Mr−1(K).
Then, the rank theorem shows that Q(H) is an affine subspace of Mr−1(K) and
dimQ(H) > (r − 1)2 − (r − 1) + 1.
Applying Lemma 17, we find someM ∈ H for which Q(M) is invertible and Q(M)−1 has
a non-zero entry at the (r−1, 1)-spot, which discards the second case above. Therefore,
the inverse of every invertible matrix of W has entry 0 at the (1, 2)-spot.
Finally, by the rank theorem, one finds that the translation vector space of W
contains a non-zero matrix of the form
M0 =
[
0 L0
[0](r−1)×1 [0](r−1)×(r−1)
]
with L0 ∈M1,r−1(K).
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Let M ∈ H be such that Q(M) is invertible. For every λ ∈ K, we find that λM0 +M
is invertible and
(λM0 +M)
−1 =
[
1 −
(
λL0 + L(M)
)
Q(M)−1
[0](r−1)×1 Q(M)
−1
]
.
Thus, the first entry of the row matrix
(
λL0 + L(M)
)
Q(M)−1 must be zero, and,
varying λ, one deduces that the first entry of L0Q(M)
−1 is zero. In other words, with
C0 :=
[
1 0 · · · 0
]T
, we have L0R
−1C0 = 0 for every non-singular matrix R of Q(H).
Then, Lemma 7 yields a contradiction.
6.3 The structure of spaces with property (P
r
)
Here, we prove Proposition 22. Let V be an r-subspace of Mn,p(K), and assume that
there is a subspace W of Mr(K) satisfying conditions (i) to (iii) for V in the definition
of property (Pr). In particular, V contains Ir ⊕ 0: using Lemma 23, we see that every
matrix of V splits up as
M =
[
K(M) C(M)
L(M) [0](n−r)×(p−r)
]
,
whereK(M), L(M) and C(M) are r×r, (n−r)×r and r×(p−r) matrices, respectively.
If L (respectively, C) vanishes everywhere on V , we have V ⊂ R(r, 0) (respectively,
V ⊂ R(0, r)) and we are done. For the rest of the proof, we shall assume that neither L
nor C vanish everywhere on V .
Note that the space V is spanned by its matrices M satisfying L(M) 6= 0 and
C(M) 6= 0. Indeed, as r ≥ 2, K has at least three elements, and hence V is not included
in the union of three of its proper linear subspaces; in particular, V r (KerL ∪ KerC)
is not included in a proper linear subspace of V .
Let M0 ∈ V be such that L(M0) 6= 0 and C(M0) 6= 0, and write N0 = K(M0).
Identity (1) yields that
∀N ∈ W , L(M0) ˜(N0 +N)C(M0) = 0.
Fixing N ∈ W , we see that the entries of L(M0) ˜(tN0 + sN)C(M0) are homogeneous
polynomials of degree r − 1 in the variable (t, s), and they vanish at every point of
the projective line P(K2) with the possible exception of the point with homogeneous
coordinates [1, 0]. As P(K2) has more than r + 1 points, one deduces that all those
polynomials are zero, and hence
∀N ∈ KN0 +W , L(M0)N˜C(M0) = 0. (7)
As L(M0) 6= 0 and C(M0) 6= 0, one deduces that there is a non-zero vector x ∈ Kr such
that span{N˜x | N ∈ KN0 +W} is a proper subspace of Kr.
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Thus, we find matrices Q1 and Q2 of GLr(K) such that, for every N ∈ KN0 +
W , the upper-left (r − 1) × (r − 1)-submatrix of Q1NQ2 is singular. Splitting N =
Q−11
[
H(N) [?](r−1)×1
[?]1×(r−1) ?
]
Q−12 for all such N , we deduce that H(KN0 +W) is an
r − 2-subspace of Mr−1(K). However, the rank theorem yields that
dimH(KN0 +W) ≥ dimW − 2r + 1 ≥ (r − 1)(r − 2)− (r − 2) + 1.
Using Theorem 4, we deduce that:
(i) Either H(KN0 +W) is equivalent to a subspace of R(0, r − 2);
(ii) Or H(KN0 +W) is equivalent to a subspace of R(r − 2, 0);
(iii) Or r > 3 and H(KN0 +W) is equivalent to a subspace of R(1, r − 3);
(iv) Or r > 3 and H(KN0 +W) is equivalent to a subspace of R(r − 3, 1).
Replacing V with its transpose if necessary, we see that only cases (i) and (iii) need to
be tackled: indeed, one notes that VT ⊂ Mp,n(K) has property (Pr) and that if the
desired conclusion holds for VT , then it holds for V as well.
In any of cases (i) and (iii) above, we obtain proper i-dimensional subspaces P and
P ′ of Kr such that every matrix of KN0+W maps P into P ′, more precisely, we can take
i = 1 in case (i), and i = 2 in case (iii). As V contains Ir ⊕ 0, one notes that KN0 +W
contains Ir , to the effect that P
′ = P . Therefore, we have found that P is a non-trivial
linear subspace of Kr which is stable under all the matrices of KN0 +W . By Lemma
25, it is the sole non-trivial linear subspace which is stable under all the matrices of W .
Thus, we may choose a matrix Q ∈ GLr(K) which maps P onto Ki × {0} (and make
such a choice with no regard to M0) and replace V with (Q ⊕ In−r)V(Q ⊕ Ip−r)
−1 to
reduce the situation further to the point where one of the following situations holds:
Case 1. Either K(M) ∈ M1(K) ∨Mr−1(K) for every M ∈ V satisfying L(M) 6= 0 and
C(M) 6= 0. As those matrices span V , one deduces that K(V) ⊂ M1(K) ∨Mr−1(K).
Case 2. Or r > 3 and K(M) ∈ M2(K)∨Mr−2(K) for everyM ∈ V satisfying L(M) 6= 0
and C(M) 6= 0. Again, this implies K(V) ⊂ M2(K) ∨Mr−2(K).
Now, let us discuss those two cases separately. Assume that Case 1 holds. Again,
let M0 ∈ V be such that L(M0) 6= 0 and C(M0) 6= 0. Using (7), one finds
∀N ∈ W ∩GLr(K), L(M0)N−1C(M0) = 0.
Using Lemma 26, one deduces that
C(M0) =
[
R1
[0](r−1)×(p−r)
]
for some R1 ∈ M1,p−r(K)r {0}.
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Denoting by S1 the first column of L(M0), identity L(M0)C(M0) = 0 from Lemma 23
reads S1R1 = 0, and hence S1 = 0. Thus, we have shown that every matrix M ∈ V
such that L(M) 6= 0 and C(M) 6= 0 has the form[
? [?]1×(r−1) [?]1×(p−r)
[0](n−1)×1 [?](n−1)×(r−1) [0](n−1)×(p−r)
]
.
As those matrices span V , the result holds for every matrix of V . Permuting columns
shows that V is equivalent to a subspace of R(1, r − 1).
We complete the proof by examining Case 2. As dimK(V) ≥ dimW ≥ r2 − 2r + 4
and K(V) ⊂ M2(K) ∨Mr−2(K), we find K(V) =W = M2(K) ∨Mr−2(K). Again, let us
fix M0 ∈ V such that L(M0) 6= 0 and C(M0) 6= 0. Identity (7) yields:
∀N ∈ W ∩GLr−1(K), L(M0)N−1C(M0) = 0.
With Lemma 18, one deduces that ImC(M0) ⊂ K2 × {0}. Noting that for the permu-
tation matrix P associated with i 7→ r + 1 − i, one has W = PWTP−1, one deduces,
with the same line of reasoning, that ImL(M0)
T ⊂ {0} ×Kr−2. It follows that M0 has
the form
M0 =
[
[?]2×2 [?]2×(r−2) [?]2×(p−r)
[0](n−2)×2 [?](n−2)×(r−2) [0](n−2)×(p−r)
]
.
As such matrices span V , we may use a permutation of columns to find that V is
equivalent to a linear subspace of R(2, r − 2).
This completes the proof of Proposition 22.
6.4 Proof of the second classification theorem
Here, we prove Theorem 10. Let n, p and r be positive integers such that n ≥ p > r ≥ 2.
Let V be an r-subspace of Mn,p(K) with dimV ≥ nr − 2r + 4 + 2(p− n).
We can also assume that V contains a rank r matrix, for if it does not, then V is an
r − 1 subspace of Mn,p(K) of dimension greater than or equal to nr−2r+4+2(p−n)≥
n(r − 1)− (r − 1) + (p− n) + 2, and then Theorems 4 and 6 yield that V is equivalent
to a subspace of R(0, r − 1) or R(r − 1, 0).
In the rest of the proof, we shall assume that V contains a rank r matrix. Then,
no generality is lost in assuming that V contains Ir ⊕ 0. Lemma 23 entails that every
matrix M ∈ V splits up as
M =
[
K(M) C(M)
L(M) [0](n−r)×(p−r)
]
whereK(M), L(M) and C(M) are r×r, (n−r)×r and r×(p−r) matrices, respectively.
Formula (1) yields
∀M ∈ V , L(M)K˜(M)C(M) = 0. (8)
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Let us define V ′ as the linear subspace of V consisting of its matrices M satisfying
C(M) = 0, and V ′′ as the linear subspace of V ′ consisting of its matrices M satisfying
L(M) = 0. In other words, V ′′ is the subspace of all matrices of V which have the form
M =
[
K(M) [0]r×(p−r)
[0](n−r)×r [0](n−r)×(p−r)
]
.
Polarizing the quadratic formula ∀M ∈ V , L(M)C(M) = 0 yields
∀M ∈ V , ∀N ∈ V ′, L(N)C(M) = 0. (9)
Thus, setting
G :=
∑
M∈V
ImC(M) and q := dimG,
one deduces from (9) that
dimL(V ′) ≤ (n− r) × (r − q) and dimC(V) ≤ q(p− r).
Setting
W := K(V ′′) ⊂ Mr(K),
one deduces from the rank theorem that
dimW = dimV − dimL(V ′)− dimC(V) ≥ r2 − 2r + 4 + (q − 2)(n− p).
Notice also that Ir ∈ W . If q ≥ 2 or n = p, then V has property (Pr), and the conclusion
ensues by using Proposition 22. If q = 0, then C(V) = {0} and hence V ⊂ R(0, r).
Now, we assume that q = 1 and n > p. Then, G is a 1-dimensional subspace of Kr;
choosing Q ∈ GLr(K) such that QG = K×{0} and replacing V with (Q⊕0n−r)V(Q−1⊕
0p−r), we see that no generality is lost in assuming that G = K × {0}. Then, every
matrix of V splits up as
M =
[
[?]1×r R(M)
S(M) [0](n−1)×(p−r)
]
where R(M) ∈ M1,p−r(K) and S(M) ∈ Mn−1,r(K). As q = 1, we have rkR(V) = 1, and
hence Lemma 24 shows that rkS(V) ≤ r − 1. However, the rank theorem yields
dimS(V) ≥ nr − 2r + 4 + 2(p− n)− p > (n− 1)(r − 1)− (r − 1) + 1 + (r − (n− 1)),
the last inequality stemming from p > r. As n − 1 ≥ p > r, Theorem 6 yields a non-
zero vector x of Kr such that every matrix of S(V) vanishes at x. However, as Ir ⊕ 0
belongs to V , we see that S(V) contains
[
[0](r−1)×1 Ir−1
[0](n−r)×1 [0](n−r)×(r−1)
]
. This shows that
x ∈ K× {0}, which, in turn, yields that every matrix of V has the form[
? [?]1×(r−1) [?]1×(p−r)
[0](n−1)×1 [?](n−1)×(r−1) [0](n−1)×(p−r)
]
.
Permuting columns, one concludes that V is equivalent to a linear subspace ofR(1, r−1).
This completes the proof of Theorem 10.
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6.5 Final comments
A key point in the above proof is the way we use the Atkinson-Lloyd classification
theorem to recover crucial information on the structure of K(V ′′). This suggests an
inductive strategy to obtain classification theorems for smaller dimensions, at least for
square matrices. If, for some positive integer i, one has access to a classification theorem
for r-subspaces for dimensions that are greater than or equal to nr − i(r − i), for all
possible values of r, then those results help us understand the structure of the K(V ′′)
space, and one can possibly use this insight to recover the structure of r-spaces of square
matrices with dimension greater than or equal to nr − (i+ 1)(r − (i+ 1)).
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