SRTC evaluated the feasibility of using the H Canyon on-line diode array spectrophotometer to measure uranium concentrations in Tank 16.7.
SUMMARY
This report summarizes work performed to determine the feasibility of using the H Canyon on-line diode array spectrophotometer to measure uranium concentrations in Tank 16.7. On-line measurements will allow an increase in highly enriched uranium (HEU) production by removing delays associated with off-line measurements. The instrument must be able to measure uranium at concentrations below 1.0 g/L with an uncertainty no greater than 0.3 g/L. SRTC determined that the system has a limit of quantitation of 0.15 g/L. At concentrations of 0.5 and 1.0 g/L, the spectrometer uncertainty is 0.10 g/L. No design changes, such as an increase in flow cell pathlength, are required to obtain this performance. Expected levels of iron in Tank 16.7 solutions will not interfere with the measurement. The CHEMCHEK method should not be used for confirmatory analysis, as it contributes excessively to the overall uncertainty of the measurement. SRTC expects that the spectrophotometer will meet the measurement requirements for Tank 16.7.
INTRODUCTION

Scope
The scope of the work described in this report is defined in the Nuclear Materials Management Division (NMMD) Technical Task Request 2002-103, "Demonstrate Spectrophotometer on 1DW Stream to LLW". The spectrophotometer to which the Technical Task Request refers is one of two UV-visible spectrophotometers installed in H Canyon which are being used to monitor uranium and nitrate concentrations in nine tanks in the First and Second Uranium Cycles. NMMD would like to extend the system to include measurements of uranium in Tank 16.7. On-line measurements will increase HEU processing rates by removing delays associated with off-line analysis. Tank 16.7 receives the 1DW stream before it is sent to Low Activity Waste. NMMD desires a detection limit less than 1.0 g/L U, with an uncertainty * of less than 0.3 g/L U. No acid or nitrate measurements are required for this stream. Uranium measurements at Tank 16.7 may be hampered by iron, which is present at concentrations up to 1 g/L.
Spectrophotometer
The spectrophotometers currently installed in H Canyon have been described in an earlier document. 1 Their operational principle can be described as follows, with reference to the schematic diagram shown in Figure 1 . Using an optical multiplexer and fiber optics, white light is selectively directed to one of several measurement points, where it is partially absorbed in a flow cell by solution which has been sampled from a processing tank. The transmitted light is directed to a spectrometer, where it is diffracted and focused on a diode array detector. The resulting spectrum is interpreted by a computer, which * Throughout this report, the uncertainty is defined as twice the standard deviation, σ, of a series of measurements. For a chemometric model, the uncertainty is twice the standard prediction error. The relationship between light absorbance and analyte concentration is described by Beer's Law,
where A is the total light absorption (a dimensionless quantity), λ is the wavelength of light, ε i (λ) is the wavelength-dependent extinction coefficient of species i, b is the optical pathlength, and c i is the concentration. The summation includes all chemical species that are present in the solution.
The inverse relationship between pathlength and concentration means that the same absorbance (i.e. analytical signal) will be observed for two solutions with different analyte concentrations if a proportionally longer pathlength is used to measure the less concentrated solution.
The extinction coefficient, ε, for a chemical species may change as solution conditions such as temperature or acidity change. Other chemical species may also absorb light at the same wavelengths as the analyte of interest. For these reasons, it is not always possible to use Beer's Law to predict analyte concentrations. The H Canyon spectrometer uses chemometric prediction models 3 to reduce or eliminate the effects of chemical interferents and solution conditions. These models are described in Reference 1. The models are designed to be sensitive to variations in the absorbance spectra that .7 would be monitored with the spectrophotometer labeled "Unit 2". The uncertainty of the uranium measurement for Unit 2 is 0.4 g/L U. This value, which is used for flowsheet calculations, includes all sources of uncertainty, including those associated with the confirmatory analytical method.
* The uncertainty associated with the instrument itself increases with an increase of concentration, and ranges from 0.1 to 0.3 g/L U.
Study
The expected concentrations for the
, <1 g/L sulfur, and ambient temperature. Sulfur is not expected to contribute to the spectroscopy of the solutions, and the concentrations of the other species are within the ranges for which the existing prediction models are defined. Therefore, the desired measurement should be feasible.
SRTC conducted several studies to confirm this assessment and define the expected performance of the instrument. The limits of detection and quantitation were determined. The existing uranium measurement models were developed primarily for applications where uranium concentrations were greater than approximately 2 g/L. Little validation data were obtained for the lower uranium concentrations relevant to this application. The measurement uncertainty at the lower concentrations was calculated. Prior work indicated that the uncertainty varies with concentration; however, only the most conservative value, associated with high concentrations, is used for flow sheet calculation. This value is not relevant for measurements at the lower concentrations. Finally, an appropriate optical pathlength was chosen, based on the expected absorbances of both the uranium and interfering species such as Fe 3+ .
EXPERIMENTAL METHODS
The majority of the data reported here was generated at SRTC. Some data was obtained from calibration activities for the spectrophotometers after their installation in H Canyon.
Uranium prediction models
All chemometric prediction models are specific to the spectrometer with which the calibration data were generated. As the spectrometer used for the studies performed in SRTC is not the same as the H Canyon spectrometer which will be used to make the * The confirmatory analytical method for the tanks currently monitored by "Unit 2" is UV-visible diode array spectroscopy performed at CLAB. process measurements, the performance of the models associated with each spectrometer must be demonstrated to be equivalent. A comparison of the basic components of each calibration -standard solutions, equipment, and software -shows that results obtained with the SRTC instrument are expected to be representative of those that would be obtained in H Canyon.
Both the SRTC and H Canyon models were calculated using spectra obtained from the same set of standard solutions. The composition of those solutions are described in Reference 1. The solutions were made gravimetrically from stock solutions of uranium, nitric acid, and water. The stock solution concentrations were determined by Analytical Development Section standard analytical techniques, as follows: uranium was measured by ICP-MS and nitric acid was measured by titration.
The components of the SRTC spectrophotometer were functionally identical to those in the H Canyon instrument. The two data sets were acquired using the same light source, fiber optics, and cuvette. The difference in the data sets arose from the use of a different diode array spectrometer. However, as the same model spectrometer (Zeiss MCS 501, 1024 pixels, sensitivity 180-1100 nm) was used in both instruments, the data sets are expected to be of similar quality.
The same computer and data acquisition program, zsfm.exe, was used to acquire the data with both spectrometers. This program was a subset of the Onlinez.exe program used to control the H Canyon spectrophotometers, and used identical core data acquisition routines. Data analysis for the SRTC spectrometer is performed in the Matlab 6.1 environment (Release 12, Mathworks, Inc., Natick, MA), using commercially available software (PLS_Toolbox 2.0, Eigenvector Research, Manson, WA). This software was also used for scoping studies for the H Canyon model development. The predictive ability of models generated with this software matched that of models generated with the ADS program mvasrs.exe, which are used in the H Canyon spectrometers.
The redundancy of the standard solutions, equipment, and analysis software used in the development of the SRTC and H Canyon models indicates that results obtained with the SRTC system will be reliable predictors of performance in H Canyon. This assertion is demonstrated by a comparison of prediction errors for the models associated with the two instruments, as shown in Table 1 . The first set of numbers shows the ability of the models to reproduce the concentrations of the solutions in the original calibration set. The second set describes the predictive ability of the models for validation solutions that are not included in the calibration. The small differences between the models can be attributed to higher noise for the SRTC spectrometer. However, the predictive ability of the two models are similar, and results obtained with the SRTC spectrophotometer can be expected to hold true for the H Canyon instrument. 
Test spectra
The original uranium calibration models were generated for tanks with expected concentrations greater than 2 g/L. Since concentrations less than 1 g/L are expected at Tank 16.7, the suitability of the models for this measurement was determined by reexamining two aspects of the calibration data set. First, the lowest uranium concentration in the original calibration solution set was 0.5 g/L (apart from blank solutions), providing a lower bound for the desired 1 g/L detection threshold. However, we obtained little validation data at that concentration in the original spectrophotometer development work. Second, the calibration data was acquired using a 1 cm pathlength cuvette. The typical flow cell pathlength for the H Canyon spectrophotometer is approximately 2.54 cm (1 inch). The longer pathlength increases the sensitivity of the measurement but also increases the effect of interfering species such as Fe.
To test the model performance at low uranium concentrations and long pathlengths, new test solutions were required. Seven uranium-bearing solutions were generated using The equipment used to measure the spectra of the test solutions was identical to that used to obtain the calibration solutions, with the substitution of a 4 cm cuvette. This pathlength represents an intermediate value between the 2.54 cm pathlength which is the standard length for flow cells in H Canyon and 5.08 cm pathlength which can be achieved by incorporating a retroreflection design into the flow cell.
The longer pathlength cell was considered as an alternative in the event that adequate uranium absorption could not be measured with the typical 2.54 cm flow cell.
RESULTS
Absorbance spectra of the seven uranium-bearing solutions plus water are shown in Figure 2a . The progression of the spectra with increasing uranium concentration is partially obscured by a shifting baseline. The effects of the shifting baseline can be removed by taking the second derivative of the spectra, which is part of the normal data WSRC-TR-2002-00568 6 pretreatment associated with the uranium models. The results of this operation are shown in Figure 2b . Here, the dependence of the spectra on uranium concentration is readily apparent.
All seven uranium spectra are distinguishable from the blank spectrum. The quality of the data, even at the lowest concentrations, can also be seen from the results of using the SRTC model to predict the concentrations. As shown in Table 2 , the actual and predicted concentrations agree for all solutions. Absorption spectra of the two iron-bearing solutions and water are shown in Figure 3a .
As with the uranium spectra, these spectra are confounded by baseline drifts that are removed by taking the second derivative, as shown in Figure 3b . Two aspects of the iron spectra require comment. First, despite their appearance at the same wavelengths as the uranium absorption, the peaks between 400-420 nm are not due to uranium. This is evident from the derivative spectra, which are different for iron and uranyl nitrate (shown in gray). Second, at the wavelength regions used in the uranium prediction model (380-460 nm), the total light absorption with the 4 cm cell is low, even for the 1 g/L iron solution. Both the 1 and 2 inch flow cells could be used without raising concerns about excess light absorption due to the iron.
Supplemental data from field calibrations of the Unit 2 spectrophotometer in H Canyon provided additional validation information. In both cases the spectra are obtained with a good signal-to-noise ratio and are well above the baseline spectrum of water. The derivative spectrum shown in Figure 4b shows similarly good signal-to-noise. Table 3 shows the predictions of several low-uranium solutions poured into various tanks monitored with Unit 2. In all cases, the predictions match the expected values within the uncertainty of the prediction model. 
DISCUSSION
The above data indicates that a 2.54 cm pathlength flow cell design should be used for the 16.7 sampler. Both the SRTC and H Canyon data show that uranium concentrations well below 1 g/L will be observed, and it is not necessary to incorporate a longer pathlength to improve sensitivity. The iron spectra show that the presence of iron will not obscure the uranium absorptions; thus there is no reason to go to a shorter pathlength. In addition, the 2.54 cm pathlength allows the same flow cell design for the 16.7 sampler as is currently being used on the majority of the tanks being monitored.
There is no universally agreed-upon mathematical definition for the limit of detection (LOD) or limit of quantitation (LOQ) for an analytical method. However, the commonly used defintions are three and ten times the standard deviation of the measurement when the analyte concentration is zero. 2 Estimates of the blank standard deviation are consistent for both the SRTC and H Canyon spectrometers. Analysis of 34 blanks at SRTC resulted in an average measurement of 0.001 ± 0.015 g/L U. Analysis of 34 blanks with the Unit 2 spectrophotometer (at several different tanks) resulted in an average measurement of -0.005 ± 0.010 g/L U. The above definitions correspond, in the most conservative case, to a LOD of 0.04 g/L U and a LOQ of 0.15 g/L U.
The limit of quantitation is consistent with the expected uncertainty of the measurement at low concentration. Figure 5 shows the uncertainty for uranium concentrations arising from the ability of the model to reproduce the standard concentrations. The results for three different uranium prediction models are shown, indicating the consistency of the results for different spectrometers. The rise at low concentrations comes from a decrease in the signal-to-noise ratio of the data. The resulting absolute errors, calculated from the uranium concentration and the percent error, are given in Table 4 . Table 4 shows the total propagated error for the spectrophotometer, which includes contributions from the uncertainty of the uranium concentration in the standard solutions (1.5%). Uncertainty from sampler operation is not included in this calculation, since the sampler will not be circulating during the measurement. The resulting uncertainty at 1 g/L, 0.10 g/L, is consistent with the LOQ estimated above.
These uncertainty estimates do not include any contribution from the uncertainty associated with confirmatory analysis by CLAB. The combined propagated uncertainty is used for flow sheet calculations. The use of a relatively imprecise confirmatory method can increase the total uncertainty to a level that misrepresents the accuracy of the on-line method. For example, the typical method used to analyze samples from Tank 16.7 is CHEMCHEK (fluorescence), which has a precision of 15%. Combining this result with the intrinsic spectrometer uncertainty yields a total uncertainty of 0.18 g/L for 0.5 g/L U, and 0.32 g/L for 1 g/L U. The latter value exceeds the requested uncertainty defined in the task request. However, the use of a more precise confirmatory measurement technique, such as diode array spectroscopy, Davies-Grey titration, or isotope dilution/mass spectroscopy, would improve the overall reported uncertainty. This calculation suggests that an alternate confirmatory method should be chosen for Tank 16.7 samples.
CONCLUSIONS
The H Canyon spectrophotometer can measure uranium concentrations at Tank 16.7 at the requested concentrations of 1.0 g/L, with an uncertainty of 0.3 g/L. The presence of iron at concentrations of at least 1 g/L will not adversely affect the uranium measurements. The typical flow cell design, with a pathlength of 2.54 cm, can be used for this application. The limit of quantitiation is 0.15 g/L U. The uncertainty of the method is estimated to be 0.10 g/L for solutions containing either 0.5 or 1.0 g/L U. For the purposes of flowsheet calculations, the uncertainty of the confirmatory method must be included. The uncertainty associated with the CHEMCHEK method, which is often used to analyze solutions from Tank 16.7, is too large for that technique to be used as the confirmatory method.
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