The Basener-Ross system is a known model in Population Dynamics for the interaction of consumers and resources in an isolated habitat. For an extended version with time-dependent coefficients as a model of possible variations of the environtmental conditions, some relations among the coefficients are provided leading to the integrability of the system. 2010 MSC: 34A05, 34C14, 92D25 .
Introduction
In Ecology, an isolated island is an excellent laboratory to explore the evolution of ecosystems due to the total absence of external distortion factors like migration. In the paper [3] , Basener and Ross proposed the following model for the evolution of human population in Easter islanḋ
where a, c, h, κ are positive constants, x(t), y(t) are respectively the amount of resources and the human population in the island at time t. The interaction is of predator-prey type, in such a way that the amount of resources x serves as a dynamic carrying capacity for the predator y. Comparatively with other predator-prey systems available in the literature, the Basener-Ross model presents a remarkable variety of dynamical behaviours, including extinction at a finite time. By this reason, it has been recognized as a plausible model for evolution of population in ancient civilizations and several generalizations and variants have been formulated and studied, see for instance [2, 4, 5, 10] and the references therein. A reasonable extension of the Basener-Ross model is the consideration of timechanging ecological parameters. Variation in time of any of the parameters involved in system (1.1) can be easily justified from a biological point of view. For example, climate fluctuations may influence critically on the dynamics of interacting species by changing the natural growth rates (see e.g. [1, 9, 12, 15, 16] and the references therein). Also, empirical evidence shows how technological advances may increase the carrying capacity κ of a resource [8, 13] . Finally, time-variation in h models the adoption of a suitable harvesting protocol.
According to the previous discussion, we are going to study the non-autonomous systemẋ
where now a(t), c(t), κ(t), h(t) are continuous functions with positive values. Our main motivation comes from the recent paper [14] , where the integrability of system (1.1) is studied. Our objective is to identify novel families of integrable cases for the system with variable coefficients (1.2) that are new even in the case of constant coefficients.
The main tool will be the reduction to a second order differential equation and the application of recent integrability criteria developed in [7] .
2 Reduction to a second order ODE and integrable cases
As a first step, by means of the change of time variable
we can consider without any loss of generality that a(t) ≡ 1. With this change, the system readsẋ
From the second equation, one finds
Then, elimination of x in (2.2) leads to the second order ODË 4) where the coefficients are defined by
Now, the objective is to show that (2.4) is integrable under some particular relations of its coefficients. A first equation that is solvable by quadratures is obtained by restricting the arbitrary function H in [7, (3.13) ] to H(I) = 4AI 2 − B, leading tö
where the constants A, B are arbitrary and the function ν(t) can be chosen in the form ν =ȧ/a with a(t) being any solution of the equation
for a given p(t). Eliminating a gives a second order ODE for ν
This equation belongs to the particular form of the second member of the Riccati chain (see [11] for details). The substitution ν =ȧ/a plays the role of a Cole-Hopf transformation that achieves linearizability of the latter equation. A second equation of interest is the following dissipative form of Kummer-Schwarz equation
(2.9) that has been introduced in [7, (3.37) ]. The linear transformation
transforms (2.9) toz
where
It is known that Eq. (2.11) has the general solution 12) where u, v are two linearly independent solutions of the base equation
In consequence, the general solution of (2.9) is given by
A first family of solvable models
We want to analyze relations among the coefficients leading to the integrable cases. First of all, Eq. (2.4) is linearizable by the transformation y = 1/z only when h(t) ≡ 0. For h = 0, a family of integrable systems can be found by adapting (2.4) to the ansantz (2.6). By identifying the coefficients of both equations, we get
From this information, h must be constant, and then c(t) must verify simultaneously two conditions
Hence, ν must be a solution of the equation
with h an arbitrary constant, or equivalently
Moreover, this condition must be satisfied together with (2.8). Substitution of (3.3) into (2.8) gives the finite constraint (a cubic equation for ν or a quadratic equation for h)
For constant choice of p(t), ν has to be constant. For instance, taking p = −ν 2 /4 (ν constant) we find that the following two values of ν as solutions of (3.3) also satisfy (3.4)
Summing up, the following result holds. Theorem 3.1. For a fixed h > 0, let ν(t) be a solution of the system (3.3)-(3.4) for some p(t). Then, system (2.2) is solvable for the coefficients
where B is an arbitrary constant.
The case of constant coefficients comes from taking ν as a constant in conditions (3.2) so that from (3.5) we have either ν = −1/2 (c = 1/2) or
that can be seen as a curve in parametric coordinates for which the model is solvable. Eliminating the parameter we arrive at the explicit curve
Of course, to be biologically relevant both parameters h, c must be positive. Figure 1 is a graphical representation of the curve. It coincides with the curve identified in [14] (see (29) therein). Under the condition (3.7), we know from [7] that the change of variables As shown in [7] , this equation can be reduced to quadratures. To this end, we let R = dr/ds and exchange the roles of (r, s). Using the coordinates ω = − 1 4 r −3/2 R, ξ = ln r we find the equation
. where c 1 > 0 and c 2 is an arbitrary constant. Note that A = 2 means h = 1/4 and ν = −3/2 by (3.5). Then, by inverting the change (3.8), we find the general solution of (2.6) for A = 2 as
As a consequence, the general solution of the Basener-Ross system (2.2) is readily obtained by using (2.3). The case A < 1 can be analyzed as before. In this case, the analogous equation to (3.14) is now
As before, in general the solution will be obtained in an implicit form by quadratures. The case A = 0 admits an explicit form of the solution. Since the analysis is similar, we skip further details.
A second family of solvable models
In this section, we are going to use the dissipative KS equation (2.9) for the identification of a new class of coefficients enabling the integrability of Eq. (2.4). By comparing (2.4) both equations, we find n = 2 and the relations 4q exp −2
Imposing h = 3/4, we obtain the integral equation
Theorem 4.1. Let us suppose that h = and c(t), κ(t) are related by (4.2) with a given q > 0. Then, system (2.2) is solvable.
The simplest way to find explicit examples is to prescribe c(t) and use (4.2) to find the adequate κ(t). For instance, if c is constant, then (4. +λ cos t, then
Conversely, it is possible to consider a prescribed carrying capacity κ(t) and look for a suitable c(t). To do it, one observes that a derivation of (4.2) giveṡ
which can be identified as a Bernouilli's equation and hence explicitly solvable. The correct initial condition comes from evaluating (4.2) in t = 0, hence c(0) = 4qκ(0).
As an example, we perform a detailed analysis or the case of a constant carrying capacity κ. First, evaluating (4.2) in t = 0, one realizes that the correct initial condition is c(0) = 4qκ. Then, a simple derivation on t leads to the separable equatioṅ with coefficients
Provided c(t) is of the form (4.3), the general solution is given by
where u, v are two linearly independent solutions of the base equation (2.13) with p replaced by −α(t)/4. A simple computation gives
On the other hand, the base equation (2.13) is written explicitly as z + I(t)z = 0 (4. In view of (4.7) and (4.6), this implies that generically (i.e., for most of the solutions), y(t) → 0 when t → +∞, that is, asymptotic extinction for y. For the particular case of C 0 = 0, then (4.8) is justz − 
