During decision making between sequential stimuli, the first stimulus must be held in memory and then compared with the second. Here, we show that in systems that encode the stimuli by their firing rate, neurons can use synaptic facilitation not only to remember the first stimulus during the delay but during the presentation of the second stimulus so that they respond to a combination of the first and second stimuli, as has been found for "partial differential" neurons recorded in the ventral premotor cortex during vibrotactile flutter frequency decision making. Moreover, we show that such partial differential neurons provide important input to a subsequent attractor decisionmaking network that can then compare this combination of the first and second stimuli with inputs from other neurons that respond only to the second stimulus. Thus, both synaptic facilitation and neuronal attractor dynamics can account for sequential decision making in such systems in the brain.
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ventral premotor cortex | attractor network | short-term memory | synaptic facilitation | vibrotactile D uring decision making, we may need to compare stimuli that occur at slightly different times. A question therefore arises of how the first stimulus is remembered and is then compared with the second stimulus. One well-known paradigm for studying such decision making is the comparison of two vibrotactile stimuli applied sequentially (1) (2) (3) (4) (5) . It is found in the ventral premotor cortex (VPC) that some neurons reflect the decision making itself, responding, for example, if the first vibrotactile stimulus (f 1 ) applied to the hand is higher in flutter frequency than the second (f 2 ), whereas other neurons respond to the decision f 2 > f 1 [figure 2 g-i in the article by Romo et al. (5) ]. In addition to these neurons, others reflect the memory of f 1 , as shown by the "partial differential neurons," one of which recorded in the ventral prefrontal cortex (5) is illustrated in Fig. 1 . These neurons respond to f 1 during the presentation of f 1 , do not respond in the first part of the delay period, and gradually ramp up toward the end of the delay period to a firing frequency that reflects f 1 and then are influenced by f 2 during the decision period when f 2 is presented (5) . The responses of these neurons may be related to the decision making (5) , because, as shown in Fig. 1 , if f 1 > f 2 , the firing during f 2 is higher than when f 1 < f 2 for a given f 2 . In this paper, we propose a synaptic mechanism that contributes to their response properties and introduce a theory of how they could be important in the decision-making process.
Model
The main neurobiologically realistic approach to decision making is to use an attractor network, in which input 1, the evidence for decision 1, would be applied as a bias λ 1 to population 1 of interconnected neurons encoding by their firing decision 1, and input 2, the evidence for decision 2, would be applied as a bias λ 2 to population 2 of interconnected neurons encoding decision 2 (6-12) (Fig. 2B ). These neurons compete via inhibitory interneurons, and one population wins the competition, which is enhanced nonlinearly by the positive feedback implemented by the recurrent collateral excitatory connections within each population. A problem arises in sequential decision making if inputs λ 1 and λ 2 are encoded by the same neurons, as is the case for the encoding of vibrotactile stimuli in the VPC. The neurons have firing rates that are linearly related to the flutter frequency, and thus use a rate code to encode the flutter frequency. The problem arises that the neurons that respond to f 1 (the first vibrotactile stimulus) and remember f 1 after the delay period will also respond to f 2 , such that their encoding of f 1 is contaminated by f 2 . This makes straightforward application of the standard attractor network model of decision making problematical, because f 1 is not separately available from f 2 . We propose here that the solution is to provide as inputs to the decision-making attractor network the combination input just described that reflects in the comparison period the combination f 1 and f 2 as in the partial differential neurons (5) and neurons that reflect f 2 [which are present in the VPC during the comparison period (5)] and show how this can be achieved. We argue that it is inevitable, given the rate encoding with broad tuning of the neurons in the VPC to the vibrotactile stimuli, that f 1 will be contaminated by f 2 and that a solution of the type we propose is needed. Indeed, we argue that the partial differential neurons are fundamental to the solution of the decision-making problem by this brain region, and we analyze next how the responses of the partial differential neurons could be produced. We know of no previous theory of the mechanisms by which the partial differential neurons are produced, of the exact utility of these neurons in decision making, or of exactly how sequential decision making could be implemented when the same neurons code for the first and second stimuli.
We model the partial differential neurons with the network shown in Fig. 2A using integrate-and-fire neurons as described in SI Text. There is a single population of neurons receiving inputs from the vibrotactile stimuli (the excitatory selective population in Fig. 2A ) with excitatory interconnections that use short-term synaptic facilitation to implement the short-term memory of f 1 during the delay period and continue to influence the firing during the comparison (decision) period. Short-term synaptic facilitation is used in the model, because the partial differential neurons do not continue their firing during the early part of the delay period (5) (Fig. 1) .Thus, we suggest that a synaptic mechanism rather than neuronal recurrent connections to maintain the firing must be used in the brain, and the synaptic facilitation mechanism allows a graded effect that reflects the firing rate of f 1 to be processed. Short-term synaptic facilitation is implemented using a phenomenological model of calcium-mediated transmission (13) . We note that synaptic facilitation is caused by the increased accumulation of residual calcium at the presynaptic terminals, which increases the probability of neurotransmitter release (14) . This type of synaptic facilitation is common in higher cortical areas, such as the prefrontal cortex (14) (15) (16) , in contrast to early sensory areas in which depression is more usual (14) . The synaptic efficacy of the recurrent connections between excitatory neurons is modulated by the utilization parameter u (the fraction of resources used), reflecting the calcium level. When a spike reaches the presynaptic terminal, calcium influx in the presynaptic terminal causes an inAuthor contributions: G.D., E.T.R., and R.R. designed research; performed research; analyzed data; and wrote the paper.
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This article contains supporting information online at www.pnas.org/cgi/content/full/ 1002333107/DCSupplemental. crease of u, which increases the release probability of transmitter, and thus the strength of that synapse, as described in SI Text. The time constant of the decay of the synaptic facilitation is regulated by parameter τ F , which is experimentally around 1-2 s (16) [i.e., large enough to be able to sustain memory and allow comparison for short delays (3 s in our case)]. In addition, there is an excitatory nonselective population that enables us to show later that shortterm memory recall toward the end of the delay period is selective for the neurons that were activated by f 1 and that showed synaptic facilitation because of this activation. . 2C shows the operation of this system. When a population of selective neurons is externally stimulated (f 1 for 500 ms applied as λ stim ), the network has an attractor evident as high firing activity of the selective population, r(f 1 ), and low activity of the nonselective population. The firing rate of the selective population reflects the vibrotactile stimulation frequency being applied, as described previously. When the external stimulation f 1 is removed, the attractor disappears, because the connectivity was designed such that only the spontaneous level of activity is stable. Nevertheless, during the presentation of the first stimulus, f 1 , the synapses between neurons in the selective population were increased by synaptic facilitation. If an external nonspecific stimulation is then applied to all neurons in the network, the level of competition increases and the underlying differences in the facilitated synapses can be read out by the dynamics and result in the emergence of an attractor in the delay period corresponding to high firing activity, r′ [u(f 1 )] (Fig. 2C ) of the selective population and low activity for the rest. (This nonspecific external input is obtained by linearly incrementing the external rate during the delay period from 2.4 kHz (per neuron, the sum of the number of spikes received over all synapses by the neuron) to reach 2.544 kHz after 3 s, and its time course is set to produce the time course of the effects found neurophysiologically in the VPC, as shown in Fig. 1 . One way in which such ramping activity, common in the prefrontal cortex during delay periods, can be produced is by the transition between different weakly coupled attractor states (17) . The firing rate at the end of the delay period will reflect the vibrotactile frequency that was applied as f 1 , as a result of the graded synaptic facilitation effect. After that, the second stimulus, f 2 , is presented for 500 ms, and, again, an attractor corresponding to high firing activity, r′′[f 2 , u(f 1 )], of the selective population and low activity for the rest emerges (Fig. 2C ). The resulting attractor shows a firing rate response that is a function of f 1 and f 2 , because the facilitated synapses in the selective population have a memory of f 1 and the external input introduces a dependency on f 2 . In this way, the neurons in the selective population show time-varying encoding, first of the external stimulus f 1 , which reflects its memory (in a continuously graded form), and at the end of the delay period, during the presentation of the second stimulus, f 2 , which reflects both f 2 and the memory of f 1 . The dynamics, as demonstrated by large-scale simulations, are explicitly shown in Figs. 3 and 4 . Fig. 3 shows for two cases (Left: f 1 = 10 < f 2 = 18 Hz; Right: f 1 = 26 > f 2 = 18 Hz) the temporal evolution of the firing rate (Fig. 3A) and the synaptic utilization, u, variable (Fig. 3B) in the selective population. The underlying spiking activity of 24 randomly chosen neurons of the selective population is also shown in the rastergrams for these two cases ( Fig. 3 C and D) . When the first stimulus, f 1 , is applied, an attractor showing high activity in the selective neurons builds up. Even more, the firing rate of the selective neurons encodes the different f 1 stimuli, with higher firing rates for the higher vibrotactile frequencies (Fig. 3A) . The synapses between the neurons in the selective population are also differently facilitated for the different vibrotactile frequencies f 1 (Fig. 3B ). This is very important because it establishes the basis of the encoding of a continuously graded memory that reflects by the firing rate the frequency of the vibrotactile stimuli. In fact, after applying a nonspecific linearly increasing external input (a learned attention signal) during the delay, the system is able to extract the underlying synaptic information and generate an attractor of high firing rate activity in the selective population, which encodes at the end of the delay the previously applied stimulus f 1 . During the application of the second stimulus, f 2 , the level of activity of the selective neurons (attractor) will depend on the synaptic history (i.e., uf 1 ) and on f 2 . This can be seen explicitly in Fig. 3 A and B , where the temporal evolution of the firing rate and synaptic utilization variable, u, for the 26:18 case is contrasted with the values obtained for the 10:18 case.
Results

Fig
To characterize the encoding role of the selective neurons during the whole task, we performed simulations for different pairs of stimulus combinations f 1 and f 2 . In this set of pairs, trials can be divided into two types: those in which f 2 > f 1 (f 2 = f 1 + 8 Hz; black dots and regression lines in Fig. 4 A-C) and those in which f 2 < f 1 (f 2 = f 1 − 8 Hz; red dots and regression lines in Fig. 4 A-C) . Each trial started with 500 ms without external stimulation (the spontaneous state), followed by stimulation with f 1 for 500 ms, a delay period without stimulation from 1,000 ms until 4,000 ms, and then a comparison period of 500 ms during which the stimulus f 2 was applied. We calculated the population firing rate of the selective neurons in time windows of 20 ms. Fig. 4 shows the results for the simulated data. Fig. 4A refers to the first stimulation period (from 500 ms until 1000 ms). Fig. 4B refers to the last 500 ms of the delay period (3,500-4,000 ms). 5), as illustrated in figure 2 J-L of that paper. The f 1 period was from 500 to 1,000 ms, there was then a delay period, and the f 2 period when f 2 was applied and the decision was made was from 4,000 to 4,500 ms. f 2 was 18 Hz in both cases. When f 1 was 26 Hz (red plot), the firing rate during f 1 , at the end of the delay period, and during the comparison period when f 2 was being applied was higher than when f 1 was 10 Hz (black plot). Thus, the firing of this type of neuron during f 2 helps in the decision that f 1 > f 2 when f 1 is 26 Hz and that f 1 < f 2 when f 1 is 10 Hz. Approximately 30 trials were used to generate these peristimulus time histograms for each pair for this single neuron.
response during the first stimulation period, which is lost when the stimulus is removed (as shown in the first part of the delay period). During the delay period, the selective neurons start to encode the memory of the first stimulus, f 1 , because of the facilitated synaptic buffer that is read out by the competitive dynamics of the network driven by the slow increase of the nonspecific external signal. During the comparison period, the response is selective for the condition f 2 < f 1 . (The error bars reflect the SD over the trials, and the lines demonstrate a linear fit).
The dependence of the firing rate response can be quantified by an arbitrary linear function of both f 1 and f 2 [i.e., assuming that the population rate r(t) = a 1 (t) f 1 + a 2 (t) f 2 + a 3 (t), the coefficients a 1 (t) and a 2 (t) serve as direct measurements of the firing rate dependence on f 1 and f 2 , respectively] (5). Fig. 4D shows the temporal evolution of these coefficients. This again reflects that selective neurons first encode the sensory stimulus f 1 ; then, after suppression of this stimulus, during the delay period, they retain the memory of the previously presented stimulus f 1 in the synaptic facilitation rather than in the firing rates; and, finally, during the presentation of the second stimulus, f 2 , they encode the comparison. The simulations we describe capture accurately the responses of the neurons actually recorded in the VPC, an example of which is shown in Fig. 5 .
The reason why the neuronal response is greater for the condition f 1 > f 2 than for the condition f 1 < f 2 for a given f 2 during the comparison period (Fig. 4C) can be understood as follows. After the presentation of the second stimulus, f 2 , the activity of the attractor network is clearly dependent on the value of f 2 . However, because the synapses of the population receiving the external vibrotactile input for f 1 are still in their facilitated state (and there is additional nonspecific activation being applied), the firing rate of the attractor also reflects the memory of f 1 . That is, the attractor shows a high firing rate that depends on both f 1 and f 2 [i.e., r′′(f 2 , u(f 1 )]. Having an attractor in which the selective neurons sensitive to the external vibrotactile stimulation show a high activity rate depending on f 1 and f 2 can be thought of as an attractor that is sensitive to the difference between f 1 and f 2 for a given frequency f 2 . This can be understood using the linear correlation method utilized for the analysis of the neurophysiological experiments and the simulations (i.e., if the rate r = a 1 f 1 + a 2 f 2 + c, we can rewrite this as r = a′ (f 1 − f 2 ) + b′ f 2 + c′) (Fig. 4D) . Thus, the firing rate when f 2 is presented reflects both the value of f 2 and the difference between f 1 and f 2 . This explains the emergence of partial differential neurons (Fig. 4C) . To be explicit, in the comparison period, the firing rate reflects the sum of f 2 and the memory of f 1 , and this sum is lower if f 1 < f 2 than if f 1 > f 2 for a given f 2 .
The separate lines in Fig. 4C for the cases f 1 > f 2 (red set of points) and f 1 < f 2 (black set of points) show that these neurons convey information about the relative magnitudes of f 1 and f 2 . However, this information can only be read off from this population of neurons by taking into account the value of f 2 . In Net w ork used t o model the pa r tial dif f e r ential neu r ons The evidence for decision 1 is applied via the λ 1 inputs and that for decision 2 is applied via the λ 2 inputs. The synaptic weights, w ij , have been associatively modified during training in the presence of λ 1 and at a different time of λ 2 . When λ 1 and λ 2 are applied, each attractor competes through the inhibitory interneurons until one wins the competition, and the network falls into one of the high firing rate attractors that represent the decision. (C) Evolution of the energy landscape during the different phases of the experimental setup corresponding to a sequential vibrotactile discrimination task. The synaptic efficacy of the recurrent connections between excitatory neurons is modulated by the utilization parameter, u (the fraction of resources used), reflecting the calcium level, and u increases when a spike reaches the presynaptic terminal (SI Text).
The red U-shaped symbols indicate that attractor-related firing is present, with a firing rate indicated below [e.g., r(f 1 )]. When the population of selective neurons is externally stimulated by an external vibrotactile stimulus f 1 for 500 ms, the network has an attractor evident as high firing activity of the selective population, r(f 1 ), and low activity for the nonselective population. When the external stimulation f 1 is removed, the attractor disappears, because only the spontaneous state is stable in the absence of stimulation. At the end of the delay period, by applying an external nonspecific stimulation to all neurons in the network, the firing rate of the selective population, r′[u(f 1 )], will reflect the memory of the vibrotactile frequency that was applied as f 1 as a result of the graded synaptic facilitation effect. After the delay period, the second stimulus, f 2 , is presented for 500 ms, and, again, an attractor corresponding to high firing activity r′′[f 2 ,u(f 1 )] of the selective population and low activity for the rest emerges. The resulting attractor shows a firing rate response that is a function of f 1 and f 2 , because the facilitated synapses in the selective population have a memory of f 1 and the external input introduces a dependency on f 2 .
these circumstances, how could the explicit decision making be implemented (f 1 > f 2 or f 1 < f 2 independent of the value of f 2 ) and benefit from the presence of the partial differential neurons? We note that there are neurons in the VPC that encode just f 2 , independent of the value of f 1 (5) . (This is just a neuron tuned to the vibrotactile stimuli but with no synaptic facilitation to enable it to remember f 1 .) We note that it would be difficult for the brain in a rate-encoding system to implement neurons that respond to f 1 but not to f 2 . We propose the hypothesis [consistent with the presence of other neurons in the VPC that represent the decision of firing for some neurons to f 2 > f 1 and for other neurons to f 2 < f 1 (5) ] that the firing of the partial differential neurons and the f 2 neurons is presented as the two inputs to a standard attractor decisionmaking network (Fig. 2B) . Provided that the inputs from these two neuron types to the attractor decision-making network are scaled appropriately by synaptic strengths that are trained during a learning period, one population in the attractor network will respond when f 1 > f 2 and the other will respond when f 1 < f 2 . The reason for this is that the firing of the partial differential neurons does reflect f 2 as well as f 1 , such that when the decision-making attractor compares the firing of the partial differential neurons neurons from a typical trial for each of these two conditions. In the rastergrams, each row of ticks is a different neuron in the selective pool and each tick is an action potential. The temporal evolution of the firing rate of the selective neurons shows how they encode first the stimulus f 1 and then its memory at the end of the delay, as well as a comparison after the application of f 2 , according to the cartoon-attractors shown in Fig. 2C . with the firing of the f 2 neurons, the decision taken will be in one direction if f 1 is high in frequency relative to f 2 and in the other direction if f 1 is low in frequency relative to f 2 . In effect, the partial differential neurons allow the value of f 2 to be taken into account in making the decision, such that the attractor network can subtract the exact value of f 2 from the decision reached and reflect just the difference between f 1 and f 2 . It is this functionality that effectively allows a decision plane between the parallel lines shown in Fig. 4C , and thus decisions that f 1 < f 2 or f 1 > f 2 be reached independent of the particular value of f 2 .
Discussion
If the partial differential neurons analyzed in this paper and the neurons in the VPC that respond only to f 2 (5) are used as the two inputs to a conventional attractor decision-making network, that decision-making network will make the correct decision of whether f 1 > f 2 or f 2 > f 1 . The operation of this type of decisionmaking network for vibrotactile decision making has been analyzed by Deco and Rolls (7, 12) , and neurons that reflect the operation of this decision-making network have been recorded in the VPC (5) . The presence of these three types of neurons in the VPC (5) is consistent with the theory described in this paper of how they are all essential to decision making. Indeed, when the neurons in the decision-making system respond to both the stimuli to be compared but with a different firing rate to the two stimuli, the system described here is an efficient solution to how the decision-making process occurs.
We note that some neurons in the VPC respond with decreasing firing rates as a function of the vibrotactile flutter frequency (5), and according to our theory, these could produce partial differential neurons with lower activity when f 1 > f 2 . We also suggest that the same mechanism described here could contribute to the auditory flutter decision making that is reflected in the firing rates of neurons in the VPC (18) .
In any brain system in which the stimuli are encoded by the firing rates of the neurons (including flutter frequency and many intensity/weight discriminations), sequential decision making is difficult, because the representation of the first stimulus is contaminated with the second stimulus, with which it must be compared. We have shown that if a population of neurons (e.g., partial differential neurons in the VPC) responds to a linear combination of the first and second stimuli, comparison by a decision-making network of this signal with a signal from other neurons that encode just the second stimulus (i.e., from neurons that do not have short-term memory) enables the correct decision to be reached about the relative values of the two stimuli. The relative values of the stimuli can be compared by the decisionmaking network independent of the magnitude of the second stimulus by attractor decision-making networks that account for many of the properties of the decision neurons in the VPC (7, 11) . In the context of the two-stage process, we note that the simple use of an attractor decision-making network approach would need an input that reflects just f 1 and another that reflects just f 2 , and the former is not present in the VPC or in any rateencoding system. In this scenario, the presence of the partial differential neurons described here, which provide a combined representation of f 2 and f 1 , provides an important, perhaps essential, way for this sequential decision making to be performed. Moreover, we have shown that synaptic facilitation provides a mechanism for remembering the first stimulus not only during the delay period but in the decision period. If different neurons code for the stimuli in a decision-making system, they can then be applied directly to the decision-making attractor network, as described by Rolls and Deco (12) in The Noisy Brain: Stochastic Dynamics as a Principle of Brain Function.
