Abstract--Multimedia applications are increasingly seen in wireless service networks. The higher channel rate requirements of certain multimedia services, such as video, places constraints on wireless resources, which must provide high channel rates in the presence of high interference and noise. We propose to increase the channel rate of high rate multimedia users by controlling the effective signal to interference and noise ratio (SINR) for those users, and by breaking individual data streams into smaller substreams which each have lower capacity requirements.
I. INTRODUCTION
Consider a DS-CDMA system which splits each multimedia user's data stream into several independently coded substreanis [l] . Each of the user's substreams are spread with short orthogonal pseudo random sequences (SOPRaS). The number of substreams for each user is selected to maximize the capacity for each user. Effectively, we transform a user channel that has high rate requirement, and would thus require high SINR, into a virtual set of lower rate channels.
Controlling the SINR is a result of the automatic power control, [2] . In wireless power control, the SINR levels which are low enough to allow for convergence to a positive power vector are called feasible SINR levels. Our goal is to increase the feasible set of SINR levels in a DS-CDMA system which uses power control and space-time diversity, [3].
We strive to assign the highest feasible SINR levels to all multimedia users. The feasibility of a given set of SINR is tested by the invertibility of the system gain matrix [4]. It can be shown that, under certain circumstances, the feasibility constraint for the power control is a separable problem from how many substreams are assigned to each user, and the SINR allocation for each user's substream. We can provide a method to find feasible SINR allocation for each user, and given that, we can find the optimum number of substreams per user and the optimum SINR allocation for each substream. By optimum, we mean that our solution maximizes the user's channel capacity. Fig. 1 illustrates the transmitter for the proposed system. The left part of Fig. 1 shows how the data sequence are formed. Each user, IC, has r k substreams. Each data stream, i, of user IC is turned into an analogue signal,dk,,(t).
SYSTEM MODEL
Then each substream is spread with a SOPRaS code, G. The SOPRaS spread substreams, e k , r r are then added together and spread with user IC's pseudo-random spreading sequence (PRSS), f k . The output of that is then modulated and transmitted. The effect of using SOPRaS is turning a single user, IC, into 'Q virtual users. Thus, the signal before modulation for user IC is:
where c, (.) is the SOPRaS pulse train and f k ( * ) is the PRSS pulse train. Fig. 2 shows the proposed receiver. The base station has D antennas, and RAKE receivers for space-time diversity.
The signals from all multipaths from all users are received along with white Gaussian noise, and then they are demodulated. The output of the antenna arrays, x, is a D x 1 vector: M L~
where G k , l , a k , l , and 7k,1 are the pathloss, array response vector, and the delay of the lth multipath of the kth user, respectively.
Vector x passes through the despreading block corresponding to the ith SOPRaS for the ICth user, resulting in y t I r . Assuming coherent reception and an accurate estimate of the lth multipath delay of user k, we have that T+Tb) , where n k , l ( . ) is the thermal noise after the despreading effect. M A I k , l ( . ) is the distortion produced by multiple access interference, and S I k , J (.) is the interference produced by user IC's multipaths.
The space-time weights are applied to ytl,+ producing a scalar, z;)% = (~$ , )~y f + .
Obtaining the space-time weights and estimating the multipath delays has been addressed in [5] . The results are then added producing the output of the space-time diversity receiver, z t ( t ) , which is sampled and then the original sequence is reconstructed from all the substreams.
RATE CONTROL
We control the channel rate for any user, k by controlling the number of substreams and the channel rate of each of its r k substreams. To this end, we focus on $(t). Let
Assuming that we use the minimum noise variance criteria to calculate the beamforming/RAKE vector, it can be shown that the optimum weights are [6] (5)
If the number of antenna elements, D, in the antenna arrays is large enough so that we can assume that the effect of S I k , J ( -) in ( 3 ) can be neglected, then the signal to noise ratio for the ith substream of user k , is [7] (1 For simplicity, assume we use PSK, then the probability of bit error conditioned on the SINR is P r ( e r r o r 1 y k ) = Q ( e ) , which we shall denote p e , k . Here, Q(z) = & J e T d t . The channel capacity for substream i of user k , given 7; is then C k = 1 -H ( p e , k , i ) , where H ( . ) denotes the entropy due to the probability of error P e , k , i . Now, assuming a transmission rate of R t for user k, the receptipn rate for that substream of user k is R k , i = ( l -H ( p e , k , i ) ) & .
For each user, k, we wish to choose the best number of substreams, r k , and for each of his substreams, a, we wish to choose the optimum SINR assignment, T : , in order to maximize the total capacity for that k. To write an optimization algorithm for the rate over { T k , yf, i = 1 . . .
where I is the set of indexes for multimedia users, we identify a cost function, J :
where h($) = H ( p e , k (^f t ) ) .
The SINR levels that we assign cannot be arbitrarily large. If they are too large, then the power control algorithm breaks down, and we do not get positive powers for all users. In order to guarantee that the power control algorithm works, we must ensure that the target SINR levels we choose are feasible.
Then we define the N x N matrix I ? as a diagonal matrix with matrices y k along the diagonal. Each r k x r k matrix y k is a diagonal matrix with elements r!, . . , y F k . Let where each matrix Aab = F l a b , where l a b is an ra X r b mat<rix of ones. Then the SINR levels, $, . . . , y:l, . . . , # . . . ,YE, are feasible if the spectral radius of r F has norm less than one, Ip(I'F)( < 1, [7] .
Let the N-dimensional vector 7 be defined by 7 = ($, . . . , $, . . . , ry . . . , y,",), and say that we constrain the SINR levels for each substream to be inside some prespecified intervals. Due to the nature of multimedia data, we can assign higher SINR intervals to substreams that require higher rates and lower SINR intervals to those which require lower rates (such as a video substream as opposed to an audio substream). We have shown that the optimization problem: is NP-hard [7] . The part that makes this problem intractable is the second line of (9), which is the test for feasibility of r.
Finding the optimal selection of SINR levels, and choosing the optimal number of substreams per user is an optimization problem with two types of variables, real, such as they ! , and integer, such as the r k . In general, hybrid integer problems are intractable [8] , however, we show that, under certain circumstances, this problem can be broken down into two simpler problems, one of which has an optimal scilution and the other has a suboptimal solution which can be reached through methods developed in [9] .
A . Optimization Problem is Separable
Under the assumptions used for ( 6 ) , the feasibility test for I' in (9) can be simplified. We have shown that testing the feasibility of I' is the same as testing the feasibility for the matrix f', which is a diagonal matrix with diagonal entries C &~~. Since all the interference and noise are the same for the substreams of a given user, it makes sense to talk about the summation of SINR levels.
The reduced system matrix would be the M x M matrix F , which has zeros along the diagonal, and has elements Once we have assigned the additive SINR, xiEl $, for each user, k , then we must still decide what is the optimum number of substreams for that user, r k , and the SINR allocation for each substream, 7 : . Using constrained optimization theory, we have shown that given C6,y: for user k , we can find a globally optimum r k and 7 : , i = 1, . . . , r k , [7] .
B. Optimal r k and 7; for a User
We can use the algorithms introduced in [9] to find a suboptimal total SINR allocation for each user k , 7 = xt, 7:. Now, for each user, we need to choose r k and each 7,".
We proved that when there are no constraints on each individual -$, then the optimal SINR allocation is that all substreams have the same SINR, 7 : = ? / T k , for i = 1, . . . , rk, [7] . And we also showed that the higher the number of substreams, rk, the higher the rate. However, this would suggest that the optimal solution for unconstrained 7 : is when you have an unlimited number of substreams.
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8. 7,,,] This would yield undesirable results for at least two reasons. First, the transmitter and receiver would have to handle a very large number of substreams, which implies a large number of decorrelations, space-time diversity processors, etc. Another reason would be that 7: gets arbitrarily small with arbitrarily high r k . Low SINR levels contribute to high bit error rates, which may be handled with very sophisticated coding methods. But these methods require a great deal of computing power, which translate into depleting the battery resources.
It is more reasonable to consider a constraint on rk, say we define the maximum number of substreams any user can have, rmaz, and we limit the range of SINR levels for each substream.
We rewrite Problem (9) for a single user with r substreams, in a format with we can use constrained optimization methods. Let y = (71, . . . , yr), the problem is
It can be shown that if y* is a local minimizer for (lo), then there exists a p* E R2r, and $* E R such that
We must find if there are p* and @*, as specified in (11) such that the proper conditions are met. Consider that for
. . , r , we have that (pai-, = 0 or y,* = Mi) and (p.ai = 0 or mi = 7:). These conditions reduce us to four possibilities for each substream i, these are detailed in Table I . Table I1 is a method to find the optimum set of {y:+}i=l,...,T, given r and a specific 7. This procedure does an exhaustive search of all possible assignments of the indexes, i = 1,. . ' , r to the sets A, B , and C , as defined in Table I . So, for example, if r = 2, then we consider all the following combinations for indexes i = 1,2: 1 , 2 E A, 1,2 E B , 1,2 E C , 1 E A and 2 E B , 1 E A and 2 E C, etc. We will denote all of these possible combinations as D. Finally, to solve our problem for our user, we follow the algorithm outlined in Table 11 .
IV. SIMULATIONS
We study the capacity of a single user, given that we defined sets of intervals according to each r = 1,2,. . . ,7.
The intervals are specified in Table IV . With these intervals, we chose 7 to take on values between OdB to 30dB.
For each set of 7, we plotted the capacity achieved by the optimal solution, if there was one. The resulting graph can be seen in Figure 3 . In this graph, negative values of capacity indicate that there was no solution for that number of substreams and that 7.
It should be noted that the shape of the graph in Figure 3 is highly dependent on the choice of intervals. If the system administrator does not wish to allow discontinuities in the capacity for any user, then the intervals should be chosen to reflect that.
We can see in Figure 3 that for 7 < 17.6989 dB, there are no solutions, {$}+I ,..., 7 for r = 7. But for 7 2 17.6989 d B , the optimal capacity is achievable with seven substreams. Furthermore, seven substreams yields a higher overall user capacity than any other choice of r.
Another example is if we see 7 = 13.5 dB. Here, there are optimal solutions for T = 1,2,3, and r = 4 substreams.
But for this value of 7 , the best capacity is achieved at r = 4 substreams. The optimal number of substreams, T, can be seen for each By defining our intervals, Ii, differently, we obtain different graphs, which in turn, show different thresholds for us to change from one number of substreams to another number of substreams. In general, a wireless system administrator would have to define a set of thresholds that would satisfy generic rate requirements for different service types, keeping in mind that different users may use different data formats. For example, Two different users may use different video coders, but the system need only identify that these two users both require high rates for their video information.
Once the intervals were defined, we implement the algorithm described in Table I1 and Table IV, we have created a sample look-up  table, Table V . Once that is done, then the method explained in [9] is used to find the optimum power vector and antenna array weights.
V. CONCLUSIONS
We focus on providing higher data rates for users which are identified as high rate multimedia users. We define a cost function, (7) , that depends on the effective SINR levels and the chosen set of substreams for each user.
We use a steepest descent method to find a suboptimal solution for the total SINR assignment for each user, [7] , [9] . Once we have each users' SINR allotment, 7 , we can optimally choose how many substreams to assign to each user, and what transmission power should be used for each substream. With our method, each multimedia user can separate his data stream into subst,reams that have distinct rates.
It should be noted that the choice of SINR constraints, such as the example in Table IV has an impact on the overall capacity for the user. The proper choice of intervals TABLE V   SAMPLE LOOK-UP TABLE. is a subject for further study.
