This paper is concerned with a notion of nonsingularity for noncommutative algebras, which arises naturally in connection with cyclic homology.
This paper is concerned with a notion of nonsingularity for noncommutative algebras, which arises naturally in connection with cyclic homology.
Let us consider associative unital algebras over the complex numbers. We call an algebra A quasi-free, when it behaves like a free algebra with respect to nilpotent extensions in the sense that any homomorphism A -+ Rj [ , where [ is a nilpotent ideal in R, can be lifted to a homomorphism A -+ R. If we restrict to the category of finitely generated commutative algebras, then this lifting property characterizes smooth algebras, the ones corresponding to nonsingular affine varieties. In this way quasi-free algebras appear as noncommutative analogues of smooth algebras. Stretching the analogy, we can even regard quasi-free algebras as analogues of manifolds.
One of the aims of this paper is to develop the analogy further by showing that quasi-free algebras provide a natural setting for noncom mutative versions of certain aspects of manifolds. To give an example, let us consider the analogue of an embedding: an extension A = Rj [ , where A and R are quasi-free algebras playing the role of the submanifold and ambient manifold respectively. In the manifold situation, [/[2 is the module of linear functions on the normal bundle, and the symmetric algebra SA (l / [2) is the algebra of polynomial functions. Now in passing from commutative to noncommutative algebras, the symmetric algebra of a module is replaced by the tensor algebra of a bimodule.
Thus the tensor algebra T = TA(l j [2) is the noncommutative analogue of the normal bundle. In this situation we prove a formal tubular neighborhood theorem, which asserts that Rand T become isomorphic after adically completing with respect to the kernels of the canonical homomorphisms to A.
Another aspect of manifolds that extends to quasi-free algebras is the concept of connection on the tangent bundle. Connes [Co] has defined connections on modules using noncommutative differential forms. We extend his idea to bimodules so that a connection on a bimodule E over A yields a way to extend derivations on A to the tensor algebra TA(E). In the case of the bimodule 0 1 A, a connection exists exactly when A is quasi-free. For such a connection we construct (on a formal level) the geodesic flow and exponential map.
Quasi-free algebras can be characterized cohomologically as the algebras having cohomological dimension ~ 1 with respect to Hochschild cohomology. This shows that quasi-free algebras form a very restricted class. The tensor product of two quasi-free algebras is not quasi-free in general unless one of the algebras is separable. Smooth commutative algebras, and their deformations such as universal enveloping algebras, are not quasi-free when the dimension is > 1 .
We mention that Shelter [Sh] has discussed this extension of smooth algebras to the noncommutative context with emphasis on algebras satisfying a polynomial identity.
Besides investigating quasi-free algebras, another purpose of this paper is to develop tools which will be applied to cyclic homology in a succeeding paper. An important role is played by certain algebras generated from an algebra A by means of universal mapping properties. The most basic of these is the DG algebra aA of noncommutative differential forms [Co] , [Ka] . In addition we have the algebras RA of [Cu2] and QA = A * A of [CC] , [CuI] , which are useful in studying extensions of A, especially nilpotent extensions of higher order. The algebra RA provides a standard way A = RAj I A of writing A as a quotient of a free algebra, and the resulting extension of A is universal with respect to extensions A = Rj I equipped with a linear lifting p : A --+ R respecting identity elements. This universal extension captures the information of a functorial nature inherent in the choice of such a lifting p. It is a remarkable result that RA and QA can be constructed in a simple fashion from nA using the Fedosov product: woe; = we; -( -1) Iwl d w de; introduced by Fedosov [F] in connection with the index theorem.
This paper is organized as follows. In § 1 we construct aA and show that RA and QA are isomorphic to the algebras of even forms and all forms respectively under Fedosov product. We also give a Fedosov type description of a free product of two algebras. In §2 we generalize aA to the algebra of relative differential forms asA in the case of a homomorphism S --+ A. We establish a noncommutative cotangent exact sequence relating a's and a' A to the relative differentials a~A.
The third section begins with the relation between differential forms and Hochschild cohomology. We show the bimodule an A is universal with respect to normalized n-cocycles with values in bimodule, where the universal n-cocycle is
Separable and quasi-free algebras are then introduced using Hochschild cohomology. An algebra is quasi-free exactly when the universal 2-cocycle dud is a coboundary. We discuss l-cochains <j J satisfying -f5<jJ = dud, because they can be used to describe connections on a' A.
Separable algebras are the noncommutative analogues of etale commutative algebras. An algebra is separable exactly when the universal derivation d is inner, and the possible ways of writing it as an inner derivation are relevant to the study of connections. In §4 we show there is a canonical way of doing this related to the trace on the regular representation. At the same time we review various characterizations of separable algebras over the complex numbers.
The fifth section is devoted to properties and examples of quasi-free algebras. In §6 we begin with the lifting properties of separable and quasi-free algebras with respect to nilpotent extensions, and more generally extensions obtained by adic completion. We then prove the tubular neighborhood theorem. We also describe finite-dimensional quasi-free algebras in terms of path algebras associated to quivers.
In §7 we examine the universal extension A = RAilA when A is quasifree. The tubular neighborhood theorem in this case asserts the existence of an isomorphism between RA and fiev A (i.e., between even forms with Fedosov and ordinary product). Following an idea from Yang-Mills theory, we explicitly construct an isomorphism starting from a cochain whose boundary is the universal 2-cocycle. By a related method we construct, in the case of a separable algebra, a conjugacy between the two embeddings of A into QA.
Finally, in the last section we study connections, first for right modules, next for bimodules, and then in the case of 0 1 A, where we define torsion and formally construct the geodesic flow and exponential map.
NONCOMMUTATIVE DIFFERENTIAL FORMS
If A is an algebra, then we construct the differential graded (DG) algebra nA of noncommutative differential forms on A as follows. Let A denote the quotient vector space Ale of A by the scalar multiples of the identity; in the case of the zero algebra we have A = O. Let (1) These formulas determine a DG algebra structure on nA, which is the unique one satisfying Proof. We begin with the uniqueness part of (I). The following identities hold in any DG algebra containing A as an even degree subalgebra:
Applying these in the case of a DG algebra structure on nA satisfying (4) we see that the differential and the product must be given by (2) and (3), proving uniqueness.
To prove the existence we define d on nA by (2). Then d 2 = 0, making nA a complex. Let g> = EB g>n , where g>n is the space of linear operators of degree n from nA to itself. Then g> is a DG algebra with multiplication given by composition and with differential given by
where Iw I denotes the degree of w .
Let I : A --+ g>o be the homomorphism which associates to a E A the left multiplication operator
Using the identities (5), (6) in the case of the subalgebra I(A) c g> , we see that the image Im(l*) of 1* is a DG subalgebra of g>; it is clearly the DG subalgebra generated by I(A).
Consider next the map g>
we find (8) This shows that the map w t-+ w(1) is a retraction (i.e., left-inverse) for 1*, hence 1* is injective.
We now use the isomorphism 1* : nA .:::. Im(lJ to transport the DG algebra structure on the latter to nA. Then (8) gives (4) finishing the proof of (1).
Given rand u: A --+ ~ as in (2), we define u* : nA --+ r by
The identities (5), (6) and their counterparts for the elements ua i E r show that u* is a DG algebra homomorphism. It is clearly the unique DG algebra homomorphism extending u, proving (2). 0
The universal extension. If n is a DG algebra, then the Fedosov product [F] on n is defined by ( 10) Here Iwl = n if w is homogeneous of degree n, and the product in general is determined by linearity. The Fedosov product is associative, as one easily checks. It is compatible with the even-odd Zj2 grading on n and hence makes n into a superalgebra. Even when the DG algebra n is (super) commutative, the Fedosov product is usually not commutative, because wand dw have opposite parity. We now apply this construction to the DG algebra (lA of noncommutative differential forms on the algebra A. This gives a superalgebra which we are going to relate to certain universal algebras constructed from A.
By a based linear map p : A --4 R , where R is an algebra, we mean a linear map between the underlying vector spaces which carries the identity of A to the identity of R. We define the curvature of p to be the bilinear map
It vanishes if either a 1 or a 2 is the identity, hence it can be viewed as a linear
We now consider the universal algebra RA generated by a based linear map from A. This algebra can be constructed as follows. Let T(A) = EBn>O A~M be the tensor algebra of the underlying vector space of A, and define RA to be the quotient algebra ( 12) where IT is the identity of T(A) and 1 A is the identity of A regarded as a tensor of degree one. Let p : A --4 RA be the based linear map given by the inclusion of A into T(A) as tensors of degree one followed by the canonical surjection to RA. It is then clear that RA has the following universal mapping property: Given a based linear map p : A --4 R, there is a unique homomorphism RA --4 R sending p to p.
As an algebra RA depends only on the underlying vector space of A and the identity element. If we choose a basis for A containing 1 A ' then RA is the free algebra with the generators given by the basis elements different from the identity.
To obtain structure on RA reflecting the product on A, we consider the canonical homomorphism RA --4 A sending p to the identity map of A, and we let I A be its kernel. We then have an algebra extension A = RAJ I A for which p is a based linear lifting, i.e., a based linear map which is a section of the canonical surjection RA --4 A. It is clear that this is the universal 'extension equipped with based linear lifting' of A; we will refer to RA as simply the universal extension of A.
Let w be the curvature of p. On the other hand, smce n A = A I8l A we have a well-defined map <I> :
n ev A ---+ RA given by
Clearly <I> is a section of '1', so these maps will be inverse isomorphisms provided <I> is surjective. Since In the sequel it is convenient to identify RA with the space nevA of even forms equipped with Fedosov ptoduct. The universal property then says that any based linear map p : A ---+ R extends uniquely to a homomorphism p * :
where w is the curvature of p.
The algebra QA. We next consider the algebra QA (cf.
[CuI], [CC] ), which is defined to be the free product A * A. There are thus two canonical homomorphisms I, ,Y from A to QA which are a universal pair of homomorphisms from A to another algebra. The algebra QA has a canonical automorphism x t-t x Y of order two which interchanges I and ,Y • We recall that a superalgebra is an algebra S equipped with a 7/.,/2 grading S = S+ EB S-compatible with multiplication, and that such a grading is equivalent to an automorphism y of order two, where S± are the ± I eigenspaces of y. Thus QA is naturally a superalgebra. In fact, QA is the superalgebra generated by the algebra A in the sense that a homomorphism u : A ---+ S from A to the underlying algebra of a superalgebra S induces a superalgebra homomorphism QA ---+ S. In effect, the grading automorphism y of S gives a second homomorphism u Y : A ---+ S , and the pair u, u Y determines a homomorphism from the free product QA = A * A to S. The free product S * T. Let us consider two algebras S, T, and use x's to denote elements of Sand y's for elements of T. We form the free product algebra S* T, and let J be the ideal generated by commutators [x, y] , XES, YET. Then (S * T) / J can be identified with the tensor product algebra S 0 T in such a way that x 0 I and I 0 Y correspond respectively to the classes of x and y modulo J.
We consider the graded algebra r = EB On S I8l On T n2:0 with the Fedosov type product defined by
It is straightforward to check the associativity of this product. Proposition 1.4. One has an algebra isomorphism S * T ~ r given by
Under this isomorphism In corresponds to ffi k 2:n Oks I8l Ok T .
Proof. We have homomorphisms x t-+ x I8l 1, y t-+ 1 I8l Y from S, T to r.
By the universal property of the free product, these extend to a homomorphism 'P : S * T -r. We have
We prove 'P is an isomorphism by showing that the obvious section of 'P: Yn] is surjective. It suffices to show that the subspace of the free product spanned by the elements on the right is closed under left multiplication by any x E R and any yES. The former is clear, and the latter follows from the identity
The assertion about In is proved by the same argument used in the case of RA. 0
RELATIVE DIFFERENTIAL FORMS
Let S be an algebra. By an S-algebra we mean an algebra A equipped with a homomorphism S -A. Let A/S denote the cokemel of this homomorphism as a map ofbimodules over S. We define the space of relative differential forms of degree n with respect to S to be (16) 
where the notation [](n) means the expression inside the brackets is repeated n times. Clearly O~A is the quotient space of On A defined by the relations
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for s in the image of S in A and 1 ::; i ::; n. The formulas (2), (3) for the differential and product in nA are easily seen to be compatible with these relations, so nsA = EBn n;A is a quotient DG algebra of nA.
Clearly the DG algebra nsA of relative forms depends only on the image of S in A. In order to simplify the notation it is convenient to identify S with this image, when this does not lead to confusion.
With this convention we have the following universal property for the DG algebra of relative forms. 
This is clear since the ideal generated by dS is closed under d, and hence the quotient of nA by this ideal is a DG S-algebra with the same universal property as nsA.
We next establish for relative differential forms some basic properties of differential forms.
We recall that if M is an A-bimodule, then one can form its n-th tensor product The next two results concern the A-bimodule Q~A of relative differentials. 
Let us call a derivation
which yields the desired short exact sequence. Finally j is an A-bimodule map because it is the bimodule map induced by the inner derivation
We next discuss some examples of algebras of relative differential forms.
As a first example, we consider the tensor algebra T = Ts(M) of the Sbimodule M.
Proposition 2.6. There is a canonical T-bimodule isomorphism T
Proof. We use the universal property 2.4 of Q~T with respect to S-derivations. If N is a T-bimodule, then an S-derivation D : T ~ N is equivalent to an S-algebra lifting 1 + D : T ~ T EEl N into the semidirect product. We then have License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use the following natural equivalences:
whence the result. 0
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We can also determine nsT by a similar method. Let K(M) be the complex of S-bimodules with M in degrees zero and one, and zero in other degrees, where the differential from degree zero to degree one is the identity map of N. The tensor powers T;(K(N)) are naturally complexes of S-bimodules, and the tensor algebra Ts(C(N)) is naturally a DG S-algebra.
Proposition 2.7. The DG S-algebras QsT and Ts(K(M)) are canonically isomorphic.
Proof. Let r be a DG S-algebra. Using universal properties we have the equiv-
= {DG S-algebra maps QsT -+ r} which yield the result. 0
As a second example, we consider the tensor product algebra S 0 A of two algebras S and A. If we identify S and A with the subalgebras S 0 1 and 1 0 A of S 0 A respectively, then S 0 A can be regarded as the universal algebra generated by S and A such that sa = as for all s E S, a EA. Thus we obtain a DG algebra map S 0 QA -+ Qs(S 0 A) which extends the identity on S 0 A , and consequently is an inverse for the map we have in the opposite direction. 0 Taking S to be the algebra of matrices Mn C , we find
n In other words, the relative differential forms for matrices over A with respect to scalar matrices are just the matrix differential forms over A.
Finally suppose S is a commutative algebra, and let A be a noncommutative algebra 'over'S considered as ground ring in the sense of algebraic geometry. This means that one is given a homomorphism S ----A whose image is contained in the center of A. In this case sda = d(sa) = d(as) = das in QsA, hence S maps to the center of QsA, so 0sA is a DG algebra over S. It is clearly the universal DG algebra over S generated by A.
For instance, let us consider S = C xC, and let e, e~ be the idempotents (1 , 0), (0, 1). An algebra A over S is a direct product:
... (ea, e a)
and in this way the category of algebras over S is equivalent to the category of pairs of algebras. A similar assertion holds for DG algebras, so it is clear that we have a canonical DG algebra isomorphism
Cotangent sequence. Given a homomorphism S ----A, we have the following 'cotangent' exact sequence relating the relative and absolute differentials.
Proposition 2.9. One has a canonical exact sequence
of bimodules over A. Proof. The exact sequence of S-bimodules 0----0' S ----So S ----S ----0 splits as a sequence of right modules, so tensoring over S with A on the right gives an exact sequence
We next tensor on the left with A. Since So A is a free left S-module, the Tor long exact sequence yields an exact sequence s ,
From this we obtain the desired exact sequence, since 0' A, Q~A are the kernels of the multiplication maps from A ° A, A Os A to A respectively. 0
Corollary 2.10. Let T = Ts(M), where M is an S-bimodule which is flat as either a left or right S-module. Then we have an exact sequence of T-bimodules
, ,
Proof. In view of the formula in Proposition 2.6 for O~T, it suffices to show that Tor~(T, T) = O. Assuming M is right S-flat, the functor X ...... M Os X on the category of S-modules is exact. Hence its n-th iterate 
where the bottom row is (20) and the vertical arrows are induced by the map
Tensoring with A on the left yields a map of exact
where the bottom row yields the cotangent exact sequence and the top row yields the canonical isomorphism just mentioned. The assertions about the maps in the exact sequence are now easily checked. 0
HOCHSCHILD COHOMOLOGY
In this section we discuss the relation between differential forms and Hochschild cohomology, and we define separable and quasi-free algebras.
The standard resolution. We consider the standard (normalized) resolution of A by free bimodules
Let us make the identification
and calculate the operator on QA 0 A corresponding to b' . Using the identity
n-I n when n :::: 1, the sum of the terms for 0::; i < n in (22) becomes
which we can write simply
We can therefore describe the standard resolution as the complex consisting of the free bimodules Qn A 0 A for n :::: 0, and 0 for n < 0, equipped with the differential b' given by (24). In addition there is the augmentation m : A 0 A ---+ A given by multiplication, which should be viewed as a map from this complex to A viewed as a complex supported in degree zero. The augmentation is a quasi-isomorphism by the exactness of (21).
In fact the augmentation is a homotopy equivalence if either the left or right module structure is ignored. One proves this by means of two standard homotopies in which 1 is inserted on the left or on the right with the appropriate sign. In our differential form notation the homotopy equivalence compatible with right multiplication is given by the section i(a) = 1 0 a of m together with the homotopy operator d 0 1 on QA 0 A. More precisely we have The homotopy equivalence compatible with left multiplication is given by the section a 1-+ a 0 1 of m together with the homotopy operator on OA 0 A given by w0a 1-+ (-l)lro l +l wda 01.
A useful alternative method for showing that the augmentation is a quasiisomorphism is the following. The basic bimodule exact sequence 2.5 We see therefore that, except for the sign of the differential, the standard resolution is obtained by splicing the short exact sequences (27) together.
Cochains. Recall that A-bimodules are the same as modules over the enveloping algebra A e = A 0 A OP , and that the Hochschild cohomology groups of A with coefficients the bimodule M may be defined as
These Ext groups can be computed using the standard resolution of A, hence this cohomology is computed by the complex of (normalized) Hochschild cochains n ~n ~n
.. ,an)a n + l . From now on all cochains with values in a bimodule will be assumed normalized unless stated otherwise.
There is the following cup product operation on cochains.
We have
so the cup product of cocycles is a cocycle. For example, the cochain
follows that dun is an n-cocycle. In fact, dun is the universal n-cocycle with values in a bimodule in the same way that d is the universal l-cocycle, as we now show. 
Proof. There is a unique left A-module map f. with this property, so it suffices to show that f. is compatible with right multiplication if f is a cocycle. Using the identity (23) with n replaced by n + 1 we have
so this is clear. 0
We next introduce separable and quasi-free algebras using the properties of Hochschild cohomology in degrees ::; 2 . Given a bimodule M over A, let
We recall that A is called separable when it has the equivalent properties listed in the following proposition. 
(2) A is a projective A-bimodule. (3) Any derivation on A with values in a bimodule is inner.
Proof. We recall that HI (A, M) can be identified with the space of derivations D : A --+ M modulo inner derivations. Thus (3) means that Ext~,(A, M) = 0 for all M, which is equivalent to A being a projective bimodule. In this case all the higher Ext groups vanish also, so the result is clear. 0
It will be useful when we study connections to understand the equivalence of (2) and (3) in concrete terms. It is clear by 2.4 that (3) is equivalent to the universal derivation d : A --+ 0 1 A being inner, i.e., to the existence of an element Y E 0 1 A such that
We consider the basic bimodule exact sequence
A is the free bimodule with generator 1 I8l 1 , it follows that A is a projective bimodule iff this exact sequence splits. A splitting is specified by a section s of m which is a bimodule map. By (34) s is determined by Z = s( 1) , where Z can be any separability element, i.e.,
A splitting is also specified by a bimodule map p which is a retraction (or left-inverse) for j. Now a bimodule map p : A I8l A --+0 1 A has the form
where Y = p(1 I8l 1) , and pj = 1 means
We thus see that the following data are equivalent: (1) A bimodule splitting of the exact sequence (36).
(2) A separability element.
In particular (2) and (3) in 3.2 are just different ways of saying that (36) splits.
We note that the section s and retraction p determine the same splitting when jp + sm = 1. This means that the elements Z, Yare related by (37) (2) nl A is a projective bimodule over A.
(3) For any square-zero extension R of A there is a lifting homomorphism

A -+R.
Proof (see [Sh] ). If R is a square-zero extension of A by M, then a lifting homomorphism I : A -+ R determines an isomorphism of R with the semidirect product A EB M such that, relative to this isomorphism, I becomes the inclusion of A. Thus (3) means that every square-zero extension is a semi- Definition. We call A quasi-free when it satisfies the conditions of the above proposition.
A free algebra is quasi-free, because for any extension of it we obtain a lifting homomorphism by lifting the generators and then extending this to a homomorphism. A separable algebra is quasi-free by the first conditions in 3.2 and 3.3.
For separable algebras one has a uniqueness result for the lifting homomorphism. Suppose given a square-zero extension A = Rj M and two lifting homomorphisms I, I' : A -+ R. Using the first we can identify R with A EB M so that la = a. The second is then of the form I' a = a + Da, where D: A --+ M is a derivation, which can be arbitrary. From the identity ] we see that D is an inner derivation iff I ,I' are conjugate by an element of 1 + M. Thus separable algebras are characterized by the property that any two lifting homomorphisms in a square-zero extension are conjugate by an element congruent to one modulo the ideal.
We next wish to understand the equivalence of (2) and (3) Proof. We have already proved the equivalence of (I) and (2 
Thus pj = 1 iff rp satisfies (39), proving the equivalence of (1) and (3). A linear operator V'r : 0 j A -+ 0 2 A commuting with left multiplication is equivalent to a I-cochain rp: A -+ 0 2 A via Vr(aoda j ) = aorpa j . We have
so V'r satisfies the Liebniz rule with respect to right multiplication iff rp satisfies (39). This proves the equivalence of (1) and (4). 0
Operators V'r as in (4) will be discussed below in the section on connections.
Examples. 1. Consider a free algebra A = T( V). In this case there is a canonicallifting homomorphism A -+ RAJ I A2 extending the obvious lifting v 1--+ v of the vector space of generators. The corresponding l-cochain rp is determined 
SEPARABLE ALGEBRAS
Our aim in this section is to show that a separable algebra A has a canonical separability element, and hence a canonical I-form
At the same time we review various more or less standard characterizations of separability.
Let Z be an arbitrary separability element for A, and choose a representation and so we find that A is finite dimensional as a vector space.
On the other hand, as a consequence of the fact that the bimodule A is a direct summand of A ~ A, we have for any (left) A-module M that M = A ~ A M is a direct summand of the free A-module
Thus any A-module is projective, and consequently, any left ideal is generated by an idempotent. By Wedderburn theory an algebra with this property is a finite product of matrix algebras over skewfields. Since A is finite dimensional and C is algebraically closed, these skewfields must be C, and we see that A is a finite product of matrix algebras over C.
Let T(a) be the trace of a in the regular representation, i.e., the trace of left multiplication by a on the vector space A. In the case of the matrix algebra MnC, one can compute that T(a) = n tr(a) , where tr is the usual matrix trace, and that tr(a t a 2 ) is a nondegenerate bilinear form. Thus T(a t a 2 ) is nondegenerate in this case (here we use in an essential way the fact that our groundfield has characteristic zero). Because A is a product of matrix algebras, it follows that the bilinear form T(a t a 2 ) on A is nondegenerate.
We next use the nondegeneracy of T(a t a 2 ) to construct a canonical separability element for A. Choose a basis {xJ of A, and let {YJ be the dual basis with respect to the bilinear form T (a 1 a 2 Let a jj denote the matrix of left multiplication by a with respect to the basis x j • We then have
showing Z E (A~A)Q. Using the definition of T and its trace property we have
hence LXjYj = 1 by non degeneracy. This demonstrates the existence of a symmetric separability element for A.
We next want to prove the uniqueness, so we consider an arbitrary symmetric separability element Z = LXj ~ Y j • Then we have (42) in addition to (38).
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We now use Z to prove for any bimodule N over A that we have an isomorphism (43) given by the inclusion of the center followed by the canonical surjection of N onto its commutator quotient space N Q = N/[A, N] . Let T be the linear operatoron N given by T(n) = Lxjnyj . The conditions (38) imply T(n) E NQ and T(n) = n if n E NQ. The conditions (42) imply T kills [A, N] and that
Thus the map N Q ---+ NQ induced by T is inverse to the canonical map the other way.
Next, we use (43) to show there is a unique symmetric separability element. We first note that A (8) A has, in addition to the outside A-bimodule structure considered up to now, the inside bimodule structure given by a(a, (8) 
Then by our assumption we have an isomorphism
A(8)Q A ~ A
induced by m, and this is a bimodule isomorphism with respect to the outside structure, since the inside and outside structures commute. Consequently, there is a unique Z E A (8)Q A satisfying m(Z) = 1, and Z is also central for the outside structure, since m(Z) = 1 is central in A. Thus Z is a separability element, and it is the unique one central with respect to the inside structure. To show it is symmetric, we consider a(Z). This is central for both inside and outside structures, hence by the above isomorphism it is determined by ma(Z) E AQ . But AQ ~ AQ and ma(Z) == m(Z) mod commutators, so a(Z) = Z and Z is symmetric.
We have therefore proved 
QUASI-FREE ALGEBRAS
The purpose of this section is to give some idea of the possible types of quasifree algebras. We begin by showing that the class of quasi-free algebras is rather restricted.
We recall that A is called (left) hereditary when any submodule of a projective (left) module over A is projective. This is equivalent to any module having a projective resolution of length one. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use By induction this implies that In /In+1 is the n-th tensor product of the bimodule 1/12 over R/ I , which proves the assertion. 0
To illustrate these results, let us consider a finitely generated commutative algebra A which is quasi-free. The first proposition says that A is regular of dimension ::; 1, and the second implies that the graded algebra associated to any maximal ideal is a polynomial algebra of dimension ::; 1. Either of these properties means that A is smooth of dimension ::; 1 , i.e., it corresponds to a variety whose components are points and nonsingular affine curves.
In fact, one knows from Koszul complex calculations [HKR] that a smooth (commutative) algebra of dimension n has Hochschild cohomological dimension n, hence it is quasi-free iff n ::; 1. Thus an algebra which is nonsingular in the commutative category becomes singular in the noncommutative category when the dimension is > 1 . This is closely related to the fact that, in contrast to the situation for smooth algebras, the tensor product of two quasi-free algebras need not be quasi-free. The Hochschild cohomological dimension of a tensor product is the sum of the dimensions of the factors in general, so the tensor product of two quasi-free algebras can have Hochschild cohomological dimension 2.
The following lists ways to produce quasi-free algebras. (5) The product Al x A2 of two quasi-free algebras is quasi-free. Proof. All of these can be proved by showing that any square-zero extension has a lifting homomorphism. To prove (3), let R be a square-zero extension of TA(N). As A is quasi-free, there is a lifting homomorphism A -+ R, and R thereby becomes a bimodule over A. As N is a projective bimodule, we can lift the inclusion N -+ TA(N) to an A-bimodule map N -+ R. Then these liftings of A, N combined with the universal property of the tensor algebra induce the desired lifting homomorphism TA (N) -+ R. Similar arguments yield (1) and (2).
Proposition 5.3. (1) The free product of any family of quasi-free algebras is quasifree. (2) If 1: is a subset of the quasi-free algebra A, then the algebra
To prove (4), let R be a square-zero extension of S ~ A, and identify S, A with the subalgebras S ~ 1, 1 ~ A of A ~ S. As S is separable, hence quasifree, there is a lifting homomorphism S -+ R. Let us consider the centralizer HO(S, R) of S in R. As the functor HO(S, ?) is exact for a separable algebra, it follows that ~(S, R) is a subalgebra of R mapping surjectively onto S~A. Since A is quasi-free, there is a lifting homomorphism A -+ ~(S, R). We then have homomorphisms from S and A to R whose images commute, and these yield the desired lifting homomorphism S ~ A -+ R .
A similar argument proves (5); one first lifts the separable subalgebra C x C C Al X A2 and considers its centralizer.
Actually it is quicker to prove (4) and (5) by showing that the algebra considered as bimodule over itself has a projective resolution of length one. Thus for S ® A we tensor the basic exact sequence (36) with S, and for Al x A2 we use the direct sum of the sequences (36) for Al and A 2 . 0
We next discuss a somewhat exotic type of quasi-free algebra.
Proposition 5.4. The inductive limit of a countable system··· -+ An -+ An+1 -+ . .. of separable algebras is quasi-free.
An example of this situation is the unital algebra obtained by adjoining the identity matrix to the nonunital algebra Moo C consisting of infinite complex matrices (xij)' i, j 2: 1 , with finitely many nonzero entries. Here An is the subalgebra Mn C of matrices with support in 1 :=:; i, j :=:; n with the infinite identity matrix adjoined. Since MnC is unital, An is isomorphic to ex MnC, hence it is separable.
Proof. We first examine the cotangent sequence 2.9 in the case of a homomorphism S -+ A , where S is separable. Since modules over a separable algebra are projective, this sequence has the form
As S is separable, we can choose Y E nl S satisfying ds = [s, Y] . Then
is an S-derivation, which by 2.4 induces a bimodule lifting of n~A into QI A. Thus the cotangent sequence splits yielding an A-bimodule isomorphism I I I Q A ~ A ®s n S ®s A EB nsA. We apply this to the homomorphism An_I -+ An and extend from bimodules over An to bimodules over the inductive limit Aoo to obtain
Now bimodules over a separable algebra S, being modules over the separable algebra S ® SOP, are automatically projective. Thus the bimodules over Aoo in the above direct sum are projective, and so is nl Aoo 0 6. FORMAL TUBULAR NEIGHBORHOOD THEOREM Lifting properties. We have seen that quasi-free algebras have the property that any square-zero extension has a lifting homomorphism, and that separable algebras have the additional property that any two lifting homomorphisms in a square-zero extension are conjugate by an element lying over the identity of the algebra.
By virtue of the fact that any nilpotent extension is a composition of squarezero extensions, these properties extend to nilpotent extensions, and more generally, to extensions obtained by adic completion, as we now show.
Let [ be an ideal in the algebra R, and consider R as a filtered algebra with the [-adic filtration. The completion
is naturally a filtered algebra with the completed I-adic filtration 
and note that a homomorphism u lifting U o is equivalent to a lifting homomorphism A -+ R' . Since R' is a square-zero extension of A and A is quasi-free, this lifting homomorphism exists, yielding the desired homomorphism u. 
Moreover, if R is hereditary, then u is an isomorphism.
Proof. As A is quasi-free, there exists a lifting homomorphism A --+ R by 6.1. We can then view the canonical surjection f --+ N as a surjection of Abimodules. As N is projective, there exists an A-bimodule lifting N --+ f. The pair of these liftings then induces a homomorphism T --+ R , which carries the ideal J into f, hence this homomorphism extends to the completion to give a homomorphism n of filtered algebras. The map on associated graded algebras gr( u) can be identified with the homomorphism T --+ gr R which is the identity in degrees 0, 1 . Since gr R is generated by degrees 0, 1 , we see that gr( u) is surjective, and a standard consequence of this and completeness is that u is surjective. When R is hereditary, we know that gr R is a tensor algebra by the lemma above, hence gr( u) and u are isomorphisms. 0
The formal tubular neighborhood theorem is the following variant of this result.
Theorem 2. Assume R and A are quasi-free. Then there is an isomorphism of
filtered algebras u : T --+ R such that gr u, gr u are the identity on A, N respectively. Proof. Since R is hereditary by 5.1, this will follow from Theorem 1 once we show that N is a projective bimodule over A. But this is a consequence of the cotangent exact sequence 2.11
since aiR and alA are projective bimodules over R and A respectively. 0
We now give another proof using a construction which has a geometric interpretation. This construction will be applied later in the case of the universal extension.
As A is quasi-free, we know R/ [2 is isomorphic to the semi-direct product A ED N. We choose an isomorphism and consider the derivation on R/ [2 given by zero on A and one on [/[2 . This gives a derivation R ----; N which can be lifted to a derivation D: R ----; [, since nl R is a projective R-bimodule. Then D ([n) c [n for all n, hence D induces a derivation on the associated graded algebra gr R. Since this derivation is zero on A = R/ [ and one on
by induction. It follows that R/ [n+1 decomposes into eigenspaces of D corresponding to the eigenvalues 0, 1 , ... , n, and, as D is a derivation, this decomposition is a grading compatible with product. Thus we obtain an iso- The construction in the second proof has the following geometric interpretation. The lifting homomorphism A ----; R/ [2 corresponds to a lifting of .IY to a subbundle of T XI y complementary to TY. The derivation D corresponds to a vector field on X vanishing on Y, whose I-jet along Y, viewed as an endomorphism of T XI y' is the projection onto this complement. Such a vector field gives rise to a tubular neighborhood isomorphism in which the normal space at a point of Y is the expanding submanifold for the vector field issuing from this point.
Finite dimensional quasi-free algebras. Let S be a separable algebra, and let N be an S-bimodule. Since S is quasi-free and bimodules over a separable algebra are automatically projective, we know from 5.3(3) that the tensor algebra Ts(N) is quasi-free.
Let us consider first the case where S is commutative, that is, S = tee 1 ED ... ED tee r , where the e j are orthogonal idempotents. We choose a basis Ai} for ejNe j , and consider the quiver having the vertices ej and having Ai} as the set of arrows from e j to e j • Then Ts(N) can be identified with the path algebra of this quiver (cf. [B] , Chapter 4). The algebra Ts(N) is finite dimensional (as a vector space) iff the quiver has finitely many edges and no oriented cycles.
In the general case, we can choose a commutative separable algebra S' which is Morita equivalent to S, and if N' is the S' -bimodule corresponding to N, the algebras Ts(N) and Ts,(N') are Morita equivalent. In this way algebras of the form Ts(N) with S separable are classified up to Morita equivalence by quivers (with finitely many vertices). The finite-dimensional algebras of this form correspond to quivers with finitely many vertices and arrows having no oriented cycles.
For instance, the algebra of triangular block matrices
is of the form Ts(N) , where S is the (block) diagonal subalgebra, and N consists of matrices supported in the diagonal just above the main diagonal. In this case the algebra Ts' (N') is the triangular matrix algebra of the same shape in which all the blocks are I x I , and the quiver is:
Let R be a finite dimensional algebra, let / be the radical of R, and let S = Rj /. One knows that S is separable, and that / is nilpotent. Applying Theorem 1, we obtain a surjective homomorphism u: Ts(N) -t R, where it is unnecessary to complete the tensor algebra here as / is nilpotent. Furthermore, if R is hereditary, then u is an isomorphism, whence R is quasi-free. As quasi-free algebras are hereditary, we conclude the following.
Proposition 6.2. A finite dimensional algebra is quasi-free iff it is hereditary.
These algebras are the ones of the form Ts(N) with S separable such that the associated quiver has finitely many edges and no oriented cycles.
UNIVERSAL LIFTINGS AND CONJUGACIES
We recall our identification of RA with the algebra of even differential forms under Fedosov product. The universal based linear map A -t RA is the inclusion of A as the forms of degree zero.
Suppose now that A is a quasi-free algebra. We can then construct inductively a compatible family of lifting homomorphisms A -t RAj/An, and hence a lifting homomorphism
We can view I as a universal lifting homomorphism in the following sense. Let A = Rj / be any nilpotent extension and choose a based linear lifting p : A -t R. Then p extends uniquely to a homomorphism p * : RA -t R, whose composition with I gives a lifting homomorphism A -t R . The first step in the construction of I is to choose a lifting homomorphism A -t RAj/ A2 . We have seen this is of the form a 1---+ a -</Ja, where -2
The succeeding steps seem at first glance to involve lots of choice. However, as we shall see, there is a systematic procedure motivated by Yang-Mills theory to construct I starting from a choice of </J.
We begin by noting that a homomorphism RAj f An -+ R is equivalent to a based linear map p: A -+ R , whose curvature w satisfies w n = 0, where
A lifting homomorphism A -+ RAj f An is thus equivalent to a transformation p I--T p' , natural in R, from such linear maps to homomorphisms p' : A -+ R , such that p = p' when p is already a homomorphism. Therefore I can be interpreted as a natural retraction which flattens based linear maps with nilpotent curvature into homomorphisms. A flattening process of this sort is suggested by Yang-Mills theory. The gradient of the Yang-Mills functional is a vector field X on the space of connections such that -X decreases curvature. In good cases the associated flow exp(tX) , in the limit as t -+ -00, yields a retraction onto the subspace of flat connections.
We now look for an analogue of the Yang-Mills flow in our situation. A natural vector field on the space of based linear maps p: A -+ R for any R is equivalent to a derivation D: RA -+ RA. Because RA is a free algebra, D is determined by its restriction to A, which can be any linear map A We can give a formula for the isomorphism (48) as follows. Let H denote the degree zero operator on even forms which is multiplication by n on n2n A , and let L denote the operator of degree 2 given by 
where the bracket is with respect to the product on QA. As these are derivations relative to (J and (Jr respectively, D' is well defined. Adding and subtracting, and using the fact that Y is odd, we obtain and go = 1. The components gn are determined by the recursion relation so g is a well-defined invertible element of QA. We have
and similarly D' (gOY g -I) = O. Hence g -lOg and gOY g -I are both homomorphisms from A to the kernel of D' . Since go = 1 , these two homomorphisms coincide with the lifting homomorphism A ----> RA , and we obtain the desired conjugacy:
Finally, we note that the derivation D, or D', on QA has a geometric interpretation similar to the one discussed in the case of RA. It corresponds to a natural vector field X on the space of pairs of homomorphisms 0', 0" from A to a variable algebra R such that -X decreases the difference 0' -0" . The associated flow in the limit carries 0' and 0" to the same homomorphism 0 0 , In the separable case the infinitesimal changes in 0' and 0" are given by infinitesimal inner automorphisms by (52). Solving the differential equation (53) amounts to integrating these infinitesimal inner automorphisms to inner automorphisms conjugating 0' and 0" to 0 0 ,
CONNECTIONS
Connections in right modules. Let E be a right A-module, and consider the space E 0 A nA of E-valued forms. This is naturally a graded right module over nA, and by means of this structure we can write the element ~ 0 w of E 0 A QA as simply ~w.
Following Connes [Co] we define a connection on E to be an operator V :
The operator V then extends uniquely to an operator of degree one on E 0 A nA satisfying
Consider for example a free right module V 0 A ,where V is a vector space, and identify the forms having values in V 0 A by means of the canonical isomorphism
Then we have a canonical conneCtion given by the operator V = 1 0 d on
V0nA.
As another example, suppose that the right module E is a direct summand of V 0 A, and let i : E ----> V 0 A and p : V 0 A ----> E be the inclusion and projection maps. Then on E we have an induced connection, called the Grassmannian connection, which is given by the composition The proposition implies in particular that any connection occurs as a Grassmannian connection. This result can be viewed as a noncommutative analogue of the theorem of Narasimhan-Ramanan on universal connections [NR] .
To prove the proposition we consider the exact sequence of right A-modules
where j(eda) = ea 01 -e ° a. Ignoring the right module structure, this exact sequence of vector spaces has a splitting given by the section e t-+ e 0 1 of m.
Now the splittings of a short exact sequence form an affine space which can be identified with the space of maps from the quotient space to the subspace once one has chosen a basepoint. In our case this means that there is a one-one correspondence between linear sections s : E -+ E 0 A of m and linear maps V :
s(e) = e 01 -j(Ve).
and j is injective, so s is a right A-module map iff V is a connection. 0
Connections on bimodules. Let E be a bimodule over A. By a right connection on E we mean an operator V, :
In other words, a right connection is a connection on the right module E which commutes with left multiplication. Let V be a connection on E as right module, and let s be the corresponding section (55). Since s(ae) -as(e) = j{ -V(ae) + aVe}, V commutes with left multiplication iff s does. Thus a right connection V, is equivalent to a bimodule map s, : E -+ E 0 A which is a section of the right multiplication map m,:
Similarly a left connection on E is an operator '\II : E ---+ Q' A 0 A E commuting with right multiplication and satisfying the Leibniz rule with respect to the left multiplication:
It is equivalent to a bimodule map sl : E ---+ A 0 E which is a section of the left multiplication map mi.
Definition. A connection on the bimodule E is a pair ('\II' '\I r) consisting of a left and a right connection.
To understand this concept better, let us consider the commutative square of bimodule surjections:
Given a connection ('\II' '\I r) Now a lifting E into A0E0A is equivalent to a connection on E considered as a right module over A e . In order to clarify the relation of these A e -module connections to connections on the bimodule E in our sense, we observe that the above square is part of the 3 x 3 diagram of short exact sequences obtained by tensoring the basic exact sequence (36) on both the left and right of E. This diagram yields in a well-known wayan exact sequence of bimodules , ,
Since a connection on the bimodule E is equivalent to a lifting of E into the fibre product on the right, any connection of this type comes from an A e _ module connection on E. Moreover two A e -module connections which give the same connection on E differ by a bimodule map
We see therefore that A e -module connection is a finer concept than connection in our sense. 
We next consider nlA, where the induced connection is "
Extending derivations to TA(E).
A connection on a vector bundle over a manifold provides a way to lift vector fields on the base to vector fields on the total space. We now derive a noncommutative version of this fact.
We consider an A-bimodule E equipped with a connection ("I' ",), and which is equivalent to (60). We define D on E to be the composition
where D*(dac;) = Dac; and D*(c;da) = C;Da. Thus
and (60) 
To obtain the second statement we consider the universal derivation from A to a T -bimodule:
A-tQ Ac T~AO A~AT and extend it to T; the bimodule map defined on 0 1 T associated to this extension is then a retraction which splits the sequence. Consequently, if a right connection exists, then a left connection exists and conversely. In this case a connection exists, so 0 1 A is a projective bimodule by 8.3, and A is quasi-free. Conversely, if A is quasi-free, then connections on 0 1 A exist. If (VI' V,) is a connection, then Geodesic flow and exponential map. We now discuss a noncommutative version of geodesic flow on the tangent bundle. Recall that a connection on the tangent bundle T M of a manifold M determines a vector field X on T M whose trajectories give the geodesics associated to the connection. At a point v of T M lying over the point m E M the vector Xv is the horizontal tangent vector given by the connection which lifts v regarded as a tangent vector to M at the point m. Notice that the projection of X to M is tautological, more precisely, for a function a coming from M we have that X a is the linear function on T M corresponding to d a. Thus we have a canonical derivation from functions on M to functions on T M, which is then extended to all functions on T M by means of the connection. As noncommutative analogue of the tangent bundle for an algebra A we take the algebra TA (n I A) = nA. Thus nn A corresponds to the space of functions of degree n on the tangent bundle, and we have the canonical derivation d :
A ----nl A with values in the space of linear functions. Suppose now that a connection (\1 1 , \1 r) on nl A is given, and let 1fI, ¢ be the associated cochains as above. We then use the connection as in 8. We note that the geodesic flow derivation is the same if we replace our connection by the torsion-free connection obtained by averaging IfI and ¢.
The derivation X is of degree one relative to the grading on nA, so X can be exponentiated to a one-parameter group of automorphisms e tX on nA.
~
X
Let u : QA ---+ nA be the homomorphism such that za 1-+ a, zl' a 1-+ ea. We consider the qA-adic filtration on QA and the filtration by order on OA. We have pa 1-+ !(1 + eX)a = a + !da + 2nd order, qa 1-+ !(1 -eX)a = -!da + 2nd order, so u is a homomorphism of filtered algebras. Identifying the associated graded algebra of QA with nA, the induced map of associated graded algebras is given by a 1-+ a, da 1-+ -!da. As this induced map is an isomorphism, we obtain an isomorphism of the qA-adic completion QA with QA. Thus we have proved Proposition 8.7. There is an isomorphism QA':::' QA given by za 1-+ a, zl' a 1-+ X e a.
We call this isomorphism the formal exponential map associated to the connection, since it is analogous to the map T M ---+ M x M sending a tangent vector v at mE M to the pair (m, eXPm v). In the example (58), and in particular for the canonical connection on A, the torsion is zero.
Connections on On
