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Seznam uporabljenih kratic in
simbolov
URI : Uniform Resource Identifier, enotni oznacˇevalnik vira. Je niz podat-
kov, ki enolicˇno dolocˇa nek vir na omrezˇju, dosegljiv z dolocˇenim proto-
kolom.
RDF : Resource Description Framework, jezik za opis razmerij med viri glede
na vnaprej definirano ontologijo s poudarkom na ponovni uporabi onto-
logije.
SI : Specific Pointwise Mutual Information, specificˇna skupna informacija
dveh spremenljivk. Kvantificira odstopanje med verjetnostjo sopojavi-
tve spremenljivk glede na hkratno pojavitev in sopojavitvijo glede na
verjetnost neodvisne pojavitve obeh spremenljivk.
IPS : Instance Participation Selectivity, mera ki ocenjuje koliko je relacija
med entitetama dolocˇenih tipov selektivna glede na pogostost tovrstne
relacija. Bolj kot je relacija selektivna, viˇsjo tezˇo ima pri razlocˇevanju.
Povzetek
Metode strojnega ucˇenja se uspesˇno uporabljajo pri analizi besedil. Ker pa
je naravni jezik dvoumen, je potrebno dolocˇiti, katero entiteto predstavlja po-
samezna pojavna oblika. S tem problemom se ukvarjajo metode razlocˇevanja
entitet.
V nalogi smo preucˇili, kako dosecˇi cˇim viˇsjo natancˇnost razlocˇevanja enti-
tet z uporabo statisticˇnega ucˇenja in predznanja. Primerjali smo natancˇnost
razlocˇevanja posamicˇnih entitet z zmogljivostjo skupinskega razlocˇevanja. Preucˇili
smo tudi vpliv uporabe predznanja. V ta namen smo definirali metodo, na
podlagi katere je mocˇ v skupinskem razlocˇevanju uporabiti tako implicitne, kot
tudi eksplicitne relacije med entitetami. Ugotovili smo koristnost uporabe vse-
binske podobnosti in statisticˇno naucˇenih sopojavitev kot mozˇnosti izrazˇanja
implicitnih relacij. Preucˇili smo tudi mozˇnost uporabe eksplicitnega relacij-
skega predznanja za skupinsko razlocˇevanje, tako da smo dolocˇili pomembnost
posameznih tipov relacij.
Kljucˇne besede:
razlocˇevanje entitet, ontologija, predznanje, statisticˇno ucˇenje, obdelava na-
ravnega jezika, tekstovno rudarjenje
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Abstract
Machine learning methods are being successfully applied in text mining. Be-
cause of ambiguities which are inherently present in natural languages, we are
faced with a challenge of determining the actual identities of entities menti-
oned in a document. Disambiguation is a problem that can be successfully
solved by entity resolution methods.
This thesis studies various possibilities for improving entity resolution per-
formance by using various types of background knowledge and statistical le-
arning. We compare precision and recall of pair-wise entity resolution with
collective resolution. We also study the possibility of employing background
knowledge. For this purpose, we define a multi-relational entity resolution
approach, capable of representing implicit as well as explicit relationships. We
discover the benefits of using entity co-occurrences and content similarities as
implicit relationships. We also propose an approach capable of handling such
heterogeneous relations for collective entity resolution.
Key words:
entity resolution, ontology, background knowledge, statistical learning, natural





Integracija in deljenje podatkov preko razlicˇnih virov informacij je osnova za in-
teligenten in ucˇinkovit dostop do heterogenih virov informacij. Pogost primer
taksˇnega problema je povezovanje besedila s strukturiranimi in delno struk-
turiranimi podatkovnimi viri, saj je pogosto veliko znanja predstavljenega z
besedilom in ne v bolj eksplicitni obliki. Za premosˇcˇanje te razlike je po-
trebna identifikacija entitet v prostem besedilu, ki je postopek ekstrakcije delno
strukturiranih podatkov. Ker pa je jezik besedila dvoumen in je zaradi tega
dolocˇanje tocˇnega pomena besedne zveze zahteven problem, se posluzˇujemo
razlicˇnih modelov, hevristik in tehnik, ki nam izboljˇsajo natancˇnost rezultata
te odlocˇitve. Dolocˇitev pomena neke besedne zveze je torej bistvena za tovr-
stno semanticˇno integracijo. Zˇelimo tudi ugotoviti, kako lahko razlicˇne tipe
predznanja izkoristimo za razlocˇevanje entitet, tako da bo metoda uporabna
na cˇim sˇirsˇem razponu podatkovnih virov.
1.2 Problemska domena
Metode strojnega ucˇenja se uspesˇno uporabljajo pri analizi besedil [1]. Izziv pri
analizi zˇe vrsto let predstavlja naravni jezik s svojo dvoumnostjo, saj so enake
besede pogostokrat uporabljene v razlicˇnih kontekstih z razlicˇnimi pomeni.
Temeljni problem, s katerim se srecˇujemo, je pravilna odlocˇitev pri dolocˇanju
pomena neke pojavne oblike. V predstavljeni nalogi je pomen enolicˇno dolocˇen
z entiteto iz predznanja, nasˇ cilj pa je ugotoviti, kateri entiteti iz predznanja
ustreza dolocˇena pojavna oblika iz dokumenta.
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Slika 1.1: Razlocˇevanje entitet v besedilu
Da lahko govorimo o pomenu neke besede, je koristno imeti tudi pred-
znanje, ki vsebuje podatke tako o mozˇnih pomenih neke pojavne oblike, kot
tudi o mozˇnih poimenovanjih nekega koncepta. S tem predznanjem nato pri
problemu dvoumnosti definiramo prostor resˇitev problema. Nato je nasˇ izziv
najti v predznanju najprimernejˇso entiteto, ki ustreza tisti v besedilu. Prikaz
te situacije vidimo v 1.1, kjer je tudi ponazorjen problem dvoumnosti, ki ga
moramo razresˇiti.
S problemom dolocˇanja pomena neke pojavne oblike v besedilu se ukvar-
jajo metode razlocˇevanja entitet. Problemi, analogni razlocˇevanju entitet, se
pojavljajo na razlicˇnih podrocˇjih. Teoreticˇni temelji so definirani v teoriji po-
vezovanja zapisov [2], sorodni izzivi pa so integracija podatkov iz razlicˇnih
podatkovnih baz [3, 4], identifikacija objektov [5], odpravljanje duplikatov v
podatkovnih bazah [6] in ugotavljanje pomena pojavne oblike besede [7, 8].
V splosˇnem je razlocˇevanje entitet postopek, ki v grafu entitet zdruzˇi ti-
sta vozliˇscˇa, ki ustrezajo kriteriju podobnosti, kot je na primer podobnost med
besedilom dokumenta in opisom entitete iz predznanja, lahko pa podobnost za-
jema tudi relacijsko podobnost [9]. Resˇevanje problema dvoumnosti pojavnih
oblik je specializacija razlocˇevanja entitet, kjer je prostor mozˇnih razlocˇevanj
definiran vnaprej. Potencialni prostor kandidatov iz predznanja za neko enti-
teto iz dokumenta predstavljajo vse entitete iz predznanja, ki so poimenovane
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s pojavno obliko entitete iz dokumenta. Ker predpostavljamo, da so enti-
tete iz predznanja konsistentne in brez duplikatov, jih v nasˇem postopku ne
zdruzˇujemo.
Metode za razlocˇevanje entitet lahko delimo po vecˇ kriterijih:
• Glede na vir dodatnih podatkov za razlocˇevanje:
Razlocˇevanje na osnovi sopojavitev parov entitet v besedilu je upo-
rabno v situacijah, ko imamo na voljo zˇe oznacˇena besedila, iz ka-
terih se lahko naucˇimo statistiko sopojavitev.
Razlocˇevanje s pomocˇjo atributnega predznanja vsebuje entitete
in podatke o njih uporabno v situacijah, ko imamo na voljo opisne
podatke o entitetah, kar je tipicˇno za opisne enciklopedijske podat-
kovne vire.
Razlocˇevanje s pomocˇjo relacijskega predznanja vsebuje entitete
in njihove medsebojne povezave uporabimo v situacijah, ko imamo
na voljo graf entitet z medsebojnimi povezavami, tipicˇno za soci-
alna omrezˇja, taksonomije ali semanticˇne enciklopedijske podat-
kovne vire.
V tej nalogi tudi definiramo model, na katerem prevedemo te tri metode
v skupno domeno, na kateri potem izvajamo samo razlocˇevanje entitet
brez posebnega ozira na sam vir podatkov. Na tem nivoju pa poznamo
naslednje tehnike:
• Posamicˇno ali skupinsko razlocˇevanje:
Posamicˇno razlocˇevanje je definirano kot problem oznacˇevanja z naj-
primernejˇso entiteto iz predznanja tako, da je ta odlocˇitev neodvisna
od drugih razlocˇevanj v besedilu.
Skupinsko razlocˇevanje uporablja tudi sosesˇcˇino med entitetami in
ne predpostavlja neodvisnosti od predhodnih razlocˇevanj v istem
besedilu.
Prispevek te naloge je, da definira splosˇno ogrodje za skupinsko razlocˇevanje
entitet s pomocˇjo medsebojne povezanosti entitet, kjer o sami naravi povezano-
sti ne predpostavimo nicˇesar. To nam omogocˇa, da si to povezanost razlagamo
bodisi kot eksplicitne relacije, sopojavitve ali podobnost, kar nam daje fleksi-
bilnost pri uporabi. Ta naloga v nadaljnjih poglavjih za vsak posamezen tip
vira podatkov dolocˇi, kako definirati sosesˇcˇino entitet, ki jo potrebujemo za
skupinsko razlocˇevanje.
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1.3 Struktura diplomske naloge
Opisan problem lezˇi med podrocˇji razlocˇevanja entitet, statisticˇnega ucˇenja in
semanticˇnega spleta. V prejˇsnjem poglavju smo definirali problemsko domeno,
v nadaljevanju pa predstavimo obstojecˇe pristope in jih umestimo glede na vir
in nacˇin uporabe predznanja.
Nato sledi opis uporabljenih podatkovnih virov, tako za semanticˇno pred-
znanje, kot tudi za korpus besedila, v katerem zˇelimo identificirati entitete.
Opiˇsemo, kako lahko uporabimo opise in atribute entitet, relacije med njimi in
njihove sopojavitve v korpusu.
V nadaljnjih poglavjih definiramo, kako te razlicˇne pristope transparen-
tno prevedemo na skupen postopek razlocˇevanja entitet in jih nato obravna-
vamo na enak nacˇin. Definiramo razlocˇevanje na podlagi atributne podob-
nosti, razlocˇevanje na podlagi medsebojnih relacij in razlocˇevanje na podlagi
statistike sopojavitev. Predlagamo tudi nacˇin zdruzˇevanja rezultatov vseh pri-
stopov.
Na koncu obravnavane pristope tudi ovrednotimo z eksperimentom, v za-
kljucˇku pa podamo nasˇe vrednotenje pristopov in ugotovitve.
Poglavje 2
Pregled obstojecˇih pristopov
Iz staliˇscˇa procesiranja naravnega jezika nasˇ pristop spada med sisteme za
dolocˇanje pomena pojavne oblike s pomocˇjo predznanja. Medtem ko [10] pre-
dlaga nenadzorovano dolocˇanje dvoumnosti pojavnih oblik, se predstavljena
naloga posluzˇuje predznanja, ki opisuje entitete in njihove mozˇne pojavne
oblike, s cˇimer si definiramo prostor problema, ki ga resˇujemo.
2.1 Predznanje o entitetah
V literaturi pogosto najdemo uporabo dodatnih podatkov za izboljˇsavo na-
tancˇnosti razlocˇevanja entitet iz besedila [11, 12].
Za namene te naloge je predznanje izrazˇeno kot ontologija - graf entitet,
ki so opisane z atributi in med seboj povezane z razlicˇnimi relacijami. Tak
model je mocˇ sestaviti iz podatkov, izrazˇenih v obliki RDF [13] (Resource
Description Framework). Ta oblika predpisuje podatke v obliki trojic 〈objekt,
relacija, subjekt〉, kjer so posamezni elementi trojice predstavljen z enotnimi
oznacˇevalniki vira (Uniform Resource Identifier - URI), subjekt pa je lahko
tudi dobesedna vrednost. Navedena ontologija je dovolj splosˇna, da nanj lahko
prevedemo tudi entitetno-relacijske ali razredne modele [14].
Ker pa resˇevanje zastavljenega cilja poteka na nivoju entitet in ne le trojic,
dano mnozˇico trojic prevedemo na graf, tako da vsak enotni oznacˇevalnik vira
predstavlja svojo entiteto, predikati pa so povezave med entitetami. Poleg
tega zˇelimo tudi vedeti, pod katerimi pojavnimi oblikami se lahko pojavi neka
beseda, zato je koristno poleg enotnega oznacˇevalnika poznati tudi oznake, ki
predstavljajo to entiteto, cˇetudi niso nujno enolicˇne.
Predznanje KB formalno predstavimo kot mnozˇico trojic, sestavljenih iz
entitet e ∈ E, ki so v relaciji p ∈ R z drugimi entitetami ali atributi a ∈ A.
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KB = {〈s, p, o〉; s ∈ E ∧ o ∈ (E ∪ A) ∧ p ∈ R} (2.1)
Entitete vsebujejo tudi razlicˇne vrste atributov - posebej obravnavamo po-
javne oblike in besedilo, ki opisuje entiteto. Atributi, ki izrazˇajo pojavne oblike
entitete, so v relaciji rdfs:label1 z entiteto, medtem ko je opis niz, ki je v relaciji
rdfs:comment2 z entiteto.
PojavneOblike(ei) = {a ∈ A; p ∈ R ∧ p = rdfs:label ∧ 〈ei, p, a〉 ∈ KB} (2.2)
Opis(ei) = {a ∈ A; p ∈ R ∧ p = rdfs:comment ∧ 〈ei, p, a〉 ∈ KB} (2.3)
• Definiranje prostora mozˇnih resˇitev (podatki o entitetah in njihovih po-
javnih oblikah).
• Atributi entitet, ki jih uporabimo za dolocˇanje medsebojne vsebinske po-
dobnosti. Vsebujejo preproste lastnosti entitet, med drugim tudi besedni
opis.
• Eksplicitne relacije med entitetami, ki predstavljajo sosesˇcˇine entitet.
Najpogostejˇsa je uporaba opisnega predznanja entitet, ki v splosˇnem za-
jema definiranje slovarja entitet in njihovih atributov, kot jih najdemo v [11,
15, 16]. V [12] je avtor uporabil tudi kategorije iz Wikipedije tako za definira-
nje prostora resˇitev, kot tudi za ocenjevanje ustreznosti posameznega pomena
na podlagi podobnosti v modelu vektorskega prostora besedila [17].
Nekateri pristopi tudi izkoristijo medsebojne povezave med entitetami, ki
lahko tudi vsebujejo pomembne informacije. [18] uporablja PageRank [19] na
grafu relacij med entitetami za ocenjevanje relevantnosti pomena. Primer upo-
rabe statisticˇnega relacijskega ucˇenja za razlocˇevanje entitet lahko vidimo tudi
v [20]. Ker imajo razlicˇni tipi relacij med entitetami lahko razlicˇno tezˇo, [21]
1Relacijo identificira URI http://www.w3.org/2000/01/rdf-schema#label, rdfs je
okrajˇsava imenskega prostora RDF schema, ki dolocˇa to relacijo
2Relacijo identificira URI http://www.w3.org/2000/01/rdf-schema#comment
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predlaga prilagodljivo metodo za dolocˇanje pomembnosti relacij, [22] pa defi-
nira vecˇ hevristik, glede na katere lahko dolocˇamo pomembnost posameznega
tipa semanticˇne relacije. V nadaljevanju te diplome eno izmed predlaganih
metod za dolocˇanje pomembnost tudi obravnavamo in ovrednotimo za namen
skupinskega razlocˇevanja.
[23] opazˇa, da imajo entitete, ki nastopajo v istem dokumentu, relativno
visoko medsebojno relacijsko povezanost, kar daje medsebojnim relacijam upo-
rabno vrednost pri dolocˇanju pomena.
2.2 Uporaba statisticˇnega predznanja
Poleg staticˇnega atributnega in relacijskega znanja pa lahko natancˇnost razlocˇevanja
izboljˇsamo tudi z uporabo korpusa besedila, kjer so entitete zˇe identificirane.
Te podatke lahko nato izkoristimo za ucˇenje statisticˇnega modela. Splosˇen
model verjetnostnega dolocˇanja pomena s pomocˇjo relacijskega znanja definira
[8], [24] pa predlaga generativni model razlocˇanja entitet na osnovi sopojavitev
parov entitet.
Sopojavitve dogodkov so pogost vir ucˇnih podatkov za resˇevanje proble-
mov, sorodnih razlocˇevanju entitet. Primera uporabe te tehnike za ugotavlja-
nje pravilne entitete na podlagi pogostih sopojavitev sta [25], ki jo uporabi
za identifikacijo imen proteinov, in [26], ki na ta nacˇin razlocˇuje geografske
lokacije. [27] sopojavitve uspesˇno uporablja za nenadzorovano ugotavljanje
sinonimov besed, kar je problem, soroden razlocˇevanju entitet.
2.3 Posamicˇno in skupinsko razlocˇevanje
Problem identifikacije in dolocˇanja pomena lahko formuliramo tudi kot pro-
blem razlocˇevanja entitet. Izvirni matematicˇni model, kot ga definirata Fellegi
in Sunter [2], definira karakteristike entitet, na podlagi katerih se dolocˇi verje-
tnost, da sta dve entiteti enaki. Ker predpostavlja neodvisnost med posame-
znimi odlocˇitvami, je to primer posamicˇnega razlocˇevanja.
Vprasˇanje razlocˇevanja entitet se pogosto pojavlja v kontekstu integracije
podatkovnih baz, ko imamo opravka z zdruzˇevanjem razlicˇnih mnozˇic podatkov
brez skupnega kljucˇa, ki bi enolicˇno dolocˇal enakost med entitetami iz razlicˇnih
virov. [28, 29] definirajo razliko med posamicˇnim in skupinskim razlocˇevanjem
in obravnavajo strukturirane podatke, medtem ko v tej diplomski nalogi ta
izziv prevedemo na domeno integracije nestrukturiranih in delno strukturiranih
podatkov. V domeni razlocˇevanja entitet v besedilu je ena od entitet vedno
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lokalna entiteta posameznega dokumenta, ki se primerja z mozˇnimi kandidati
iz predznanja.
Pri skupinskem razlocˇevanju lahko entitete med seboj primerjamo z dvema
meriloma podobnosti:
atributna podobnost, kjer se primerja vsebino atributov entitet in
aelacijska podobnost, ki pa primerja skupno sosesˇcˇino entitet.
V nalogi bomo s poskusi na realnih podatkih ovrednotili naslednje pristope:
• posamicˇno razlocˇevanje z vsebinsko primerjavo,
• skupinsko razlocˇevanje z vsebinsko primerjavo,
• skupinsko razlocˇevanje z uporabo heterogenih relacij,
• skupinsko razlocˇevanje z uporabo sopojavitev entitet.
V nalogi preucˇimo, kako dosecˇi cˇim viˇsjo natancˇnost razlocˇevanja entitet
z uporabo strojnega ucˇenja in predznanja. S poskusi bomo ugotovili, kako
lahko dodaten podatek o sopojavitvi entitet vpliva na natancˇnost razlocˇevanja
entitet. Preucˇili smo tudi vpliv uporabe predznanja in primerjali natancˇnost
razlocˇevanja posamicˇnih entitet z zmogljivostjo skupinskega razlocˇevanja. Preucˇili
smo mozˇnost uporabe relacijskega predznanja za skupinsko razlocˇevanje, tako
da smo s pomocˇjo strojnega ucˇenja dolocˇili pomembnost posamezne relacije.
Poglavje 3
Priprava podatkov
Postopek je zastavljen tako, da potrebuje za delovanje dva vira podatkov:
• korpus besedila, v katerega zˇelimo identificirati entitete;
• zbirka entitet, ki predstavlja nasˇe predznanje.
Podrobnejˇsi ogled arhitekture postopka je prikazan v dodatku 1.
3.1 Korpus besedila
Besedilo, v katerem identificiramo entitete za potrebe te naloge je korpus
cˇasopisa New York Times [30], ki obsega 1.8 milijona cˇlankov, objavljenih
v New York Times med leti 1987 in 2007. Poleg samega besedila so cˇlanki tudi
opremljeni z dodatnimi metapodatki, kot so vsebinske kategorizacije, oznake
in identificirane entitete. Ker so entitete normalizirane, smo si z njimi tudi
pomagali pri preverjanju natancˇnosti nasˇe metode.
3.2 Predznanje
V splosˇnem podatkovni model predvideva, da imajo entitete v predznanju:
• svoje enolicˇne identifikatorje,
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• relacije z drugimi entitetami.
Medtem ko sta prvi dve tocˇki za delovanje nujni, so ostale zazˇelene. Neka-
tere izmed metod namrecˇ potrebujejo dodatne podatke. Opis in atributi enti-
tete se uporabljajo pri razlocˇevanju z vsebinsko primerjavo, relacije z drugimi
entitetami pa pri dolocˇanju utezˇi relacij v primeru skupinskega razlocˇevanja s
pomocˇjo teh utezˇi.
Kot predznanje, ki tem zahtevam ustreza, smo izbrali podatkovno zbirko
DBpedia [31]. Izvira iz proste enciklopedije Wikipedia, zato ima sˇirok nabor
entitet, njihovih pojavnih oblik in atributov. Ker pa zˇelimo obravnavati tudi
podatke, ki so relacijsko bolj povezani, smo poleg tega uporabili tudi YAGO
[32], ontologijo, ki vsebuje mnogo vecˇ relacij med entitetami, kar potrebujemo
za dolocˇanje njihove pomembnosti. Med obema ontologijama na srecˇo obstaja
neposredna preslikava entitet, zato smo jih zdruzˇili v eno skupno predznanje,
ki ga kot takega v naslednjih poglavjih obravnavamo.
Poglavje 4
Razlocˇevanje entitet iz besedila
4.1 Arhitektura
Slika 4.1: Diagram podatkovnih tokov razlocˇevanja entitet
Proces razlocˇevanja entitet je sestavljen iz treh podprocesov, kot kazˇe slika
4.1: identificiranje pojavnih oblik, sestavljanje entitet iz pojavnih oblik in
nazadnje samo razlocˇevanje teh entitet s pomocˇjo predznanja. Ta diplomska
naloga se osredotocˇa na tretji podproces in metode, ki so tam uporabljene.
Podrobnejˇsa slika arhitekture, ki uposˇteva tudi vse uporabljene metode, je na
voljo v dodatku 1.
4.2 Dolocˇanje pomena kot razlocˇevanje entitet
Da lahko na problem dolocˇanja pomena pojavne oblike gledamo kot na problem
razlocˇevanja entitet, moramo najprej razlozˇiti postopek prevedbe, ki je za to
potreben.
Cˇe zˇelimo besedilo obravnavati kot mnozˇico entitet, je prvi potrebni korak
identifikacija potencialnih entitet v besedilu. Ker pa za razlocˇevanje entitet
potrebujemo cˇim boljˇse informacije o entiteti iz besedila, za zaznavanje po-
javnih oblik uporabimo postopek prepoznavanja imen, ki zaznana imena tudi
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klasificira v ustrezne tipe, kot so na primer oseba, organizacija ali lokacija. V
ta namen smo uporabili Stanford Named Entity Recognizer [33], ki s pomocˇjo
strojno naucˇenega klasifikatorja identificira imena v besedilu. Posledicˇno to po-
meni, da lahko ena pojavna oblika ustreza vecˇ potencialnim entitetam, hkrati
pa je lahko potencialna entiteta poimenovana z vecˇ pojavnimi oblikami v be-
sedilu.
V splosˇnem je sicer poljuben n-gram v besedilu tudi pojavna oblika enti-
tete, cˇe v predznanju obstaja entiteta, poimenovana s taksˇno besedno zvezo.
Torej bi lahko z enostavnim pregledovanjem vseh n-gramov in poizvedovanjem
po predznanju priˇsli do entitet, vendar v tem primeru ne bi imeli podatka o
klasifikaciji tipa entitete, ki se pojavlja v besedilu.
Preden zacˇnemo z dejanskim iskanjem potencialnih entitet iz predznanja,
lahko zˇe na samem besedilu zdruzˇimo nekatere enake pojavne oblike v skupne
entitete, saj pogosto predpostavimo [7], da ima ena pojavna oblika v vsej
pojavitvah znotraj posameznega dokumenta vedno enak pomen. V primeru,
da pojavno obliko klasificiramo kot ime, spadajo sem tudi okrajˇsave osebnih
imen, kot je npr. ”Gospod Novak”, ki jo lahko povezˇemo z ”Miha Novak”.
Ker pa je pristop s pravili omejen na tovrstne trivialne primere, je potrebno
v naslednjem koraku zˇe uporabiti predznanje. Do sedaj lahko dokument zˇe
predstavimo kot mnozˇico entitet, vendar sedaj sˇe ne vemo, katerim entitetam
iz predznanja ustrezajo entitete iz dokumenta.
4.3 Razlocˇevanje entitet
Od tu naprej lahko dokument obravnavamo kot mnozˇico entitet, katerim zˇelimo
najti ustrezni pomen - entitete iz predznanja.
V osnovni teoriji povezovanja entitet [2] definiramo karakteristike entitet,
na podlagi katerih se za vsak par entitet odlocˇamo ali sta enaki ali razlicˇni ter
ali je sploh mozˇno dolocˇiti enakost. Kot karakteristike navadno uporabljajo
vsebino atributov, ki jih nato primerjamo z ustreznimi merili podobnosti [34].
Razlocˇevanje entitet je zaporedje odlocˇitev, kjer posamezno entiteto iz doku-
menta proglasimo za enako najboljˇsi entiteti iz predznanja glede na kriterij
podobnosti na podlagi karakteristik. To ponavljamo, dokler nismo bodisi po-
vezali vseh entitet iz dokumenta z entitetami iz predznanja, bodisi nobena od
preostalih entitet iz predznanja ne ustreza kriteriju podobnosti za preostale
(nepovezane) entitete iz dokumenta.
Ker je nasˇ model v obliki grafa entitet, lahko karakteristike entitet razpo-
redimo v dva razreda:
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• Atributi entitet, kot so imena, opis, sˇtevilski atributi;
• Relacije do drugih entitet, ki so lahko heterogene;
Na zaporedje odlocˇitev razlocˇevanja lahko gledamo na dva nacˇina:
• Posamicˇno razlocˇevanje, kjer je vsaka odlocˇitev neodvisna od ostalih;
• Skupinsko razlocˇevanje, kjer odlocˇitve niso neodvisne in v vsaki odlocˇitvi
uposˇtevamo tudi predhodna razlocˇevanja;
Posebej ucˇinkovito je skupinsko relacijsko razlocˇevanje [9], saj vsak po-
samezni odlocˇitveni korak spremeni topologijo grafa entitet, kar nam vnese
dodatno znanje za nadaljnje korake.
4.4 Posamicˇno razlocˇevanje
4.4.1 Vsebinska podobnost
Ko primerjamo dve entiteti po vsebini, zˇelimo njuno podobnost ovrednotiti
sorazmerno s podobnostjo njunih atributov.
Slika 4.2: Posamicˇno razlocˇevanje na podlagi podobnosti - zelene pike
oznacˇujejo izbrano entiteto
Cˇe ima vsaka entiteta iz dokumenta na voljo vecˇ potencialnih kandida-
tov, kot je razvidno v 4.2, je nasˇa naloga v primeru posamicˇnega razlocˇevanja
oceniti relevantnost vsakega kandidata in na podlagi tega izbrati najboljˇsega
mozˇnega.
Atribute v nasˇi domeni lahko primerjamo z razlicˇnimi metrikami:
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primerjava enakosti, kjer sta atributa lahko le enaka ali razlicˇna;
primerjava nizov po razdalji urejanja, kjer razliko med nizoma ovredno-
timo z sˇtevilom skupnih znakov in sˇtevilom potrebnih transpozicij, da
prvi niz prevedemo v drugega [34];
primerjava daljˇsih nizov v vektorskem prostoru, kjer za mero podob-
nosti uporabimo kosinusno razdaljo med vektorsko predstavitvijo TF-
IDF dimenzij obeh nizov [17].
Nasˇa implementacija obsega prvo in tretjo od teh metrik. Prvo poimenu-
jemo atributna podobnost, ki je definirana z Jaccardovim koeficientom nad
mnozˇicama atributov entitet.
Naj bodo atributi entitete ei oznacˇeni z atributii. Atributi so vse trditve
〈ei, p, a〉 ∈ KB, kjer je a element mnozˇice dobesednih vrednosti A.
atributii = {〈p, o〉; 〈s, p, o〉 ∈ KB ∧ s = ei ∧ o ∈ A} (4.1)
Atributna podobnost je torej:
podobnostatributi(ei, ej) =
|atributii ∩ atributij|
|atributii ∪ atributij| (4.2)
Besedilno podobnost definiramo kot podobnost med besedili, ki predsta-
vljata entiteti. Naj bo di = Opis(ei), ki ga predstavimo kot n-dimenzionalni
vektor di ∈ D ⊂ <n. V tem vektorju, ki predstavlja vsebino, vsako kompo-





To predstavitev dokumenta imenujemo vrecˇa besed (bag of words), saj vr-
stni red besed tu ne igra nobene vloge. [17] tudi ugotavlja, da so uporabnejˇse
tiste besede, ki niso najpogostejˇse, vendar tudi ne premalo pogoste. To mode-




|di ∈ D; tj ∈ di| (4.4)
Ko pa dokument zˇelimo prikazati z utezˇenim vektorjem, je utezˇ komponente
tj v dokumentu di je torej dolocˇena z TFIDFi,j:
TFIDFi,j = TFi,j · IDFj (4.5)
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Tako predstavljene dokumente primerjamo s kosinusom prostorskega kota
med dvema vektorjema v prostoru, kjer sta di in dj besedilna vektorja entitet
ei in ej. Naj poudarimo, da je pri posamicˇnem razlocˇevanju ei entiteta iz
dokumenta, ej pa iz predznanja. Medtem ko je pri entiteti iz predznanja opis
del atributov, pri entiteti iz dokumenta predstavlja besedilni opis kar samo
besedilo dokumenta.
podobnostbesedilna(ei, ej) = cosφi,j =
di · dj
‖di‖ · ‖dj‖ (4.6)
Vsebinska podobnost pa je linearna kombinacija atributne podobnosti in
besedilne podobnosti:
podobnostvsebinska(ei, ej) = λbesedilna · podobnostbesedilna(ei, ej)
+ λatributi · podobnostatributi(ei, ej)
(4.7)
Algoritem posamicˇnega ocenjevanja 1 deluje tako, da najprej za vsako en-
titeto iz dokumenta za vsako pojavno obliko v predznanju najde entitete, ki
imajo vrednost rdfs:label enako tej pojavni obliki. S tem definiramo mnozˇico
entitet, ki so potencialni kandidati. Te kandidate nato ocenimo z vsebinsko
podobnostjo, kot smo jo definirali v tem poglavju.
Algorithm 1 Posamicˇno ocenjevanje glede na vsebinsko podobnost
Zacˇetno stanje: Ekstrahirane pojavne oblike P iz besedila D,P ⊂ D.
Zacˇetno stanje: Entitete iz dokumenta f ∈ Entitetedokument
Zacˇetno stanje: Predznanje KB, e ∈ KB
Entitetekandidati ⇐ prazen seznam
za vsak f ∈ Entitetedokument zacˇni
za vsak p ∈ P, p ∈ PojavneOblikedokument(f) ∧ p ∈ PojavneOblikeKB(e)
zacˇni
dodaj e v Entitetekandidati
konec
konec
za vsak e ∈ Entitetekandidati zacˇni
ocenavsebinska(e) = podobnostvsebinska(f, e)
konec
Razlocˇevanje na tem mestu zakljucˇimo tako, da za vsako entiteto iz doku-
menta vzamemo najbolje ocenjenega kandidata iz predznanja, ki je v sliki 4.2
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oznacˇen z zeleno povezavo. Cˇe zˇelimo nadaljevati s skupinskim razlocˇevanjem,
pa kandidate in njihove ocene prenesemo v kasnejˇse faze.
4.4.2 Relacijska podobnost
Relacijska podobnost izvira iz same topologije grafa entitet. Relacijsko podob-
nost lahko ovrednotimo z:
• Neposredno povezavo med dvema entitetama;
• Podobnostjo med sosesˇcˇinama dveh entitet, sorazmerna z velikostjo sku-
pne sosesˇcˇine;
Ker so v nasˇi domeni povezave heterogene in na tem nivoju sˇe ne predposta-
vljamo njihovega pomena, je na nek nacˇin vseeno potrebno dolocˇiti njihovo po-
membnost, sicer lahko to informacijo izgubimo. Zato za potrebe razlocˇevanja
entitet te povezave utezˇimo.
Metode za dolocˇanje in ucˇenje utezˇi, primerne za nasˇo domeno, bomo de-
finirali v naslednjih poglavjih.
4.5 Skupinsko razlocˇevanje
Cˇe pri posamicˇnem razlocˇevanju poskusˇamo identificirati vsako entiteto po-
sebej, neodvisno od ostalih, pri skupinskem razlocˇevanju ne predpostavimo
neodvisnosti med posameznimi odlocˇitvami.
Prednost tega pristopa je, da lahko v kasnejˇsih odlocˇitvah uposˇtevamo pred-
hodne odlocˇitve o identitetah entitet. Ko se odlocˇimo za pomen neke entitete
v besedilu, to pomeni, da ta entiteta iz predznanja nastopa v besedilu. Zaradi
posledicˇne spremembe topologije se tudi spremeni relacijska podobnost.
Vzemimo primer, ko imamo dokument, kjer se pojavljajo neznani entiteti,
poimenovani z imeni ”Elvis”in ”Memphis”. Prvo je pogosto osebno ime, drugo
pa pogosto ime lokacije. V primeru posamicˇnega razlocˇevanja bi bili prepusˇcˇeni
hevristikam na podlagi podobnosti posamezne entitete iz dokumenta z kandi-
dati iz predznanja, da bi morda obe izbrali pravilno. Cˇe pa uporabimo sku-
pinsko razlocˇevanje, sprva identificiramo najzanesljivejˇse kandidate. Cˇe se v
tem scenariju vsebinska primerjava odlocˇi, da je dvoumno ime ”Elvis”referenca
na znanega pevca, v naslednjem koraku skupinskega razlocˇevanja zanesljiveje
identificiramo Memphis kot mesto v ameriˇski zvezni drzˇavi Tennessee, kjer je
prej identificirani pevec zˇivel, kar je v predznanju v nasˇi domeni izrazˇeno kot
utezˇena povezava med obema entitetama.
4.5 Skupinsko razlocˇevanje 19
Cˇe povzamemo - posamicˇno razlocˇevanje te povezave ne uposˇteva, zato je
zanesljivost nadaljnjih odlocˇitev ponavadi slabsˇa.
Na tem mestu velja poudariti, da zavoljo splosˇnosti pristopa ne predvide-
vamo semantike povezave med entitetama, niti ne zahtevamo, da je povezava
osnovana na eksplicitni relaciji v predznanju - povezanost entitet lahko izvira
tudi iz implicitnih dejstev, kot sta na primer podobnost in sopojavitve.
Skupinsko razlocˇevanje lahko tudi predstavimo s perspektive principa pri-
vlacˇnosti konteksta (Context Attraction Principle), opisan v [8].
Princip pravi, da cˇe imamo pojavno obliko r, ki kazˇe na entiteto yj, ki se
pojavi v istem kontekstu kot entiteta x, r pa lahko predstavlja katerokoli od
entitet y1, y2, . . . , yj, . . . , yn, to pomeni, da je x bolj povezan z yj kot z ostalimi
yi, kjer je i = 1 . . . n, i 6= j.
Cˇe ta princip obrnemo, dobimo sledecˇe: Cˇe se entiteta x pojavlja v istem
kontekstu kot pojavna oblika r, ki predstavlja eno od entitet yi, in vemo, da je
r najtesneje povezan z yj, potem je od vseh mozˇnih pomenov yi najverjetnejˇsa
izbira i = j.
Algorithm 2 Skupinsko relacijsko razlocˇevanje entitet
Zacˇetno stanje: Entitete iz dokumenta Entitetedokument
Zacˇetno stanje: Entitete iz predznanja Entitetekandidat
Zacˇetno stanje: Predznanje KB
Prioritetna vrsta Q
{Skupinsko ocenjevanje}
za vsak Potencialni par f, e; f ∈ Entitetedokument ∧ e ∈ Entitetekandidat
zacˇni
Vstavi 〈relevantnost(f, e), f, e〉 v Q
konec
Rezultat ⇐ prazen seznam
dokler Q 6= ∅ zacˇni
〈relevantnostf,e, f, e〉 ⇐ vzami iz Q {Predpostavi f == e}
Dodaj 〈relevantnostf,e, f, e〉 ⇐ v Rezultat
Iz Q odstrani vse kandidate za f
za vsak 〈relevantnosttf,e, f, e〉 ∈ Q zacˇni
relevantnostf,e ⇐ relevantnost(f, e)
konec
konec
Algoritem za skupinsko razlocˇevanje 4.5 deluje tako, da ob vsakem koraku
predpostavi enakost para entitete iz dokumenta in entitete iz predznanja z
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najviˇsjo relevantnostjo in glede na to odlocˇitev posodobi vrednost relevantnosti
ostalim entitetam v sosesˇcˇini. Ker predpostavljanje enakosti f in e spremeni
topologijo grafa, se spremeni tudi merilo relevantnosti v vseh sosedih e. Zaradi
tega jo ob vsaki spremembi stanja posodabljamo. V naslednjih poglavjih si
bomo ogledali, kako je mocˇ to relevantnost definirati.
4.5.1 Uporaba relacij
Slika 4.3: Skupinsko razlocˇevanje z eksplicitnimi relacijami
Povezanost med entitetama je v tem primeru izrazˇena eksplicitno v obliki
RDF trditve, zapisane v predznanju, kot ponazoruje slika 4.3. V nasˇem pri-
meru predznanje predstavljata zdruzˇena DBpedia [31] in YAGO [32]. Posame-
zna RDF trditev je izrazˇena kot trojica osebka, relacije in predmeta. Vzemimo
primer, kjer je osebek dbpedia:Elvis Presley v relaciji dbpedia-owl:homeTown
s predmetom dbpedia:Memphis, Tennessee.
Za uporabo v nasˇem modelu razlocˇevanja entitet to relacijo interpretiramo
kot povezavo z dolocˇeno utezˇjo. Cˇe so v predznanju relacije homogene in
entitete enakih tipov, so posledicˇno tudi vse povezave enako pomembne. V
primeru, da ti lastnosti ne veljata, pa je smiselno dolocˇati utezˇi posamezne
povezave.
Intuitivno lahko ocenimo, da vse povezave niso enako pomembne. Cˇe
bi v nasˇem scenariju v predznanju obstajala le RDF trditev 〈dbpedia:Elvis
Presley, rdf:type, dbpedia-owl:Person〉, to ne bi bilo pretirano koristno, saj
bi najverjetneje vse entitete, imenovane ”Elvis”bile na ta nacˇin v predzna-
nju opredeljene kot tip dbpedia-owl:Person. Po drugi strani pa je relacija 〈x,
dbpedia-owl:homeTown, dbpedia:Memphis, Tennessee〉 zelo mocˇan indikator,
saj zajema mnogo manjˇso mnozˇico entitet. Tovrstno lastnost opredelimo kot
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selektivnost in njeno vrednost lahko uporabimo kot utezˇ povezave v grafu
razlocˇevanja entitet.
Dolocˇanje selektivnosti povezave je problem, prisoten tudi v dolocˇanju naj-
bolj informativnega podgrafa v danem semanticˇnem grafu, opisan v [22]. Av-
torji so zˇeleli v semanticˇnem grafu poiskati najmanjˇsi podgraf, ki bi bil sˇe
dovolj informativen tako, da izberejo le podmnozˇico vseh povezav. Za po-
trebe dolocˇanje podmnozˇice povezav so razvili nekaj metrik, glede na katere
to informativnost dolocˇajo. Ena od predlaganih metrik, ki je primerna tudi
za nasˇo domeno, je selektivnost participacije instanc (Instance Participation
Selectivity), ki dolocˇa, da je selektivnost povezave 〈s, p, o〉 obratno sorazmerna
sˇtevilu RDF trditev, ki ustrezajo predlogi 〈type(s), p, type(o)〉, kjer je predikat
type(x) definiran kot relacija rdf:type na entiteti x.
IPS(s, p, o) =
1
|pi(type(s), p, type(o))| (4.8)
Zaradi bolj uravnotezˇenih vrednosti IPS smo za namen diplomske naloge
definicijo popravili na:
IPS(s, p, o) =
1
log(1 + |pi(type(s), p, type(o))|) (4.9)
type(x) predstavlja mnozˇico tipov, s katerimi je entiteta x dolocˇena.
pi(types, p, typeo) = {〈s, p, o〉; type(s) = types ∧ type(o) = typeo} (4.10)
Mnozˇica pi(types, p, typeo) za tipsko relacijo pa obsega vse relacije v domeni
D, kjer je tip osebka enak types in tip predmeta enak typeo.
type(x) = {o ∈ 〈s, p, o〉 ; 〈s, p, o〉 ∈ D ∧ s = x ∧ p = rdf:type} (4.11)




|{〈ei, p, ej〉 ∈ KB}| (4.12)
Ker pa gledamo skupinsko povezanost preko sosesˇcˇine, pa to izrazimo z:
Nbr(e) = {f ; povezanost(e, f) 6= 0} (4.13)
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To oceno relacijske povezanosti bi lahko posplosˇili na problem iskanja naj-
krajˇse poti skozi graf, kjer je cena poti dolocˇena s pogostostjo |pi(type(s), p, type(o))|,
kar ustreza 1
IPS(s,p,o)
, vendar se na tem mestu postavlja vprasˇanje, ali tako dolge
povezave dejansko pomenijo smiselno povezanost, zato se raje omejimo na poti
dolzˇine 1 in 2.
V koncˇnih izracˇunih zato uporabljamo merilo:
povezanostrelacijska(ei, ej) = λ1 · povezanostneposredna(ei, ej)+
λ2 · povezanostsosedska(ei, ej)
(4.16)
Posledica tega je, da je povezava tipa 〈dbpedia-owl:Person, dbprop:Origin,
dbpedia-owl:Area〉manj specificˇna od 〈dbpedia-owl:Person, dbprop:Origin, dbpedia-
owl:City〉, kar tudi zˇelimo modelirati.
V tem smo seveda predpostavljali, da imamo za vse entitete v predznanju
podatek o tipu, na podlagi katerega lahko dolocˇamo selektivnost, potrebujemo
pa seveda tudi povezave same - predznanje, ki vsebuje le entitete z atributi za
to metodo ni uporabno, vendar za to situacijo obstajajo primernejˇse metode.
4.5.2 Vsebinska primerjava
V nekaterih situacijah nimamo podanih eksplicitnih relacij med entitetami,
vseeno pa jih ne zˇelimo razlocˇevati le posamicˇno. Cˇe so entitete opremljene z
opisnimi atributi, s pomocˇjo katerih je mocˇ izracˇunati privlacˇnost med entite-
tami, lahko definiramo povezanost kar s podobnostjo.
Velja poudariti, da kljub temu da racˇunamo podobnosti tako med entite-
tami iz dokumenta in tistimi iz predznanja, kot tudi entitetami iz predznanja
med seboj, entitet iz predznanja med seboj ne zdruzˇujemo, saj predznanje
obravnavamo kot konsistentno in brez duplikatov. Podobnost je v tem pri-
meru le izraz povezanosti, kot ponazorimo v sliki 4.4.
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Slika 4.4: Skupinsko razlocˇevanje z vsebinsko primerjavo
Za vsebinsko primerjavo je najprimernejˇsa predvsem primerjava po opisu z
daljˇsim besedilom, ki poda vsebinski kontekst entitete. Intuicija za tem je, da
sta entiteti vsebinsko tesneje povezani, cˇe imata podoben vsebinski kontekst.
Ker ne predpostavljamo nicˇesar o pomenu te povezanosti, razen tega da jo
ovrednotimo z utezˇjo, to ustreza nasˇemu modelu.
Prednost uporabe vsebinske podobnosti kot povezanosti je, da zadosˇcˇajo
enaki podatki, kot pri posamicˇni primerjavi. Zaradi tega je primerna tudi za
manj strukturirano predznanje, ki ne vsebuje eksplicitnih relacij med entite-
tami, ima pa vseeno opise entitet. Tudi formula za izracˇun je enaka formuli za
izracˇun vsebinske podobnosti pri posamicˇnem razlocˇevanju.
4.5.3 Uporaba sopojavitev
Podatki o sopojavitvah dveh dogodkov se uspesˇno uporabljajo pri problemih
priklica informacij, kot na primer navzkrizˇni priklic informacij med jeziki [35] in
dolocˇanje pomena besed [36, 37], ki je problem, soroden razlocˇevanju entitet.
Intuicija za uporabo sopojavitev je, da v kolikor se dva dogodka pojavljata
skupaj pogosteje kot statisticˇno nakljucˇno, bolj je verjetno da sta statisticˇno
neodvisna.
Pomembnost sopojvitev modeliramo s kolicˇino skupne informacije. Sku-
pna informacija dveh statisticˇnih spremenljivk nam pove, koliko nam znanje o
stanju ene spremenljivke zmanjˇsa negotovost stanja druge.
V domeni razlocˇevanja entitet je dogodek definiran kot pojavitev entitete v
nekem dokumentu. [38] predlaga uporabo specificˇne skupne informacije za oce-
njevanje povezanosti s sopojavitvami. Specificˇna skupna informacija (Specific
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Slika 4.5: Skupinsko razlocˇevanje s statisticˇnim ucˇenjem
Mutual Information1 - SI) sopojavitve entitet x in y v istem dokumentu kvan-
tificira odstopanje med verjetnostjo sopojavitve spremenljivk glede na hkratno
pojavitev in sopojavitvijo glede na verjetnost neodvisne pojavitve obeh spre-
menljivk:




V tej enacˇbi p(x) predstavlja verjetnost pojavitve entitete x, p(x, y) pa
verjetnost, da se entiteti x in y pojavita v istem dokumentu.
Vrednost SI(x, y) nato uporabimo kot utezˇ povezanosti entitet x in y pri
relacijskem razlocˇevanju.
Cˇe so eksplicitne relacije med entitetami pogosto na voljo za uporabo in
enako velja tudi za atributne opise entitet, tega ne moremo vedno trditi za
statistiko sopojavitev. Zato v tej diplomski nalogi predlagamo nov postopek
za pridobivanje podatkov o sopojavitvah s pomocˇjo korpusa besedila, kot pri-
kazuje slika 4.5. Cˇe so v korpusu besedila entitete zˇe identificirane, jih je mocˇ
trivialno presˇteti in s tem pridobiti statistiko sopojavitev parov entitet. Cˇe pa
korpus vsebuje zgolj besedilo brez identificiranih entitet, pa jih lahko identifi-
ciramo sprva s pomocˇjo drugih metod razlocˇevanja entitet, ki se ne zanasˇajo
na sopojavitve. To nam da zacˇetno stanje statistike sopojavitev entitet, ki
sicer ni nujno popolnoma natancˇno. Zato se zanasˇamo na robustnost te me-
tode, da bo te podatke uporabila v naslednji iteraciji razlocˇevanja, kjer lahko
dosezˇe viˇsjo natancˇnost. To implicira, da se z uporabo sopojavitev uporablja
v kombinaciji z drugimi metodami razlocˇevanja entitet. Zdruzˇevanje razlicˇnih
metod opiˇsemo v naslednjem poglavju.
1V literaturi znana tudi kot Pointwise Mutual Information
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4.6 Zdruzˇena metoda
V tem poglavju bomo opisali sledecˇe:
• kako se dopolnjujeta posamicˇno in skupinsko razlocˇevanje;
• kako uporabljati vecˇ metod skupinskega razlocˇevanja hkrati.
4.6.1 Zdruzˇeno posamicˇno in skupinsko razlocˇevanje
Medtem ko je cˇasovna zahtevnost posamicˇnega razlocˇevanja razreda O(n), kjer
je n sˇtevilo entitet iz predznanja, ki so potencialni kandidati za enacˇenje z en-
titetami v dokumentu, je skupinsko razlocˇevanje problem razreda O(m logm),
kjer je m sˇtevilo velikost unije sosesˇcˇin med kandidati iz predznanja. V naj-
slabsˇem primeru, ko se gre za neusmerjen poln graf, velja m = n·(n−1)
2
. To
pomeni, da je cˇasovna zahtevnost skupinskega razlocˇevanja entitet O(n2·log n).
Zaradi tega je smiselno, da s posamicˇnim razlocˇevanjem najprej poskusˇamo
zmanjˇsati mnozˇico kandidatov tako, da bo skupinsko razlocˇevanje cˇasovno ob-
vladljivo. V implementaciji to storimo tako, da izlocˇimo vse kandidate, ki so
v posamicˇni primerjavi ocenjeni nizˇje od vnaprej dolocˇene meje.
4.6.2 Kombinacija metod skupinskega razlocˇevanja
Vsaka metoda razlocˇevanja entitet kot rezultat vrne seznam izbranih entitet.
Cˇe hkrati uporabljamo vecˇ mozˇnih metod, se lahko zgodi, da vsaka metoda
vrne drugacˇen seznam. Cˇe zˇelimo kombinirati njihove rezultate, je potrebno
za vsako metodo dolocˇiti vrednost posameznim kandidatom, nato pa te ocene
zdruzˇiti skupaj in sˇele na koncu izbrati najboljˇse kandidate.
Zato pri vseh metodah, tako posamicˇnih, kot tudi skupinskih, vzamemo za
vrednost kandidata povezanost entitete iz predznanja z entiteto iz dokumenta,
za koncˇno vrednost pa vzamemo linearno kombinacijo vrednosti posameznih
metod.
Cˇe je S mnozˇica potencialnih entitet {ei, ...ej}, ki so izbira posamezne
metode razlocˇevanja, te kandidate v ovrednotimo z povprecˇno skupinsko po-
dobnostjo z ostalimi kandidati.
Mnozˇico povezav med pari entitet lahko opiˇsemo kot utezˇene povezave ne-
usmerjenega grafa, kjer utezˇi povezanost(ei, ej) predstavljajo eno izmed treh
predlaganih meril povezanosti.
povezave = {(p, ei, ej) ∈ < × S × S); pej = povezanost(ei, ej)} (4.18)
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V primeru uporabe vsebinske podobnosti:
povezanost(ei, ej) = podobnostvsebinska(ei, ej) (4.19)
V primeru uporabe eksplicitnih relacij:
povezanost(ei, ej) = podobnostrelacijska(ei, ej) (4.20)
V primeru uporabe sopojavitev:
povezanost(ei, ej) = SI(ei, ej) (4.21)
Ocena posamezne entitete ei med kandidati S, glede na skupinsko pove-






Posamezno entiteto iz predznanja e, ki jo zˇelimo zdruzˇiti z entiteto iz do-
kumenta d nato ovrednotimo z linearno kombinacijo vseh uporabljenih ocen.
relevantnostd(e) = λ1 · podobnostvsebinska(e, d)+
λ2 · povezanostvsebinska(e, S)+
λ3 · povezanostrelacijska(e, S)+





Za dolocˇitev zmogljivosti predlaganih metod smo uporabili meritve natancˇnosti1
in priklica2 glede na izbrano mejo zaupanja v odlocˇitev identificiranja posa-
mezne entitete. Rezultat razlocˇevanja smo primerjali z rocˇno identificiranimi
entitetami, ki so zˇe prisotne kot dodatni metapodatki v uporabljenem kor-
pusu besedila. Ker te rocˇno identificirane entitete niso podane z enolicˇnimi
oznacˇevalniki virov (URI), ki bi jih lahko neposredno preslikali v nasˇe pred-
znanje, to lahko storimo rocˇno, saj so oznacˇene nedvoumno in konsistentno.
Ker je mnozˇica entitet iz predznanja razlicˇna od slovarja rocˇno oznacˇenih en-
titet, izvajamo vrednotenje na preseku obeh mnozˇic.
Koncˇne rezultate podamo v vrednosti Fα, ki je utezˇeno harmonicˇno pov-
precˇje natancˇnosti in priklica. Natancˇnost (precision) je definirana kot raz-
merje med pravilnimi izbranimi entitetami in vsemi izbranimi, priklic (recall)
pa razmerje med pravilnimi izbranimi in vsemi pravilnimi entitetami.
Fα =
(1 + α) · natancˇnost · priklic
α · natancˇnost + priklic (5.1)
V praksi se najpogosteje uporablja merilo F1, torej Fα z α = 1, ki na-
tancˇnost in priklic vrednoti enakovredno. Ker zˇelimo natancˇnost obravnavati
kot pomembneje kot priklic, v meritvah podamo tudi rezultate za α = 0.2, ki
natancˇnost utezˇi petkrat mocˇneje kot priklic.
Iz uporabljenega korpusa New York Times [30], opisanega v poglavju 3.,
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rocˇno oznacˇili 79. Teh 79 cˇlankov vsebuje 945 entitet iz predznanja, sluzˇi pa
testiranju metod.
Ker so metode posamicˇnega razlocˇevanja, skupinskega z vsebinsko primer-
javo in skupinskega z relacijami nenadzorovane, ne potrebujejo ucˇnih podatkov.
Kvaliteto rezultato ocenimo s primerjavo z rocˇno ocenjenimi cˇlanki.
Za razliko od ostalih metod, je metoda razlocˇevanja z uporabo sopojavitev
nadzorovana. V ta namen ne uporabimo dela testnih primerov, saj jih za sta-
tisticˇno ucˇenje potrebujemo bistveno vecˇ, kot jih lahko rocˇno oznacˇimo. Zato
raje uporabimo samodejno oznacˇene dokumente. Entitete v teh dokumentih
identificiramo s pomocˇjo skupinskega razlocˇevanja s semanticˇnimi relacijami
nad preostalim delom korpusa, ki ni uporabljen za testiranje. Ker zˇelimo
ohranjati natancˇnost do najvecˇje mere, smo na koncu dokumente oznacˇili le s
tistimi entitami, ki so bile ocenjene dovolj visoko. Uporabili smo enak prag, ki
je v testiranju prinesel 97% natancˇnost in 45% priklic. Metodo razlocˇevanja
entitete s pomocˇjo relacij smo izbrali, ker ima ta metoda najviˇsjo natancˇnost,
kot je razvidno v sledecˇih tabelah.
79 cˇlankov, na katerih smo rocˇno identificirali entitete smo uporabili za
testno mnozˇico, medtem ko je ostali del korpusa predstavljal ucˇno mnozˇico, na
kateri smo sˇteli sopojavitve entitet.
Implementacijo vseh obravnavanih metod smo tudi preizkusil in dobili
sledecˇe rezultate za posamezne metode. Parametre metod smo dolocˇili glede na
maksimalno dobljeno vrednost F0.2. Za preverjanje pravilnosti rezultatov smo
uporabili prej omenjenih 79 dokumentov, glede na katere smo nato izracˇunali
natancˇnost in priklic.
5.2 Rezultati





Tabela 5.1: Rezultati za F1.0 in F0.2
Utezˇi rezultatov metod smo dolocˇili eksperimentalno, ugotovljene vrednosti
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podamo v tabeli 5.1. Vrednosti λ koeficientov so odvisne od predznanja in
korpusa besedila. Ker ocene same po sebi niso normalizirane, so odstopanja v
velikostnih razredih posledica razlicˇnih velikostnih razredov samih ocen. Izrazit
primer tega so sopojavitve, kjer specificˇna skupna informacija ni omejena na
interval med 0 in 1, kot je pri povezanosti z vsebinsko podobnostjo. Namen teh
utezˇi je ta, da so posamezne ocene podane v primerljivem velikostnem razredu.
Slika 5.1: Rezultati vseh pristopov
V rezultatih vidimo, da nam dodatne informacije pomagajo dosecˇi boljˇso
natancˇnost, vendar ne nujno bolˇsi F1 kot je videti v 5.2. Skupinske metode
razlocˇevanja entitet imajo sˇibko tocˇko. Ker so posamezne odlocˇitve med se-
boj soodvisne, ima lahko zgodnja napacˇna odlocˇitev razlocˇevanja slab vpliv na
naslednje odlocˇitve. Posledica tega je, da so v dokumentih, kjer uporabljamo
skupinsko razlocˇevanje, entitete bodisi zelo pravilne, bodisi zelo napacˇne. Za-
radi tega je natancˇnost v manj strogem delovanju lahko celo pri nekaterih
dokumentih slabsˇa, kar privede do
Za metode skupinskega razlocˇevanja vidimo, da delujejo odlicˇno pri strozˇjem
razlocˇevanju. V 5.3 vidimo natancˇnost in priklic pri najviˇsjem dosezˇenem
F0.2, kjer skupinski metodi vsebinske in relacijske povezanosti dosezˇeta viˇsjo
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Metoda Vir povezanosti maxF1.0 maxF0.2
Posamicˇno 0.754 0.833
Skupinsko Vsebinska 0.746 0.859
Skupinsko Sopojavitve 0.769 0.876
Skupinsko Relacije 0.760 0.841
Tabela 5.2: Rezultati za F1.0 in F0.2
Metoda Vir povezanosti Natancˇnost maxF0.2 Priklic maxF0.2
Posamicˇno 0.839 0.563
Skupinsko Vsebinska 0.897 0.545
Skupinsko Sopojavitve 0.857 0.632
Skupinsko Relacije 0.920 0.556
Tabela 5.3: Rezultati natancˇnosti in priklica za F0.2
natancˇnost, vendar rahlo slabsˇi priklic, pri sopojavitvah pa vidimo izboljˇsavo
priklica, vendar manj izrazito izboljˇsavo natancˇnosti. V tem pogledu posebej
izstopa skupinsko razlocˇevanje z relacijami z dosezˇeno 92,0% natancˇnostjo.
Kot je razvidno v tabeli5.4, pri zahtevani 90% natancˇnosti skupinske me-
tode odrezˇejo z bistveno bolje kot posamicˇna, ki dosezˇe 38,1% priklica, medtem
ko skupinsko razlocˇevanje z vsebinsko podobnostjo dosezˇe 52,5%, sopojavitve
54,3%, najboljˇse pa so eksplicitne relacije z 63,7%. Glede na ta rezultat lahko
trdimo, da je cilj delovanja pri visoki natancˇnosti dosegljiv. Po drugi strani
pa se natancˇnost skupinskih metod pri viˇsjem priklicu priblizˇuje natancˇnosti
posamicˇnega razlocˇevanja, kar posledicˇno prinese precej podobne F1 vrednosti
za vse metode.
Med razlicˇnimi viri povezanosti, ki smo jih uporabili pri skupinskem razlo-
cˇevanju, kot najboljˇse izstopa relacijsko predznanje. Izkazˇe se, da eksplicitne
relacije navsezadnje zanesljiveje ocenjujejo povezanost med entitetami kot im-
plicitna povezanost v obliki sopojavitev ali vsebinske podobnosti. Sopojavitve
so se izkazale za manj stabilne, ker se zanasˇajo na dobro natancˇnost faze
razlocˇevanja, ki te sopojavitve identificira. Zaradi tega se napake, storjene v
predhodnem razlocˇevanju entitet prenesejo tudi v izracˇun skupne informacije
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Tabela 5.4: Rezultati priklica pri zahtevani 90% natancˇnosti
para entitet, kar privede do novih nezˇelenih razlocˇevanj. Skupinska vsebinska
primerjava tudi deluje bistveno bolje kot posamicˇna vsebinska primerjava.
Poglavje 6
Zakljucˇek
V sklopu diplomske naloge smo definirali ogrodje za skupinsko razlocˇevanje
na podlagi povezanosti. Kot primere povezanosti smo uporabili tri razlicˇne
metode skupinskega razlocˇevanja, kjer je vsaka primerna za dolocˇen tip pred-
znanja, ki ga imamo v dani situaciji na voljo. Med temi metodami je nova
metoda razlocˇevanja z dolocˇanjem pomembnosti povezav, ki sicer zˇe znane
hevristike uporablja v namen razlocˇevanja entitet.
Skupinsko razlocˇevanje z vsebinsko primerjavo je torej mozˇno uporabljati
povsod, kjer lahko uporabljamo posamicˇno razlocˇevanje. Prikazan je nacˇin
izkoriˇscˇanja korpusa besedila za skupinsko razlocˇevanja in nacˇin, ki uporablja
bogatejˇse relacijsko znanje.
Za izboljˇsavo bi si lahko pomagali z uporabo strojnega ucˇenja tudi na dru-
gih mestih. Lahko bi ga uporabili za dolocˇanje pomembnosti relacij namesto
izracˇuna selektivnosti, uporaba pa je mozˇna tudi za dolocˇanje pomembnosti
posameznih ocen v zadnjem koraku izracˇuna skupne ocene.
Ker v nalogi opisana resˇitev predstavlja tudi zakljucˇeno funkcionalnost, je
na voljo tudi kot spletna storitev 1.
Predlagana resˇitev zmozˇna razlocˇevanja entitet iz besedila je pomemben
del ekstrakcije znanja iz besedila. Naslednji nivo ekstrakcije znanja bi bil,
cˇe bi poleg entitet iz besedila identificirali tudi relacije, ki se pojavljajo med
njimi. Iz teh novonastalih relacij med entitetami lahko izbiramo nove trditve,
s katerimi dopolnjujemo predznanje. S tem bi bil vzpostavljen krog, s cˇimer
bi obstojecˇe znanje lahko izkoristili za iskanje novega znanja. Ta postopek s
seboj prinese nove izzive, predvsem na podrocˇju izbire ustreznih trditev na
podlagi primernosti za vnos v bazo znanja, kot jih obravnava [39].




Semanticˇno izrazˇene entitete v omogocˇajo integracijo in interoperabilnost z
zunanjimi podatkovnimi viri [40]. Tudi vizualizacija vsebine besedila v obliki,
opisani v [41], je lahko s to dodatno informacijo bogatejˇsa. S tovrstnim se-
manticˇnim bogatenjem informacij si lahko olajˇsamo tudi izzive iskanja informa-
cij, kot na primer sledenje vsebinskim povezavam med dokumenti [42]. Vsem
tem primerom uporabe je skupno to, da je njihovo uspesˇno delovanje odvisno
od visoke zmogljivosti razlocˇevanja entitet.
34 Poglavje 6: Zakljucˇek
.1 Dodatek A
Slika 1: Arhitektura sistema za razlocˇevanje entitet
Arhitektura prikazuje sistem, katerega sestavljajo 4 razlicˇni primeri upo-
rabe:
Sestavljanje predznanja , ki posamezne podatkovne zbirke zdruzˇi v enotno
in jo prevede v obliko, primerno za razlocˇevanje entitet.
Razlocˇevanje entitet , kjer sprva v dokumentih identificiramo entitete, ugo-
tovimo koreference med posameznimi entitetami v dokumentu in jih sˇele
nato poskusimo razlocˇiti s pomocˇjo predznanja.
.1 Dodatek A 35
Sˇtetje sopojavitev , kjer izbrane entitete posameznega dokumenta upora-
bimo za statisticˇno ucˇenje, kjer ta podatek izkoristimo pri skupinskem
razlocˇevanju s pomocˇjo sopojavitev.
Izracˇun pomembnosti relacij je proces, ki ga je za dano predznanje po-
trebno zagnati le enkrat. Rezultat tega nato lahko uporabimo pri sku-
pinskem razlocˇevanju s pomocˇjo relacij.
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