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We consider the Cauchy problem for the damped wave equation with space–time
dependent potential b(t, x) and absorbing semilinear term |u|ρ−1u. Here, b(t, x) =
b0(1 + |x|2)− α2 (1 + t)−β with b0 > 0, α,β  0 and α + β ∈ [0,1). Using the weighted
energy method, we can obtain the L2 decay rate of the solution, which is almost optimal
in the case ρ > ρc(N,α,β) := 1+2/(N−α). Combining this decay rate with the result that
we got in the paper [J. Lin, K. Nishihara, J. Zhai, L2-estimates of solutions for damped wave
equations with space–time dependent damping term, J. Differential Equations 248 (2010)
403–422], we believe that ρc(N,α,β) is a critical exponent. Note that when α = β = 0,
ρc(N,α,β) coincides to the Fujita exponent ρF (N) := 1+ 2/N . The new points include the
estimate in the supercritical exponent and for not necessarily compactly supported data.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main result
We consider the Cauchy problem for the damped wave equation with absorbing semilinear term{
utt − u + b(t, x)ut + |u|ρ−1u = 0, ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN ,
(1.1)
where the unknown function u is real-valued, and ρ > 1, b(t, x) = b0(1 + |x|2)− α2 (1 + t)−β with b0 > 0, α  0, β  0 and
α + β ∈ [0,1). In this paper, we assume that the initial data satisﬁes∫
RN
eγ |x|2−α
(
u21 + |∇u0|2 + u20
)
(x)dx< +∞ (1.2)
for some γ > 0, and
1< ρ < ∞ for N = 1,2 and 1<ρ  N
N − 2 for N  3. (1.3)
In this case, it follows from [14] that there exists a unique solution u ∈ L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN ))
to the Cauchy problem (1.1). Then based on this global existence result, we will focus on the L2 decay rate of such solution
to (1.1).
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utt − u + ut + |u|ρ−1u = 0, ∀(t, x) ∈R+ ×RN ,
(u,ut)(0, x) = (u0,u1)(x), ∀x ∈RN .
(1.4)
For (1.4), we know that the critical exponent is the Fujita exponent
ρF (N) = 1+ 2
N
,
and its solution u has the diffusion phenomena, in other words, as t → ∞, the solution to (1.4) behaves as that to the
corresponding diffusive equation
φt −φ + |φ|ρ−1φ = 0, ∀(t, x) ∈R+ ×RN . (1.5)
In fact, S. Kawashima, M. Nakao, and K. Ono [13] showed that, in the case of
1< ρ <
N + 2
N − 2 (N  3), 1<ρ < ∞ (N = 1,2),
there exists a unique global solution u ∈ C([0,∞); H1(RN )) ∩ C1([0,∞); L2(RN )) for the initial data (u0,u1) ∈ H1(RN ) ×
L2(RN ) ∩ (Lr(RN ) × Lr(RN )) with 1 r  2, and such global solution decays as∥∥u(t, ·)∥∥L2 = O (t− N2 ( 1r − 12 )),
when 1 + 4N < ρ < N+2N−2 (N = 3,4), 1 + 4N < ρ < ∞ (N = 1,2). Note that this decay rate is the same as that of solutions
to the linear heat equation. Based on [13], R. Karch [12] showed that the asymptotic proﬁle of u(t, x) is θ0G(t, x), where
θ0 =
∫
RN
(u0 + u1)(x)dx −
∫∞
0
∫
RN
|u|ρ−1u(t, x)dxdt , when 1 + 4N < ρ < N+2N−2 (N = 3,4), 1 + 4N < ρ < ∞ (N = 1,2). Then
in the case of ρF (N) < ρ  1 + 4N (N = 1,2,3) and ρF (N) < ρ < 1 + 4N (N = 4), the similar asymptotics was showed by
R. Ikehata, K. Nishihara and H. Zhao [10] and K. Nishihara [17] by the weight energy method and the explicit formula of
solutions.
In the critical case ρ = ρF (N), N. Hayashi, E.I. Kaikina and P.I. Naumkin [9] proved the large time asymptotic formulas
for solutions of the Cauchy problem (1.4). See [8] also.
And recently, using the weight energy method, K. Nishihara and H. Zhao [20] showed that for
1< ρ <
N
N − 2 (N  3), 1<ρ < ∞ (N = 1,2),
the solution u ∈ C([0,∞); H1(RN ))∩C1([0,∞); L2(RN )) of (1.4) uniquely exists, which satisﬁes for t  0 and 1< ρ  1+ 4N ,∥∥u(t, ·)∥∥L2  C I0(1+ t)− 1ρ−1+ N4 , (1.6)
with the assumption that I20 :=
∫
RN
eγ |x|2(u21 + |∇u0|2 + u20)(x)dx< ∞ for some γ > 0. Note that this decay rate is the same
as that of the self-similar solution wb(t, x) := t−
1
ρ−1 f (x/
√
t) to (1.5), where f (x) =: g(r) (r = |x|) is a positive solution of
the ordinary differential equation⎧⎪⎪⎨
⎪⎪⎩
−g′′ −
(
r
2
+ N − 1
r
)
g′ + |g|ρ−1g = 1
ρ − 1 g, r ∈ (0,∞),
g′(0) = 0, lim
r→∞ r
2
ρ−1 g(r) = b ( 0).
Thus, the decay rate (1.6) is sharp in the subcritical case 1< ρ < ρF (N). In fact, N. Hayashi, E.I. Kaikina and P.I. Naumkin [7]
showed that the asymptotic proﬁle of solution to (1.4) is the self-similar solution when N = 1 and ρF (N) − 	 < ρ < ρF (N).
See Refs. [6,11,15,16,23] for the damped wave equation with other semilinear terms, and [1–5] and references therein for
the corresponding parabolic problem.
When β = 0, b(t, x) is just dependent on x. G. Todorova and B. Yordanov [24] considered the Cauchy problem (1.1) with
b(x) and obtained sharp decay estimates by the multiplier method. In a recent paper, K. Nishihara [18] considered the
solution u in C([0,∞); H1(RN )) ∩ C1([0,∞); L2(RN )) to such Cauchy problem, and got the following result
∥∥u(t, ·)∥∥L2 
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C(1+ t)− 1ρ−1+ α2(2−α) , 1< ρ < 1+ 2αN−α ,
C(1+ t)− 1ρ−1+ α2(2−α) log(2+ t), ρ = 1+ 2αN−α ,
C(1+ t)− 22−α ( 1ρ−1− N4 ), 1+ 2αN−α < ρ  1+ 2N−α ,
C(1+ t)− N−2α2(2−α)+	, 1+ 2 < ρ < N+2 ,
(1.7)N−α N−2
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1+ 2N−α for the damped wave equation with space dependent potential.
When α = 0, the potential b(t, x) is a function of time t . Applying the Fourier transform method for the potential, J. Wirth
[25,26] got several sharp Lp–Lq estimates of the solution u to the linear Cauchy problem for −1< β < 1 (see [22] also). And
for the Cauchy problem with the absorbing semilinear term |u|ρ−1u, using the weighted L2 energy method, K. Nishihara
and J. Zhai [21] showed that
∥∥u(t)∥∥L2  C(t + 1)−( 1ρ−1− N4 )(1+β), (1.8)
which works effectively in the subcritical case 1< ρ < 1+ 2N . And in the supercritical case, K. Nishihara [19] obtained the
decay rate
∥∥u(t)∥∥L2  C(1+ t)− (1+β)N4 +	, (1.9)
for the arbitrarily small number 	 > 0, and showed that when N = 1, the asymptotic proﬁle of the solution u is θ1GB(t, x)
for some constant θ1, where GB(t, x) = (4π B(t))− N2 e−
|x|2
4B(t) with B(t) = ∫ t0 dτb(τ ) is the fundamental solution to the corre-
sponding linear diffusion equation. Thus, 	 in the decay rate (1.9) can be removed in dimension N = 1. Note that the data
is assumed to be compactly supported in [18,19,21,24].
Recently, in [14], we considered the decay problem of the solution u to the Cauchy problem (1.1) with space–time
dependent potential b(t, x) and got the following decay rate
∥∥u(t)∥∥L2 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β), 1<ρ < 1+ 2αN−α ,
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β) log(2+ t), ρ = 1+ 2αN−α ,
C(1+ t)− 22−α ( 1ρ−1− N4 )(1+β), ρ > 1+ 2αN−α ,
(1.10)
with the assumptions (1.2) and (1.3). We believe that such decay rate works effectively in the “subcritical” case 1 < ρ <
1+ 2N−α .
And in this paper, our main aim is to get faster decay rate of the solution u to the Cauchy problem (1.1) in the “super-
critical” case ρ > 1+ 2N−α for not necessarily compactly supported data.
To get the decay estimate, we will apply the weighted energy method similar to that of [14]. See [18] and [20] also.
In the estimate, to cover some “bad” terms, we need to divide the space RN into two different zones Ω(t; K , t0) = {x |
(t0 + t)2  K + |x|2} and Ωc(t; K , t0) = RN \ Ω(t; K , t0) with some large constants K and t0. Then in different zones, these
“bad” terms can be estimated by the bounds which can be absorbed into good terms. Thus, we have our main theorem:
Theorem 1.1. Assume that 1< ρ < ∞ for N = 1,2 and 1< ρ  NN−2 for N  3. Suppose that the initial data (u0,u1) ∈ H1(RN ) ×
L2(RN ) with (1.2). Then the unique solution u ∈ L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN )) to the Cauchy problem (1.1)
satisﬁes
∥∥u(t)∥∥L2  C(1+ t)− (1+β)(N−2α)2(2−α) +	, (1.11)
for the arbitrarily small number 	 > 0.
Combining Theorem 1.1 with (1.10), it is easy to get
Theorem 1.2. Assume that 1< ρ < ∞ for N = 1,2 and 1< ρ  NN−2 for N  3. Suppose that the initial data (u0,u1) ∈ H1(RN ) ×
L2(RN ) with (1.2). Then the unique solution u ∈ L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN )) to the Cauchy problem (1.1)
satisﬁes
∥∥u(t)∥∥L2 
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β), 1<ρ < 1+ 2αN−α ,
C(1+ t)−( 1ρ−1− α2(2−α) )(1+β) log(2+ t), ρ = 1+ 2αN−α ,
C(1+ t)− 22−α ( 1ρ−1− N4 )(1+β), 1+ 2αN−α < ρ  1+ 2N−α ,
C(1+ t)− (1+β)(N−2α)2(2−α) +	, ρ > 1+ 2N−α ,
(1.12)
for the arbitrarily small number 	 > 0.
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ρc(N,α,β) := 1+ 2
N − α (1.13)
even in the space–time dependent damping case. Note that the decay rates are given in (1.7) for β = 0, and each exponent
of 1+ t in (1.12) is actually 1+ β times the exponent of (1.7). Thus, ρc(N,α,β) is independent of β here. Furthermore, at
the exponent ρc(N,α,β) the decay rates in (1.12) change, and the exponent ρc(N,α,β) is believed to be critical. Although
we do not know the asymptotic proﬁle of the solution, we believe that our decay rates obtained in (1.12) are optimal in
the “subcritical” case and almost optimal in the “supercritical” case (if we can remove the small number 	 in the decay
rate (1.12), then the decay rate will be optimal). Note that ρc(N,α,0) is equal to that in [18] and ρc(N,0, β) to that
in [21]. Especially in the case of α = 0, it is shown in [21] that the corresponding parabolic equation has the fundamental
solution like the Gauss kernel in the “supercritical” exponent and the self-similar solution in the “subcritical” exponent,
whose decay rates are the same as those of (1.12) with α = 0. Also note that when α = β = 0, ρc(N,α,β) coincides to the
Fujita exponent ρF (N) = 1+ 2/N .
In next section, we will prove Theorem 1.1 by the weighted energy method.
2. Proof of Theorem 1.1
When 1 < ρ < ∞ for N = 1,2 and 1 < ρ  NN−2 for N  3, it is showed in [14] that there exists a unique solution
u ∈ L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN )) to the Cauchy problem (1.1) for the initial data satisfying (1.2).
Thus, it suﬃces to prove the decay rate of the solution u. To obtain the decay estimate on the solution u, we will apply the
weighted L2 energy method. The kind of weight we use was originally developed in [23]. See also [18,20,21].
The proof is similar to that in [14]. For a suitable function ψ = ψ(t, x), multiplying (1.1) by e2ψut , since
e2ψut · b(t, x)ut = e2ψb(t, x)|ut |2,
we get
0= ∂
∂t
[
e2ψ
2
(|ut |2 + |∇u|2)+ e2ψ
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψut∇u)
+ e2ψ
[{(
b(t, x) − |∇ψ |
2
−ψt
)
−ψt
}
|ut |2 + −2ψt
ρ + 1 |u|
ρ+1
]
+ e
2ψ
−ψt |ψt∇u − ut∇ψ |
2. (2.1)
Here the last term in (2.1) can be estimated as
1
−ψt |ψt∇u − ut∇ψ |
2 = 1−ψt
(
(−ψt)2|∇u|2 − 2ψtut∇u · ∇ψ + |∇ψ |2|ut |2
)
 1
5
(−ψt)|∇u|2 − 1
4
|∇ψ |2
−ψt |ut |
2.
Then (2.1) is changed to
0 ∂
∂t
[
e2ψ
2
(|ut |2 + |∇u|2)+ e2ψ
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψut∇u)
+ e2ψ
[{(
b(t, x) − 5
4
|∇ψ |2
−ψt
)
− ψt
}
|ut |2 + −2ψt
ρ + 1 |u|
ρ+1 + −ψt
5
|∇u|2
]
. (2.2)
And multiplying (1.1) by e2ψu, since
e2ψub(t, x)ut = b0
(
1+ |x|2)− α2 e2ψ(1+ t)−β ∂
∂t
(
1
2
u2
)
= ∂
∂t
(
1
2
e2ψb(t, x)u2
)
− e2ψψtb(t, x)u2 + βb0
2
(
1+ |x|2)− α2 (1+ t)−β−1e2ψu2
= ∂
∂t
(
1
2
e2ψb(t, x)u2
)
+ e2ψu2
(
(−ψt)b(t, x) + β
2
b(t, x)
1+ t
)
,
we obtain
0= ∂
∂t
[
e2ψ
(
uut + b(t, x)
2
u2
)]
− ∇ · (e2ψu∇u)+ e2ψ(|∇u|2 +(−ψt + β
2(1+ t)
)
b(t, x)u2 + |u|ρ+1
)
+ e2ψ (−2ψtuut − |ut |2 + 2u∇ψ · ∇u). (2.3)
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2e2ψu∇ψ · ∇u = 4e2ψu∇ψ · ∇u − e2ψ∇ψ · ∇(u2)
= 4e2ψu∇ψ · ∇u + e2ψ(ψ)u2 + 2e2ψ |∇ψ |2u2 − ∇ · (e2ψu2∇ψ), (2.4)
(2.3) becomes
0= ∂
∂t
[
e2ψ
(
uut + b(t, x)
2
u2
)]
− ∇ · (e2ψu∇u + e2ψu2∇ψ)
+ e2ψ
(
|∇u|2 +
(
2|∇ψ |2 + (−ψt)b(t, x)+ ψ + β
2(1+ t)b(t, x)
)
u2 + |u|ρ+1
)
+ e2ψ (−2ψtuut − |ut |2 + 4u∇ψ · ∇u). (2.5)
Now we choose
ψ(t, x) := a (1+ |x|
2)
2−α
2
(1+ t)1+β (2.6)
with a = (1+β)b0
(2−α)2(2+δ) (0< ∀δ  1). Then,
−ψt = a(1+ β)(1+ |x|
2)
2−α
2
(1+ t)2+β ,
and
∇ψ = a (2− α)(1+ |x|
2)− α2 x
(1+ t)1+β .
Hence it is easy to see that
(−ψt)b(t, x) = ab0(1+ β)(1+ |x|
2)
2−2α
2
(1+ t)2+2β 
(1+ β)b0
(2− α)2a |∇ψ |
2 = (2+ δ)|∇ψ |2, (2.7)
and
ψ = a(2− α)(N − α)(1+ |x|
2)−α/2
(1+ t)1+β + a(2− α)α
(1+ |x|2)−1−α/2
(1+ t)1+β
 a(2− α)(N − α)
b0(1+ t) b(t, x)
= (1+ β)(N − α)
(2− α)(2+ δ)
b(t, x)
1+ t
=:
(
(1+ β)(N − α)
2(2− α) − δ1
)
b(t, x)
1+ t . (2.8)
Here and after, δi (i = 1,2, . . .) is a positive constant depending only on δ such that
δi → 0+ as δ → 0+.
Thus it follows from (2.7) that
|∇u|2 + 4u∇ψ · ∇u +
[(
1− δ
3
)
(−ψt)b(t, x)+ 2|∇ψ |2
]
u2
 |∇u|2 + 4u∇ψ · ∇u +
(
4+ δ
3
− δ
2
3
)
|∇ψ |2u2
=
(
1− 4
4+ δ2
)
|∇u|2 + δ2
2
|∇ψ |2u2 +
∣∣∣∣ 2√4+ δ2/2∇u +
√
4+ δ2 u∇ψ
∣∣∣∣
2 (
with δ2 = δ
3
− δ
2
3
> 0
)
 δ3
(|∇u|2 + |∇ψ |2u2). (2.9)
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0 ∂
∂t
[
e2ψ
(
uut + b(t, x)
2
u2
)]
− ∇ · (e2ψu∇u + e2ψu2∇ψ)
+ e2ψ
(
δ3|∇u|2 +
(
δ3|∇ψ |2 + δ
3
(−ψt)b(t, x) +ψ + β
2(1+ t)b(t, x)
)
u2
)
(2.10)
+ e2ψ |u|ρ+1 + e2ψ(−2ψtuut − |ut |2).
Then, related to the size of 1+ |x|2 and the size of (1+ t)2, we divide the space RN into two different zones Ω(t; K , t0)
and Ωc(t; K , t0), where
Ω(t; K , t0) =
{
x | (t0 + t)2  K + |x|2
}
and Ωc(t; K , t0) =RN \ Ω(t; K , t0)
with K and t0( K ) to be determined later.
The following estimate will be splitted into 3 steps. We get the weight estimate in Ω(t; K , t0) in Step 1, while we
estimate in Ωc(t; K , t0) in Step 2. Then, we can obtain Theorem 1.1 in Step 3 from Step 1 and Step 2.
Step 1. In the domain Ω(t; K , t0) = {x | (t0 + t)2  K + |x|2}, it is easy to see that
|∇ψ |2
−ψt =
(2− α)2a2 (1+|x|2)−α |x|2
(1+t)2+2β
a(1+ β) (1+|x|2)
2−α
2
(1+t)2+β
 (2− α)
2a
1+ β
1(
1+ |x|2) α2 (1+ t)β =
b0
2+ δ
1(
1+ |x|2) α2 (1+ t)β . (2.11)
Then, we multiply (2.2) by (t0 + t)α+β to get that
0 ∂
∂t
[
e2ψ(t0 + t)α+β
2
(|ut |2 + |∇u|2)+ e2ψ(t0 + t)α+β
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψ(t0 + t)α+βut∇u)
+ e2ψ
[{(
b0 − 5b0
4(2+ δ) −
α + β
2(t0 + t)1−α−β
)
+ (t0 + t)α+β(−ψt)
}
|ut |2
]
+ e2ψ
[(−ψt
5
(t0 + t)α+β − α + β
2(t0 + t)1−α−β
)
|∇u|2
]
+ e2ψ
[(−2ψt
ρ + 1 (t0 + t)
α+β − α + β
(ρ + 1)(t0 + t)1−α−β
)
|u|ρ+1
]
. (2.12)
And the sum of (2.12) and ν · (2.10) with small ν > 0 yields
0 ∂
∂t
[
e2ψ
(
(t0 + t)α+β
2
|ut |2 + νuut + νb(t, x)
2
u2
)
+ e2ψ
(
(t0 + t)α+β
2
|∇u|2 + (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)]
− ∇ · (e2ψ(t0 + t)α+βut∇u + νe2ψu∇u + νe2ψu2∇ψ)
+ e2ψ
[{(
b0 − 5b0
4(2+ δ) −
α + β
2(t0 + t)1−α−β − ν
)
+ (t0 + t)α+β(−ψt)
}
|ut |2
]
+ e2ψ
[(
νδ3 + −ψt
5
(t0 + t)α+β − α + β
2(t0 + t)1−α−β
)
|∇u|2
]
+ e2ψ
[
ν
(
δ3|∇ψ |2 + δ
3
(−ψt)b(t, x) + ψ + β
2(1+ t)b(t, x)
)
u2
]
+ e2ψ
[(−2ψt
ρ + 1 (t0 + t)
α+β + ν − α + β
(ρ + 1)(t0 + t)1−α−β
)
|u|ρ+1
]
+ e2ψ(−2νψtuut). (2.13)
The last term in (2.13) can be estimated as
|−2νψtuut | νδ
3
(−ψt)b0
(
1+ |x|2)−α/2(1+ t)−βu2 + 3ν
b0δ
(−ψt)
(
1+ |x|2)α/2(1+ t)β |ut |2
 νδ (−ψt)b(t, x)u2 + 3ν (−ψt)(t0 + t)α+β |ut |2. (2.14)
3 b0δ
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0 ∂
∂t
[
e2ψ
(
(t0 + t)α+β
2
|ut |2 + νuut + νb(t, x)
2
u2
)
+ e2ψ
(
(t0 + t)α+β
2
|∇u|2 + (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)]
− ∇ · (e2ψ(t0 + t)α+βut∇u + νe2ψu∇u + νe2ψu2∇ψ)
+ e2ψ
[(
b0 − 5b0
4(2+ δ) −
α + β
2(t0 + t)1−α−β − ν
)
|ut |2 +
(
1− 3ν
b0δ
)
(t0 + t)α+β(−ψt)|ut |2
]
+ e2ψ
[(
νδ3 + −ψt
5
(t0 + t)α+β − α + β
2(t0 + t)1−α−β
)
|∇u|2
]
+ e2ψ
[
ν
(
δ3|∇ψ |2 +ψ + β
2(1+ t)b(t, x)
)
u2
]
+ e2ψ
[(−2ψt
ρ + 1 (t0 + t)
α+β + ν − α + β
(ρ + 1)(t0 + t)1−α−β
)
|u|ρ+1
]
. (2.15)
Note that for some c0 > 0, there exist ν0 > 0 and then T0 > 1 such that for ν  ν0 and t0  T0, we have
b0 − 5b0
4(2+ δ) −
α + β
2(t0 + t)1−α−β − ν  c0,
1− 3ν
b0δ
 c0,
νδ3 − α + β
2(t0 + t)1−α−β  c0,
ν − α + β
(ρ + 1)(t0 + t)1−α−β  c0.
Thus, integrating (2.15) over Ω(t; K , t0), it follows from (2.8) that
d
dt
E˜ψ
(
t;Ω(t; K , t0)
)− N1(t) − M1(t) + Hψ (t;Ω(t; K , t0)) 0, (2.16)
where
E˜ψ
(
t;Ω(t; K , t0)
)
:=
∫
Ω(t;K ,t0)
e2ψ
(
(t0 + t)α+β
2
|ut |2 + νuut + ν
2
b(t, x)u2 + (t0 + t)
α+β
2
|∇u|2 + (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)
dx,
N1(t) :=
2π∫
0
e2ψ
(
(t0 + t)α+β
2
|ut |2 + νuut + ν
2
b(t, x)u2 + (t0 + t)
α+β
2
|∇u|2
+ (t0 + t)
α+β
ρ + 1 |u|
ρ+1
)∣∣∣∣|x|=√(t0+t)2−K
[
(t0 + t)2 − K
] N−1
2 dθ · d
dt
√
(t0 + t)2 − K ,
M1(t) :=
∫
∂Ω(t;K ,t0)
(
e2ψ(t0 + t)α+βut∇u + νe2ψu∇u + νe2ψu2∇ψ
) · ndS
(with n the unite outer normal vector of ∂Ω(t; K , t0)) and
Hψ
(
t;Ω(t; K , t0)
) := c0 ∫
Ω(t;K ,t0)
e2ψ
{(
1+ (−ψt)(t0 + t)α+β
)(|ut |2 + |∇u|2 + |u|ρ+1)}dx
+ ν
(
(1+ β)(N − α)
2− α − 2δ1 + β
) ∫
e2ψ
b(t, x)
2(1+ t)u
2 dx.Ω(t;K ,t0)
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(1+β)(N−α)
2−α −3δ1+β to obtain
d
dt
[
(t0 + t)
(1+β)(N−α)
2−α −3δ1+β E˜ψ
(
t;Ω(t; K , t0)
)]− (t0 + t) (1+β)(N−α)2−α −3δ1+β(N1(t)+ M1(t))
+ (t0 + t)
(1+β)(N−α)
2−α −3δ1+β
[
Hψ
(
t;Ω(t; K , t0)
)− (1+β)(N−α)2−α − 3δ1 + β
t0 + t E˜ψ
(
t;Ω(t; K , t0)
)]
︸ ︷︷ ︸
(∗)
 0. (2.17)
Since
|νuut | νδ4
2
b(t, x)u2 + 2ν
δ4b0
(t0 + t)α+β |ut |2, (2.18)
(∗) can be estimated as
(∗) 
∫
Ω(t;K ,t0)
e2ψ
[(
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
(t0 + t)1−α−β
(
1
2
+ 2ν
δ4b0
))
|ut |2 +
(
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)1−α−β
)
|∇u|2
+
(
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
(ρ + 1)(t0 + t)1−α−β
)
|u|ρ+1
]
dx
+ ν
(
(1+ β)(N − α)
2− α − 2δ1 + β − (1+ δ4)
(
(1+ β)(N − α)
2− α − 3δ1 + β
)) ∫
Ω(t;K ,t0)
e2ψ
b(t, x)
2(1+ t)u
2 dx
=: I1 + I2. (2.19)
Then, we choose δ4 > 0 such that (1+ δ4)( (1+β)(N−α)2−α − 3δ1 + β) (1+β)(N−α)2−α − 2δ1 + β to get that I2  0.
And it is easy to see that there exist positive constants ν1  b0δ48 and T1 > 0 such that for ν  ν1 and t0  T1,
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)1−α−β −
2ν
δ4b0
 0,
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)1−α−β  0,
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
(ρ + 1)(t0 + t)1−α−β  0.
Thus, we also get that I1  0.
Finally, we obtain
d
dt
[
(t0 + t)
(1+β)(N−α)
2−α −3δ1+β E˜ψ
(
t;Ω(t; K , t0)
)]− (t0 + t) (1+β)(N−α)2−α −3δ1+β(N1(t)+ M1(t)) 0. (2.20)
Step 2. In the zone Ωc(t; K , t0) = {x | (t0 + t)2  K + |x|2}, multiplying (2.2) by (K + |x|2) α+β2 , we can get that
0 ∂
∂t
[
e2ψ(K + |x|2) α+β2
2
(|ut |2 + |∇u|2)+ e2ψ(K + |x|2)
α+β
2
ρ + 1 |u|
ρ+1
]
− ∇ · (e2ψ (K + |x|2) α+β2 ut∇u)
+ e2ψ
[(
b0 − 5b0
4(2+ δ) + (−ψt)
(
K + |x|2) α+β2 )|ut |2
]
+ e2ψ
[−2ψt(K + |x|2) α+β2
ρ + 1 |u|
ρ+1 + 1
5
(
K + |x|2) α+β2 (−ψt)|∇u|2
]
+ e2ψ [(α + β)(K + |x|2) α+β2 −1x · ut∇u]. (2.21)
And the sum of (2.21) and νˆ · (2.10) with νˆ > 0 to be determined later yields
0 ∂
∂t
{
e2ψ
[
(K + |x|2) α+β2
2
|ut |2 + νˆuut + νˆb(t, x)
2
u2 + (K + |x|
2)
α+β
2
2
|∇u|2 + (K + |x|
2)
α+β
2
ρ + 1 |u|
ρ+1
]}
− ∇ · (e2ψ (K + |x|2) α+β2 ut∇u + νˆe2ψu∇u + νˆe2ψu2∇ψ)
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[(
b0 − 5b0
4(2+ δ) − νˆ + (−ψt)
(
K + |x|2) α+β2 )|ut |2
]
+ e2ψ
[(
νˆδ3 + 1
5
(
K + |x|2) α+β2 (−ψt)
)
|∇u|2
]
+ e2ψ
[
νˆ
(
δ3|∇ψ |2 + δ
3
(−ψt)b(t, x) + ψ + β
2(1+ t)b(t, x)
)
u2
]
+ e2ψ
[(
νˆ + −2ψt(K + |x|
2)
α+β
2
ρ + 1
)
|u|ρ+1
]
+ e2ψ [(α + β)(K + |x|2) α+β2 −1x · ut∇u − 2νˆψtuut]. (2.22)
The last two terms in (2.22) can be estimated as
∣∣(α + β)(K + |x|2) α+β2 −1x · ut∇u∣∣ (α + β)(K + |x|2) α+β−12 |ut ||∇u|
 νˆδ3
2
|∇u|2 + (α + β)
2
2νˆδ3(K + |x|2)1−α−β |ut |
2
 νˆδ3
2
|∇u|2 + (α + β)
2
2νˆδ3K 1−α−β
|ut |2, (2.23)
and
|−2νˆψtuut | νˆδ
3
(−ψt)b0
(
1+ |x|2)−α/2(1+ t)−βu2 + 3νˆ
b0δ
(−ψt)
(
1+ |x|2)α/2(1+ t)β |ut |2
 νˆδ
3
(−ψt)b(t, x)u2 + 3νˆ
b0δ
(−ψt)
(
K + |x|2)(α+β)/2|ut |2. (2.24)
Thus, (2.22) becomes
0 ∂
∂t
{
e2ψ
[
(K + |x|2) α+β2
2
|ut |2 + νˆuut + νˆb(t, x)
2
u2 + (K + |x|
2)
α+β
2
2
|∇u|2 + (K + |x|
2)
α+β
2
ρ + 1 |u|
ρ+1
]}
− ∇ · (e2ψ(K + |x|2) α+β2 ut∇u + νˆe2ψu∇u + νˆe2ψu2∇ψ)
+ e2ψ
[(
b0 − 5b0
4(2+ δ) −
(α + β)2
2νˆδ3K 1−α−β
− νˆ
)
|ut |2 +
(
1− 3νˆ
b0δ
)
(−ψt)
(
K + |x|2) α+β2 |ut |2
]
+ e2ψ
[(
1
2
νˆδ3 + 1
5
(
K + |x|2) α+β2 (−ψt)
)
|∇u|2
]
+ e2ψ
[
νˆ
(
δ3|∇ψ |2 +ψ + β
2(1+ t)b(t, x)
)
u2
]
+ e2ψ
[(
νˆ + −2ψt(K + |x|
2)
α+β
2
ρ + 1
)
|u|ρ+1
]
. (2.25)
Then for some c0 > 0, there exist ν2 > 0 and K0 > 0 such that for νˆ  ν2( ν1) and K  K0, it holds that
b0 − 5b0
4(2+ δ) −
(α + β)2
2νˆδ3K 1−α−β
− νˆ  c0,
1− 3νˆ
b0δ
 c0.
Thus, integrating (2.25) over Ωc(t; K , t0), we can get
d
dt
E˜ψ
(
t;Ωc(t; K , t0)
)+ N2(t)+ M2(t)+ Hψ (t;Ωc(t; K , t0)) 0, (2.26)
where
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(
t;Ωc(t; K , t0)
) := ∫
Ωc(t;K ,t0)
e2ψ
(
(K + |x|2) α+β2
2
|ut |2 + νˆuut + νˆ
2
b(t, x)u2
+ (K + |x|
2)
α+β
2
2
|∇u|2 + (K + |x|
2)
α+β
2
ρ + 1 |u|
ρ+1
)
dx,
N2(t) :=
2π∫
0
e2ψ
(
(K + |x|2) α+β2
2
|ut |2 + νˆuut + νˆ
2
b(t, x)u2 + (K + |x|
2)
α+β
2
2
|∇u|2
+ (K + |x|
2)
α+β
2
ρ + 1 |u|
ρ+1
)∣∣∣∣|x|=√(t0+t)2−K
[
(t0 + t)2 − K
] N−1
2 dθ · d
dt
√
(t0 + t)2 − K ,
M2(t) :=
∫
∂Ω(t;K ,t0)
(
e2ψ
(
K + |x|2) α+β2 ut∇u + νˆe2ψu∇u + νˆe2ψu2∇ψ) · ndS
(with n same as in Step 1) and
Hψ
(
t;Ωc(t; K , t0)
) := c0 ∫
Ωc(t;K ,t0)
e2ψ
{(
1+ (−ψt)
(
K + |x|2) α+β2 )(|ut |2 + |∇u|2 + |u|ρ+1)}dx
+ νˆ
(
(1+ β)(N − α)
2− α − 2δ1 + β
) ∫
Ωc(t;K ,t0)
e2ψ
b(t, x)
2(1+ t)u
2 dx.
Then multiplying (2.26) by (t0 + t)
(1+β)(N−α)
2−α −3δ1+β , we can get
d
dt
[
(t0 + t)
(1+β)(N−α)
2−α −3δ1+β E˜ψ
(
t;Ωc(t; K , t0)
)]+ (t0 + t) (1+β)(N−α)2−α −3δ1+β(N2(t) + M2(t))
+ (t0 + t)
(1+β)(N−α)
2−α −3δ1+β
[
Hψ
(
t;Ω(t; K , t0)
)− (1+β)(N−α)2−α − 3δ1 + β
t0 + t E˜ψ
(
t;Ω(t; K , t0)
)]
︸ ︷︷ ︸
()
 0. (2.27)
Since
|νuut | νˆδ4
2
b(t, x)u2 + 2νˆ
δ4b0
(
K + |x|2)(α+β)/2|ut |2 (2.28)
with the same δ4 in Step 1, () can be estimated as
()
∫
Ωc(t;K ,t0)
e2ψ
{[
c0
(
1+ (−ψt)
(
K + |x|2) α+β2 )− (1+β)(N−α)2−α − 3δ1 + β
2(t0 + t)
(
K + |x|2) α+β2 ]
× (|ut |2 + |∇u|2 + |u|ρ+1)}dx
+ ν
(
(1+ β)(N − α)
2− α − 2δ1 + β − (1+ δ4)
(
(1+ β)(N − α)
2− α − 3δ1 + β
)) ∫
Ωc(t;K ,t0)
e2ψ
b(t, x)
2(1+ t)u
2 dx
=: I3 + I4. (2.29)
Same as in Step 1, we get that I4  0. To estimate the term I3, denoting
ΣL =
{
x
∣∣ (1+ |x|2)(2−α)/2  L(1+ t)1+β} and ΣcL =RN \ ΣL
with L to be determined later, we divide I3 into two parts:
I3 =
∫
c
+
∫
c
=: I31 + I32. (2.30)
Ω (t;K ,t0)∩ΣL Ω (t;K ,t0)\ΣL
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c0
(
1+ (−ψt)
(
K + |x|2) α+β2 )− (1+β)(N−α)2−α − 3δ1 + β
2(t0 + t)
(
K + |x|2) α+β2

[
c0a(1+ β)(1+ |x|
2)(2−α)/2
(1+ t)2+β −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)
](
K + |x|2) α+β2

[
c0a(1+ β) L
(1+ t) −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)
](
K + |x|2) α+β2
 0. (2.31)
Thus it follows from (2.31) that I32  0.
And in Ωc(t; K , t0) ∩ ΣL , since
K + |x|2  K (1+ |x|2) K L2/(2−α)(1+ t)2(1+β)/(2−α),
we have
c0
(
1+ (−ψt)
(
K + |x|2) α+β2 )− (1+β)(N−α)2−α − 3δ1 + β
2(t0 + t)
(
K + |x|2) α+β2
 c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)
(
K + |x|2) α+β2
 c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t) K L
(α+β)/(2−α)(1+ t)(α+β)(1+β)/(2−α)
 c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)1−(α+β)(1+β)/(2−α) K L
(α+β)/(2−α). (2.32)
Note that 1− (α + β)(1+ β)/(2− α) > 0. So there exists T2 > 0 such that for t0  T2,
c0 −
(1+β)(N−α)
2−α − 3δ1 + β
2(t0 + t)1−(α+β)(1+β)/(2−α) K L
(α+β)/(2−α)  0,
which implies I31  0.
Then we can get () 0, which implies
d
dt
[
(t0 + t)
(1+β)(N−α)
2−α −3δ1+β E˜ψ
(
t;Ωc(t; K , t0)
)]+ (t0 + t) (1+β)(N−α)2−α −3δ1+β(N2(t)+ M2(t)) 0. (2.33)
Step 3. We choose ν = νˆ min(ν0, ν1, ν2), K  K0 and t0 max(T0, T1, T2, K ). Since M1(t) = M2(t) and N1(t) = N2(t), it
follows from (2.20) and (2.33) that
d
dt
[
(t0 + t)
(1+β)(N−α)
2−α −3δ1+β (˜Eψ (t;Ω(t; K , t0))+ E˜ψ (t;Ωc(t; K , t0)))] 0. (2.34)
Deﬁne
Eψ
(
t;Ω(t; K , t0)
)= ∫
Ω(t;K ,t0)
e2ψ
{
(t0 + t)α+β
(|ut |2 + |∇u|2 + |u|ρ+1)+ b(t, x)u2}dx,
and
Eψ
(
t;Ωc(t; K , t0)
)= ∫
Ωc(t;K ,t0)
e2ψ
{(
K + |x|2) α+β2 (|ut |2 + |∇u|2 + |u|ρ+1)+ b(t, x)u2}dx.
Then from (2.18) and (2.28), we have
c1Eψ
(
t;Ω(t; K , t0)
)
 E˜ψ
(
t;Ω(t; K , t0)
)
 C1Eψ
(
t;Ω(t; K , t0)
)
(2.35)
and
c1Eψ
(
t;Ωc(t; K , t0)
)
 E˜ψ
(
t;Ωc(t; K , t0)
)
 C1Eψ
(
t;Ωc(t; K , t0)
)
(2.36)
for some c1 > 0 and C1 > 0.
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Eψ
(
t;Ω(t; K , t0)
)+ Eψ (t;Ωc(t; K , t0)) C E0(1+ t)− (1+β)(N−α)2−α −β+3δ1 , (2.37)
where
E0 :=
∫
Ω(0;K ,t0)
e
2a (1+|x|
2)
2−α
2
t
1+β
0
{
tα+β0
(|u1|2 + |∇u0|2)+ b(0, x)u20}dx
+
∫
Ωc(0;K ,t0)
e
2a (1+|x|
2)
2−α
2
t
1+β
0
{(
K + |x|2) α+β2 (|u1|2 + |∇u0|2)+ b(0, x)u20}dx
< +∞,
since the initial data satisﬁes (1.2).
In particular, we have
A :=
∫
Ω(t;K ,t0)
e2ψb(t, x)u2 dx+
∫
Ωc(t;K ,t0)
e2ψb(t, x)u2 dx C E0(1+ t)−
(1+β)(N−α)
2−α −β+3δ1 . (2.38)
Denote y = (K+|x|2)
2−α
2
(t0+t)1+β . Since
(
1+ |x|2)− α2  (K + |x|2)− α2 = ( (K + |x|2) 2−α2
(t0 + t)1+β
)− α2−α
(t0 + t)− α2−α (1+β),
and
e2ay y−
α
2−α  C for y > 0,
we have
A  C(1+ t)−β− α2−α (1+β)
∫
RN
u2 dx. (2.39)
Thus, we can get
‖u‖2L2  C E0(1+ t)−
(1+β)(N−2α)
2−α +3δ1 , (2.40)
which implies (1.11).
Thus, we complete the proof of Theorem 1.1.
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