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Abstract 
This paper devoted for the implementation of a learning algorithm, utilized Artificial Neural Network (ANN), to predict the passive joint 
angular positioning for 3R under-actuated serial robot. Under-actuated system has less number of actuators than the degrees of freedom; 
therefore, the estimating or modelling of its behaviour is difficult with many uncertainties. Thus, to overcome the disadvantages of several 
methods reported in literatures. A specific ANN model has been designed and trained to learn a desired set of joint angular positions for 
the passive joint from a given set of input torques and angular positions for the active joints over a certain period of time. ANN proposes 
from being free model technique. Consequently, data from sensors fixed on each joints were collected experimentally and provided for 
the developed ANN model. The learning algorithm can directly determine the position of its passive joint, and can, therefore, completely 
eliminate the need for any system modelling. Hence, this method could be generalized for the prediction of under-actuated systems 
behaviour. Results show a successful implementation of the learning algorithm in predicting the behaviour for 3R underactuated robot.  
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1. Introduction 
Fully actuated robot manipulators are required to have the same number of joints and actuators. Under-actuated robots 
have less number of actuators than joints. Hence, the behaviour of these classe of systems is more difficult to predict and 
estimate. Their advantages of over fully actuated robots led to many studies to predict their behaviour. [1-15]. Advantages 
of a light weight, low power consumption, low-cost automation and, thus, can easily overcome actuator failure due to 
unexpected accident. The class of under-actuated manipulator could be the model of direct drive manipulator that has some 
failed joints; such as fault-tolerant behaviour is highly derisible for robots in remote hazardous environments [1]. Other 
interesting applications include the Acrobot [2, 3], the gymnast robots [4, 5], the brachiating robots [6], and surgical robots 
[7]. The complexity in mathematical modelling and the wide verity of applications have kept under-actuated robots an area 
of open research. Luca et al. [8, 9] have studied the behaviour of actuator by using a mathematical model, neglecting joint 
friction which is not easy to achieve in real world, as it involves high manufacturing cost. Other researchers attempting to 
overcome the problem with implement additional equipments such as breaks at the passive joint [9-12]. However, there will 
be a generated torque by the break which makes it difficult for considering this kind as under-actuated robots. Mahindrakar 
et al. [13] has proposed dynamic model takes into account the frictional forces acting on the joints. Results obtained were 
also verified through numerical simulation. Yet, solutions projected still lack generality and systematization. 
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Artificial intelligence (AI) was introduced as alternative solution for many complex and ill define problems. AI 
implemented in Robots for predicting and making robot systems able to attributed more intelligence with higher degree of 
autonomy. Recently few studied have been reporter in applying Fuzzy logic for robot [15, 16].  
Applying fuzzy logic to under-actuated robots, there were few studies in recent past [14, 15]. Although the presented 
results were promising, several drawbacks are also found such as lack for generality and remember only the most recent 
data points [17]. Genetic Algorithm (GA) merges with fussy rules in order to capture the hidden non-linearities of the 
system presented by Graca and Gu [17]. Additionally, Lee and Zack [18] have presented the design criterion of the GA-
based-neural-fuzzy controller for an anti-break system.  
Consequently, researchers have recommended Artificial Neural Network (ANN) from its ability for learn from examples 
and predict for large number of data [19]. ANNs have been widely used for their extreme ability to make non-linear 
approximation with the addition of the learning ability. Unlike conventional programming, ANN trained with respect to data 
sets until they learn the patterns presented to them. Once they trained, new patterns may be presented to them for prediction 
or classification [20]. Therefore, ANNs have been intensively used for solving regression and classification problems in 
many fields. A number of realistic approaches have been proposed and justified for applications in robotic systems [19, 20].  
In real operation scenario, no physical property such as friction coefficient can be exactly derived. Besides, there are 
always kinematics uncertainties present in the real word such as ill defined linkage and backlashes in gear [21]. In this 
paper, and to overcome whichever uncertainty presented, data were recorded experimentally from sensors fixed on each 
joint for the horizontal three link under-actuated robot, presented for the ANN model to captured and predict the angular 
positioning for the 3R under-actuated robot.  
ANN has been implemented, for predicting the behaviour of the underactuated systems, on learning concept. Thus, ANN 
will learn the target parameters based on weight adaptation via reducing the error between the target and the calculated 
output throughout iteration during the training process. This scheme dose not required any prior knowledge of the dynamic 
model [19]. The novel idea is to learn the characteristics of the underactuated system, 3R robot, rather than to specify an 
explicit robot model. Hence, all the uncertainty in the systems will be accounted. However, a real fabricated model must be 
exited with knowledge on how to operate it for the success of this scheme.  
2. Dynamic Modelling of Three Links Rotational Robot.  
A three link rotational (3R) under-actuated horizontal robot is fabricated. The robot consists of base, three links, two 
actuated joints, one passive joint and three optical rotary encoders. The base is carrying the robot arm. The robot arm was 
made of Aluminum square beam with square sectional area. The Length of each link are L1= 40 cm, L2 = 40cm and L3=35 
cm, respectively. A DC motors used as actuators power the first and second links via gear boxes. First gear with reduction 
ratio of 100:1 while the second with 70:1. Third joint is passive, bearing joint with encoder only. All joint equipped with 
rotary optical encoders to measure the rotational angular displacement. 
 
Fig. 1. Schematic diagram of the developed 3R robot. 
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The motor torques were calculated from voltage – torque relationship graphs provided with each motors by the supplier. 
Practically, it is a linear proportional relationship between the voltage and torque. Voltage signals generates from the digital 
controller, 5 DC volts, required to be amplified to reach the desired 12 DC volt running the motors.  
The space coordinate of the manipulator, as shown in Figure 1, is parameterized by q. Additionally, iiii JmlL ,,, and iq
are the link length, distance from the centroid to corresponding axis, mass, moment of inertia computed from the centroid of 
three link and angle deviated from vertical direction clockwise, where notation i=1, 2, 3 represents three links, respectively. 
While, the motor mounted on the second joint have mass of mc1, and the frictional torque coefficient of the three joints are 
notated as c1, c2, and c3 finally T1, and T2 are the torques from the two active joints with clockwise rotation is assumed to 
be positive. Hence, Lagrange equation for this model can be expressed as [5]:  
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By plugging these parameters into the equation (1), we obtained the following nonlinear dynamic equations:  
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Where ii CA  and ,B  , i are constant related to the model physical parameter:  
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Obviously, the 3R horizontal robot manipulator is guided by torques inputs (T1, and T2) while the outputs are the angular 
positioning for each of the three links (q1, q2 and q3), these relationships are nonlinear with multiple inputs and outputs. 
Moreover, equation (5) observed that there are exist very strong coupling among the variable in the relationship which 
effect by other physical variables such as the friction, gear tolerance and gear backlash. Mathematical relationships can be 
efficient in modelling system in simulation environments while in real time situation the behaviour is effected by more 
physical variable which cannot simply integrates into mathematical modelling. Hence, human intelligent solution emerges 
via learning concept.  
3. Artificial Neural Network (Learning Algorithm) 
The developed of ANN model, shows in Figure 2, as prediction algorithm, is established on learning concept for the 
target parameter through weight adoption that minimizing the tracking error after each iteration process. The weight 
adoption is achieved via training process. Back-propagation had been used as the training technique.  
The learning process of any ANN completed with two stages, forward propagation and backward propagation. Forward 
propagation begins from the input to output layer starting by equation (5), were the sum of the weight multiplied with inputs 
occurred.  
¦ 
i
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and the output for the hidden calculates by equation (6), which is a sigmoid transfer function: 
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the error at any output unit in the layers can be calculated by; 
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While the backward propagation involves of weight error derivatives from the output layer back to the input layer is 
more complicated. For the sigmoid activation function given in equation (3), the so-called delta-rule for iterative 
convergence towards a solution may be stated in general as; 
JKJ K OW KG '                                                                      (8) 
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where K  is the learning rate parameter, and the error KG  at an output layer unit K is given by; 
 ))(1( KKKKK OdOO  G                                                          (9) 
and the error JG  at a hidden layer unit is given by; 
¦ 
K
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Using the generalize delta rule to adjust weights leading to the hidden units is back propagating for the error-adjustment, 
which allows for adjustment of weights leading to the hidden layer neurons. Additionally, the usual adjustments to the 
weights leading to the output layer neurons are carried out. 
A back propagation network trains with two steps procedure, the activity from the input pattern flows forward through 
the network and the error signal flows backwards to adjust the weights using the following equations; 
 IJI JI J OtWtW KG  )()1(                                                         (11) 
 JKJ KJ K OtWtW KG  )()1(  
Until for each input vector the output vector produced by the network is the same as (or sufficiently close to) the desired 
output vector [13]. The methods of training ANN from examples also known as supervise learning. This scheme does not 
require any prior knowledge of the dynamic model of the system. Experimental trajectory tracking has shown the ability of 
the proposed approach to overcome the disadvantages of other prediction schemes.  
 
Fig. 2. The developed ANN Model  
A supervised feed-forward ANN was designed to learn the system behaviour over its workspace. Based on Figure 2 
below, the network consists of input, output, and one hidden layer. The input vector for the network consists of the angular 
displacement, the torque applied at the active joint (first and second joint), and the time interval, while the output vector was 
the angular position of the passive joint (third joint). Every neuron in the network is fully connected with each other, 
sigmoid transfer function was used to be the activation function, and generalized backpropagation delta learning rule (GDR) 
algorithm was used in the training process. 
4. Results and Discussion  
The process of operating the manipulator and collecting data were computerised. A personal computer (PC) operating 
MATLAB/SIMULINK software package equipped with QUANSER data acquisition card (DAQ) is implemented of the 
process. In order to operates the robot arm; signals were generate from the simulation model, , as shown in Figure 3, also 
amplified from 5 volt to the desired voltages, for running the two actuated joints. As result the passive joint will move. All 
the angular motions are feedback to the simulation mode from the attached optical encoders via the DAQ. 
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Fig. 3. Generated signals operate the two active joints 
The 3R manipulator equipped with two active joints, which are the main source of motion. Consequently, when the 
excitation signal is given, it would cause angular motion of the active joint 1 and active joint 2 and the corresponding 
response of the passive joint. The attached encoders attached to each link collected angular positions, as shown in Figure 4 
below. These collected data will be used as the target vector to be captured by the ANN model during the training process. 
 
 
Fig. 3. Angular displacement for all joints 
 
All control data sets values had been scaled individually so that the overall difference in the dataset was minimized as 
seen in Figure 4 below. Training data were divided into 75 input–output sets that cover the entire work cell of the 
manipulator. To learn the target parameters, a training process was carried out using the experimentally obtained data. The 
network was trained by presenting several target points that the network had to learn. The number of neurons in the hidden 
layer was set to 25 with a constant learning factor of 0.9 by trial and error.  
To verify the success of the algorithm, the predicted values of the passive joint were compared to the experimentally 
collected data. The average absolute error was 4.9 per cent after 100 000 Iterations. Figure 5 graphically shows the 
trajectory tracking of the passive joint, and the results obtained show that the designed network is capable of learning and 
predicting the position of the passive joint successfully. 
1322   H M A A Al-Assadi et al. /  Procedia Engineering  41 ( 2012 )  1316 – 1322 
 
Fig. 4. Predicted trajectory tracking for the passive joint 
5. Conclusion   
A learning algorithm had been deployed for the prediction of under-actuated systems behaviour. The plant under 
consideration is 3R robot with two actuated and one un-actuated joints. The utilisation of the prediction technique was on 
learning based of ANN technique. Therefore, data were collected from sensors fixed on each joint and from real time 
operation for robot provided for the ANN for learning and prediction aim. Thus, the developed technique is able to 
overcome any uncertainties occurred during operation. The proposed method could be generalised for several under-
actuated systems by using the learning concept.    
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