Computing the soluble radical of a permutation group  by Unger, W.R.
Journal of Algebra 300 (2006) 305–315
www.elsevier.com/locate/jalgebra
Computing the soluble radical
of a permutation group
W.R. Unger
School of Mathematics and Statistics, University of Sydney, Sydney, Australia
Received 8 November 2005
Available online 27 March 2006
Communicated by Eamonn O’Brien
Dedicated to Charles Leedham-Green on the occasion of his 65th birthday
Abstract
Algorithms for computing the soluble radical and p-cores of a permutation group are described.
The algorithms are based on homomorphic reductions, and avoid the computation of Sylow sub-
groups and the use of backtrack searches. Their implementation in MAGMA demonstrates a signifi-
cant improvement over previous methods.
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1. Introduction
This paper is concerned with computing in finite groups, specifically finite permutation
groups. In what follows, the term group will always refer to a finite group. A permutation
group is a subgroup of SX , the symmetric group of the finite set X.
A host of permutation group algorithms have appeared in recent times that start with
“compute the soluble radical of the group.” These include algorithms to compute conju-
gacy classes of group elements [7], subgroup classes [3], normal subgroups [6], maximal
subgroups [5] and automorphism groups [4]. So it is desirable to compute soluble radicals
efficiently.
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radical of a short base permutation group. A nearly linear time algorithm is an algorithm
that, when applied to a permutation group G of degree n, finishes in time O(ng logc |G|),
for some constant c, where g is the number of generators of G. Their algorithm starts by
computing a composition series for the group. Our algorithm avoids this requirement, and
can be used as a first stage in a composition or chief series calculation. Indeed, MAGMA’s
algorithms for these calculations in permutation groups do precisely this. The subroutine
given by Luks and Seress for computing a quotient by an abelian normal subgroup is used
here.
Several algorithms exist for computing p-cores of permutation groups (for instance
[13,15]). Both p-cores and soluble radicals can be computed by essentially the same algo-
rithm. Ours is most similar to the Sylow subgroup algorithm [2] and has similarities to the
p-core algorithm of [15].
In this paper, Section 2 describes the basic tools assumed available. Section 3 gives
some lemmas that are needed in proving the correctness of the algorithms presented. Sec-
tion 4 describes an algorithm for computing the soluble radical of a permutation group. In
Section 5 we present some refinements to the basic algorithm, and Section 6 describes the
variant of the algorithm for computing p-cores.
Our algorithms are implemented as part of the MAGMA computer algebra system [1].
The last section reports on times to compute soluble radicals of various groups using this
implementation.
2. Fundamental machinery
We shall assume the ability to carry out certain well-understood components of the com-
putation within a permutation group. Recent books containing descriptions of the algorithm
components required are [10,16]. For example, we assume that the orders of the groups
involved and their subgroups can be calculated (using the concepts of base and strong
generating set, see [10, §4.4]) and that orbits of group actions and systems of blocks of im-
primitivity can be found. We also assume that various natural homomorphisms that arise in
the study of permutation groups can be computed, in the sense that images and preimages
of elements and subgroups under these homomorphisms can be calculated quickly. These
include constituent maps onto the induced action of a group on one of its orbits and the
block homomorphism onto the induced action on a system of blocks of imprimitivity. We
assume that the image and kernel of a homomorphism described by images of the gener-
ators of the domain can be computed easily, assuming say that the order of the domain is
known. Algorithms for this are described in [12].
We further assume the ability to compute with a class of homomorphisms that have an
abelian kernel. For an arbitrary abelian normal subgroup M of a permutation group G, we
may compute a permutation representation of a quotient G/N that has degree at most the
degree of G. We may take the kernel N to be abelian, to contain M , and such that every
prime divisor of |N | is also a divisor of |M|. This construction has been described by sev-
eral authors [8,9,13]. Theorem 4.1 of [14] gives another version of the construction and
shows how images of elements of G may be computed in linear time. It can be shown that
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the properties of N given above may be derived. Example 1.1 of [15] shows that in general
we cannot have N = M . In what follows we assume a function AbelianNormalQuo-
tient, taking two parameters G and M , and returning two values, G/N as a permutation
group of degree at most degG, and f , the projection homomorphism G → G/N .
Let C be any class of groups closed under subgroup, quotient and extension. In [9], Holt
proves that if G is any permutation group, and N the largest normal C-subgroup of G,
then G/N has a faithful permutation representation of degree equal to the degree of G.
We note that the AbelianNormalQuotient function can be used to construct this rep-
resentation whenever all groups in C are soluble. It is simply a matter of computing the
derived series of N and then repeatedly applying AbelianNormalQuotient. The clo-
sure properties of C imply that the kernel at each stage remains a C-group. The maximality
of N then forces the final result to be G/N . We assume that AbelianNormalQuo-
tient has been extended in this way to give a SolubleNormalQuotient function.
The O’Nan–Scott theorem (see [16, Theorem 6.2.5]) informs us that a primitive per-
mutation group has a non-trivial soluble radical precisely when it is of affine type, i.e. has
socle an elementary abelian regular normal subgroup. It follows that a primitive group has
non-trivial p-core precisely when it is affine and has degree pd , for some d . To deal with
primitive groups, we assume a function EARNS, which takes as input a primitive permuta-
tion group, and returns an elementary abelian regular normal subgroup of this group if it has
one, and the trivial subgroup otherwise. Two such algorithms are described in [16, §6.2].
The implementation in MAGMA uses the second of these, Neumann’s algorithm.
We assume that these facilities and others, such as computing normal closures and com-
mutator subgroups, are available; all are implemented in MAGMA.
3. Reduction lemmas
The basic lemmas used to compute a soluble radical and p-cores by homomorphic re-
duction will be proved in this section.
Let C be a class of groups closed under normal subgroups, quotients and extensions.
We focus on two classes: soluble groups and p-groups for a given prime p. For any finite
group G, define OC(G) to be the maximal normal C-subgroup of G. Note that every normal
C-subgroup of G is contained in OC(G). If C is the class of soluble groups write O∞ for
OC and if C is the class of p-groups write Op for OC .
The following lemma is easy to prove.
Lemma 3.1. Let f :G → H be a group homomorphism. Let R = f−1(OCf (G)). Then R
is a normal subgroup of G containing OC(G), with R = OC(G) if and only if the kernel of
f is in C.
Lemma 3.2. Let G be a group and let f1 and f2 be group homomorphisms with domain G.
Suppose that each fi has kernel Mi , and that M1 ∩M2 is in C. Then
OC(G) = f−11
(
OCf1(G)
)∩ f−12
(
OCf2(G)
)
.
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contains OC(G) and R is normal in G. To prove the result it will suffice to show that R is
in C. We have
R1 ∩R2
M1 ∩R2 =
R1 ∩R2
M1 ∩R1 ∩R2
∼= M1(R1 ∩R2)
M1

R1
M1
∼= OCf1(G),
which shows that R1∩R2
M1∩R2 is in C. We also have
M1 ∩R2
M1 ∩M2 =
M1 ∩R2
M1 ∩M2 ∩R2
∼= M2(M1 ∩R2)
M2

R2
M2
∼= OCf2(G),
so M1∩R2
M1∩M2 is in C. It follows that R is in C. 
A simple induction extends Lemma 3.2:
Lemma 3.3. Let G be a group and let fi , i = 1, . . . , n, be group homomorphisms with
domain G. Suppose that each fi has kernel Mi , and that
⋂
i Mi is in C. Then
OC(G) =
⋂
i
f−1i
(
OCfi(G)
)
.
The following result allows us to compute radicals using the above result, but without
explicit intersection calculations.
Lemma 3.4. Let G be a group and let fi , i = 1, . . . , n, be group homomorphisms with
domain G. Suppose that each fi has kernel Mi , and that
⋂
i Mi is in C. Put R0 = G and
for i = 1, . . . , n put Ri = f−1i (OCfi(Ri−1)). Then Rn = OC(G).
The above lemmas are variations on Lemma 2.1 of [2], which is used to provide reduc-
tions for the computation of Sylow subgroups. The algorithm of Section 4 to compute the
soluble radical follows the same lines as these Sylow subgroup algorithms.
A minimal block system is defined to be a block system such that each of its blocks
is minimal (with respect to inclusion) among all blocks with length greater than 1. The
following lemma gives a useful reduction in the case where G is a transitive group with
a unique minimal block system. Both a soluble radical and p-core version are presented
in parallel. The p-core version is similar to Lemma 4.2 of [15], but with slightly weaker
hypotheses.
Lemma 3.5. Let G be a transitive and imprimitive permutation group with a unique min-
imal block system B. Let K be the kernel of the action of G on B. Suppose that K is not
trivial and that the soluble radical [respectively p-core] of K is trivial. Then the soluble
radical [respectively p-core] of G is trivial.
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normal subgroup of G that is contained in the soluble radical [p-core]. Then N is an
elementary abelian p-group. Also, N has trivial intersection with K , as N ∩K is contained
in the soluble radical [p-core] of K , so N and K centralise each other. We see that K fixes
each N -orbit setwise since, if N is not transitive, the orbits of N form a block system
for G, and B is a refinement of this partition. Hence each orbit of N is a union of blocks
from B.
Let Y be an N -orbit. Observe that NY is a transitive abelian p-group which is cen-
tralised by KY , so KY  NY . Thus each KY is a p-group. But K is a subdirect product
of all the KY ’s, so K is a p-group. This contradicts the assumption that the soluble radical
[p-core] of K is trivial. 
Finally we record some facts about the soluble radical and p-core of a primitive group.
Lemma 3.6. Let G be a non-trivial primitive permutation group. The soluble radical [re-
spectively p-core] of G is non-trivial if and only if G contains an elementary abelian reg-
ular normal p-subgroup M . In this case we have M = Socle(G) = Op(G)O∞(G).
4. A soluble radical algorithm
This section presents an algorithm for finding the soluble radical of a permutation
group G. It is a recursive algorithm that may call itself on proper subgroups or quotients
of G, or on groups having smaller degree than G.
Algorithm. SolubleRadical
Input: A permutation group G on a finite set X.
Output: O∞(G), the soluble radical of G.
1. If |X| 4 then return G.
2. If G is intransitive on X, then return SolradIntransitive(G).
3. If G is the alternating or symmetric group on X, then return the trivial subgroup of G.
4. Let MBS be the sequence of all minimal block systems of G.
5. If |MBS| 2 then return SolradTwoPartition(G, MBS[1], MBS[2]).
6. If |MBS| = 1 then return SolradOnePartition(G, MBS[1]).
7. If MBS = ∅ then return SolradPrimitive(G).
The test in Step 1 is perhaps too narrow. Any test that picks up all these low degree
cases, and perhaps other soluble groups, can be substituted. If the order of G is available,
we recommend returning G at Step 1 whenever |G| is odd or has at most two distinct prime
factors.
In Step 3, perform a probabilistic test to decide whether G is alternating or symmetric,
such as described in [10, §4.2]. If so, then Step 1 ensures that G has trivial soluble radical.
Within SolradIntransitive and from Step 4 of the above onwards, we assume
that a base and strong generating set for G has been calculated. It need only be found after
establishing that, with high probability, G is not the alternating or symmetric group on X.
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have been found.
The correctness of Steps 1 and 3 is obvious. The correctness of the rest of the algorithm
depends on the various subroutines. The first two subroutines rely on Lemma 3.4 for their
correctness.
Algorithm. SolradIntransitive
Input: A permutation group G acting intransitively on a finite set X.
Output: The soluble radical of G.
Let B be an irredundant base for G and let X1, . . . ,Xr be the orbits of G on X that contain
points of B , and let φi :G → GXi be the associated constituent homomorphisms.
1. Set Q := G and i := 1.
2. While i  r do the following:
(i) Let R := SolubleRadical(φi(Q)) and Q := φ−1i (R).
(ii) i := i + 1.
3. Return Q.
Algorithm. SolradTwoPartition
Input: A permutation group G acting imprimitively on a finite set X, and two minimal
blocks systems Σ1 and Σ2.
Output: The soluble radical of G.
Let σi :G → GΣi , for i = 1,2, be the associated blocks action homomorphisms.
1. Let R := SolubleRadical(σ1(G)) and Q := σ−11 (R).
2. Let S := SolubleRadical(σ2(Q)) and P := σ−12 (S).
3. Return P .
In both subroutines above, recursive calls to SolubleRadical are made on groups
with strictly smaller degree than G. To apply Lemma 3.4 to SolradIntransitive we
observe that, since G is defined by its action on the union of the Xi ,
⋂
i ker(φi) is trivial.
The correctness of SolradTwoPartition is similar, since the kernels of the group
action on the two minimal block systems must have trivial intersection.
Algorithm. SolradOnePartition
Input: A transitive permutation group G acting imprimitively on a finite set X, and a unique
minimal block system Σ .
Output: The soluble radical of G.
Let σ :G → GΣ be the blocks action homomorphism. Let K be the kernel of σ .
1. If K is trivial then return σ−1(SolubleRadical(GΣ)).
2. Let R := SolubleRadical(K).
3. If R is trivial then return R.
4. Let Q,τ := SolubleNormalQuotient(G,R).
5. Return τ−1(SolubleRadical(Q)).
Step 1 of this routine is correct since GΣ has lower degree than G and is isomorphic
to G. Step 2 is a recursive call to SolubleRadical with argument a proper subgroup
of G. The correctness of Step 3 follows from Lemma 3.5.
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normal subgroup of G, which justifies Step 5.
Algorithm. SolradPrimitive
Input: A permutation group G acting primitively on a finite set X.
Output: The soluble radical of G.
1. Let E := EARNS(G).
2. If E is trivial then return E.
3. Let Q,σ := AbelianNormalQuotient(G,E).
4. Return σ−1(SolubleRadical(Q)).
This routine is correct by Lemma 3.6. Step 2 is correct by the first part of that lemma. At
Step 3, the socle of G is elementary abelian, and computing G/E and σ is an Abelian-
NormalQuotient computation. In this case, the quotient Q will be isomorphic to G/E.
5. An improved soluble radical algorithm
There are several places where we can improve the efficiency of the soluble radical
computation over the algorithm given above.
We may assume that the order of G is known throughout, so that the construction of
homomorphism image and kernels may be constructed by a fast Las Vegas algorithm as
in [12]. In the routines SolradOnePartition, SolradTwoPartition and Sol-
radIntransitive, if the kernel of some action is “obviously soluble,” then we may
use Lemma 3.1 to cut short the computation and return the preimage of the soluble radical
of the image.
In the MAGMA implementation, a group is “obviously soluble” if it has degree at most 4,
or has order which is odd or divisible by at most two primes.
We can exploit further this special case. In SolradIntransitive, it implies we
skip over any orbits of length at most 4. In SolradTwoPartition, we can ignore a
block system with at most 4 blocks and any block system where the block size is at most 4
will have an obviously soluble action kernel.
Experience has shown that the recursive call in line 2 of SolradOnePartition can
also be quite inefficient. In this situation, the action kernel is intransitive and all of its
transitive constituents are permutation isomorphic. The basic algorithm fails to exploit this
isomorphism and so repeats the same computation for each block.
Let us examine the situation further. Recall that G is transitive and imprimitive. It has a
unique minimal block system B and K , the kernel of the action of G on B, is non-trivial.
Let Γ be any block from B and let S = GΓ be the setwise stabiliser of Γ in G. Let SΓ
and KΓ be the constituents of S and K acting on Γ . Since Γ is a minimal block, SΓ
is primitive. Now, KΓ  SΓ and KΓ cannot be trivial since this would make K trivial,
so KΓ is transitive. Thus the orbits of K are exactly the blocks of B. It follows from
Lemma 3.5 that G has non-trivial soluble radical if and only if K has non-trivial soluble
radical. It follows from the correctness of SolradIntransitive that K having non-
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constituents of K are essentially the same.
Now, KΓ is a normal subgroup of SΓ , so if KΓ has non-trivial soluble radical, then SΓ
has non-trivial soluble radical and so is affine. In this situation |Γ | must be a prime power,
which is a useful necessary condition for K to have non-trivial soluble radical.
Since K is a subdirect product of n = |B| copies of KΓ , it follows that KΓ soluble
implies that K is soluble.
To take advantage of this, we replace line 2 of SolradOnePartition by the fol-
lowing two lines.
2.1. Let R := SolradBlocksKernel(G,K).
2.2. If R = K then return σ−1(SolubleRadical(GΣ)).
Algorithm. SolradBlocksKernel
Input: A transitive permutation group G acting imprimitively on a finite set X, with a
unique minimal block system, and K , the kernel of the action of G on this system. K is
assumed non-trivial.
Output: The soluble radical of K .
1. Let Γ be an orbit of K .
2. If |Γ | is not a prime power then return the trivial subgroup of K .
3. Let τ :K → KΓ be the constituent homomorphism.
4. Let RΓ = SolubleRadical(KΓ ).
5. If RΓ is trivial then return the trivial subgroup of K .
6. If RΓ = KΓ then return K .
7. Set R = τ−1(RΓ ).
8. Let B be an irredundant base for K and let X1, . . . ,Xr be the orbits of K on X that
contain points of B .
9. Let γ be an element of Γ and for each i find xi ∈ Xi .
10. For i from 1 to r do the following and return the final value of R.
(i) Find g ∈ G such that γ g = xi .
(ii) Replace R by R ∩Rg .
Note that, in the above routine, R is always normal in K , so the intersections may be
computed by a nearly linear time algorithm such as in [16, §6.1.1]. A variation of this
algorithm is used in the MAGMA implementation.
All the external tasks needed by SolubleRadical have polynomial time algorithms.
Our algorithm is easily seen to be polynomial time provided Step 5 of SolradOnePar-
tition is not reached. This step is currently an obstacle to a full polynomial time result.
The type of group G for which we have been unable the remove the obstacle has the
form GH 	 T , where H is a primitive affine subgroup of AGL(k,2), T is transitive, G
transitive with unique minimal blocks system having blocks of length 2k > degT . In all
other cases we can show that the sums of the degrees of the groups in recursive calls to
SolubleRadical can, with care in implementing AbelianNormalQuotient, be
bounded by n, the degree of G. However in this case the sum may rise to 3n/2.
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The changes that need to be made to the SolubleRadical algorithm in order to
compute the p-core of a permutation group are small. The algorithm has the same struc-
ture, with routines pCore, pCoreIntransitive, etc., taking the same arguments as
the soluble radical counterpart, plus the extra argument p. Each is only a minor varia-
tion on the corresponding soluble radical routine. In brief, the changes are as follows.
In pCore we must remove the initial low degree test. When dealing with alternating
and symmetric groups of degree up to 4, some p-cores are non-trivial and appropriate
subgroups must be returned. All of pCoreIntransitive, pCoreTwoPartition,
and pCoreOnePartition are the same as their Solrad counterparts. The pCore-
BlocksKernel routine can return the trivial group when the block size is not a power
of p, as will pCorePrimitive whenever the degree is not a power of p. Finally,
pCorePrimitive will not make a recursive call to pCore, since Lemma 3.6 tells us
that the socle will always be the full p-core.
The correctness of this p-core algorithm may be established using the arguments ap-
plied to the soluble radical algorithm. Of course, the order of a group identifies when it is
a p-group and so short cuts based on order are more effective in this context.
Neumann’s EARNS algorithm calls pCore at one stage in its progress. In this case the
argument to pCore is a very much smaller group than the argument to EARNS, so this
recursion is permissible.
7. Timings
The algorithms described have been implemented in MAGMA. In this section we present
a selection of timings to illustrate their effectiveness. All times are given in seconds and
were obtained running MAGMA V2.12 on a 750 MHz SunFire V880 processor, and do not
include the time taken to compute a base and strong generating set for the group. We list
only examples of use of the soluble radical algorithm.
The sample results are displayed in Table 1. The columns of the table are first a name
for the group, then structural information, the permutation group degree, the order of the
soluble radical and, finally, the time taken to compute the radical.
The first set of examples are labelled “Rubik N” and are based on the groups of an
N ×N × N Rubik Cube. These groups have orbits of length 24 and quite large orders for
their degree. The orders are indicated in the information column.
The next selection of examples are maximal subgroups of the Monster simple group.
These groups generally have short base length and, with the exception of Mon 3/Z3, are
transitive. The first column gives the number of the subgroup in the list given in the ATLAS
of finite group representations [17]. The information column gives chief factors of the
group. We see that, for groups such as these, large degree is no bar to the success of the
algorithm. The two versions of Mon 3/Z3 were computed from Mon 3 by AbelianNor-
malQuotient, the second being the direct result, the first a transitive constituent. Other
examples of the use of the soluble radical algorithm follow. The group T is Transi-
tiveGroup(30, 2000) from MAGMA’s collection of transitive permutation groups,
supplied by Hulpke [11]. The timings of the sequence of subgroups of AGL7(3) 	A5 shows
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Timings
Name Structure Degree Radical order Time
Rubik 8 5.60 × 10290 384 37 1.98
Rubik 9 8.21 × 10372 486 211 × 37 3.53
Rubik 10 9.62 × 10478 600 37 6.95
Rubik 11 4.37 × 10584 726 211 × 37 11.64
Rubik 12 1.59 × 10714 864 37 22.48
Rubik 13 2.24 × 10843 1014 211 × 37 35.97
Rubik 14 2.52 × 10996 1176 37 58.02
Rubik 15 1.10 × 101149 1350 211 × 37 88.25
Mon 3 3.F i24 920808 3 102.34
Mon 3/Z3a F i24 306936 1 0.62
Mon 3/Z3b F i24 920808 1 12.65
Mon 6 22+11+22.(M24 × S3) 294912 236 × 3 23.91
Mon 7/Z3 312.2.Suz.2 98280 2 × 312 2.00
Mon 11 38.O−8 (3).2 805896 38 43.96
Mon 14a 32+5+10.(M11 × 2S4) 34992 24 × 318 0.62
Mon 14b 32+5+10.(M11 × 2S4) 69984 24 × 318 2.02
Mon 15a 33+2+6+6 : (L3(3)× SD16) 85293 24 × 317 1.74
Mon 15b 33+2+6+6 : (L3(3)× SD16) 113724 24 × 317 4.65
Mon 16 51+6 : 2J2.4 78125 22 × 57 1.51
Mon 19a 53+3.(2 ×L3(5)) 7750 2 × 56 0.06
Mon 19b 53+3.(2 ×L3(5)) 46500 2 × 56 0.55
Mon 19c 53+3.(2 ×L3(5)) 96875 2 × 56 1.39
T 30 (34+1.21+4.A5.2)30 900 2150 × 3150 3.71
T 	C30 (34+1.21+4.A5.2) 	 30 900 2150 × 3150 2.07
AGL7(3) 	A5 10935 25 × 335 23.25
Subgroup of index 2 10935 24 × 335 42.59
Subgroup of index 16 10935 2 × 335 41.28
ASL7(3) 	A5 Subgroup of index 32 10935 335 34.51
PΓ L4(64)1 218.63.PΓ L3(64) 266304 218 × 32 × 7 7.95
PSL11(3)1 310.2.PSL10(3) 88572 2 × 310 6.09
AGL(10,2) 	C10 2100.L10(2)10.10 10240 2100 295.45
AGL(5,4) 	C10 2100.GL5(4)10.10 10240 2100 × 310 21.69
the influence of a refinement to the blocks kernel algorithm not mentioned above. When
the blocks kernel is recognised as a full direct product of its transitive constituents (by its
order), the radical of the kernel is computed as the normal closure, under the action of G,
of the radical of one constituent. The last two examples are of the type mentioned at the
end of Section 5.
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