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Abstract: This paper studies the nonlinear stochastic partial differential equation
of fractional orders both in space and time variables:(
∂β +
ν
2
(−∆)α/2
)
u(t, x) = Iγt
[
ρ(u(t, x))W˙ (t, x)
]
, t > 0, x ∈ Rd,
where W˙ is the space-time white noise, α ∈ (0, 2], β ∈ (0, 2), γ ≥ 0 and ν > 0.
Fundamental solutions and their properties, in particular the nonnegativity, are
derived. The existence and uniqueness of solution together with the moment bounds
of the solution are obtained under Dalang’s condition: d < 2α+ αβ min(2γ−1, 0). In
some cases, the initial data can be measures. When β ∈ (0, 1], we prove the sample
path regularity of the solution.
MSC 2010 subject classifications: Primary 60H15. Secondary 60G60, 35R60.
Keywords: nonlinear stochastic time-fractional diffusion equations, measure-
valued initial data, Ho¨lder continuity, intermittency, the Fox H-function.
1 Introduction
In this paper, we will study the following nonlinear stochastic time-fractional diffusion equa-
tions: 
(
∂β +
ν
2
(−∆)α/2
)
u(t, x) = Iγt
[
ρ (u(t, x)) W˙ (t, x)
]
, t > 0, x ∈ Rd.
u(0, ·) = µ if β ∈ (1/2, 1],
u(0, ·) = µ0, ∂
∂t
u(0, ·) = µ1 if β ∈ (1, 2) ,
(1.1)
with α ∈ (0, 2] and γ > 0. In this equation, ∆ = ∑di=1 ∂2/(∂x2i ) is the Laplacian with respect
to the space variables and (−∆)α/2 is the fractional Laplacian. W˙ denotes the space-time
∗Research partially supported by a grant from the Simons Foundation #209206
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white noise. ν > 0 is the diffusion parameter. The initial data µ, µ0 and µ1 are assumed to
be some measures. ρ is a Lipschitz continuous function. ∂β denotes the Caputo fractional
differential operator:
∂βf(t) :=

1
Γ(m− β)
∫ t
0
dτ
f (m)(τ)
(t− τ)β+1−m if m− 1 < β < m ,
dm
dtm
f(t) if β = m ,
and Iγt is the Riemann-Liouville fractional integral of order γ > 0:
Iγt f(t) :=
1
Γ(γ)
∫ t
0
(t− s)γ−1f(s)ds, for t > 0,
with the convention I0t = Id (the identity operator). We refer to [16, 29, 30] for more details
of these fractional differential operators.
This paper is an extension of a recent work by the first author [4], where the case γ =
dβe − β, α = 2 and d = 1 is studied. Here, dβe is the smallest integer not less than β. The
interested reader can find motivations of the model in that reference. The fractional integral
operator Iγt smooths the noise term. Removing this integral operator by setting γ = 0, one
may expect that the solution becomes less regular. As proved in [4], when α = 2, d = 1 and
γ = dβe−β, there is a mild solution for all β ∈ (0, 2). This is no longer true if this fractional
integral operator is not there. In particular, we will show that, when α = 2, d = 1 and
γ = 0, the mild solution exists only for β ∈ (2/3, 2) instead, which is a direct consequence
of condition (1.9) below.
Motivations for stochastic partial differential equations (spde) with time-fractional deriva-
tive can be found in many recent papers [4, 11, 18, 26]. For convenience, we call equation
(1.1) with β ∈ (0, 1] the slow diffusion equation, and equation (1.1) with β ∈ (1, 2) the fast
diffusion equation.
When d = 1, β = 2, α = 2 and γ = 0, the spde (1.1) reduces to the stochastic wave
equation (SWE) on R: (
∂2
∂t2
− ν
2
∂2
∂x2
)
u(t, x) = ρ(u(t, x))W˙ (t, x) , (1.2)
with the speed of wave propagation (ν/2)1/2. When d = 1, β = 1, α = 2 and γ = 0, the
spde (1.1) reduces to the stochastic heat equation (SHE) on R:(
∂
∂t
− ν
2
∂2
∂x2
)
u(t, x) = ρ(u(t, x))W˙ (t, x) . (1.3)
These two special cases have been studied carefully; see [3, 5, 6, 7, 12]. The spde (1.1) for
β ∈ (0, 1] and ν = 1 − β has been recently studied in [25, 26]. When the noise does not
depend on time, a similar model with a general elliptic operator has been studied in [18].
Another related equation is the stochastic fractional heat equation (SFHE) on R:(
∂
∂t
− xDαδ
)
u(t, x) = ρ(u(t, x))W˙ (t, x) , (1.4)
2
which has been studied recently in [8, 10]; see also [15, 19].
All investigations on spde’s of the above kinds require a good study of the corresponding
Green functions. As proved below, there is a triplet{
Z(t, x), Z∗(t, x) , Y (t, x) : (t, x) ∈ R+ × Rd
}
,
depending on the parameters (α, β, γ, ν), such that the solution to (1.1) with ρ(u(t, x))W˙ (t, x)
replaced by a nice function f(t, x) is represented by
u(t, x) =
(Z(t, ·) ∗ µ)(x) + (Y ? f) (t, x), if β ∈ (0, 1],(Z∗(t, ·) ∗ µ0)(x) + (Z(t, ·) ∗ µ1)(x) + (Y ? f) (t, x), if β ∈ (1, 2), (1.5)
where “∗” denotes the convolution in the space variable:
(Z(t, ·) ∗ µ)(x) :=
∫
Rd
Z(t, x− y)µ(dy), (1.6)
and “?” denotes the convolution in both space and time variables:
(Y ? f)(t, x) :=
∫ t
0
∫
Rd
Y (t− s, x− y)f(s, y)dsdy.
These fundamental solutions are expressed using the Fox H-function [20].
If we denote the solution to the homogeneous equation of (1.1) by J0(t, x), i.e.,
J0(t, x) =
{
(Z(t, ·) ∗ µ) (x) if β ∈ (0, 1],
(Z∗(t, ·) ∗ µ0) (x) + (Z(t, ·) ∗ µ1) (x) if β ∈ (1, 2),
(1.7)
then the rigorous meaning of (1.1) is the following stochastic integral equation:
u(t, x) = J0(t, x) + I(t, x), where
I(t, x) =
∫∫
[0,t]×R
Y (t− s, x− y) ρ (u(s, y))W (ds, dy). (1.8)
The stochastic integral in the above equation is in the sense of Walsh [33].
To establish the the existence and uniqueness of random field solutions to (1.1), the first
step is to check Dalang’s condition [14]:∫ t
0
ds
∫
Rd
dy |Y (s, y)|2 <∞, for all t > 0,
which is equivalent to the following condition (see Lemma 5.3):
d < 2α +
α
β
min(2γ − 1, 0) =: Θ, (1.9)
3
which is equivalent to
β + γ >
1
2
(
1 +
dβ
α
)
and d < 2α. (1.10)
Note that (1.10) implies that the space dimension should be less than or equal to 3. Among
all possible cases in (1.9), the following two special cases have better properties:
γ = 0 or α > d = 1, (1.11)
α > d = 1, (1.12)
As shown in Lemma 4.3 and Remark 4.4 below, under both conditions (1.9) and (1.11), the
function Y (1, x) is bounded at x = 0. Moreover, under (1.9) and (1.12), all functions Z(1, x),
Z∗(1, x) and Y (1, x) are bounded at x = 0.
We prove the existence and uniqueness of random field solutions to (1.8) in the following
three cases:
Case I: If we assume only Dalang’s condition (1.9), we prove the existence and uniqueness
when the initial data are such that
sup
(s,x)∈[0,t]×Rd
|J0(s, x)| <∞, for all t > 0, (1.13)
which is satisfied, for example, when initial data are bounded measurable functions.
Case II: Under both (1.9) and (1.11), we obtain moment formulas that are similar to those
in [7, 4, 8]. The initial data satisfy (1.13).
Case III: Under both (1.9) and (1.12), the initial data can be measures. LetM(R) be the
set of signed (regular) Borel measures on R. For x ∈ R, define an auxiliary function
fβ(η, x) := exp
(−η |x|1+bβc) , (1.14)
where bβc is the largest integer not greater than β. Note that the difference between dβe and
bβc + 1 for β ∈ (0, 2) is only at β = 1. The initial data are assumed to be Borel measures
such that
(|µ| ∗ fβ(η, ·)) (x) <∞, for all η > 0 and x ∈ R, if α = 2,
sup
y∈R
∫
R
|µ|(dx) 1
1 + |x− y|1+α < +∞, if α ∈ (1, 2),
(1.15)
where for any Borel measure µ, µ = µ+ − µ− is the the Jordan decomposition and |µ| =
µ+ + µ−. We use Mα,β(R) to denote these measures. In this case, we prove the existence
and uniqueness of a solution to (1.4) for all initial data from Mα,β(R).
Here are some special cases:
(1) For (1.3), i.e., α = 2, β = 1 and γ = 0, the set of admissible initial data studied in [7] is
MH(R), which corresponds to M2,1(R) in this paper.
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(2) Under the condition that d = 1, α = 2, β ∈ (0, 2), γ = dβe−β (as in [4]), one can easily
verify that condition (1.9) is always true. The possible initial data is MβT (R), which
corresponds to M2,β(R) in this paper.
(3) If γ = 1− β and β ∈ (0, 1), then it is ready to see that (1.9) reduces to
d < αmin(2, β−1),
which recovers the condition by Mijena and Nane [26].
(4) If γ = 0, then (1.9) becomes
d
α
+
1
β
< 2.
Moreover, if α = 2 and d = 1, then this condition becomes β > 2/3, which coincides to
the condition in [11, Section 5.2].
(5) If β = 1 and γ = 0, then Dalang’s condition (1.9) reduces to α > d. Since α ∈ (0, 2], we
have that α ∈ (1, 2] and d = 1, which recovers the condition in [8].
As in [6, 7, 8], we will obtain similar moment formulas expressed using a kernel function
K(t, x) when (1.11) is satisfied. For the SHE and the SWE, this kernel function K(t, x) has
explicit forms. But for the SFHE [8], (1.1) with d = 1, γ = dβe− 1 and α = 2 in [4], and the
current spde (1.1), we obtain some estimates on it. In particular, we will obtain both upper
and lower bounds on K(t, x).
After establishing the existence and uniqueness of the solution, we will study the sample-
path regularity for the slow diffusion equations (i.e., the case when β ∈ (0, 1]). Given a
subset D ⊆ R+ × Rd and positive constants β1, β2, denote by Cβ1,β2(D) the set of functions
v : R+ ×Rd 7→ R with the following property: for each compact set K ⊆ D, there is a finite
constant C such that for all (t, x) and (s, y) ∈ K,
|v(t, x)− v(s, y)| ≤ C (|t− s|β1 + |x− y|β2) .
Denote
Cβ1−,β2−(D) := ∩α1∈ (0,β1) ∩α2∈ (0,β2) Cα1,α2(D) .
We will show that for slow diffusion equations, if the initial data has a bounded density, i.e.,
µ(dx) = f(x)dx with f ∈ L∞(Rd), then
u(·, ·) ∈ C 1
2
(2(β+γ)−1−dβ/α)−, 1
2
min(Θ−d,2)−
(
R∗+ × Rd
)
, a.s., (1.16)
where Θ is defined in (1.9), and R∗+ := (0,∞).
When the initial data are spatially homogeneous (i.e., the initial data are constants), so
is the solution u(t, x), and then the Lyapunov exponents
mp := lim sup
t→∞
1
t
logE [|u(t, x)|p] , (1.17)
5
mp := lim inf
t→∞
1
t
logE [|u(t, x)|p] , (1.18)
do not depend on the spatial variable. In this case, a solution is called fully intermittent if
m1 = 0 and m2 > 0 (see [2, Definition III.1.1, on p. 55]). As for the weak intermittency,
there are various definitions. For convenience of stating our results, we will call the solution
weakly intermittent of type I if m2 > 0, and weakly intermittent of type II if m2 > 0. Clearly,
the weak intermittency of type I is stronger than the the weak intermittency of type II, but
weaker than the full intermittency by missing m1 = 0. The weak intermittency of type II is
used in [19].
The full intermittency for the SHE and the SFHE are established in [1] and [10], respec-
tively. The weak intermittency of type I and II for SWE are proved in [6] and [13, Theorem
2.3], respectively. We will establish the weak intermittency of type II for both slow and fast
diffusion equations. For some slow diffusion equations, we will prove the weak intermittency
of type I. Moreover, we show that
mp ≤ C p1+
1
2(β+γ)−1−dβ/α . (1.19)
It reduces to the following special cases:
(1) The SHE case, i.e., β = 1, α = 2, γ = 0 and d = 1: mp ≤ C p3. See [1, 7, 19];
(2) The SWE case, i.e., β = 2, α = 2, γ = 0 and d = 1: mp ≤ C p3/2. See [6];
(3) The SFHE case, i.e., β = 1, γ = 0 and d = 1: mp ≤ C p2+1/(α−1). See [8];
(4) The time-fractional diffusion equation case as in [4] that α = 2, γ = dβe − β and d = 1:
mp ≤ C p
4dβe−β
4dβe−2−β ;
(5) The time-fractional spde as in Theorems 3.11 and 3.12 of [9] with d = 1 and κ = 1 1:mp ≤ C p
2α−β
2α−β−α when γ = 0,
mp ≤ C p
2αdβe−β
2αdβe−β−α when γ = dβe − β.
In order to obtain some lower bounds for the moments, we prove that under the following
cases 
Case I: α ∈ (0, 2], β ∈ (0, 1), d ∈ N, γ ≥ 0,
Case II: α ∈ (0, 2], β = 1, d ∈ N, γ ∈ {0} ∪ (1,∞),
Case III: 1 < β < α ≤ 2, d ≤ 3, γ ≥ 0,
Case IV: 1 < β = α < 2, d ≤ 3, γ ≥ (d+ 3)/2− β,
(1.20)
1In [9], the constant κ is the exponent for the Riesz kernel, and the case κ = 1 corresponds to the
space-time white noise.
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the fundamental solution Y is nonnegative (see Theorem 4.6 blow). These results generalize
those obtained by Mainardi et al [24], Pskhu [28], and Chen et al [9]. In the end, we derive
some lower bounds for the moments of the solution to (1.4) under (1.9) and (1.20).
This paper is structured as follows. In Section 2 we first give some notation and prelim-
inaries. The main results are stated in Section 3. The fundamental solutions are studied in
Section 4. The proof of the two existence and uniqueness theorems are given in Section 5.
Finally, in Appendix, we prove some properties of the Fox H-functions.
2 Some preliminaries and notation
Let W =
{
Wt(A) : A ∈ Bb
(
Rd
)
, t ≥ 0} be a space-time white noise defined on a complete
probability space (Ω,F , P ), where Bb
(
Rd
)
is the collection of Borel sets with finite Lebesgue
measure. Let
Ft = σ
(
Ws(A) : 0 ≤ s ≤ t, A ∈ Bb
(
Rd
)) ∨N , t ≥ 0,
be the natural filtration augmented by the σ-field N generated by all P -null sets in F . We
use ||·||p to denote the Lp(Ω)-norm (p ≥ 1). In this setup, W becomes a worthy martin-
gale measure in the sense of Walsh [33], and
∫∫
[0,t]×Rd X(s, y)W (ds, dy) is well-defined for a
suitable class of random fields
{
X(s, y), (s, y) ∈ R+ × Rd
}
.
Recall that the rigorous meaning of the spde (1.1) is in the integral form (1.8).
Definition 2.1. A process u =
{
u(t, x), (t, x) ∈ R∗+ × Rd
}
is called a random field solution
to (1.1) if
(1) u is adapted, i.e., for all (t, x) ∈ R∗+ × Rd, u(t, x) is Ft-measurable;
(2) u is jointly measurable with respect to B (R∗+ × Rd)×F ;
(3) for all (t, x) ∈ R∗+ × Rd, the following space-time convolution is finite:(
Y 2 ? ||ρ(u)||22
)
(t, x) :=
∫ t
0
ds
∫
Rd
dy Y 2(t− s, x− y) ||ρ(u(s, y))||22 < +∞;
(4) the function (t, x) 7→ I(t, x) mapping R∗+ × Rd into L2(Ω) is continuous;
(5) u satisfies (1.8) a.s.,for all (t, x) ∈ R∗+ × Rd.
Assume that the function ρ : R 7→ R is globally Lipschitz continuous with Lipschitz
constant Lipρ > 0. We need some growth conditions on ρ
2: assume that for some constants
Lρ > 0 and ς ≥ 0,
|ρ(x)|2 ≤ L2ρ
(
ς2 +x2
)
, for all x ∈ R. (2.1)
2This is a consequence of the Lipschitz continuity of ρ.
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Sometimes we need a lower bound on ρ(x): assume that for some constants lρ > 0 and ς ≥ 0,
|ρ(x)|2 ≥ l2ρ
(
ς2 +x2
)
, for all x ∈ R . (2.2)
For all (t, x) ∈ R∗+ × Rd, n ∈ N and λ ∈ R, define
L0 (t, x) := Y 2(t, x)
Ln (t, x) := (L0 ? · · · ? L0) (t, x), for n ≥ 1, (n convolutions), (2.3)
K (t, x;λ) :=
∞∑
n=0
λ2(n+1)Ln (t, x;λ) . (2.4)
We will use the following conventions to the kernel functions K(t, x;λ):
K(t, x) := K(t, x;λ), K(t, x) := K (t, x; Lρ) ,
K(t, x) := K (t, x; lρ) , K̂p(t, x) := K (t, x; 4√pLρ) , for p ≥ 2 .
(2.5)
Throughout the paper, denote
σ := 2(1− β − γ) + βd/α. (2.6)
Note that
(1.9) ⇒ d < 2α + α
β
(2ν − 1) ⇔ 2(β + γ)− 1− dβ/α > 0 ⇔ σ < 1. (2.7)
Let tD
α
+ denote the Riemann-Liouville fractional derivative of order α ∈ R (see, e.g., [29,
(2.79) and (2.88)]):
tD
α
+f(t) :=

1
Γ(m− α)
dm
dtm
∫ t
0
dτ
f(τ)
(t− τ)α+1−m if m− 1 < α < m and α ≥ 0,
dm
dtm
f(t) if α = m ≥ 0,
1
Γ(−α)
∫ t
0
s−α−1f(s)ds if α < 0.
(2.8)
We will need the two-parameter Mittag-Leffler function
Eα,β(z) :=
∞∑
k=0
zk
Γ(αk + β)
, α > 0, β > 0 , (2.9)
which is a generalization of exponential function, E1,1(z) = e
z; see, e.g., [29, Section 1.2].
A function is called completely monotonic if (−1)nf (n)(x) ≥ 0 for n = 0, 1, 2, . . . ; see [34,
Definition 4]. An important fact [31] concerning the Mittag-Leffler function is that
x ∈ R+ 7→ Eα,β(−x) is completely monotonic ⇐⇒ 0 < α ≤ 1 ∧ β. (2.10)
By [20, (2.9.27)], the above Mittag-Leffler function is a special case of the Fox H-function:
Eα,β(z) = H
1,1
1,2
(
−z
∣∣∣ (0,1)
(0,1), (1−β,α)
)
.
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3 Main results
The first two theorems are about the existence, uniqueness and moment estimates of the
solutions to (1.1). The second one, in particular, possesses the same form as the one in [4,
Theorem 3.1]. See also similar results for other equations, e.g., SHE [7, Theorem 2.4], SWE
[6, Theorem 2.3], and SFHE [8, Theorem 3.1].
Theorem 3.1 (Existence, uniqueness and moments (I)). Under (1.9), the spde (1.1) has a
unique (in the sense of versions) random field solution {u(t, x) : (t, x) ∈ R∗+ × Rd} if the
initial data are such that
Ĉt := sup
(s,x)∈[0,t]×Rd
|J0(s, x)| < +∞. (3.1)
Moreover, the following statements are true:
(1) (t, x) 7→ u(t, x) is Lp(Ω)-continuous for all p ≥ 2;
(2) For all even integers p ≥ 2, all t > 0 and x, y ∈ Rd,
||u(t, x)||2p ≤ 2J20 (t, x) +
[
ς2 +2Ĉ2t
]
exp
(
Cλ
2
1−σ t
)
, (3.2)
where C is some universal constant not depending on p, and σ is defined in (2.6).
This theorem is proved in Section 5.6. Note that if the initial data are bounded functions,
then (3.1) is satisfied.
Theorem 3.2 (Existence, uniqueness and moments (II)). If Dalang’s condition (1.9) is
satisfied, then the spde (1.1) has a unique (in the sense of versions) random field solution
{u(t, x) : (t, x) ∈ R∗+×Rd} starting from either initial data that satisfy (3.1) under condition
(1.11) or any Borel measures fromMα,β(R) under condition (1.12). Moreover, the following
statements are true:
(1) (t, x) 7→ u(t, x) is Lp(Ω)-continuous for all p ≥ 2;
(2) For all even integers p ≥ 2, all t > 0 and x, y ∈ Rd,
||u(t, x)||2p ≤
J
2
0 (t, x) +
(
[ς2 +J20 ] ?K
)
(t, x), if p = 2 ,
2J20 (t, x) +
(
[ς2 +2J20 ] ? K̂p
)
(t, x), if p > 2 ;
(3.3)
(3) If ρ satisfies (2.2), then under (1.9), (1.11) and the first two cases of (1.20), for all
t > 0 and x, y ∈ Rd, it holds that
||u(t, x)||22 ≥ J20 (t, x) +
((
ς2 +J20
)
?K) (t, x) . (3.4)
The proof of this theorem is given in Section 5.5.
The following theorem gives the Ho¨lder continuity of the solution for slow diffusion equa-
tions.
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Theorem 3.3. Recall that the constants σ and Θ are defined in (2.6) and (1.9), respectively.
If β ∈ (0, 1] and (3.1) holds, then under (1.9),
sup
(t,x)∈[0,T ]×Rd
||u(t, x)||2p < +∞, for all T ≥ 0 and p ≥ 2. (3.5)
Moreover, we have
I(·, ·) ∈ C 1
2
(1−σ)−, 1
2
min(Θ−d,2)−
(
R+ × Rd
)
, a.s., (3.6)
and (1.16) holds.
Proof. The bound (3.5) is due to (3.1) and (3.3). The proof of (3.6) is straightforward under
(3.5) and Proposition 5.4 (see [5, Remark 4.6]).
In order to use the moment bounds in (3.3) and (3.4), we need some good estimate on
the kernel function K(t, x). Following [4], define the following reference kernel functions:
Gα,β(t, x) :=

cβ
(
4νpitβ
)−d/2
exp
(
− 1
4ν
(
t−β/2|x|)bβc+1) , if α = 2,
cd t
β/α
(t2β/α + |x|2)(d+1)/2
, if α ∈ (0, 2),
(3.7)
for β ∈ (0, 2) where |x|2 = x21 + · · ·+x2d, cβ = 1 if β ∈ [1, 2) and cβ = 2−(1+d)ν−d/2Γ(d/2)/Γ(d)
if β ∈ (0, 1), and cd = pi−(d+1)/2Γ((d+ 1)/2). Define also
G¯α,β(t, x) :=

(
νpitβ
)−d/2
exp
(
−|x|
2
νtβ
)
if α = 2,
cd t
β/α
(t2β/α + |x|2)(d+1)/2
, if α ∈ (0, 2).
(3.8)
These reference kernels are nonnegative and the constants cβ and cd are chosen such that
the integration of these kernels on Rd is equal to one.
Theorem 3.4. Fix λ ∈ R.
(1) Under (1.9) and (1.11), there are two nonnegative constants C and Υ depending on α,
β, γ, and ν, such that, for all (t, x) ∈ R∗+ × Rd,
K(t, x;λ) ≤ C
tσ
Gα,β(t, x)
(
1 + tσ exp
(
λ
2
1−σ Υ t
))
, (3.9)
where σ is defined in (2.6);
(2) Under (1.9), (1.11) and the first two cases in (1.20), there are two nonnegative constants
¯
C and
¯
Υ depending on α, β, γ, and ν, such that, for all (t, x) ∈ R∗+ × Rd,
K(t, x;λ) ≥
¯
C G¯α,β(t, x) exp
(
λ
2
1−σ
¯
Υ t
)
. (3.10)
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Proof. This theorem is due to Propositions 5.10, 5.11 and [4, Proposition 5.2].
The last set of results are the weak intermittency.
Theorem 3.5 (Weak intermittency). Suppose that (1.9) holds and the initial data satisfy
(3.1).
(1) If ρ satisfies (2.1), then for some finite constant C > 0,
mp ≤ C L
2
2(β+γ)−1−dβ/α
ρ p
1+ 1
2(β+γ)−1−dβ/α , for all p ≥ 2 even.
(2) Suppose that the initial data are uniformly bounded from below, i.e., µ(dx) = f(x)dx
and f(x) ≥ c > 0 for all x ∈ Rd. If ρ satisfies (2.2) with |c|+ | ς | 6= 0, then under (1.9),
(1.11) and the first two cases in (1.20), there is some finite constant C ′ > 0 such that
mp ≥ C ′ l
2
2(β+γ)−1−dβ/α
ρ p, for all p ≥ 2.
Proof. By (3.3), (3.9) and (5.11),
||u(t, x)||2p ≤ Ĉ2t + C t−σ
(
ς2 +2Ĉ2t
)(
1 + tσ exp
(
Υ L
2
1−σ
ρ p
1
1−σ t
))
.
Then increase the power by a factor p/2. As for the lower bound, it holds that
||u(t, x)||2p ≥ ||u(t, x)||22 ≥ c2 + ¯C
(
ς2 +c2
)
exp
(
l
2
1−σ
ρ
¯
Υt
)
,
thanks to (3.4) and (3.10).
4 Fundamental solutions
Theorem 4.1. For α ∈ (0, 2], β ∈ (0, 2) and γ ≥ 0, the solution to
(
∂β +
ν
2
(−∆)α/2
)
u(t, x) = Iγt [f(t, x)] , t > 0, x ∈ Rd,
∂k
∂tk
u(t, x)
∣∣∣∣
t=0
= uk(x), 0 ≤ k ≤ dβe − 1, x ∈ Rd,
(4.1)
is
u(t, x) = J0(t, x) +
∫ t
0
ds
∫
Rd
dy f(s, y) tD
dβe−β−γ
+ Z(t− s, x− y), (4.2)
where
J0(t, x) :=
dβe−1∑
k=0
∫
Rd
udβe−1−k(y)∂kZ(t, x− y)dy (4.3)
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is the solution to the homogeneous equation and
Zα,β,d(t, x) := pi
−d/2tdβe−1|x|−dH2,12,3
( |x|α
2α−1νtβ
∣∣∣∣ (1,1), (dβe,β)(d/2,α/2), (1,1), (1,α/2)
)
, (4.4)
Yα,β,γ,d(t, x) := tD
dβe−β−γ
+ Zα,β,d(t, x) = pi
−d/2|x|−dtβ+γ−1H2,12,3
( |x|α
2α−1νtβ
∣∣∣∣ (1,1), (β+γ,β)(d/2,α/2), (1,1), (1,α/2)
)
(4.5)
and, if β ∈ (1, 2),
Z∗α,β,d(t, x) :=
∂
∂t
Zα,β,d(t, x) = pi
−d/2|x|−dH2,12,3
( |x|α
2α−1νtβ
∣∣∣∣ (1,1), (1,β)(d/2,α/2), (1,1), (1,α/2)
)
. (4.6)
Moreover,
FZα,β,d(t, ·)(ξ) = tdβe−1Eβ,dβe(−2−1νtβ|ξ|α), (4.7)
FYα,β,γ,d(t, ·)(ξ) = tβ+γ−1Eβ,β+γ(−2−1νtβ|ξ|α), (4.8)
FZ∗α,β,d(t, ·)(ξ) = Eβ(−2−1νtβ|ξ|α), if β ∈ (1, 2). (4.9)
This theorem is proved in Section 4.2. For convenience, we will use the following notation
Y (t, x) := Yα,β,γ,d(t, x) = tD
dβe−β−γ
+ Z(t, x), (4.10)
Z∗(t, x) := Z∗α,β,d(t, x) =
∂
∂t
Z(t, x), if β ∈ (1, 2). (4.11)
A direct consequence of expression (4.5) is the following scaling property
Y (t, x) = tβ+γ−1−dβ/αY
(
1, t−β/αx
)
. (4.12)
Remark 4.2. By choosing α = 2, d = 1 and β arbitrarily close to 2, one can see that the
first condition in (1.10) suggests the condition γ > −1. However, when γ ∈ (−1, 0), one
needs to specify another initial condition, namely, I1−γt f(t, x)
∣∣
t=0
. For example (Example
4.1 in [29, p.138]), the differential equation
tD
1/2
+ g(t) + g(t) = 0, (t > 0); I
1/2
t g(t)
∣∣∣
t=0
= C,
is solved by g(t) = C
(
1√
pit
− eterfc(√t)
)
. This initial condition is obscure when the driving
term f becomes the multiplicative noise ρ(u(t, x))W˙ (t, x). Hence, throughout this paper, we
assume γ ≥ 0.
This following lemma gives the asymptotics of fundamental solutions Zα,β,d(1, x), Yα,β,γ,d(1, x),
and Z∗α,β,d(1, x) at x = 0 by choosing suitable values for η:
η =

dβe in case of Z,
β + γ in case of Y ,
1 in case of Z∗, when β ∈ (1, 2).
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Lemma 4.3. Suppose α ∈ (0, 2], β ∈ (0, 2), η ∈ R, and d ∈ N. Let
g(x) = x−dH2,12,3
(
xα
∣∣∣ (1,1), (η,β)
(d/2,α/2), (1,1), (1,α/2)
)
, x > 0.
Then as x→ 0+, the followings hold:
g(x) =

Γ(d−α)/2
Γ(η−β)Γ(α/2) x
α−d +O(xmin(2α−d,0)) if η 6= β and d > α : Case 1,
− α
Γ(η−β)Γ(1+d/2) log x+O(1) if η 6= β and d = α : Case 2,
2
α
Γ(1−d/α)Γ(d/α)
Γ(η−dβ/α)Γ(d/2) +O(x
α−d) if η 6= β and d < α : Case 3,
2Γ(d/α)
αΓ(d/2)
+O(x2) if β = η = 1 : Case 4,
−Γ((d−2α)/2)
Γ(−β)Γ(α) x
2α−d +O(xmin(3α−d,0)) if β = η 6= 1 and d/α > 2 : Case 5,
2α
Γ(−β)Γ(1+d/2) log x+O(x
α) if β = η 6= 1 and d/α = 2 : Case 6,
2
α
Γ(1−d/α)Γ(d/α)
Γ(β(1−d/α))Γ(d/2) +O(x
2α−d) if β = η 6= 1 and d/α ∈ (1, 2) : Case 7,
− β
Γ(1+d/2)
+O(xα) if β = η 6= 1 and d/α = 1 : Case 8,
2
α
Γ(1−d/α)Γ(d/α)
Γ(β(1−d/α))Γ(d/2) +O(x
α) if β = η 6= 1 and d/α < 1 : Case 9,
where all the coefficients of the leading terms are finite and nonvanishing.
The calculations in the proof of this lemma is quite lengthy. We postpone it to Appendix
A.1.
Remark 4.4. Since Dalang’s condition (1.9) implies d < 2α, the cases 5 and 6 are void
under (1.9). Combining the rest seven cases in Lemma 4.3, we have that
lim
x→0
Yα,β,γ,d(1, x) =

+∞ if γ > 0 and α ≤ d < 2α : Cases 1–2,
C1 if γ > 0 and α > d = 1 : Case 3,
C2 if γ = 0, β = 1 and α 6= d : Case 4,
C3 if γ = 0, β 6= 1 and d < 2α : Cases 7–9,
(4.13)
and
lim
x→0
Zα,β,d(1, x) =

+∞ if β 6= 1 and α ≤ d < 2α : Cases 1–2,
C4 if β 6= 1 and α > d = 1 : Case 3,
C2 if β = 1 and α 6= d : Case 4,
(4.14)
and when β ∈ (1, 2),
lim
x→0
Z∗α,β,d(1, x) =
{
+∞ if α ≤ d < 2α : Cases 1–2,
C5 if α > d = 1 : Case 3,
(4.15)
where the constants Ci ∈ R \ {0}, i = 1, . . . , 5, only depend on α, β, γ and d. Combining
all these cases, we see that under (1.11), Y (1, x) is bounded at x = 0, and under (1.12), all
functions Z(1, x), Z∗(1, x) and Y (1, x) are bounded at x = 0.
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Lemma 4.5. Yα,β,γ,d(1, x) has the following asymptotic property as |x| → ∞:
Yα,β,γ,d(1, x) ∼
{
Aα|x|−(d+α) if α 6= 2,
A2|x|ae−b|x|c if α = 2,
(4.16)
where the nonnegative constants are
Aα =
−pi
−d/2ν2α−1 Γ((d+α)/2)
Γ(2β+γ)Γ(−α/2) if α 6= 2,
pi−d/2(2− β)d/2−(β+γ)β β(d+2−2(β+γ))2(2−β) (2ν) 2(β+γ)−(d+2)2(2−β) if α = 2,
(4.17)
and
a =
d(β − 1)− 2(β + γ − 1)
2− β , b = (2− β)β
β
2−β (2ν)
1
β−2 , and c =
2
2− β . (4.18)
Moreover, the asymptotic properties for Z(1, x) and Z∗(1, x) are the same as that for Y (1, x)
except that the argument γ in both (4.17) and (4.18) should be replaced by dβe − β and 1,
respectively.
These asymptotics are obtained from [20, Sections 1.5 and 1.7]. We leave the details for
interested readers.
Theorem 4.6. Suppose that α ∈ (0, 2], β ∈ (0, 2), and γ ≥ 0. The functions Z(t, x) :=
Zα,β,d(t, x), Y (t, x) := Yα,β,γ,d(t, x) and Z
∗(t, x) := Z∗α,β,d(t, x), defined in Theorem 4.1,
satisfy the following properties:
(1) For all d ∈ N and β ∈ (0, 1), both functions Z and Y are nonnegative. When β = 1, Z
is nonnegative, and Y is nonnegative if either γ = 0 or γ > 1;
(2) All functions Z, Z∗ and Y are nonnegative if d ≤ 3 and 1 < β < α ≤ 2. When
1 < β = α < 2, Y is nonnegative if γ > (d+ 3)/2− β;
(3) When d ≥ 4, Yα,β,0,d(t, x) assumes both positive and negative values for all α ∈ (0, 2] and
β ∈ (1, 2).
This theorem is proved in Section 4.3. It generalizes the results by Mainardi et al [24] from
one-space dimension to higher space-dimension. Moreover, in [24] only Z when β ∈ (0, 1]
and Z∗ when β ∈ (1, 2) are studied. When β ∈ (1, 2), it also generalizes the results by Pskhu
[28] from α = 2 and γ = 0 to general α ∈ (0, 2] and γ > −1.
4.1 Some special cases
In this part, we list some special cases.
Example 4.7. When γ = 0 or γ = dβe − β, the expressions for Z, Y and Z∗ in Theorem
4.1 recover the results in [9].
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Example 4.8. When α = 2, by [20, Property 2.2], we see that
Z2,β,d(t, x) = pi
−d/2tdβe−1|x|−dH2,01,2
( |x|2
2νtβ
∣∣∣∣ (dβe,β)(d/2,1), (1,1)
)
, (4.19)
and
Y2,β,γ,d(t, x) = pi
−d/2tβ+γ−1|x|−dH2,01,2
( |x|2
2νtβ
∣∣∣∣ (β+γ,β)(d/2,1), (1,1)
)
, (4.20)
and, when β ∈ (1, 2),
Z∗2,β,d(t, x) = pi
−d/2|x|−dH2,01,2
(
x2
2νtβ
∣∣∣∣ (1,β)(d/2,1), (1,1)
)
. (4.21)
In particular, for β ∈ (0, 1) and γ = 0, the expressions for Z and Y recover those in [22, 17].
For Z2,β,d, see also [21, Chapter 6]. When β ∈ (1, 2), γ = 0 and ν = 2, the expression for Y
recovers the result in [28].
Example 4.9. When α = 2 and d = 1, using Lemma A.2 and (A.8), we see that
Z2,β,1(t, x) = |x|−1tdβe−1H1,01,1
(
2x2
νtβ
∣∣∣∣ (dβe,β)(1,2)
)
=
tdβe−1−β/2√
2ν
Mβ/2,dβe
(
|x|√
ν/2 tβ/2
)
, (4.22)
and
Y2,β,γ,1(t, x) = |x|−1tβ+γ−1H1,01,1
(
2x2
νtβ
∣∣∣∣ (β+γ,β)(1,2)
)
=
tβ/2+γ−1√
2ν
Mβ/2,β+γ
(
|x|√
ν/2 tβ/2
)
, (4.23)
and, when β ∈ (1, 2),
Z∗2,β,1(t, x) = |x|−1H1,01,1
(
2x2
νtβ
∣∣∣∣ (1,β)(1,2)
)
=
t−β/2√
2ν
Mβ/2,1
(
|x|√
ν/2 tβ/2
)
, (4.24)
where Mλ,µ(z) is the two-parameter Mainardi functions (see [4]) of order λ ∈ [0, 1),
Mλ,µ(z) :=
∞∑
n=0
(−1)n zn
n! Γ (µ− (n+ 1)λ) , for µ and z ∈ C . (4.25)
For example, M1/2,1(z) =
1√
pi
exp (−z2/4). The one-parameter Mainardi functions Mλ(z) are
used by Mainardi, et al in [24, 23].
Example 4.10. In [24], the fundamental solutions Zα,β,d(t, x) for β ∈ (0, 1] and Z∗α,β,d(t, x)
for β ∈ (1, 2] have been studied for all α ∈ (0, 2) and d = 1. From the Mellin-Barnes
integral representation (6.6) of [24], we can see that the reduced Green function of [24] can
be expressed using the Fox H-function:
Kθα,β(x) =
1
|x|H
2,1
3,3
(
|x|α
∣∣∣∣ (1,1), (1,β), (1,α−θ2 )(1,1), (1,α), (1,α−θ
2
)
)
, x ∈ R, (4.26)
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where α and β have the same meaning as this paper and θ is the skewness: |θ| ≤ min(α, 2−α).
For the symmetric α-stable case, i.e., θ = 0, this expression can be simplified using Lemma
A.2. Hence,
K0α,β(x) =
1√
pi|x|H
2,1
2,3
(
(|x|/2)α
∣∣∣ (1,1), (1,β)
(1/2,α/2), (1,1), (1,α/2)
)
, x ∈ R. (4.27)
Therefore, their fundamental solution [24, (1.3)]
G0α,β(x, t) = t
−β/αK0α,β(t
−β/αx) =
1√
pi|x|H
2,1
2,3
( |x|α
2αtβ
∣∣∣∣ (1,1), (1,β)(1/2,α/2), (1,1), (1,α/2)
)
corresponds, in the case when ν = 2, to our Zα,β,1(t, x) when β ∈ (0, 1] and Z∗α,β,1(t, x) when
β ∈ (1, 2).
Here we draw some graphs3 of these Green functions Y (t, x): see Figures 1 and 2. As β
approaches 2, the graphs of Y (t, x) become closer to the wave kernel 1
2
1|x|≤νt/2.
-4 -2 2 4
0.1
0.2
0.3
0.4
0.5
Figure 1: Some graphs of the function Y2,β,0,1(1, x) with ν = 2, and β = 15/8, 5/3, 3/2, 1,
3/4, 1/2, and 1/8 from top to bottom.
4.2 Proof of Theorem 4.1
Proof of Theorem 4.1. Equations (4.4)–(4.9) have been proved in [9] when γ = 0. Let f̂ and
g˜ denote the Fourier transform in the space variable and the Laplace transform in the time
variable, respectively. Apply the Fourier transform to (4.1) to obtain
∂βû(t, ξ) +
ν
2
|ξ|αû(t, ξ) = Iγt
[
f̂(t, ξ)
]
, ξ ∈ Rd
∂k
∂tk
û(t, ξ)
∣∣∣∣
t=0
= ûk(ξ) , 0 ≤ k ≤ dβe − 1, ξ ∈ Rd .
3 The graphs are produced by truncating the infinite sum in (4.25) by the first 24 terms. In Figure 2,
due to the bad approximations for small t when truncating the infinite sum, the graphs are produced for t
staying away from 0.
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(a) β = 6/5. (b) β = 3/2. (c) β = 15/8.
Figure 2: Graphs of the Green functions Y2,β,0,1(t, x) for 1 < β < 2 for 1 ≤ t ≤ 6 and |x| ≤ 5.
Apply the Laplace transform on the Caputo derivative using [16, Theorem 7.1]:
L [∂β û(t, ξ)] (s) = sβ ˜̂u(s, ξ)− dβe−1∑
k=0
sβ−1−k ûk(ξ).
On the other hand, it is known that (see, e.g., [30, (7.14)]),
LIγt
[
f̂(t, ξ)
]
= s−γ ˜̂f(s, ξ), Re(γ) > 0.
Thus,
˜̂u(s, ξ) = (sβ + ν
2
|ξ|α
)−1 dβe−1∑
k=0
sβ−1−k ûk(ξ) + s−γ
˜̂
f(s, ξ)
 .
Notice that (see [29, (1.80)])
L [tβ−1Eα,β(−λtα)] (s) = sα−β
sα + λ
, for Re(s) > |λ|1/α.
Hence,
û(t, ξ) =
dβe−1∑
k=0
tkEβ,k+1
(
−ν
2
|ξ|αtβ
)
ûk(ξ) +
∫ t
0
dτ τβ+γ−1Eβ,β+γ
(
−ν
2
|ξ|ατβ
)
f̂(τ, ξ),
from which (4.7)–(4.9) are proved. The expressions for Z and Z∗ in (4.4) and (4.6), respec-
tively, are proved in [9]. By the fact that (see [29, (1.82)])
tD
γ
+
(
tβ−1Eα,β(λtα)
)
= tβ−γ−1Eα,β−γ(λtα), γ ∈ R.
Recall that tD
α
+ is the Riemann-Liouville fractional derivative of order α ∈ R (see (2.8)).
Hence, we see that
Y (t, x) = tD
θ
+Z(t, x), with θ := dβe − β − γ,
which can be evaluated using [20, Theorem 2.8] in the same way as in [9] for the case γ = 0.
This completes the proof of Theorem 4.1.
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4.3 Nonnegativity of the fundamental solutions (proof of Theorem
4.6)
We first prove some lemmas.
Lemma 4.11. The following Fox H-functions are nonnegative:
(1) for all θ ∈ (0, 1),
H1,12,2
(
x
∣∣∣ (0,1), (0,θ)
(0,1), (0,θ)
)
=
1
pi
x1/θ
1 + 2x1/θ cos(piθ) + x2/θ
> 0, for x > 0; (4.28)
(2) for all µ > 0 and 0 < θ ≤ min(1, µ),
R 3 x 7→ H1,01,1
(
|x|
∣∣∣ (µ,θ)
(1,1)
)
≥ 0. (4.29)
(3) for all d ∈ N and α ∈ (0, 2],
R 3 x 7→ H1,11,2
(
|x|
∣∣∣ (1,1)
(d/2,α/2), (1,α/2)
)
> 0. (4.30)
Proof. (2) and (3) are covered by Lemma 4.5 and Theorem 3.3 of [9], respectively. As for
(1), expression (4.28) can be found in [24, (4.38)] for the neutral-fractional diffusions. For
completeness, we give a proof here. Because the parameters ∆ and δ, defined in (A.2) and
(A.5), of this Fox H-function are equal to 0 and 1, respectively, Theorem 1.3 implies that for
x ∈ (0, 1),
H1,12,2
(
x
∣∣∣ (0,1), (0,θ)
(0,1), (0,θ)
)
=
∞∑
k=0
(−1)k
k!
Γ(k + 1)
Γ(−kθ)Γ(1 + kθ)x
k/θ
=
∞∑
k=0
−(−1)k sin(pikθ)xk/θ (4.31)
= Im
( ∞∑
k=0
−(−1)kekθixk/θ
)
= −Im 1
1 + eθix1/θ
=
1
pi
x1/θ
1 + 2x1/θ cos(piθ) + x2/θ
,
where we have applied [27, (5.5.3)] in (4.31). Similarly, when x > 1, Theorem 1.4 of [21]
implies that
H1,12,2
(
x
∣∣∣ (0,1), (0,θ)
(0,1), (0,θ)
)
=
∞∑
k=0
(−1)k
k!
Γ(k + 1)
Γ(−(1 + k)θ)Γ(1 + (1 + k)θ)x
−(1+k)/θ
=
∞∑
k=0
(−1)k sin(pi(1 + k)θ)x−(1+k)/θ
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= Im
( ∞∑
k=0
−(−1)kekθix−k/θ
)
= −Im 1
1 + eθix−1/θ
=
1
pi
x1/θ
1 + 2x1/θ cos(piθ) + x2/θ
.
Finally, the existence of this Fox H-function at x = 1 is not covered by Theorem 1.1 of [20]
because ∆ = 0 and µ = 0 (see (A.4) for the definition of the parameter µ). In fact, as one
can see that the series in (4.31) with x = 1 diverges. Nevertheless, we may define that
H1,12,2
(
1
∣∣∣ (0,1), (0,θ)
(0,1), (0,θ)
)
:= lim
x→1
1
pi
x1/θ
1 + 2x1/θ cos(piθ) + x2/θ
=
1
2pi
1
1 + cos(piθ)
> 0.
This completes the proof of Lemma 4.11.
Lemma 4.12. For µ ∈ (0, 2], θ ∈ (0, 2] and d ≥ 1, the function
fd,µ,θ(x) := x
−dH2,01,2
(
x2
∣∣∣ (µ,θ)
(d/2,1), (1,1)
)
, x > 0,
has the following properties:
(a)
d
dx
fd,µ,θ(x) = −2xfd+2,µ,θ(x).
(b) fd,µ,θ(x) =
2√
pi
∫ ∞
x
dz
z√
z2 − x2fd+1,µ,θ(z) for x > 0.
(c) fd,µ,θ(x) ≥ 0 for all x > 0 if θ ≤ 2 min(1, µ) and d ≤ 3.
Proof. (a) Apply [20, Property 2.8] with k = 1, w = −d, c = 1 and σ = 2 to get
d
dx
fd,µ,θ(x) = x
−d−1H2,12,3
(
x2
∣∣∣ (d,2), (µ,θ)
(d/2,1), (1,1), (1+d,2)
)
.
By the recurrence relation of the Gamma function, we see that
Γ(1− d− 2s)
Γ(−d− 2s) Γ(d/2 + s) = −2(s+ d/2)Γ(d/2 + s) = −2Γ(1 + d/2 + s).
By the definition of the Fox H-function, the above expression can be simplified as
d
dx
fd,µ,θ(x) = −2x−d−1H2,11,2
(
x2
∣∣∣ (µ,θ)
((d+2)/2,1), (1,1)
)
= −2xfd+2,µ,θ(x).
(b) By the definition of the Fox H-function,
fd+1,µ,θ(x) = x
−(d+1) 1
2pii
∫
Liγ∞
Γ((d+ 1)/2 + s)Γ(1 + s)
Γ(1− µ− θs) x
−2sds, for any γ > −1, (4.32)
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where the contour Liγ∞ is defined in Definition A.1. Assuming that we can switch the
integrals, which can be made rigorous by writing f in the series form and applying Fubini’s
theorem, we see that∫ ∞
x
dz
z√
z2 − x2fd+1,µ,θ(z) =
1
2pii
∫
Liγ∞
ds
Γ((d+ 1)/2 + s)Γ(1 + s)
Γ(1− µ− θs)
∫ ∞
x
dz
z−2s−d√
z2 − x2 .
By change of variable (z/x)2 − 1 = y and Euler’s Beta integral (see, e.g., [27, 5.12.3 on
p.142]), we see that∫ ∞
x
dz
z−2s−d√
z2 − x2 =
x−2s−d
2
∫ ∞
0
y
1
2
−1(1 + y)−
1
2
− 2s+d
2 dy =
x−2s−d
2
√
pi Γ(d/2 + s)
Γ((d+ 1)/2 + s)
.
Note that the above integral is convergent provided that Re(2s + d) > 0, which is satisfied
by choosing, e.g., γ = Re(s) = 0 in (4.32). Therefore,∫ ∞
x
dz
z√
z2 − x2fd+1,µ,θ(z) =
√
pi
2
x−d
1
2pii
∫
Liγ∞
Γ(d/2 + s)Γ(1 + s)
Γ(1− µ− θs) x
−2sds =
√
pi
2
fd,µ,θ(x).
(c) By the recurrence in (b), we only need to prove the case d = 3. Apply Lemma A.2,
Properties 2.4 and 2.5 in [21] to obtain
f3,µ,θ(x) =
√
pi
4
x−3H1,01,1
(
4x2
∣∣∣ (µ,θ)
(2,2)
)
=
√
pi
8
x−3H1,01,1
(
2x
∣∣∣ (µ,θ/2)
(2,1)
)
=
√
pi
16
x−4H1,01,1
(
2x
∣∣∣ (µ−θ/2,θ/2)
(1,1)
)
.
Then (c) is proved by an application of part (2) of Lemma 4.11.
Proof of Theorem 4.6. By comparing the Fox H-functions in (4.4), (4.5), and (4.6), We only
need to consider the following Fox H-function:
g(x) = H2,12,3
(
x
∣∣∣ (1,1), (η,β)
(d/2,α/2), (1,1), (1,α/2)
)
, x > 0.
The parameter η takes the following values
η =

dβe in case of Z,
β + γ in case of Y ,
1 in case of Z∗.
(1) If β = 1 and γ = 0, then Z = Y and by Property 2.2 of [21],
g(x) = H2,01,2
(
x
∣∣∣ (1,1)
(d/2,α/2), (1,α/2)
)
, x > 0
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which is positive by part (3) of Lemma 4.11. If β < 1, then we can apply Theorem A.5 to
obtain that
g(x) =
∫ ∞
0
H1,11,2
(
t
∣∣∣ (1,1)
(d/2,α/2), (1,α/2)
)
H1,01,1
(x
t
∣∣∣ (η,β)
(1,1)
) dt
t
. (4.33)
In fact, conditions (A.12) are satisfied because
A1 = 0, B1 = d/α, A2 = 1, B2 =∞.
Moreover, a∗1 = 1 and β ∈ (0, 1) implies that a∗2 = 1 − β > 0. Hence, condition (1) of
Theorem A.5 is satisfied. This proves (4.33). If β = 1 and γ > 0, then a∗2 = ∆2 = 0. In view
of condition (3) of Theorem A.5, relation (4.33) is still true if Re(µ2) > −1 with µ2 = 1− η,
i.e., γ > 1. The two Fox H-functions in (4.33) are nonnegative by parts (2) and (3) of Lemma
4.11.
(2) In this case, we have that d ≤ 3. When α = 2, by Property 2.2 of [21] and Lemma 4.12,
g(x) = H2,01,2
(
x
∣∣∣ (η,β)
(d/2,1), (1,1)
)
= xd/2fd,η,β(
√
x) ≥ 0, x > 0,
because β < 2 ≤ 2 min(1, η). If α 6= 2, by Property 2.2 of [21], we see that
g(x) = H3,13,4
(
x
∣∣∣ (1,1), (η,β), (1,α/2)
(d/2,α/2), (1,α/2), (1,1), (1,α/2)
)
, x > 0,
As in the previous case, by Theorem A.5, we see that∫ ∞
0
H2,01,2
(
t
∣∣∣ (η,β)
(d/2,α/2), (1,α/2)
)
H1,12,2
(x
t
∣∣∣ (1,1), (1,α/2)
(1,1), (1,α/2)
) dt
t
= H3,13,4
(
x
∣∣∣ (1,1), (η,β), (1,α/2)
(d/2,α/2), (1,α/2), (1,1), (1,α/2)
)
.
(4.34)
Note that condition (A.12) is satisfied because in this case,
A1 =∞, B1 = min(d, 2)/α, A2 = 1, B2 = 0.
When α < β, then
a∗1 = α− β > 0, a∗2 = 2− α > 0,
and condition (1) in Theorem A.5 is satisfied. When 1 < β = α < 2, then
a∗2 = 2− α > 0, a∗1 = ∆1 = 0, Re(µ1) = 1 +
d
2
− η − 1
2
.
Hence, in view of condition (2) of Theorem A.5, the integral (4.34) is still true if 1 + d/2−
η − 1/2 < −1, i.e., γ > (d+ 3)/2− β.
Now, by Property 2.4 of [21], the first Fox H-function in (4.34) is equal to
2
α
H2,01,2
(
t2/α
∣∣∣ (η,2β/α)
(d/2,1),(1,1)
)
=
2
α
td/αfd,η,2β/α(t
1/α).
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By Lemma 4.12 (c), we see that under the condition that 2β
α
≤ 2 min(1, η), the first Fox H-
function in (4.34) is nonnegative. This condition is satisfied if 1 ≤ β ≤ α ≤ 2. By Property
2.3 in [20], the second Fox H-function in (4.34) is equal to
H1,12,2
(
t
x
∣∣∣∣ (0,1), (0,α/2)(0,1), (0,α/2)
)
.
Thanks to Lemma 4.11 (1), this function is strictly positive for t/x 6= 0 when α ∈ (0, 2).
(3) Now we consider the case when d ≥ 4. The case α = 2 is covered by Lemma 25 of [28].
In the following, we assume that α ∈ (0, 2). By the scaling property, we may only consider
the case t = 1. Hence, it suffices to study the following function
g(x) = x−dH2,12,3
(
xα
∣∣∣ (1,1), (β,β)
(d/2,α/2), (1,1), (1,α/2)
)
, x > 0.
Because a∗ = 2− β > 0, we can apply Theorem 1.7 of [21] to obtain that
g(x) = − Γ((d+ α)/2)
Γ(2β)Γ(−α/2)x
−d−1 +O(x−(d+1)), as x→∞.
The condition α ∈ (0, 2) implies that Γ(−α/2) < 0. Thus, the coefficient of x−d−1 is positive.
Hence, g can assume positive values.
Now we consider the behavior of g(x) around zero. Because β > 1 and 2α < 4 ≤ d, we
can apply the case 6 of Lemma 4.3:
g(x) = −Γ((d− 2α)/2)
Γ(−β)Γ(α) x
2α−d +O(xmin(3α−d,0)), as x→ 0+.
The coefficient of x2α−d is negative because Γ(−β) > 0 for β ∈ (1, 2). Therefore, g(x) can
assume negative values. This completes the proof of Theorem 4.6.
5 Proofs of Theorems 3.1 and 3.2
The proofs of Theorems 3.1 and 3.2 will follow the same arguments as the proof of [7,
Theorem 1.2], which requires some lemmas and propositions.
5.1 Dalang’s condition
Lemma 5.1. Suppose that θ > 1/2 and β ∈ (0, 2). The following statements are true:
(a) There is some nonnegative constant Cβ,θ such that for all t > 0 and λ > 0,∫ t
0
w2(θ−1)E2β,θ(−λwβ)dw ≤ Cβ,θ
t2θ−1
1 + (tλ1/β)min(2β,2θ−1)
, (5.1)
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(b) If β ≤ min(1, θ), then for some nonnegative constant C ′β,θ,∫ t
0
w2(θ−1)E2β,θ(−λwβ)dw ≥ C ′β,θ
t2θ−1
1 + (tλ1/β)min(2β,2θ−1)
,
for all t > 0 and λ > 0.
Remark 5.2. When θ = β = 1, then E1(x) = e
x and thus
∫ t
0
e−2λwdw = (2λ)−1(1 − e−2tλ)
and (5.1) is clear for this case.
Proof of Lemma 5.1. (a) In this case, by the asymptotic property of the Mittag-Leffler func-
tion (see [29, Theorem 1.6]), for some nonnegative constants Ci’s,∫ t
0
w2(θ−1)E2β,θ(−λwβ)dw ≤ C1
∫ t
0
w2(θ−1)
(1 + λ1/βw)2β
dw (5.2)
= C2 t
2θ−1
∫ 1
0
u2(θ−1)
(1 + λ1/βtu)2β
du
= C3 t
2θ−1
2F1(2β, 2θ − 1, 2θ;−tλ1/β) (5.3)
= C4 t
2θ−1H1,22,2
(
tλ1/β
∣∣∣ (1−2β,1), (2(1−θ),1)
(0,1), (1−2θ,1)
)
, (5.4)
where in (5.3) we have applied [27, 15.6.1] under the condition that θ > 1/2, and (5.4) is
due to [20, (2.9.15)]. Notice that ∆ = 0 for the above Fox H-function, which allows us to
apply Theorems 1.7 and 1.11 of [20]. In particular, by [20, Theorem 1.11], we know that
H1,22,2
(
x
∣∣∣ (1−2β,1), (2(1−θ),1)
(0,1), (1−2θ,1)
)
∼ O(1), as x→ 0.
When θ 6= β, by [20, Theorem 1.7],
H1,22,2
(
x
∣∣∣ (1−2β,1), (2(1−θ),1)
(0,1), (1−2θ,1)
)
∼ O (x−min(2β,2θ−1)) , as x→∞.
In particular, when θ = β, by Property 2.2 and (2.9.5) of [20],
H1,22,2
(
x
∣∣∣ (1−2β,1), (2(1−θ),1)
(0,1), (1−2θ,1)
)
= H1,11,1
(
x
∣∣∣ (2(1−θ),1)
(0,1)
)
= Γ(2θ − 1)(1 + x)1−2θ.
(b) When β < min(1, θ), by (2.10), we know that Eβ,θ(−|x|) is nonnegative, hence, for
another nonnegative constant C ′, one can reverse the inequality (5.2). This completes the
proof of Lemma 5.1.
Lemma 5.3 (Dalang’s condition). Let Y (t, x) = Yα,β,γ,d(t, x) with α ∈ (0, 2], β ∈ (0, 2), and
γ > 0. The following two conditions are equivalent:
(i) d < 2α+
α
β
min(2γ−1, 0) ⇐⇒ (ii)
∫ t
0
ds
∫
Rd
dyY (s, y)2 <∞, for all t > 0.
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Proof. (i)⇒(ii): Fix an arbitrary t > 0. By the Plancherel theorem and (4.8), we only need
to prove that ∫ t
0
ds
∫
Rd
dξ s2(β+γ−1)E2β,β+γ(−sβ|ξ|α) < +∞. (5.5)
Notice that d > 0 and Condition (1) together imply that β+γ > 1/2. Thus, we can integrate
ds first using Lemma 5.1 (a). Then it reduces to prove that∫
Rd
1
1 + |ξ|2α+αβ min(2γ−1,0) dξ < +∞,
which is guaranteed by (i).
(ii)⇒(i): The case β ∈ (0, 1] can be proved in the same way as above by an application of
Lemma 5.1 (b). The case β ∈ (1, 2) is trickier. Fix t > 0. Denote the integral in (5.5) by
I(t). Then by change of variables,
I(t) = C
∫ t
0
ds s2(β+γ−1)−
βd
α
∫ ∞
0
dy y
d
α
−1E2β,β+γ(−y).
Note that the double integral is decoupled. The integrability of ds at zero implies that
2(β + γ)− 1− βd
α
> 0, which is equivalent to
d < 2α +
α
β
(2γ − 1). (5.6)
By the asymptotics of Eβ,β+γ(−y) at +∞ (see, e.g., Theorem 1.3 in [29]; note that the
condition β ∈ (1, 2) is used here), we see that there exist y0 > 0 and some constant C > 0
such that
E2β,β+γ(−y) ≥
C
1 + y2
for all y ≥ y0.
Hence, the integrability of dy at zero and infinity implies the following conditions:
d/α > 0 and d/α− 3 < 1. (5.7)
Combining (5.6) and (5.7) gives (i). This completes the proof of Lemma 5.3.
5.2 Some continuity results on Y
This part contains some continuity results on Y . All the results proved in this part will be
used in the proof of Theorem 3.2. In particular, Proposition 5.4 will be used to prove the
Ho¨lder continuity (Theorem 3.3).
Proposition 5.4. Suppose α ∈ (0, 2], β ∈ (0, 2), γ ≥ 0, and (1.9) holds. Then Y (t, x) =
Yα,β,γ,d(t, x) satisfies the following two properties:
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(i) For all 0 < θ < (Θ − d) ∧ 2 and T > 0, there is some nonnegative constant C =
C(α, β, γ, ν, θ, T, d) such that for all t ∈ (0, T ] and x, y ∈ Rd,∫∫
R+×Rd
drdz (Y (t− r, x− z)− Y (t− r, y − z))2 ≤ C |x− y|θ, (5.8)
(ii) If β ≤ 1 and γ ≤ dβe−β, then there is some nonnegative constant C = C(α, β, γ, ν, d)
such that for all s, t ∈ R∗+ with s ≤ t, and x ∈ Rd,∫ s
0
dr
∫
Rd
dz (Y (t− r, x− z)− Y (s− r, x− z))2 ≤ C(t− s)2(β+γ)−1−dβ/α , (5.9)
and ∫ t
s
dr
∫
Rd
dz Y 2 (t− r, x− z) ≤ C(t− s)2(β+γ)−1−dβ/α . (5.10)
Proof. (i) Fix t > 0. By Plancherel’s theorem and (4.8), the left hand side of (5.8) is equal
to
1
(2pi)d
∫ t
0
dr (t− r)2(β+γ−1)
∫
Rd
dξ E2β,β+γ
(−2−1ν(t− r)β|ξ|α) ∣∣e−iξ·x − e−iξ·y∣∣2
=
1
(2pi)d
∫
Rd
dξ (1− cos(ξ · (x− y)))
∫ t
0
dr (t− r)2(β+γ−1) E2β,β+γ
(−2−1ν(t− r)β|ξ|α)
≤ 1
(2pi)d
∫
Rd
dξ (1− cos(ξ · (x− y))) Cβ,γ,T
1 + |ξ|2α+αβ min(0,2γ−1)
where we have applied Lemma 5.1 in the last step (see also the proof of Lemma 5.3). Denote
Θ := 2α + α
β
min(0, 2γ − 1). Because 1− cos(x) ≤ 2 ∧ (x2/2) for all x ∈ R, we only need to
bound ∫
Rd
dξ
2 ∧ [|x− y| |ξ|/√2 ]2
1 + |ξ|Θ ≤ C
′
(
|x− y|−d
∫ √2
0
ud+1
(1 + |x− y|−1u)Θ du
+ |x− y|Θ−d
∫ ∞
√
2
2
uΘ+1−d
du
)
The second integral on the right hand side of the above inequality is finite provided that
Θ > d, which is Dalang’s condition. By [27, 15.6.1], for some constant C > 0,∫ √2
0
ud+1
(1 + |x− y|−1u)Θ du = C 2F1(Θ, 2 + d, 3 + d;−
√
2|x− y|−1),
which is true under the condition that d+ 3 > d+ 2 > 0. By [20, 2.9.15],∫ √2
0
ud+1
(1 + |x− y|−1u)Θ du = C
′′H1,22,2
(√
2|x− y|−1
∣∣∣ (−1−d,1), (1−Θ,1)
(0,1), (−2−d,1)
)
.
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Since ∆ = 0, by [20, Theorem 1.7], for all θ ∈ (0,min(Θ, 2 + d)),∫ √2
0
ud+1
(1 + |x− y|−1u)Θ du = O(|x− y|
θ−d), as |x− y| → 0.
Combining these cases, we have proved (i).
(ii) Denote the left hand side of (5.9) by I. Apply Plancherel’s theorem and use (2.10),
I = C
∫ s
0
dr
∫
Rd
dξ
∣∣∣ (t− r)β+ν−1Eβ,β+ν (−2−1ν(t− r)β|ξ|α)
−(s− r)β+ν−1Eβ,β+ν
(−2−1ν(s− r)β|ξ|α) ∣∣∣2.
Then by Lemma 5.5 below,
I = CC]
∫ s
0
dr
[
(t− r)2(β+γ−1)−dβ/α + (s− r)2(β+γ−1)−dβ/α]−2C ∫ s
0
dr[(t−r)(s−r)]β+γ−1H(r),
where
H(r) =
∫
Rd
Eβ,β+γ(−2−1ν(t− r)β|ξ|α)Eβ,β+γ(−2−1ν(s− r)β|ξ|α)dξ.
By (2.10) and t ≥ s,
H(r) ≥
∫
Rd
E2β,β+γ(−2−1ν(t− r)β|ξ|α)dξ
= (t− r)−2(β+γ−1)
∫
Rd
(t− r)2(β+γ−1)E2β,β+γ(−2−1ν(t− r)β|ξ|α)dξ
= (t− r)−2(β+γ−1)
∫
Rd
Y (t− r, y)2dy
= C](t− r)−dβ/α,
where in the last step we have applied Lemma 5.5. Because β + γ ≤ 1, we see that∫ s
0
dr[(t− r)(s− r)]β+γ−1 H(r) ≥ C]
∫ s
0
dr(t− r)2(β+γ)−1−dβ/α.
Denote ρ := 2(β + γ) − 1 − dβ/α. Note that ρ > 0 is implied by Dalang’s condition (1.9).
Therefore,
I ≤ CC]
ρ
[tρ − (t− s)ρ + sρ − 2((t− s)ρ − sρ)] ≤ CC]
ρ
(t− s)ρ.
This proves (5.9). As for (5.10), by a similar reasoning, we have∫ t
s
dr
∫
Rd
dz Y 2 (t− r, x− z) ≤ CC]
∫ t
s
dr (t− r)2(β+ν−1)−dβ/α = CC]
ρ
(t− s)ρ .
This completes the proof of Proposition 5.4.
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The following lemma is a slight extension of [26, Lemma 1] from the case where γ = 1−β
to a general γ.
Lemma 5.5. Assume that d < 2α, β ∈ (0, 2), and γ ≥ 0. Then∫
Rd
Y 2α,β,γ,d(t, x)dx = C] t
2(β+γ−1)−dβ/α,
for all t > 0, where
C] :=
2
Γ(d/2)(2piν)d/2
∫ ∞
0
ud−1E2β,β+γ(−uα)du. (5.11)
Proof. By Plancherel’s theorem and (4.8),∫
Rd
Y (t, x)2dx =
t2(β+γ−1)
(2pi)d
∫
Rd
E2β,β+γ(−2−1νtβ|ξ|α)dξ
=
2pid/2
Γ(d/2)
t2(β+γ−1)
(2pi)d
∫ ∞
0
rd−1E2β,β+γ(−2−1νtβrα)dr
=
2pid/2
Γ(d/2)
t2(β+γ−1)−dβ/α
(2pi)d
(2/ν)d/2
∫ ∞
0
ud−1E2β,β+γ(−uα)du.
Note that by the asymptotic property of the Mittag-Leffler function ([29, Theorem 1.7]), the
last integral is finite if d < 2α.
The corresponding results to the next Proposition for the SHE, the SFHE, and the SWE
can be found in [7, Proposition 5.3], [8, Proposition 4.7], and [6, Lemma 3.2], respectively.
We need some notation: for τ > 0, α > 0 and (t, x) ∈ R∗+ × Rd, denote
Bt,x,τ,α :=
{
(t′, x′) ∈ R∗+ × Rd : 0 ≤ t′ ≤ t+ τ, |x− x′| ≤ α
}
.
Proposition 5.6. Suppose that β ∈ (0, 2) and γ ∈ [0, dβe−β]. Then for all (t, x) ∈ R∗+×Rd,
there exists a constant A > 0 such that for all (t′, x′) ∈ Bt,x,1/2,1 and all s ∈ [0, t′) and y ∈ Rd
with |y| ≥ A, we have that Y (t′ − s, x′ − y) ≤ Y (t+ 1− s, x− y).
Proof. Without loss of generality, assume that ν = 2.
Case I. We first prove the case where α = 2. The proof here simplifies the arguments
of [4, Proposition 6.1]. Fix (t, x) ∈ R∗+ × Rd. By the scaling property and the asymptotic
property of Y , we have that
Y (t+ 1− s, x− y)
Y (t′ − s, x′ − y) ≈
(
t′ − s
t+ 1− s
)f(β) |x− y|a
|x′ − y|a exp
(
b|x′ − y|c
(t′ − s)βc/2 −
b|x− y|c
(t+ 1− s)βc/2
)
,
as |y| → ∞, where the constants a, b and c are defined in (4.18), and
f(β) = 1 +
dβ
2
− β − ν + aβ
2
.
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Notice that
t+ 1− s
t′ − s = 1 +
t+ 1− t′
t′ − s ≥ 1 +
t+ 1− t′
t′
≥ t+ 1
t+ 1/2
= 1 +
1
2t+ 1
> 1 . (5.12)
If f(β) ≤ 0, then (
t′ − s
t+ 1− s
)f(β)
=
(
t+ 1− s
t′ − s
)|f(β)|
≥ 1.
If f(β) > 0, then(
t′ − s
t+ 1− s
)f(β)
≥
(
t′ − s
t+ 1
)|f(β)|
= (t+ 1)−|f(β)| exp (|f (β)| log(t′ − s)) .
The rest arguments are the same as the proof of [4, Proposition 6.1]. We will not repeat
here.
Case II. Now we consider the case when α ∈ (0, 2). By the scaling property and the
asymptotic property of Y , we have that
Y (t+ 1− s, x− y)
Y (t′ − s, x′ − y) ≈
(
t′ − s
t+ 1− s
)1−2β−ν ( |x′ − y|
|x− y|
)d+α
,
as |y| → ∞. Because β > 1/2 and γ ≥ 0, we see that 1− 2β − γ < 0. Hence, by (5.12),(
t′ − s
t+ 1− s
)1−2β−ν
=
(
t+ 1− s
t′ − s
)2β+ν−1
≥
(
1 +
1
2t+ 1
)2β+ν−1
> 1.
On the other hand,
|x′ − y|
|x− y| ≥
|y| − |x′|
|x|+ |y| ≥
|y| − (|x′ − x|+ |x|)
|x|+ |y| ≥
|y| − 1 + |x|
|x|+ |y| → 1,
as |y| → ∞. Therefore, we can choose a large constant A, such that for all |y| ≥ A and all
(t′, x′) ∈ Bt,x,1/2,1 and s ∈ [0, t′],
Y (t+ 1− s, x− y)
Y (t′ − s, x′ − y) > 1.
This completes the proof of Proposition 5.6.
Proposition 5.7. For all (t, x) ∈ R+ × Rd, 1 < β < 2 and γ ∈ [0, 2− β], we have
lim
(t′,x′)→(t,x)
∫∫
R+×Rd
dsdy (Y (t′ − s, x′ − y)− Y (t− s, x− y))2 = 0.
Proof. This proposition is a consequence of Proposition 5.6. The proof follows the same
arguments as the proof of [4, Proposition 6.4].
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5.3 Estimations of the kernel function K
Let G : R+ × Rd 7→ R with d ∈ N, d ≥ 1 be a Borel measurable function.
Assumption 5.8. The function G : R+ × Rd 7→ R has the following properties:
(1) There is a nonnegative function G(t, x), called reference kernel function, and constants
C0 > 0, σ < 1 such that
G(t, x)2 ≤ C0
tσ
G(t, x) , for all (t, x) ∈ R+ × Rd. (5.13)
(2) The reference kernel function G(t, x) satisfies the following sub-semigroup property: for
some constant C1 > 0,∫
Rd
dy G (t, x− y)G (s, y) ≤ C1 G (t+ s, x) , for all t, s > 0 and x ∈ Rd. (5.14)
Assumption 5.9. The same as Assumption 5.8 except that the two “≤” in (5.13) and
(5.14) are replaced by “≥”. We call the property (5.14) with “≤” replaced by “≥” the
super-semigroup property.
Proposition 5.10. Under conditions (1.9) and (1.11), the function Y (t, x) satisfies As-
sumption 5.8 with the reference kernel Gα,β(t, x) defined in (3.7), two nonnegative constants
C0 and C1, depending on (α, β, γ, ν, d), and σ defined in (2.6).
Proof. The proof is similar to that of [4, Proposition 5.8]. We first note that σ < 1 is implied
by Dalang’s condition (1.9); see (2.7).
Case I. We first consider the case where α = 2. In this case,
Gα,β(t, x) =
(
4νpitβ
)−d/2
exp
(
− 1
4ν
(
t−β/2|x|)bβc+1) .
Notice that
2
2− β > bβc+ 1, for β ∈ (0, 1) ∪ (1, 2),
and when β = 1, the constant b defined in (4.18) reduces to 1/(2ν), which is bigger than
1/(4ν). Hence, by (4.16) and (4.13), we see that
sup
(t,x)∈R+×Rd
Y (t, x)2
t−σG2,β(t, x) = supy∈Rd
Y (1, y)2
G2,β(1, y) =: C0 <∞.
Note that in the application of (4.13) in the above equations we have used the fact that
Dalang’s condition (1.9) implies d < 2α. When β = 1, we see that
G2,1(t, x) = (4νpit)−d/2 exp
(
−|x|
2
4νt
)
,
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and hence, C1 = 1 and (5.14) becomes equality in this case. When β ∈ (0, 1),
G2,β(t, x) =
(
4νpitβ
)−d/2
exp
(
− |x|
4νtβ/2
)
≤
d∏
i=1
(
4νpitβ
)−1/2
exp
(
− |xi|
4νtβ/2
)
.
Then by Lemma 5.10 of [4], for some nonnegative constant C1,∫
Rd
G2,β(t− s, x− y)G2,β(s, y)dy ≤ C1 G2,β(t, x).
When β ∈ (1, 2),
G2,β(t, x) =
(
4νpitβ
)−d/2
exp
(
− |x|
2
4νtβ
)
= G2,1(tβ, x).
Hence, by the semigroup property for the heat kernel,∫
Rd
G2,β(t− s, x− y)G2,β(s, y)dy = G2,1((t− s)β + sβ, x) ≤ 2d(1−β)G2,β(t, x),
where in the last step we have applied the inequalities:
21−βtβ ≤ (t− s)β + sβ ≤ tβ, for β ∈ (1, 2).
Hence, in this case, C1 = 2
(1−β)d. Therefore, Assumption 5.8 is satisfied.
Case II. We now consider the case where α 6= 2. In this case,
Gα,β(t, x) = cn t
β/α
(t2β/α + |x|2)(d+1)/2
= Gp(t
β/α, x),
where Gp(t, x) is the Poisson kernel (see [32, Theorem 1.14]). By the scaling property and the
asymptotic property of Y (1, x) at 0 and∞ shown in (4.13) and (4.16), for some nonnegative
constant C,
Y (t, x) ≤ C t
β+γ−1−dβ/α
(1 + t−2β/α|x|2)(d+α)/2
≤ C t
β+γ−1−dβ/α
(1 + t−2β/α|x|2)(d+1)/4
,
where the second inequality is due to (d+α)/2 ≥ (d+1)/4, which is equivalent to d ≥ 1−2α.
Hence,
sup
(t,x)∈R+×Rd
Y (t, x)2
t−σGα,β(t, x) = supy∈Rd
Y (1, y)2
Gα,β(1, y) =: C0 <∞.
Then, it is ready to see that
Gα,β(t, x) = Gp(tβ/α, x)
By the semigroup property of the Poisson kernel, we have that∫
Rd
Gα,β(t− s, x− y)Gα,β(s, y)dy = Gp
(
sβ/α + (t− s)β/α, x) . (5.15)
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Then use the inequalities
tβ/α ≤sβ/α + (t− s)β/α ≤ 21−β/αtβ/α if β/α ≤ 1,
21−β/αtβ/α ≤sβ/α + (t− s)β/α ≤ tβ/α if β/α > 1, (5.16)
to conclude that for some constant C1 > 0,∫
Rd
Gα,β(t− s, x− y)Gα,β(s, y)dy ≤ C1Gp
(
tβ/α, x
)
= C1Gα,β(t, x).
This completes the proof of Proposition 5.10.
Proposition 5.11. Under (1.9) and the first two cases of (1.20), the function Y (t, x) sat-
isfies Assumption 5.9 with the reference kernel G¯α,β(t, x) defined in (3.8), two nonnegative
constants C0 and C1, depending on (α, β, γ, ν, d), and σ defined in (2.6).
Proof. The proof is similar to the proof of the previous proposition. We have several cases.
Case I: When α = 2 and β ∈ (0, 1), by the scaling property (4.12), and the asymptotics at
zero and infinity in (4.13) and (4.16), we see that
sup
(t,x)∈R+×Rd
t−σG¯2,β(t, x)
Y (t, x)2
= sup
y∈Rd
G¯2,β(1, y)
Y (1, y)2
=:
1
C0
< +∞. (5.17)
By the semigroup property of the heat kernel,∫
Rd
G¯α,β(t− s, x− y)G¯α,β(s, y)dy = G¯α,β
(
(sβ + (t− s)β)1/β, x) ≥ 2(β−1)d/2G¯α,β(t, x),
where the last inequality is due to
tβ ≤ (t− s)β + sβ ≤ 21−βtβ, for β ∈ (0, 1).
Case II: When α < 2 and β ∈ (0, 1 ∨ α), by (4.12) and (4.16),
sup
(t,x)∈R+×Rd
t−σG¯α,β(t, x)
Y (t, x)2
= sup
y∈Rd
G¯α,β(1, y)
Y (1, y)2
=:
1
C0
< +∞.
By the super-semigroup property can be proved in the same way from (5.15) and (5.16).
5.4 A lemma on the initial data
Lemma 5.12. For all compact sets K ⊆ R∗+ × Rd,
sup
(t,x)∈K
([
1 + J20
]
?K) (t, x) <∞,
under the following two cases:
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(1) Both (1.9) and (1.11) are satisfied and the initial data satisfy (3.1);
(2) Both (1.9) and (1.12) are satisfied and the initial data belong to Mα,β (R).
Proof. In both cases, the kernel function K(t, x) has the following upper bound
K(t, x;λ) ≤ C1Gα,β(t, x)
(
t−σ + eC2t
)
.
Part (1) is clear because
([
1 + J20
]
?K) (t, x) ≤ (1 + Ĉt)(1 ?K)(t, x) = C1(1 + Ĉt)( t1−σ
1− σ +
eC2t − 1
C2
)
,
where σ < 1 (see (2.7)). The proof of part (2) requires more work. The case when α = 2 is
proved in Lemma 6.7 of [4]. The proof for α ∈ (0, 2) is similar to that of Lemma 4.9 in [8].
Let
Gα,β,d(t, x) = pi
−d/2tη−1|x|−dH2,12,3
( |x|α
2α−1νtβ
∣∣∣∣ (1,1), (η,β)(d/2,α/2), (1,1), (1,α/2)
)
with η = dβe in case of Z and η = 1 in case of Z∗. Hence, we need only consider J0(t, x) =
(|µ| ∗G(t, ·))(x). By the asymptotic properties both at infinity and at zero (see Lemma 4.5
and Remark 4.4), we have that for all t ∈ (0, T ],
G(t, x) = tη−1−dβ/αG(1, t−β/αx) ≤ C t
η−1−dβ/α
1 + |t−β/αx|d+α ≤
C tη−1−dβ/α(1 ∨ T )dβ
1 + |x|d+α .
Thus, for s ∈ (0, t],
J0(s, y) ≤ ACsη−1−dβ/α(1 ∨ t)dβ,
where
A = sup
y∈R
∫
R
|µ|(dy) 1
1 + |x− y|1+α .
The rest of the proof follows line-by-line the proof of part (2) of Lemma 4.9 in [8]. This
completes the proof of Lemma 5.12.
5.5 Proof of Theorem 3.2
Proof of Theorem 3.2. The proof is the same as the proof of [4, Theorem 3.1], which in turn
follows the same six steps as those in the proof of [7, Theorem 2.4] with some minor changes:
The proof relies on estimates on the kernel function K(t, x), which is given by Proposition
5.10.
In the Picard iteration scheme, one needs to check the Lp(Ω)-continuity of the stochastic
integral. This will guarantee that the integrand in the next step is again in P2, via [7, Propo-
sition 3.4]. Here, the statement of [7, Proposition 3.4] is still true by replacing in its proof
[7, Proposition 3.5] by either Proposition 5.4 for the slow diffusion equations or Proposition
5.7 for the fast diffusion equations, and replacing [7, Proposition 5.3] by Proposition 5.6.
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In the first step of the Picard iteration scheme, the following property, which determines
the set of the admissible initial data, needs to be verified: for all compact sets K ⊆ R+×Rd,
sup
(t,x)∈K
([
1 + J20
]
?K) (t, x) < +∞.
For the SHE, this property is proved in [7, Lemma 3.9]. Here, Lemma 5.12 gives the desired
result with minimal requirements on the initial data. This property, together with the
calculation of the upper bound on K(t, x) in Theorem 3.4, guarantees that all the Lp(Ω)-
moments of u(t, x) are finite. This property is also used to establish uniform convergence of
the Picard iteration scheme, hence Lp(Ω)–continuity of (t, x) 7→ I(t, x).
The proof of (3.4) is identical to that of the corresponding property in [7, Theorem 2.4].
This completes the proof of Theorem 3.2.
5.6 Proof of Theorem 3.1
Proof of Theorem 3.1. The proof of Theorem 3.1 is similar to that for Theorem 3.2. Because
Ĉt = sup
(s,x)∈[0,t]×Rd
|J0(s, x)| <∞, for all t > 0,
the Picard iterations in the proof of Theorem 2.4 [7] give the following the moment formula
||u(t, x)||2p ≤ 2J(t, x)2 +
[
ς2 +2Ĉ2t
] (
1 ? K̂p
)
(t, x).
Note that the function (1 ?Kp) (t, x) is a function of t only. For convenience, we denote it as
H(t;λ) :=
∫ t
0
ds
∫
Rd
dy K(s, y;λ). (5.18)
Therefore, we need only to prove that H(t;λ) is finite, which is proved in Lemma 5.13 below.
This completes the proof of Theorem 3.1.
Lemma 5.13. For all α ∈ (0, 2], β ∈ (0, 2), γ ≥ 0, and d ∈ N, under Dalang’s condition
(1.9), we have that
H(t;λ) ≤ exp
(
Cλ
2
1−σ t
)
,
for all t > 0 and λ ∈ R, where σ is defined in (2.6) and C is some constant depending on α,
β, γ and d.
Proof. By Lemma 5.5,
(1 ? L0)(t, x) ≤ C]
∫ t
0
ds s2(β+γ−1)−dβ/α =
C]s
θ
θ
,
where C] is defined in (5.11) and θ = 1 − σ. Note that θ > 0 is guaranteed by Dalang’s
condition (1.9). Now we claim that, for n ≥ 0,
(1 ? Ln)(t, x) ≤
Cn+1] Γ (θ)
n+1 t(n+1)θ
Γ((n+ 1)θ + 1)
, (5.19)
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of which the case n = 0 is just proved. Assume that (5.19) holds for n. By the above
calculations, we see that
(1 ? Ln+1) (t, x) ≤
Cn+2] Γ (θ)
n+1
Γ((n+ 1)θ + 1)
∫ t
0
ds (t− s)(n+1)θsθ = C
n+2
] Γ (θ)
n+2 t(n+2)θ
Γ((n+ 2)θ + 1)
.
Therefore,
H(t;λ) =
∞∑
n=0
λ2(n+1)(1 ? Ln)(t, x) ≤ Eθ,θ+1
(
C]Γ(θ)λ
2tθ
)
.
Then apply the asymptotic property of the Mittag-Leffler function (see, e.g., [29, Theorem
1.3]). This completes the proof of Lemma 5.13.
A Appendix: Some properties of the Fox H-functions
In this section, we follow the notation of [20].
Definition A.1. Let m,n, p, q be integers such that 0 ≤ m ≤ q, 0 ≤ n ≤ p. Let ai, bi ∈ C
be complex numbers and let αj, βj be positive numbers, i = 1, 2, · · · , p; j = 1, 2, · · · , q. Let
the set of poles of the gamma functions Γ(bj +βjs) doesn’t intersect with that of the gamma
functions Γ(1− ai − αis), namely,{
bjl =
−bj − l
βj
, l = 0, 1, · · ·
}⋂{
aik =
1− ai + k
αi
, k = 0, 1, · · ·
}
= ∅
for all i = 1, 2, · · · , p and j = 1, 2, · · · , q. Denote
Hmnpq (s) :=
∏m
j=1 Γ(bj + αjs)
∏n
i=1 Γ(1− ai − αis)∏p
i=n+1 Γ(aj + αis)
∏q
j=m+1 Γ(1− bj − αjs)
,
The Fox H-function
Hm,np,q (z) ≡ Hm,np,q
[
z
∣∣∣∣ (a1, α1) · · · (ap, αp)(b1, β1) · · · (bq, βq)
]
is defined by the following integral
Hmnpq (z) =
1
2pii
∫
L
Hmnpq (s)z−sds , z ∈ C , (A.1)
where an empty product in (A.1) means 1, and L in (A.1) is the infinite contour which
separates all the points bjl to the left and all the points aik to the right of L. Moreover, L
has one of the following forms:
(1) L = L−∞ is a left loop situated in a horizontal strip starting at point −∞ + iφ1 and
terminating at point −∞+ iφ2 for some −∞ < φ1 < φ2 <∞
(2) L = L+∞ is a right loop situated in a horizontal strip starting at point +∞ + iφ1 and
terminating at point ∞+ iφ2 for some −∞ < φ1 < φ2 <∞
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(3) L = Liγ∞ is a contour starting at point γ − i∞ and terminating at point γ + i∞ for
some γ ∈ (−∞,∞)
According to [20, Theorem 1.1], the integral (A.1) exists, for example, when
∆ :=
q∑
j=1
βj −
p∑
i=1
αi ≥ 0 and L = L−∞, (A.2)
or when
a∗ :=
n∑
i=1
αi −
p∑
i=n+1
αi +
m∑
j=1
βj −
q∑
j=m+1
βj ≥ 0 and L = Liγ∞. (A.3)
The following two parameters of the Fox H-functions (A.1) will be used in this paper:
µ =
q∑
j=1
bj −
p∑
i=1
ai +
p− q
2
, (A.4)
and
δ =
p∏
i=1
α−αii
q∏
j=1
β
βj
j . (A.5)
Lemma A.2. For b ∈ C and β > 0, there holds the relation
H2+m,np,2+q
(
z
∣∣∣ (ai,αi)1,p
(b,β),(b+1/2,β),(bj ,βj)1,q
)
= 21−2b
√
pi H1+m,np,1+q
(
4βz
∣∣∣ (ai,αi)1,p
(2b,2β),(bj ,βj)1,q
)
and
Hm,np,2+q
(
z
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q , (b,β),(b+1/2,β)
)
= 4−bpi−1/2 H1+m,np,1+q
(
4βz
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q , (2b,2β)
)
.
Proof. Let
H(s) =
∏m
j=1 Γ(bj + βjs)
∏n
i=1 Γ(1− ai − αis)∏p
i=n+1 Γ(ai + αis)
∏q
j=m+1 Γ(1− bj − βjs)
.
By the definition of the Fox H-function,
H2+m,np,2+q
(
z
∣∣∣ (ai,αi)1,p
(b,β),(b+1/2,β),(bj ,βj)1,q
)
=
1
2pii
∫
L
H(s)Γ(b+ βs)Γ(b+ 1/2 + βs)z−sds.
By the duplication rule of the Gamma function [27, 5.5.5 on p. 138]
Γ(z)Γ(z + 1/2) =
√
pi21−2zΓ(2z), 2z 6= 0,−1,−2, . . . , (A.6)
we have that
H2+m,np,2+q
(
z
∣∣∣ (ai,αi)1,p
(b,β),(b+1/2,β),(bj ,βj)1,q
)
= 21−2b
√
pi
1
2pii
∫
L
H(s)Γ(2b+ 2βs)(4βz)−sds.
Then apply the definition of the Fox H-function. The second relation can be proved similarly.
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Here are some direct consequences of this lemma:
H1+m,n1+p,1+q
(
z
∣∣∣ (ai,αi)1,p, (b,β)
(2b,2β), (bj ,βj)1,q
)
= 22b−1pi−1/2 H1+m,np,1+q
(
4βz
∣∣∣ (ai,αi)1,p
(1/2+b,β), (bj ,βj)1,q
)
,
H1+m,n1+p,1+q
(
z
∣∣∣ (ai,αi)1,p, (1/2+b,β)
(2b,2β), (bj ,βj)1,q
)
= 22b−1pi−1/2 H1+m,np,1+q
(
4βz
∣∣∣ (ai,αi)1,p
(b,β), (bj ,βj)1,q
)
,
Hm,1+n1+p,1+q
(
z
∣∣∣ (1/2+b,β), (ai,αi)1,p
(bj ,βj)1,q , (2b,2β)
)
= 4bpi1/2 Hm,np,1+q
(
4−βz
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q , (b,β)
)
,
Hm,1+n1+p,1+q
(
z
∣∣∣ (1/2+b,β), (ai,αi)1,p
(bj ,βj)1,q , (2b,2β)
)
= 4bpi1/2 Hm,np,1+q
(
4−βz
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q , (b,β)
)
.
Remark A.3. In [4], the Green function Gβ(t, x), which corresponds to Y2,β,dβe−β,1(t, x), is
represented using the two-parameter Mainardi function of order λ ∈ [0, 1) (see (4.25)). By the
series expansion of the Fox H-function ([20, Theorem 1.3], which requires that ∆ = 1−λ > 0),
one can see that
Mλ,µ(z) = z
−1H1,01,1
(
z
∣∣∣ (µ,λ)
(1,1)
)
, λ ∈ [0, 1). (A.7)
By Property 2.4 of [20], the above relation can also be written as
H1,01,1
(
z2
∣∣∣ (µ,λ)
(1,2)
)
=
z
2
Mλ/2,µ(z), λ ∈ [0, 1). (A.8)
Remark A.4. Another commonly used special function in this setting, such as in [28], is
Wright’s function [36, 35, 37] (see also [23, Appendix F]):
φ(λ, µ; z) :=
∞∑
k=0
zk
k!Γ(µ+ λk)
, for λ > −1, µ ∈ C. (A.9)
We adopt the notation φ that is used by E. M. Wright in his original papers. By (2.9.29)
and Property 2.5 of [20],
φ(λ, µ; z) =

z−1H1,00,2
(
z
∣∣∣
(1,1), (1+λ−µ,λ)
)
if λ > 0,
z−1H1,01,1
(
z
∣∣∣ (µ−λ,−λ)
(1,1)
)
if λ ∈ (−1, 0].
(A.10)
Comparing (A.7) and (A.10), we see that
Mλ,µ(z) = φ(−λ, µ− λ; z), for λ ∈ (0, 1]. (A.11)
The following theorem is a simplified version of Theorems 2.9 and 2.10 in [21], which is
sufficient for our use in the proof of Theorem 4.6.
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Theorem A.5. Let (a∗1,∆1, µ1) and (a
∗
2,∆2, µ2) be the constants (a
∗,∆, µ) defined in (A.3),
(A.2) and (A.4) for the following two Fox H-functions:
Hm,np,q
(
x
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q
)
and HM,NP,Q
(
x
∣∣∣ (di,δi)1,P
(cj ,γj)1,Q
)
,
respectively. Denote
A1 = min
1≤i≤n
1− Re(ai)
αi
, B1 = min
1≤j≤m
Re(bj)
βj
,
A2 = min
1≤j≤M
Re(cj)
γj
, B2 = min
1≤i≤N
1− Re(di)
δi
,
with the convention that min(φ) = +∞. If either of the following four conditions holds
(1) a∗1 > 0 and a
∗
2 > 0;
(2) a∗1 = ∆1 = 0, Re(µ1) < −1 and a∗2 > 0;
(3) a∗2 = ∆2 = 0, Re(µ2) < −1 and a∗1 > 0;
(4) a∗1 = ∆1 = 0, Re(µ1) < −1 and a∗2 = ∆2 = 0, Re(µ2) < −1,
and if
A1 +B1 > 0, A2 +B2 > 0, A1 + A2 > 0, B1 +B2 > 0, (A.12)
then, for all z > 0, x ∈ R,
Hm+M,n+Np+P,q+Q
(
zx
∣∣∣ (ai,αi)1,n, (di,δi)1,P , (ai,αi)n+1,p
(bj ,βj)1,m, (cj ,γj)1,Q, (bj ,βj)m+1,q
)
=
∫ ∞
0
Hm,np,q
(
zt
∣∣∣ (ai,αi)1,p
(bj ,βj)1,q
)
HM,NP,Q
(x
t
∣∣∣ (di,δi)1,P
(cj ,γj)1,Q
) dt
t
.
Proof. By Property 2.3 of [21],
HM,NP,Q
(x
t
∣∣∣ (di,δi)1,P
(cj ,γj)1,Q
)
= HN,MQ,P
(
t
x
∣∣∣∣ (1−cj ,γj)1,Q(1−di,δi)1,P
)
. (A.13)
If condition (1) holds, one can apply Theorem 2.9 of [21] with η = 0, σ = 1, w = 1/x,
and with the following replacements: N → M , M → N , P → Q, Q → P , cj → 1 − cj,
di → 1− di. If either of conditions (2)–(4) holds, we apply Theorem 2.10 of [21] in the same
way. Note that the parameters µ for both Fox H-functions in (A.13) are equal.
A.1 Proof of Lemma 4.3
Proof of Lemma 4.3. Let
f(x) = H2,12,3
(
x
∣∣∣ (1,1), (η,β)
(d/2,α/2), (1,1), (1,α/2)
)
.
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Then g(x) = x−df(xα). Let
Hd,α,β,η(s) :=
Γ(d/2 + αs/2)Γ(1 + s)Γ(−s)
Γ(η + βs)Γ(−αs/2) .
Denote the poles of Γ(1 + s) and Γ(d/2 + αs/2) by
A := {−(1 + k) : k = 0, 1, 2, · · · } and B :=
{
−2l + d
α
: l = 0, 1, 2, · · ·
}
,
respectively. According to the definition of Fox H-function, to calculate the asymptotic at
zero, we need to calculate the residue of Hd,α,β,η(s)z
−s at the rightmost poles in A ∪ B.
Because a∗ = 2 − β > 0, all the nigh cases are covered by either (1.8.1) or (1.8.2) of [21].
The notation h∗jl below follows from (1.3.5) of [21].
Case 1. Assume that η 6= β and d/α > 1. In this case, the rightmost residue in A ∪ B is
at s = −1 and it is a simple pole. Hence,
h∗20 =
Γ ((d− α)/2)
Γ(η − β)Γ(α/2) > 0,
and
f(x) = h∗20x+O
(
xmin(2,d/α)
)
, as x→ 0+.
Case 2. Assume that η 6= β and d/α = 1. The rightmost residue in A ∪ B is at s = −1
and it is of order two. Hence,
Res
s=−1
(Hd,d,β,η(s)x
−s) = lim
s→−1
[
(s+ 1)2Hd,d,β,η(s)x
−s]′
= lim
s→−1
([
(s+ 1)2Hd,d,β,η(s)
]′ − (s+ 1)2Hd,d,β,η(s) log x)x−s
= Cx− 1
Γ(η − β)Γ(1 + d/2)x log x,
where we have used the fact that Γ(x) has simple poles at x = −n, n = 0, 1, . . . , with residue
(−1)n
n!
. Therefore,
f(x) = − 1
Γ(η − β)Γ(1 + d/2)x log x+O(x), as x→ 0+.
Case 3. Assume that η 6= β and d/α < 1. The rightmost residue in A∪B is at s = −d/α
and it is a simple pole. Hence,
h∗10 =
2
α
Γ(1− d/α)Γ(d/α)
Γ(η − dβ/α)Γ(d/2) > 0, (A.14)
where the nonnegativity is due to the fact that η ≥ β > βd/α. Therefore,
f(x) = h∗10x
d/α +O(xmin((d+2)/α,1)) = h∗10x
d/α +O(x), as x→ 0+.
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Case 4. Assume that η = β = 1. By Property 2.2 of [21],
f(x) = H1,11,2
(
x
∣∣∣ (1,1)
(d/2,α/2), (1,α/2)
)
.
Hence,
h∗10 =
2Γ(d/α)
αΓ(d/2)
6= 0,
and
f(x) = h∗10x
d/α +O(x(d+2)/α), as x→ 0+.
Case 5. Assume that η = β 6= 1 and d/α > 2. The rightmost residue in A∪B is at s = −1,
but this residue is vanishing because lims→−1 1/Γ(β + βs) = 0. The rightmost nonvanishing
residue in A ∪B is at s = −2 and it is a simple pole. Hence,
h∗21 = −
Γ((d− 2α)/2)
Γ(−β)Γ(α) .
Hence,
f(x) = h∗21x
2 +O(xmin(3,d/α)), as x→ 0+.
Case 6. Assume that η = β 6= 1 and d/α = 2. As in Case 6, the rightmost nonvanishing
residue in A ∪B is at s = −2, and it is of order two. Then
Res
s=−2
(Hd,d/2,β,β(s)x
−s) = lim
s→−2
[
(s+ 2)2Hd,d/2,β,β(s)x
−s]′
= lim
s→−2
([
(s+ 2)2Hd,d/2,β,β(s)
]′ − (s+ 2)2Hd,d/2,β,β(s) log x)x−s
= Cx2 +
2
Γ(−β)Γ(1 + d/2)x
2 log x.
Therefore,
f(x) =
2
Γ(−β)Γ(1 + d/2)x
2 log x+O(x3), as x→ 0+.
Case 7. Assume that η = β 6= 1 and d/α ∈ (1, 2). As in Case 6, because h∗20 ≡ 0, the
rightmost nonvanishing residue in A ∪B is at s = −d/α, and it is a simple pole. Hence,
f(x) = h∗10x
d/α +O(x2), as x→ 0+,
where h∗10 is defined in (A.14) with η replaced by β.
Case 8. Assume that η = β 6= 1 and d/α = 1. The rightmost nonvanishing residue in
A ∪B is at s = −1, and it is of order two. Hence,
Res
s=−1
(Hd,d,β,β(s)x
−s) = lim
s→−1
[
(s+ 1)2Hd,d,β,β(s)x
−s]′
= lim
s→−1
[H1(s)′H2(s) +H1(s)H2(s)′ −H1(s)H2(s) log x]x−s,
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where
H1(s) = (s+ 1)2Γ((1 + s)d/2)Γ(1 + s) and H2(s) = Γ(−s)
Γ(β + βs)Γ(−ds/2) .
As calculated in the proof of Lemma 7.1 of [9], we have that
H1(−1) = lim
s→−1
H∗1(s) =
2
d
= lim
s→−1
(1 + s)2
((1 + s)d/2)(1 + s)
=
2
d
,
H2(−1) = lim
s→−1
H∗2(s) = 0,
d
ds
H2(s)
∣∣∣∣
s=−1
= lim
s→−1
Γ(−s)
Γ(−ds/2)
(
1
Γ(β(1 + s))
)′
=
Γ(1)
Γ(d/2)
lim
s→−1
−ψ(β(1 + s))
Γ(β(1 + s))
=
β
Γ(d/2)
,
where ψ(z) is the digamma function and the last limit is due to (5.7.6) and (5.7.1) of [27].
Therefore,
Res
s=−1
(Hd,d,β,β(s)x
−s) =
β
Γ(1 + d/2)
x,
and
f(x) =
β
Γ(1 + d/2)
x+O(x2), as x→ 0+.
Case 9. Assume that η = β 6= 1 and d/α < 1. The first nonvanishing residue in A ∩B is
at s = −d/α and it is a simple pole. Hence,
f(x) = h∗10x
d/α +O(x), as x→ 0+,
where h∗10 is defined in (A.14) with η replaced by β. This completes the whole proof of
Lemma 4.3.
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