NOTICE
Introduction
Application of two-fluid model computer codes for prediction of gas-liquid flows relies on the availability of an experimental database from which an understanding of fundamental physical phenomena can be developed. Such a database is also required to rigorously assess a code's predictive capability. Most of the experimental data in the open literam apply to air-water flows through circular geometries at atmospheric conditions. Detailed two-phase flow data for different fluids, in particular for low liquid-to-gas density ratios through nonc$xcular geometries at elevated temperature and pressure conditions, are seriously lacking.
Annular two-phase flow usually occurs through a transition from the slugkhurn-turbulent flow regime at high average void fractions. In such flows, the liquid phase is transported ' in both a f i l m along the walls and as droplets entrained in the central gas core. The ratio of the liquid phase in the film to that in droplet form varies according to a number of parameters, including the fluid flow rates and the liquid-to-gas density ratio. The interface between the Quid film and the vapor core is characterized by disturbance (or roll) waves. These waves often have heights which are several times larger than the mean liquid film thickness, and can travel relative to the liquid film at significant velocities. At high gas velocities, the roll wave crests are sheared off, causing the entrainment of droplets into a highly turbulent vapor core. Droplets can also be formed by the disintegration of the liquid bridges in the churn-turbulent regime. The droplefs thus formed are transferred and redeposited on the film.
. Physically based models for annular two-phase flows account for the split of the liquid and vapor phases between continuous and dispersed fields. Hewitt and Hall-Taylor (1970) state that droplet size is important in determining the m a s and heat transfer behavior of the system, and for determining the velocity of the droplets with respect to the gas phase. The inference is that the droplet size and velocity are usually not simultaneously measured. Indeed, measurements of both droplet size and droplet velocity profiles in annular flow have been reported in only a few publications madded et &., 1985; Tayali et al., 1990; Azzopardi and Tekeira, 1994a;b). These previous measurements were made in air-water flows for a wide range flow rates using laser-based velocity and sizing techniques. Ueda (1979) provided a droplet size correlation based on data obtained in air-water, various aqueous solutions, and low liquid-to-gas density ratio refrigerant flows. There have also been mechanistic models and correlations based on shearing of roll waves (e.g., Tatterson et aZ., 1977;
Kataoka et aL, 1983; Lopes and Dukler, 1985) which were developed primarily from air-water data at atmospheric conditions. These models tend to deviate from the experimental data for low liquid-to-gas density ratios. Kocamustafaogullari et al. (1994) developed a droplet size mo&l accounting for the break-up of the droplets in addition to the shearing of the roll waves. Their model has not been tested against detailed local measurements of droplet size in heated systems, especially in geometries other than circular cross-sections. As pointed out by Lopes and Dukler, the location at which droplet sampling is made in the vapor core is critical for validating different models.
Few local measurements of droplet size, droplet velocity and void fraction we available for heated systems with low liquid-to-gas density ratios. In addition, the majority of open literature information involves circular pipes. The present study was undertaken to acquire local data in two-phase flows through a vertical duct geometry, at pressures significantly above atmospheric.
This study expands upon earlier work (Trabold et aZ., 1997) by concentrating attention on annular flow phenomena through the application of a variety of advanced instrumentation techniques. The working fluid for all the experiments was R-134a1, one of the relatively new class of nonchlorinated refrigerant fluids which does not deplete the ozone layer. This fluid is widely used in heat exchangers, air conditioning and refrigeration systems, and is recommended as a replacement for R-113 and R-114. Aside from its practical importance, R-134a is also of scientific interest because of its very low liquid-to-vapor density ratio and low surface tension (7.3 and 0.0021 N/m, respectively, at 2.4 MPa).
The specific objectives of this study are to: 1) extend the annular flow database in refrigerant flows through a vertical duct at pressures much higher than atmospheric pressure; 2) provide The inlet to the test section is comprised of three independent flow zones which enable the introduction of different flow rates andor fluid enthalpies. This feature permits the investigation of flows with nonuniform inlet boundary conditions. For all experiments documented in this paper, the inlet flow was introduced either entirely through the center zone, or evenly divided among the three zones. In the latter case, the fluid enthalpy was not varied across the test section inlet.
The experimental results indicate that the manner in which the flow enters the test section has no discernible effect on measurements taken at downstream locations.
The gamma densitometer provides a direct measurement of the density of a two-phase mixture in the path of a gamma beam through the following relationship:
where I, and p.t are calibration constants obtained from gamma count measurements at each desired measurement position, with an empty test section and a subcooled liquid-filled test section. I is the count rate measured for the two-phbse test condition. The two-phase density is related to the void fraction and vapor and liquid densities through the following relationship:
where a is the void fraction, pi is the density of the liquid phase, and pg is the density of th phase. Solving for a yields:
The liquid and vapor phase densities are determined from a database for R-134a saturation prop-
erties at the measured test section exit temperature.
The GDS currently being used in the R-134a test facility features a 9 curie Cesium-137 gamma source and a NaI detector. The constant temperature hot-film anemometer technique was used previously for various ..
two-phase flow measurements in R-114 and R-134a and is described in detail by Trabold et aZ. (1994; 1997) . The single sensor HFA probes used in this previous work afforded measurements of .
both local void fraction and interfacial frequency profiles. For the present testing program, a dualsensor probe was installed at XI& = 182 and the center of the Y dimension (Figure l) , through a hole in a quartz window (Figm 2). As illustrated in Figure 3 , the HFA probe is comprised of two active sensing elements which are separated in the streamwise (X) dimension by a known distance. The probe used in the present tests had platinum film sensors with a 25 pm diameter and 254 pm active length, and a measured sensor separation distance of 1.44 f 0.01 mm.
The use of two sensors permits acquisition of interfacial velocity measurements based on the cross-correlation between two output voltage signals:
The peak in the E(%) versus time plot corresponds to the most probable time required for a gas-liq-. An amplifier in the resistive bridge circuit increases the current through the sensor to maintain it at a constant temperature. The subsequent voltage decrease, which tends to be somewhat slower, is due to the heating of the droplet and penetration of the rear droplet interface. P~vious researchers (e.g., Goldschmidt and Householder, 1969; Mahler and Mangus, 1984) observed for dispersed liquid experiments with water and oil that the droplets adhere to the HFA sensor element, heat up, and then evaporate. For SUVA droplets, it is considered unlikely that the same process occurs since the surface tension is lower and the motion of droplets above a certain critical size is not significantly impeded. The close agreement between droplet velocities obtained with the HFA probe via cross-correlation and the nonintrusive laser Doppler velocimetry technique, discuss4 below, tends to support this interpretation. Also, the droplet heating process is not as significant when the droplets are at or near the saturation temperature.
A typical output voltage sample histogm associated with a dispersed liquidcontinuous vapor waveform is shown in Figure 4c . 
J a e r Do ppler Velocimeter (LDV)
Laser Doppler velocimetry is a well established instrument for velocity measurements in At low void k t i o n s (less than 0.7), the irregularities in the film make it impossible to obtain any droplet measurements.
A backscatter fiber optic LDV probe was used to a c q k the droplet velocity measurements. The probe was equipped with a short focal length lens (122 mm) to produce a measurement volume about 0.25 mm long. The probe was mounted on a traversing slide to enable motion in the test section thickness (2) dimension. When droplet measurements were desired, the probe was moved forward toward the test section. The position at which Doppler signals first appeared was judged to be the near wall (i.e., the wall closest to the probe). Measurements were taken across the test section thickness dimension with a positioning uncertainty of about io. 13 mm. The beam power at the probe exit was between 40 and 75 mW.
The Doppler signals were analyzed for velocity using a counter-timer signal processor.
Input signals must first pass a voltage'threshold; if a signal is greater than a minimum amplitude, it is processed for velocity. However, if the processor gain is set too high, noise may be misinter-___ a preted as a valid signal. To ensure that the gain was not excessive during the experiments, a comparison check was employed to assess the repeatability of the time for each cycle Within a given Doppler burst. Also, an additional data quality check was performed by occasionally blocking one of the LDV beams to confirm that the data rate fell to zero. If noise appeared in the velocity histograms (usually in the form of stray velocity samples separated from the main peak) it was removed using the data analysis software. These samples usually accounted for less than 10% of the total number of samples.
Typical data rates for the velocity measurements were between 2 and 20 Hz, depending on , the measurement location inside the test section. Between 500 and lo00 velocity samples were obtained at each measurement location over a period of 2 to 5 minutes. LDV measukments were only taken across the near half of the test section Zdimension because of &e difficulty in obtaining a reasonable data rate as the beams penetrated further into the test section.
asurement Uncertarntv
The measurement uncertainty for all test section instrumentation was calculated based on the root-sum-square uncertainty interval for 95% confidence:
where B is the bias limit (systematic error) and t& is the precision limit (random error). The ranges of experimental parameters investigated, and the uncertainty associated with each, are summarized in Table 1 .
Results and Discussion
The experimental results discussed in this section were obtained with a fixed nominal sys- We, = gas core Weber number = -
with pgc being the mixture density in the gas core. Equation 7 was demonstrated to reasonably represent both low pressure air-water data (Cousins and Hewin, 1968) , as well as high pressure steam-water data (Keeys et al., 1970; Wurtz, 1978) . Using this expression, E for the three test runs at w = 532 kg/hr (Figure 6c ) was calculated to be 0.54,0,58 and 0.73 for a = 0.75,0.85 tind 0.94, Q respectively. These values are significant because most of the low pressure &-water data for entrainment fraction fall in the 0.05 c E c 0.3 range, while the high pressure data extend over the 0.4 < E c 0.9 range. The entrainment fractions associated with R-134a at high m a s flow rate appear to be more in line with those measured for high pressure systems. This is likely due to the fact that gas phase density and surface tension for R-134a (130.5 kg/m3 and 0.0021 N/m, respectively, at 2.4 MPa) are much different than for air-water flows; both properties act to increase the value of the gas core Weber number. It is possible that if detailed local void fraction measurements were available for steam-water flows in which the entrainment fraction exceeds 0.5, similar void fraction inversions would be observed.
A separate threshold voltage (V,) was used for measurement of liquid droplet frequency, based on an assumed Gaussian distribution of continuous vapor phase voltage samples. Also, during the course of this test, it was discovered that a faster digitizing rate of the HFA output voltage signal was required to accurately measure the droplet frequency,f& Although most previous testing had been conducted using a 10 kHz qte, 50 kHz was required in the annular flow experiments to resolve droplets that, for w = 532 k g h 9 had velocities in excess of 6 d s . Therefore& data are reported only for experimental runs conducted with a 50 kHz digitizing rate.
The droplet frequency measuwment is complicated by the variable amplitude of the "pulses" in the output voltage signal (Figure 4a ). Large droplets which strike the HFA sensor directly produce large amplitude pulses, while small droplets (some of which have a size close to that of the 25 pm diameter sensor) or "glancing" interactions of large droplets produce smaller voltage signals. These smaller signals are more difficult to resolve because of the random fluctuations in the baseline voltage associated with the continuous vapor phase, and due to the inherent noise of the data acquisition system. Goldschmidt (1965) used a hot-wire probe to measure liquid particle concentration in a two-phase jet. He found that under some conditions the "impaction coefficient" (defined as the ratio of particles counted per time to the particles flowing per time through an area equal to that of the wire facing the stream) was less than unity. Later, GoldSchmidt and Eskinazi (1966) determined that the impaction coefficient is independent of both local velocity and particle size distribution. In the present experiments, it is reasonable to expect that not all liquid droplets striking the HFA sensor produce countable pulses. Additionally, large droplets are less likely to produce such signals than &e small droplets.
The droplet frequency data are presented in Figure 7 for mass flow rates of 106,266 and 532 kg/hr, and nominal cross-sectional average void fractions of 0.75,0.85 and 0.94. Measured frequencies may be somewhat less than the actual droplet concentration in the flow, and calculation of derived quantities (i.e., droplet diameter) may involve some bias toward larger droplets.
The influence of this bias is discussed further below. For w = 106 kg/hr, the droplet frequencies in Figure 7a are at least an order of magnitude lower than for the two higher mass flow rates, and nearly constant across the duct spacing dimension. A slight increase in& is consistently observed upon moving from the near-wall region toward the duct centerline. Additionally, for w = 106 kg/ hr, it appears that the data for all three average void fractions could be well represented by similar functions. For w = 266 kg/hr, the droplet frequency profiles for a = 0.85 and 0.94 (Figure 7b) are nonlinear with the frequency doubling for the higher void fraction. For a = 0.75, only a 10 kHz HFA digitizing rate was used. Therefore, droplet frequency data were not obtained for this condition.
For the highest mass flow rate test condition (532 kg/hr), the situation becomes more complex becam the shapes of the droplet frequency profiles are more dependent on the magnitude of the average void fraction. For a = 0.85 (Figure 7c) , thefd trend is similar to that observed for the lower flows. Upon increasing the average void fraction to 0.94, a steady increase is seen in the droplet frequency from the wall to the duct centerline, with no apparent flattening of the profile.
Over most of the duct cross-section, the measured droplet frequency is less than that for a = 0.85, with approximately a 15% increase in frequency at the duct centerline for the higher void fraction conditions. For a = 0.75, a maximum infd is observed at about Ut = 0.15, with a monotonic decrease measured upon moving toward the duct centerline. This result seems contradictory to the . I void fraction "inversion" observed for this case (Figure 6c) , because of the supposition that a lower droplet frequency implies a greater vapor volume fraction. However, as discussed later, the decrease in both void fraction and droplet frequency may be associated with a different droplet generation mechanism which produces relatively large diameter droplets.
Droplet Velocity
Droplet velocity profiles measured across half the test section thickness dimension, using the dual-sensor HFA and LDV techniques, are provided in Figure 8 for all mass flow rates tested.
For a = 0.85, only LDV velocity data were obtained, For all experiments conducted with a = 0.75 and 0.94, there is good agreement between the two sets of data, especially near the duct centerline (Ut = 0.5). In the near-wall region ( U t c 0.2), the data sets differ somewhat, with the HFA data being the higher velocity in all cases except for the two lowest mass flow rates at a = 0.75 ( Figure   8a ). These variations may be attributable to inherent differences in the two measurement tech- From the outset, it was assumed that the anndar flows investigated are two-dimensional, and the measurements made in the duct center are representative of the droplet core measurements.
To confirm the two-dimensionality, LDV measurements were taken at Wt = 0.5 across the width (Y dimension) for selected conditions (Figure 9 ). These figures suggest that the droplet velocity profiles are essentially flat across the width, except ciose to the edges where a thicker f i l m and possibly bigger droplet size lower the droplet velocity. Therefore, the measurements made with the HFA at Y N = 0.5 are valid and representative of coxe annular flow measurements, and can be used for com-parison and validation of developed models. Also, it is also noteworthy that both Y and Zdimension velocity profiles were repeatable to within a few percent.
Droplet Size
In previous work involving bubbly R-114 flows (Trabold et d., 1994) , an expression was used to calculate the bubble diameter, based on local void fraction, frequency and velocity measurements. A similar expression can be derived for the dispersed liquid droplet diameter, dd, which utilizes the HFA probe measurements. Assuming a cylindrical control volume is centered around the hot-film anemometer probe and the probe is exposed to only the continuous vapor (cv) and dispersed liquid (dl) fields, the local liquid volumetric flow rate through this control volume may be written as
where Qd and& are, respectively, the average liquid droplet volume and droplet frequency. Alter- Figure 10 . No droplet size data are available for a = 0.75 at 266 kg/hr because no droplet frequency measurements were acquired. The most obvious trend is that the droplet diameter generally decreases with increasing average void fraction.
Also, because dd varies as 1 -a, the shape of the diameter profiles tend to follow a trend which is the inverse of that observed for the local void fraction, as in most cases the gradients in measured droplet frequency and velocity are small for Ut > 0.2. For the cases at w = 106 kg/hr with a = 0.75 and 0.85 where center-peaked void fraction profiles were observed, the droplets appear to be larger in the vicinity of the co-flowing liquid film and smaller near the duct centerline ( Figure   loa ). The droplets are likely generated near the interface between liquid film and continuous vapor, due to the shearing of the roll waves.& discussed by Kocamustafaogullati et al. c1994), droplet size is controlled by the interaction between the droplet and the surrounding turbulent gas stream. Hence, newly entrained droplets measured near the liquid film are larger, while droplets at the duct centerline are subjected to turbulent break-up and would, on average, be smaller. Conversely, for test conditions where wall-peaked void profiles were measured, the corresponding mean droplet diameter is significantly larger near 24 = 0.5 (Figures lob, 1Oc ). Several researchers (e.g., Tayali et al., 1990; Azzopardi and Teixeira, 1994a) have reported that droplet sizes measured in circular pipes increase upon moving from the pipe wall to the centerline. For the present experiments, this trend may be the result of physical processes which are characteristic of the duct cross-section. For void fractions of 0.75 and 0.85 at mas flow rates of 266 and 532 k @ , the flow may be in the late stages of transition to annular flow, with liquid bridges extending across the narrow test section dimension. As these bridges are shattered by the high velocity vapor, relatively large droplets are produced away from the liquid films on the test section walls. Because the liquid film is thinner in the middle of the duct, it is also possible that droplets emanate from the edges where the f i l m is considerably thicker. Consequently, larger droplets emerge from the mll waves at the edges than those arising from the thinner films on the wide walls of the test section.
At a = 0.94 for all three flow rates, the annular flow is fully developed and the droplet size is fairly constant across the duct.
In Figure 1 la, the data are replotted to illustrate the relationship between droplet diameter and velocity. Droplet velocities normalized in terms of two-phase mixture velocity are also plotted in Figure 1 l b as a function of dimensionless droplet diameter. Mixture velocity is given by:
In general, for high void fractions, the droplet velocity is approximately the same as the mixture velocity. At lower void fractions, particularly for low flows, the droplet velocity tends to be higher than the mixture velocity. This is because the mixture velocity calculation includes a larger percentage of the f i l m mass flux, and the f i l m travels at a significantly lower velocity than the gas core. Also, HFA measures the droplet velocity only in the middle of the flat section, and therefore tends to be higher than the mixture velocity. The droplet velocities measured closer to the edges at this void fraction are indeed smaller than the peak velocity (Figure 9) , and also the mixture velocity. It is reasonable to conjecture that at a = 0.75 for all flow rates, the flow is somewhat locally annular since it is still undergoing late stages of transition. Here, a thinner vapor core on the assumption that pf >> pg. However, for R-134a at 2.4 MPa, the vapor and liquid densities are 130 and 953.1 kg/m3, respectively, so it is appropriate to include ( A~/ p f ) -~'~ in the droplet diameter expression. This term increases by 9.2% the calculated mean diameters for R-l34a, but has no significant effect on these calculations for air-water and other similar systems.
As discussed above, the present droplet size data are calculated from measurements of void fraction, velocity and droplet frequency. The void fraction and velocity results were confirmed by simultaneous measurements with a gamma densitometer and laser Doppler velocimeter, respectively. However, no such concomitant measurement exists for droplet frequency. If all droplets striking the HFA sensor were counted, the droplet diameter from Equation 13 would be an arithmetic mean. Based on the work of Goldschmidt (1965) Figure 12 . The parameter K muation 18) was calculated using R-134a physical properties at a saturation pressure of 2.4 m a . The present data correspond to the integrated average of measurements obtained at spacing measurement positions Z f > 0.020, data obtained at near-wall positions were omitted due to the potential for bias associated w i t h the presence of the wall-bounded liquid film or nonrandom droplet motion. The calculated mean droplet Size for the test run conducted at w = 532 kghr with a = 0.75 is not included in figure 12 . As mentioned previously, for this condition the significantly higher droplet size near the duct centerline is most likely the result of a different mechanism for droplet formation. Therefore, it is not reasonable to compare this data point with results for fully developed annular flows.
The data plotted in Figure 12 , from both the present R-134a experiments and previous tests, show an appreciable amount of scatter about the line representing EQuation 18, but this relation reasonably describes the overall trend in the data. This is significant because of the wide vatiety of fluid physical properties, gas and liquid flow rates and duct geometries investigated, and the various measurement techniques employed (Table 2) . Perhaps the most encouraging aspect of this I data comparison is that the liquid-to-gas density ratio varied from 7.3 for R-134a to 3700 in the helium-water experiments of Jepson et al. (1989) . These results suggest that the relations developed by Kocamustafaogullari et al. (1994) can be used to estimate the mean droplet size in various practical two-phase flow systems, in particular pressurized steam-water flows which have physical properties similar to those of R-134a.
Conclusions
Local data for void fraction, droplet frequency and droplet velocity were obtained for annular flows of R-134a in a vertical duct, The void fraction and velocity measurements acquired using the dual-sensor hot-film anemometer method were confirmed through simultaneous mea-surements with nonintrusive gamma densitometer and laser Doppler velocimeter systems. It was observed that the shapes of the void fraction and frequency distributions are strongly influenced by mass flow rate. Notably, at relatively high flows, the measured void fraction was highest near the wall, due to the thinning of the liquid film and significant droplet entrainment. Based on data available in the literature, at relatively high mass flows R-1% appears to have entrainment fractions which fall in the range measured for pressurized steam-water systems. The local diameter of liquid droplets dispersed in the vapor core was calculated from measurements of void fraction, frequency and velocity. Despite the unusually low liquid-to-vapor density ratio and low liquid surface tension, the relationship derived by Kocamustafaogullari et al. (1994) is reasonably accurate for prediction of the present mean droplet diameter results. The local measurements reported in thG paper are useful for modeling high pressure two-phase flows, and for assessment of two-fluid model computer codes. 
