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Abstract
Generic object detection has been immensely promoted by
the development of deep convolutional neural networks in
the past decade. However, in the domain shift circumstance,
the changes in weather, illumination, etc., often cause domain
gap, and thus performance drops substantially when detecting
objects from one domain to another. Existing methods on this
task usually draw attention on the high-level alignment based
on the whole image or object of interest, which naturally,
cannot fully utilize the fine-grained channel information. In
this paper, we realize adaptation from a thoroughly different
perspective, i.e., channel-wise alignment. Motivated by the
finding that each channel focuses on a specific pattern (e.g.,
on special semantic regions, such as car), we aim to align
the distribution of source and target domain on the channel
level, which is finer for integration between discrepant do-
mains. Our method mainly consists of self channel-wise and
cross channel-wise alignment. These two parts explore the
inner-relation and cross-relation of attention regions implic-
itly from the view of channels. Further more, we also pro-
pose a RPN domain classifier module to obtain a domain-
invariant RPN network. Extensive experiments show that the
proposed method performs notably better than existing meth-
ods with about 5% improvement under various domain-shift
settings. Experiments on different task (e.g. instance segmen-
tation) also demonstrate its good scalability.
Introduction
Deep convolutional neural networks have brought impres-
sive advances across a multitude of tasks in computer vision.
At the same time, deep convolutional neural networks need
to be supported by the large amount of labeled data (Ma et al.
2019; Cordts et al. 2016; Geiger et al. 2013), the data should
contain all scenarios in the real world so that it can work well
for testing (with the similar distributions), but in practice it’s
hard to collect the data in all situations, also it’s costly ex-
pensive and impractical. Hence, object detectors deploying
in the real world still face challenges from the changes in
view-points, object appearance, backgrounds, illumination,
image quality, etc., which can cause significant domain shift,
and thus performance degradation.
Traditional approaches for domain adaptation on detec-
tion mainly focus on the alignment of semantic features. For
Copyright c© 2021, Association for the Advancement of Artificial
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Figure 1: The visualization of different channel feature maps
on the same input image. We can observe clearly that these
four visualizations focus on background (upper-left), car
(upper-right), person’s arms (bottom-left) and person’s body
(bottom-right) respectively. It indicates that the feature maps
from different channels have different weights of contribu-
tion to the whole model.
instance, (Chen et al. 2018) aligns the features in the im-
age level and instance level, respectively. (Zhu et al. 2019)
mines the objects of interest and aims to align these pertinent
regions. (Saito et al. 2019) introduces the weak alignment to
similar images and strong alignment to local receptive fields.
Orthogonal to those works focusing on high-level feature
alignment, we aim to investigate the impact of channel-wise
features on domain adaptation for detection. As shown in
Fig. 1, we observe that different channels usually focus on
the different patterns, such as car or pedestrian. This finding
delivers that channel-wise features contain sufficient infor-
mation covering various patterns, which is favorable for the
domain adaptation as source and target domains often have
inconsistent semantic features (i.e., different combinations
of objects). Motivated by these findings, we propose a new
approach to adapt object detectors by channel-wise space
alignment.
Specifically, the proposed framework consists of two
key components, self channel-wise alignment and cross
channel-wise alignment, which respectively address the
inner-relation and cross-relation alignment in channel-wise
space. Here, self channel-wise alignment module treats each
channel as a distinct distribution, and attach the domain clas-
sifier to learn the robust features. For the cross channel-wise
alignment, we propose a novel decay gram-matrix loss to
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explore the mutual information between channels. In self
channel-wise alignment component, the adversarial training
strategy (Ganin et al. 2016) is applied. We further incorpo-
rate an RPN domain classifier to align the features of pro-
posals, which can enhance the robustness to the regions of
interest. Overall, the cooperation of these components leads
to an adaptation process in the channel-wise space, thus im-
proves the effectiveness.
We conduct experiments on three paired domain-shift
datasets, including normal-to-foggy (Cityscapes (Cordts
et al. 2016) to Foggy-Cityscapes (Sakaridis, Dai, and
Van Gool 2018)), synthetic-to-real (SIM-10k (Johnson-
Roberson et al. 2016) to Cityscapes), and cross-camera
(KITTI (Geiger et al. 2013) to Cityscapes). On the experi-
mental results, the proposed method yields considerable im-
provement over existing methods. Furthermore, we also ex-
tend our method on instance segmentation task, the remark-
able result shows our approach can handle this situation ro-
bustly.
Our contributions can be grouped into three aspects. 1)
Our studies uncover a new path to the success of detection
adaptation, i.e., channel-wise alignment. 2) We develop the
channel-wise alignment framework, which consists of self
channel-wise alignment and cross channel-wise alignment
for performing the inner-relation and cross-relation align-
ment. 3) We conducted extensive experiments to compare
the proposed methods with others on various settings, where
it yields notable performance gains not only in object detec-
tion but also in instance segmentation.
Related Work
Object Detection
Object detection is one of the most important topic in the
field of computer vision. In recent years, most detection net-
works can be gathered into two categories, that is one-stage
and two-stage.
One-stage detectors do not need Region Proposal Net-
work (RPN) to generate a series of candidate regions. They
solve the object classification and box regression problem
with only just one single network, such as YOLO (Redmon
et al. 2016; Redmon and Farhadi 2017, 2018), SSD (Liu
et al. 2016) and its variants (Zhu et al. 2020; Wang, Zhu,
and Lin 2020).
Two-stage detectors generate a number of proposals using
RPN in the first stage, and then fine-tune these proposals us-
ing another network in the second stage. Though one-stage
detectors reach higher speed than two-stage detectors, many
state-of-the-art frameworks still using two-stage detectors,
which have higher performance than one-stage detectors,
e.g. R-CNN (Girshick et al. 2014), Fast R-CNN (Girshick
2015), Faster R-CNN (Ren et al. 2015), and Mask R-CNN
(He et al. 2017), etc.
However, these state-of-the-art object detectors still face
the same awkward challenge, which is relying heavily on the
annotated datasets in specific scenes. For example, a state-
of-the-art detector trained on public dataset like KITTI or
Cityscapes, whose performance may be severely degraded
when working in real world environment like autonomous
driving system due to domain shift. We can solve this prob-
lem by collecting better labeled data from target domain,
and then fine-tune the detector on these data, yet it is time-
consuming and expensive, even the labeled data can’t be col-
lected in some cases.
Domain Adaptation
Domain adaptation (Ben-David et al. 2010; Mansour, Mohri,
and Rostamizadeh 2009) has been well-focused in recent
years, which is trying to adapt a model trained on one do-
main to another new domain. At present, a number of do-
main adaptation works focus on image classification (Duan,
Tsang, and Xu 2012; Duan et al. 2011; Fernando et al. 2013;
Gong et al. 2012; Gopalan, Li, and Chellappa 2011; Kulis,
Saenko, and Darrell 2011) and semantic segmentation (Sun
et al. 2019; Chen et al. 2019; Li, Yuan, and Vasconcelos
2019; Luo et al. 2019; Vu et al. 2019; Zou et al. 2018;
Chen et al. 2020). In image classification, some represen-
tative methods are effective, including domain transfer mul-
tiple kernel learning (Duan, Tsang, and Xu 2012; Duan et al.
2011), asymmetric metric learning (Gong et al. 2012), sub-
space interpolation (Fernando et al. 2013), geodesic flow
kernel (Gopalan, Li, and Chellappa 2011) and subspace
alignment (Kulis, Saenko, and Darrell 2011). In semantic
segmentation, Sun et al. (Sun et al. 2019) propose a cascade-
weighted network to measure the similarity between syn-
thetic pixels and real pixels, (Chen et al. 2019; Zhu et al.
2018) conduct an adversarial adaptation method based on
pixel-wise level or design a loss function to align the do-
main. (Song et al. 2020) proposes three alignment modules
to achieve the domain adaptation on stereo matching.
Domain Adaptation for Objection Detection
There have a number of state-of-the-art domain adaptation
achievements, yet most of these methods are focus on im-
age classification or semantic segmentation, thus application
in the field of object detection is still in early stages (Shen
et al. 2019). Chen et al. (Chen et al. 2019) propose to adapt
domain gap with both image-level and instance-level fea-
ture alignment, furthermore, integrate gradient reverse layer
(GRL) (Ganin et al. 2016) into Faster-RCNN framework to
reduce the domain gap. Saito et al. (Saito et al. 2019) pay at-
tention to low-level and high-level features, and tries to align
them. Zhu et al. (Zhu et al. 2019) focus on clustering high
relationship regions and aligning these regions.
It is obvious that previous works do not discover the high
relationship between channels in feature map. In our work,
we design channel-wise alignment method to reduce the gap
of source domain and target domain which include two parts,
i.e. self channel alignment and cross channel alignment. Fur-
thermore, we add an an adversarial learning part on RPN
sub-network, which aims at generating more robust region
proposals. Note that our work can be trained in end-to-end
fashion, and do not need any target domain annotations.
Figure 2: The network structure of our method. Our proposed method consists of three modules, that are Self channel-wise
alignment module, Cross channel-wise alignment module and RPN Domain Classifier, donated as SCA, CCA and RDC re-
spectively. The first component SCA is trying to reduce the domain gap through channel-wise representation alignment, which
based on our reasonable assumption that each channel of feature map has its own attention region. The second component CCA
pays more attention to aligning the highly semantic feature map through our proposed cross channel alignment method. The
final component RDC is proposed to increase the robustness of RPN module through a domain classifier. It can improve the
performance of whole model, due to more robust proposals can be generated by a domain-invariant RPN subnetwork. We use
Faster-RCNN (Ren et al. 2015) as our detection model that consists of the RPN and head part. (Best viewed in color.)
Figure 3: Decay gram matrix loss workflow. We first obtain
the gram matrix Gg and G
′
g on source domain and target
domain. We denote decay matrix asGd. Then we obtainGdg
and G
′
dg by multiplying decay matrix Gg and G
′
g with Gd.
For the purpose of reducing the domain gap of high-level
semantic representation between source domain and target
domain, we conduct a mean square error loss between the
two decay gram matrix Gdg and G
′
dg .
Methodology
Framework Overview
In the field of domain adaptation for detection, our target
is to train a detector in one domain that can be adapted to
another domain directly. To be more precise, we would like
to learn the domain-invariant features by using the unsuper-
vised method so that the learned model can perform well
in both source and target domains. Inspired by the seman-
tic coherence between channels and different objects in the
image (as aforementioned), we propose two channel-wise
alignment schemes and a new domain classifier on RPN that
can drop into the Faster RCNN (Ren et al. 2015) smoothly.
These three additional modules can be regarded as the align-
ment losses to help optimize the model to a better status
during end-to-end training. When inference, they will be re-
moved so there is no additional computational cost for test-
ing.
As illustrated in Fig. 1, we observe that each channel is
usually attentive to the particular semantic object (i.e., in
each channel, the same class of objects will be prominent
together), and different channels tend to focus on distinct
objects, showing the diversity and informativeness across
all channels. These phenomena drive us to make a reason-
able assumption that each channel on the feature map has
its own regions of interest. Motivated by this, we explore
the inner information within channels and the mutual rela-
tionship cross channels by proposing the self channel align-
ment and cross channel alignment modules. Furthermore,
we also notice that the coarse regions generated by RPN con-
tribute significantly in the Faster R-CNN (Ren et al. 2015)
detector. Thus, we further draw attention on the RPN to ob-
tain a domain-invariant RPN module (by applying a domain
classifier after RPN module) that can generate more robust
coarse proposals.
Channel-wise Alignment
The channel-wise alignment contains two parts: self
channel-wise alignment module and cross channel-wise
alignment module. The former one is used to align the do-
main gap within channel interior and the latter can reduce or
alleviate the domain gap between different channels.
Self Channel-wise Alignment. Self channel-wise align-
ment module Cs aims at aligning the domain gap through
channel interior information. As mentioned above, each
channel has its own attentive region, thus we try to obtain
the representation of each channel and then adopt the do-
main classifier to distinguish it whether from source domain
or target domain. That is to say, the feature map extracted
by backbone network will be fed into the self channel-wise
alignment module for domain classification. This module
has three parts: gradient reverse layer (Ganin et al. 2016),
convolution layers and average global pooling layer. The
function of this three parts is to reverse the gradient of this
module, further increase its nonlinear characteristics and ob-
tain the representation of each channel individually. If the
feature map we feed into this module has the shape of (C,
H , W ) where C is the channel, H is the height and W is the
width, we then can get a vector with the shape of (C, 1). The
objective Lrs can be formulated as:
Lrs = −
∑
i,c
[Di log p
c
i + (1−Di) log (1− pci )] . (1)
where r denotes the stage of backbone, e.g., for VGG16
(Simonyan and Zisserman 2014), the value of r can be
{1, 2, 3, 4, 5}. Ls is the objective loss of self channel-wise
alignment. i is the index of i-th image during training. Di
denotes domain label, i.e., Di = 0 represents the source do-
main and Di = 1 represents the target domain. pci denotes
the probabilistic representation of the c-th channel.
We observe that it can achieve better integration if we ap-
ply the proposed module to all the stages of a network, as
shown in Fig. 2. Thus, the total loss of this module can be
formulated as:
Ls =
∑
r
Lrs. (2)
Here we would like to simultaneously optimize the pa-
rameters of the domain classifier to minimize the above do-
main classification loss, and also optimize the parameters of
the base network to maximize this loss. Thanks to the gradi-
ent reverse layer (Ganin et al. 2016), we can train this mod-
ule and the detection framework together through an end-to-
end manner by inserting GRL to the beginning of each side
branch.
Cross Channel-wise Alignment. In order to further uti-
lize the internal information of channels, we also explore
the mutual relationship across different channels. Inspired
by (Gatys, Ecker, and Bethge 2016), we find that gram
matrix can be applied to represent the attribute/style of an
images through high-level semantic representations. In our
work, we utilize the gram matrix to evaluate the differ-
ence of attribute/style between source domain image and
target domain images. Specifically, when given a feature
map with the shape of (C, H , W ), we first reshape it to
(C, H ∗W ), namely matrix Gori. Each row in Gori can be
regarded as the representation of each channel. The gram
matrix Gg is the matrix product between Gori and GTori,
i.e. Gg = Gori · GTori, where GTori is the transpose ma-
trix of Gori. Therefore, each element of Gg can be consid-
ered as the mutual representation of current channel with
another one. Besides, we further propose a decay matrix Gd
that is multiplied element-wisely by gram matrix Gg , based
on the assumption that the mutual relation decreases as the
distance between the channel to another channel increases.
In some degree, our decay matrix can be seen as the spe-
cial case of (Li et al. 2017) with a specific kernel, but note
that our kernel is quite different with the kernel mentioned
in (Li et al. 2017), e.g. linear kernel, polynomial kernel and
gaussian kernel. Our kernel, decay gram matrix Gdg , is cal-
culated with the following formulation:
Gdg = Gg ·Gd. (3)
Note that · denotes the element-wise multiplication. For any
element pij in decay gram matrix Gdg , we define it as the
equation 4:
pi,j =
{
1 if i = j,
e−|i−j|
128 else.
(4)
During the training, we can obtain two decay gram ma-
trix, i.e.Gsdg from the source domain andG
t
dg from the target
domain. We finally calculated the mean square error (MSE)
loss between this two decay gram matrix, which can be for-
mulated by 5:
Lc = 1|N |
∑
i
∑
j
‖Gsdg(i,j) −Gtdg(i,j)‖2, (5)
where N denotes the total number of elements of decay
gram matrixGsdg (orG
t
dg). The mechanism of cross channel-
wise alignment module has been shown in Figure 2 and Fig-
ure 3.
RPN Domain Classifier
Previous works of domain adaptation on object detection
try to obtain a domain-invariant backbone network mainly
through aligning domain gap in image-level and instance-
level (Chen et al. 2018) or local-strong and global-weak
level (Saito et al. 2019), or mining the relation of highly
relative proposals (Zhu et al. 2019). Yet none of them pay
attention to the robustness of RPN. We assume that if RPN
module can be trained as much robust as possible, the pro-
posals generated by RPN will be more domain-invariant,
which can be fine-tuned later by Fast R-CNN (Ren et al.
2015) part. We also note that, RPN module has only two
convolution layers, i.e. classification convolution layer and
regression convolution layer. These two layers can also play
the role of sliding window as mentioned by (Ren et al. 2015).
Based on these findings, we do not use channel-wise align-
ment in RPN module, due to the function of RPN module
does not obtain highly semantic feature, just generating pro-
posals through sliding window mechanism instead. Thus, in
this paper, we are trying to reduce the domain gap for the
each active location on feature map that is fed into RPN.
Besides, RPN generates the proposals exactly through ev-
ery active location on feature map, so if we can reduce the
domain gap of these active locations, we could improve the
robustness of the whole model.
Motivated by above, we first integrate gradient reverse
layer (Ganin et al. 2016) into RPN module. Then we add
three convolution layers to reduce the output channels by
the factor 2 for the purpose of reducing the computational
cost of the later FC layer. Finally, we get a one-dimensional
vector through FC layer. We call these three parts as RPN
domain classifier. We use binary cross entropy loss as our
optimize objective. The loss of RPN domain classifier de-
noted as equation 6:
Lr = −
∑
i,u,v
[
Di log p
i
(u,v) + (1−Di) log
(
1− pi(u,v)
)]
.
(6)
In equation 6, i denotes the i-th image during training, Di
denotes the domain label as mentioned above, (u, v) denotes
the active location on feature map which will be fed into
domain classifier of RPN.
Overall Objective
As mentioned above, we have proposed three domain adap-
tive parts which are integrated into the Faster R-CNN, thus
we divided the whole architecture into two parts: detection
part i.e. Faster R-CNN and domain adaptation part i.e. self
channel-wise alignment module, cross channel-wise align-
ment module and RPN domain classifier.
Our total objective optimization Ltotal can be computed
as the equation 7:
Ltotal = Ldet + λsLs + λcLc + λrLr, (7)
where Ldet is the Faster R-CNN loss function followed by
(Ren et al. 2015), as is shown in equation 8:
Ldet = Lcls + Lloc, (8)
where Lcls is the cross-entropy loss function and Lloc de-
notes the smooth L1 loss function. Note thatLdet only works
for source domain because of there is no label for target do-
main. λs, λc and λc are trade-off parameter, which are all
set to be 1 in our experiments.
Implementation Details
Self Channel-wise Alignment. In this part, for each stage,
we first add GRL (Ganin et al. 2016) layer after the feature
map that will be fed into the whole domain classifier. Then
two convolution layers are added following the GRL layer,
both kernel size are 3×3, output channel that equals to input
channel, stride is 1, and set padding to be 1. One BN (Ioffe
and Szegedy 2015) layer is added after the first convolution
layer to reduce the training volatility. Finally we use global
average pooling layer to obtain the representation of each
channel-wise feature map. Note that we have 5 stages for
VGG16 that all have self channel-wise alignment module.
RPN Domain Classifier. In this part, we no longer to obtain
the representation of channel-wise feature map, the reason is
mentioned by Section . Similar to self channel-wise align-
ment module, we add a GRL (Ganin et al. 2016) layer firstly.
Then three convolution layers are added, which has the ker-
nel size of 3×3, stride of 1 and padding of 1. The output
channel is half of input channel for each convolution layer
for reducing the complexity of computation, which will be
used by FC layer later. After the third convolution layer, we
add a FC layer to get one dimensional vector which repre-
sent each active location to generate proposals later.
Training Details. We use Faster R-CNN (Ren et al. 2015)
as our detection model followed by (Chen et al. 2018) with
VGG16 (Simonyan and Zisserman 2014) backbone net-
work. The hyper-parameters of detection part follow (Ren
et al. 2015). The detection part is initialized using weights
pre-trained on ImageNet (Deng et al. 2009).
During training, we resize the short size of 600 pixels to
fit in GPU memory, set the batch size to 1 (i.e. one source
image and one target image at every iteration). Note that, for
KITTI (Geiger et al. 2013) dataset, we just remain the short
size to 375 pixels, due to the image shape of KITTI (Geiger
et al. 2013) is 375×1250. We fine-tune the whole model with
learning rate of 0.001 for 15 epochs and 0.0001 for later
10 epochs and weight decay of 5×1e-4. Note that, for fair
comparison, we report mean average precision (mAP) with
a threshold of 0.5 for evaluation (i.e. AP50) follows (Chen
et al. 2018).
Experiments
In this section, we first introduce our datasets in details.
Then we provide comprehensive results of domain adap-
tation for object detection in different settings, including
normal-to-foggy, cross-camera adaptation and synthetic-to-
real. These settings are mainly referred from (Zhu et al.
2019). In the third part, we analyze our proposed method
via two ablation studies. Finally, we conduct our experiment
on the instance segmentation task to further verify the scal-
ability and generality of our proposed method.
Datasets and Evaluation
We evaluate our proposed method on four datasets, in-
cluding Cityscapes, Foggy-Cityscapes, KITTI and SIM-
10k. We use these four datasets conduct four experiments.
For normal-to-foggy domain adaptation, we experiment on
Cityscapes and Foggy-Cityscapes. For cross-camera do-
main adaptation, we experiment on Cityscapes and KITTI.
For synthetic-to-real domain adaptation, we experiment on
Cityscapes and SIM-10k. For domain adaptation on instance
segmentation task, we experiment on Cityscapes and Foggy-
Cityscapes.
Main Results on Domain Adaptive Detection
The detection framework we used in our experiment is
Faster-RCNN. We compare our method with current state-
of-the-art works (Zhu et al. 2019; Chen et al. 2018; Saito
et al. 2019). We observe that some other methods are either
under weakly supervised or class-specific settings, which
cannot be directly compared here.
Methods person rider car truck bus train motorbike bicycle mAP
Source-only 28.2 32.2 39.1 15.9 24.5 13.1 19.0 28.7 25.1
DA-Faster (Chen et al. 2018) 26.3 35.3 45.5 29.2 41.0 21.4 20.8 23.2 30.3
SCDA (Zhu et al. 2019) 33.5 38.0 48.5 26.5 39.0 23.3 28.0 33.6 33.8
SWDA (Saito et al. 2019) 29.9 42.3 43.5 24.5 36.2 32.6 30.0 35.3 34.3
Ours 37.2 44.1 54.8 30.6 46.9 37.1 30.7 36.8 39.8
Oracle 39.5 46.9 57.9 34.2 53.7 31.9 35.7 38.8 42.3
Table 1: Normal-to-foggy domain adaptation
Methods AP on Car
Source-only 37.5
DA-Faster (Chen et al. 2018) 38.9
SCDA (Zhu et al. 2019) 43.0
SWDA (Saito et al. 2019) 41.5
Ours 43.2
Oracle 60.5
Table 2: Synthetic-to-real domain adaptation
Methods AP on Car
Source-only 36.1
DA-Faster (Chen et al. 2018) 38.5
SCDA (Zhu et al. 2019) 42.5
SWDA∗ (Saito et al. 2019) 41.6
Ours 43.7
Oracle 48.6
Table 3: Cross-camera domain adaptation
Normal to Foggy. In this experiment, we use Cityscapes
as our source domain dataset and Foggy-Cityscapes as our
target dataset. We train the model on the source domain with
the unlabelled target domain training images, and evaluate
on the target domain testing set. We also compare our results
on source-only results, which means the model are trained
only on the source domain and tested on the target one.
The results are illustrated in the Table 1. From this table,
we can see that our results remarkably outperform the exist-
ing state-of-the-art method (Saito et al. 2019) with a large
margin, i.e., about 5.5% improvement (39.8% v.s. 34.3%).
This result demonstrates that our proposed method is more
robust for object detection under different weather condi-
tions.
Cross Camera Adaptation. In this experiment, we use
KITTI dataset and Cityscapes dataset for training and eval-
uation. The purpose that we conduct this adaptation is in the
real world scenarios, different camera sets always exist com-
monly like in autonomous driving so it’s necessary to verify
on this setting. KITTI consists of images with the size of
1250 × 375, while the size of images in Cityscapes is 2048
× 1024. They are totally different in the filed-of-view. We
train our model by cropping KITTI to 2:1 with shorter edge
as 375. Then we test on Cityscapes also with the shorter edge
as 2:1. The results are illustrated in Table 3. From this table,
we can observe that our results are higher than SCDA. We
get about 1% improvement.
Synthetic to Real. In this part, we introduce our experi-
ments on different generation of domain adaptation. We take
synthetic-to-real as an example. Due to the huge cost of col-
lection and annotation of training data, people are more fo-
cusing on the usage of synthetic data. However, if we use the
synthetic data to train the model directly, the accuracy will
have a significant drop on the real data. Thus, improvement
on synthetic-to-real scenario is desired urgently.
In our experiment, we use SIM-10k as synthetic data and
Cityscapes as real data. We only train the model on the
Car category because of the limitation of provided bound-
ing boxes. We first train our model on the labeled SIM-10k
and label-free Cityscapes . Then we test on car class on
Cityscapes dataset. The results are illustrated on Table 2.
From the table, we can see that our result is better than
SCDA (Zhu et al. 2019).
Ablation Studies
To give an in-depth analysis of our model, we conduct ex-
tensive ablation studies on normal-to-foggy setting. We first
analyse the improvement of our all proposed modules. Then
we analyse the improvement of different combination of our
self channel-wise alignment module.
Different Modules Analysis. As illustrated in Table 4,
we first investige the effectiveness of the main components,
including SCA, CCA and RDC respectively. SCA is Self
Channel-Wise Alignment Module. CCA is Cross Channel-
Wise Module and RDC is RPN Domain Classifier.
We first verify SCA, CCA and RDC independently, and
find SCA has the highest improvement than the other two.
It yields an improvement of 13.5% over the Source-only
method. It indicates that our proposed self channel-wise
method has the highest contribution. The CCA module also
can improve 0.6% than the Source-only method. The RDC
can improve 2.7%. Then we compose these three modules
one with another and find SCA with CCA can reach to
39.3%, which is highest than SCA with RDC and CCA
with RDC. It indicates that our sef channel-wise method
and cross channel-wise method can work complementarily.
It proves our assumption that the channel information can
improve the total accuracy largely. Finally, we compose all
the three modules and obtain the highest results. Besides,
we also conduct the extensive experiments to demonstrate
the effectiveness of our decay matrix, as mentioned in Sec-
tion . The results show that our decay matrix indeed improve
performance on all tasks, as is shown in Tabel 6.
Analysis of Different Combination of SCA. For analyzing
the influence of different combination of SCA, we conduct
Methods SCA CCA RDC person rider car truck bus train motorbike bicycle mAP
Source-only 28.2 32.2 39.1 15.9 24.5 13.1 19.0 28.7 25.1
Ours
X 37.2 43.1 53.9 28.2 47.1 30.8 30.4 37.1 38.5
X 28.1 33.8 39.7 16.1 25.2 15.0 17.1 29.5 25.6
X 29.7 33.9 41.9 17.7 29.2 18.3 20.9 30.0 27.7
X X 37.3 43.5 54.3 29.3 47.7 33.4 31.5 37.6 39.3
X X 37.5 44.5 54.0 29.2 46.4 31.1 30.1 37.6 38.8
X X 31.8 38.8 46.7 20.5 32.8 12.9 23.4 32.3 29.9
X X X 37.2 44.1 54.8 30.6 46.9 37.1 30.7 36.8 39.8
Table 4: Ablation study from Cityscapes to Foggy-Cityscapes
Method S5 S4 S3 S2 S1 person rider car truck bus train motorbike bicycle mAP
Ours
X 33.5 39.6 49.3 23.0 37.6 17.0 24.3 32.9 32.2
X X 35.4 41.2 51.5 24.4 43.5 22.8 27.7 34.1 35.1
X X 36.3 41.6 52.0 25.5 45.0 24.8 29.4 34.2 36.4
X X X 36.8 42.4 52.9 26.5 45.1 31.5 30.7 35.8 37.7
X X X X 37.2 43.8 53.8 27.1 48.9 32.2 28.4 36.6 38.5
X X X X X 37.2 44.1 54.8 30.6 46.9 37.1 30.7 36.8 39.8
Table 5: Ablation study of different combination of SCA. S indicates stage, which means different layer of our backbone
network VGG16 that we add SCA. For example, S5 indicates the fifth stage of VGG16, which is the highest level representation
Methods cs2foggy sim10k2cs kitti2cs
Source-only 25.1 37.5 36.1
without decay matrix 25.3 37.9 36.4
decay matrix 25.6 38.5 36.5
Table 6: Extensive study to demonstrate the effectiveness of
our decay matrix. Cs2foggy, sim10k2cs, kitti2cs means the
source domain is Cityscapes, Sim10k and Kitti respectively.
And the target domain is Foggy-Cityscapes and Cityscapes
respectively
experiment by adding SCA on different layers of backbone
network VGG16. The results are demonstrated on Tab. 5.
There are 5 stages in VGG16, which can be concluded as
conv1-*, conv2-*, conv3-*, conv4-* and conv5-*. We add
SCA on every stage after pooling layer except for conv5-*.
From Tab. 5, we can find that with the increasing of stage,
the mAP become higher. After adding SCA on all stages, we
get the highest results.
Domain Adaptation for Instance Segmentation
In this section, we introduce our further research on domain
adaptation for instance segmentation. Instance segmentation
task not only has the annotated bounding boxes, but also has
the labelled mask, it can be used for verifying the scalability
of our proposed method.
We mainly use our SCA and CCA in Mask R-CNN for
this experiment. The network’s backbone is also VGG16.
The datasets we use for this experiment are Cityscapes
and Foggy-Cityscapes . The reason why we use this two
datasets for this experiment is that they both have annotated
mask and bounding boxes. The domain adaptation is from
Cityscapes to Foggy-Cityscapes . We train our model on the
Methods mAP(Box) mAP(Mask)
Faster R-CNN 25.0 -
Source-only 25.6 19.0
SCDA (Zhu et al. 2019) 38.4 31.4
Ours 39.4 31.1
Table 7: Domain adaptation for instance segmentation.
We conduct this experiment from Cityscapes to Foggy-
Cityscapes. Faster R-CNN is only trained on source domain
with bounding boxes, thus it only have mAP with bounding
boxes. We train our proposed method model on dataset with
both bounding boxes and mask
labelled Cityscapes and label-free Foggy-Cityscapes. Then
we evaluate the model on labelled Foggy-Cityscapes. The
detection threshold that we set for calculating mAP is 0.7.
The results are reported in Table 7. First, comparing
Faster R-CNN with Source-only, we can observe that it im-
proves about 0.6% by adding the mask branch. Compar-
ing our results with Source-only, we can see our proposed
method yields significant improvement, where the improve-
ments are 3.8% on mAP (Box) and 12.1% on mAP (Mask).
In addition, we also compare our results with current state-
of-the-art method SCDA, it also improves about 1% on mAP
(Box) and comparable mAP (Mask). Furthermore, we visu-
alize the domain adaptation results and compare them with
Source-only results in the supplementary materials.
Conclusion
In this paper, we propose a channel-wise domain adapta-
tion method for object detection. The channel-wise method
consists of self channel-wise alignment(SCA) and cross
channel-wise alignment(CCA) module. These two modules
have remarkable improvement on the accuracy of detection
from source domain to target domain. In addition, we also
add RPN domain classifier(RDC) for further improvement.
Furthermore, we experiment our proposed method on in-
stance segmentation. The results outperform over Source-
only and are higher than current state-of-the-art method.
It demonstrates that our method has good scalability on
region-based domain adaptation field.
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