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SPARSE POLYNOMIAL APPROXIMATION FOR OPTIMAL
CONTROL PROBLEMS CONSTRAINED BY ELLIPTIC PDES WITH
LOGNORMAL RANDOM COEFFICIENTS ∗
PENG CHEN † AND OMAR GHATTAS ‡
Abstract. In this work, we consider optimal control problems constrained by elliptic partial dif-
ferential equations (PDEs) with lognormal random coefficients, which are represented by a countably
infinite-dimensional random parameter with i.i.d. normal distribution. We approximate the optimal
solution by a suitable truncation of its Hermite polynomial chaos expansion, which is known as a
sparse polynomial approximation. Based on the convergence analysis in [3] for elliptic PDEs with
lognormal random coefficients, we establish the dimension-independent convergence rate of the sparse
polynomial approximation of the optimal solution. Moreover, we present a polynomial-based sparse
quadrature for the approximation of the expectation of the optimal solution and prove its dimension-
independent convergence rate based on the analysis in [12]. Numerical experiments demonstrate that
the convergence of the sparse quadrature error is independent of the active parameter dimensions
and can be much faster than that of a Monte Carlo method.
Key words. optimal control, uncertainty quantification, sparse polynomial approximation,
lognormal random coefficient, Gauss–Hermite quadrature, sparse quadrature, convergence analysis
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1. Introduction. PDE-constrained optimal control or optimization problems
arise in many areas of engineering and science. These problems can be generally
formulated as minimization of a cost functional subject to the PDEs that model the
behavior of the physical systems we seek to control. The control function can be either
a distributed control defined in the physical domain, a boundary control that operates
on its boundary, or a shape control that seeks to optimize the shape or geometry of
the system. The cost functional often involves two terms. The first depends on the
state of the system and reflects the control objective to be optimized. The second
is a regularization or penalty term that reflects the regularity or cost of the control
function. Theoretical analyses of the existence and uniqueness of the optimal solutions
and the numerical approximation of these optimal control problems, as well as the
design of efficient computational methods have been well studied during the last few
decades, see the classical books [39, 23, 26, 28, 47, 8] and references therein.
In many optimal control problems, the PDEs that govern system behavior are
characterizing by uncertain fields representing, for example, initial or boundary con-
ditions, heterogeneous coefficients, or geometry. In such cases, it is important to
account for this uncertainty for reliability and robustness of the the optimal control.
In recent years, optimal control problems under uncertainty have received increased
attention [9, 44, 30, 27, 43, 32, 46, 14, 36, 13, 34, 40, 15, 35, 33, 6, 1, 2]. Topics include
the mathematical representation of the uncertainties, computational methods to solve
the stochastic optimal control problems, probability or risk measures for the control
objective, and stochastic or deterministic formulations of the control functions. We
elaborate more on the former two aspects relevant to this work.
∗This work is supported by DOE grant DE-SC0019393, AFOSR grant FA9550-17-1-0190 and NSF
grant ACI-1550593.
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2 Sparse polynomial approximation for optimal control with lognormal random coefficients
First, proper representation of the uncertainties, especially those with spatially
varying randomness, is of primary importance not only for the analysis of mathemat-
ical properties of optimal control problems but also for the development of computa-
tional methods to solve these problems. Most work has considered a small or finite
number of uniformly distributed random variables to represent the uncertainties for
tractability [9, 44, 30, 27, 43, 32, 46, 14, 36, 13, 40, 15, 33, 6]. However, in many
applications, such as subsurface flow where the permeability coefficient is most often
modeled as an infinite-dimensional lognormal random field [29, 1, 24, 4, 3], we need to
consider more general representations of the uncertainties, e.g., in terms of countably
infinite number of random variables with suitable probability distributions.
Second, accurate and efficient numerical approximation methods play a key role
in solving PDE-constrained optimal control problems under uncertainty, especially in
the case of high-dimensional uncertainty represented by a large number of random
variables. Monte Carlo methods are widely used because of their straightforward and
noninstrusive implementation, as well as their dimension-independent convergence.
However, their O(N−1/2) convergence with N samples often results in a need for a
large number of samples to achieve a certain desired accuracy. Various improvements
such as quasi or multilevel Monte Carlo methods can effectively reduce the total
computational cost [2], even though the convergence of the methods remains slow.
Another important class of computational methods are the polynomial chaos-based
stochastic Galerkin [30, 43, 38, 35] and stochastic collocation [7, 32, 46, 14, 31] meth-
ods, which achieve fast convergence for smooth problems for a relatively moderate
number of dimensions. To deal with the need to solve the governing PDEs numerous
times, model reduction methods such as reduced basis or proper othogonal decom-
position methods have been developed [10, 25, 13, 15, 41]. Low-rank tensor methods
have also been proposed to solve such problems in [6, 5, 21]. Recently, Taylor ap-
proximation of the objective function with respect to the random field and variance
reduction have been developed [1, 16], and have been demonstrated to be scalable for
high-dimensional control problems with moderate uncertainty.
In this work, we consider optimal control problems constrained by elliptic PDEs
with lognormal diffusion coefficients that are often used to represent signed or positive
random fields. The logarithm of such coefficients can be represented by an expansion
on a countably infinite number of basis functions, where the randomness is described
by the random coefficients obeying i.i.d. standard normal distribution. This repre-
sentation naturally arises from a Karhunen–Loe`ve expansion or wavelet expansion of
Gaussian random fields with the second moment [29, 24, 4, 3]. To characterize the
smoothness of the random field, we assume that a weighted sum of the basis functions
is finite with the sequence of weights decaying in a certain algebraic rate, as studied
in [3]. We then consider distributed optimal control problems constrained by ellip-
tic PDEs with lognormal random coefficients, where the specific cost functional we
consider consists of the expectation of the deviation of the PDE state from a desired
state, and a regularization term on the control function that is assume to depend
on the realization of the random field. With such a asetting, the optimal solution
of the control problem can be obtained by solving a first order optimality system.
By a reduced formulation of the optimality system, we propose to approximate its
solution by sparse polynomials, or tensorized polynomials in suitable sparse index
sets. More specifically, we employ the Hermite polynomial chaos expansion of the
optimal solution, and truncate the expansion with N terms that correspond to the
N largest Hermite coefficients. We also present a polynomial-based sparse quadra-
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ture, which is a sum of tensorized univariate quadrature in suitable sparse index sets,
to compute statistical moments of the optimal solution, such as its expectation. For
practical construction of the sparse quadrature, we present an adaptive algorithm with
both a-priori and a-posteriori error indicators. The main contribution of this work
is the analysis and demonstration of the convergence property of the sparse polyno-
mial approximation and the sparse quadrature for the solution of the optimal control
problems under the lognormal uncertainty. In particular, based on the analysis for
elliptic PDEs with lognormal random coefficients in the recent work [3], we establish
the dimension-independent convergence rate O(N−s) of the sparse Hermite polyno-
mial approximation, where s > 0 depends only on parametrization of the lognormal
random field, and not on the dimension of the parameter space, thus overcoming the
curse of dimensionality and achieving fast convergence for large s. We remark that
a similar convergence rate is obtained in [34] by truncation of Legendre polynomial
chaos expansion for a sequence of uniformly distributed random variables. More-
over, for sparse quadrature in approximating the expectation of the optimal solution,
we prove that its error also converges with dimension-independent convergence rate
O(N−s) with a different s > 0. We demonstrate the dimension-independent con-
vergence property of the sparse quadrature by a 1025-dimensional stochastic optimal
control problem.
The rest of the paper is organized as follows. In Section 2, we first present an
elliptic PDE with lognormal random field and its parametrization. Then the stochas-
tic optimal control problem is presented, for which we formulate a reduced optimality
system and show the existence of a unique solution of this system as well as the finite
moments of the optimal solution. In Section 3, the Hermite polynomial expansion and
truncation are introduced to formulate the sparse polynomial approximation. The
dimension-independent convergence rate of this approximation is established based
on the ℓp-summability of the Hermite coefficients. Based on sparse polynomial ap-
proximation, we present a sparse quadrature with an adaptive construction algorithm
using both a-priori and a-posteriori error indicators in Section 4. We also prove
its dimension-independent convergence property under assumptions on the exactness
and boundedness of the univariate quadrature. We perform numerical experiments to
demonstrate the convergence property of the sparse quadrature constructed by both
a-priori and a-posteriori error indicators in Section 5. Finally, we draw conclusions
and mention some further research topics in Section 6.
2. Problem setting. In this section, we present optimal control problems con-
strained by elliptic PDEs with lognormal random coefficients. For the coefficients,
we consider an explicit infinite-dimensional parametrization. For the elliptic PDE-
constrained optimal control problems, we present its optimality system, well-posedness,
and finite moments of the optimal solution.
2.1. Elliptic PDEs with lognormal random coefficients. Let D ∈ Rd (d =
1, 2, 3) denote an open and bounded physical domain with Lipschitz boundary ∂D.
We consider the following elliptic PDE with suitable boundary conditions:
(2.1) −∇ · (eκ∇u) = f in D,
where u is the state variable, f is the source term, eκ is the diffusion coefficient with
κ a Gaussian random field. We refer to eκ as a lognormal random coefficient. We
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assume that the random field κ can be represented by
(2.2) κ(x,y) =
∑
j≥1
yjκj(x),
where (κj)j≥1 in (2.2) is a sequence of functions in L
∞(D), y = (yj)j≥1 is a sequence
of i.i.d. standard normally distributed random variables, which can be viewed as a
parameter vector with the Gaussian probability measure γ = N (0, 1) for each element.
We denote the unbounded domain for the parameter vector y as
(2.3) Y := RN,
and consider the product measure space
(2.4) (Y,B(Y ),γ) = (RN,B(RN),γ),
where B(RN) denotes the σ-algebra generated by the Borel cylinders and γ =∏j≥1 γj
denotes the tensorized Gaussian probability measure. By L2
γ
(Y ) we denote a Hilbert
space of square integrable functions with respect to the measure γ. The representation
(2.2) naturally arises from Karhunen–Loe`ve (KL) expansion of the Gaussian random
field with measure N (0, C), for which
(2.5) κj :=
√
λjψj ,
where (λj , ψj)j≥1 denote the eigenpairs of the covariance operator C. Alternatively,
(κj)j≥1 can be constructed using certain wavelet basis functions that have local sup-
port [4],
(2.6) κj := ψλ,
where λ ∈ △ denotes a space-scale index as in [3]. The smoothness of the Gaussian
random field is related to smoothness of the covariance C ∈ Cβ(D × D) for some
β > 0 [11], or related to the decay of the basis functions ||ψj ||L∞ as j → ∞ [19]. To
characterize the smoothness property of κ, we make the following assumption, which
covers both the KL-type and the wavelet-type representations as in [3].
Assumption 1. Let 0 < p < 2 and q = 2p2−p . Assume there exists a positive
sequence ρ = (ρj)j≥1 such that (ρ
−1
j )j≥1 ∈ ℓq(N) and such that
(2.7) sup
x∈D
∑
j≥1
ρj |κj(x)| <∞.
Proposition 2.1. [3, Theorem 2.1, Remark 2.2] Under Assumption 1, the map
y → κ(y) is measurable, and for any 0 ≤ n <∞, there holds
(2.8) E[exp(n||κ||L∞(D))] <∞.
By L2(D) we denote the space of square integrable functions. Let H1(D) := {v ∈
L2(D) : |∇v| ∈ L2(D)}, and V = H10 (D) := {v ∈ H1(D) : v|∂D = 0}. Then the weak
formulation of the elliptic PDE (2.1) with homogeneous Dirichlet boundary condition
reads: given y ∈ Y and f ∈ L2(D), find u(y) ∈ V such that
(2.9) a(u(y), v;κ(y)) = (f, v) ∀v ∈ V,
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where the bilinear form a(·, ·;κ) is given by
(2.10) a(w, v;κ(y)) =
∫
D
eκ(y)∇w · ∇vdx, ∀w, v ∈ V,
and (·, ·) denotes the inner product in L2(D). Well-posedness and finite moments
properties are obtained for the elliptic problem (2.9) in [3], as stated in the following
theorem.
Theorem 2.2. Under Assumption 1, for any y ∈ Y , there exists a unique
solution u(y) of problem (2.9). Moreover, for any 0 ≤ k <∞, there holds
(2.11) E[||u||kV ] =
∫
Y
||u(y)||kV dγ(y) <∞.
2.2. Stochastic optimal control problems. We consider an elliptic PDE with
a distributed control function and homogeneous Dirichlet boundary condition as
(2.12) −∇ · (eκ∇u) = f + z in D,
where z denotes the control function in L2(D). Moreover, we assume that z depends
on the realization of y ∈ Y as in [27, 30, 32, 13, 34, 14, 35, 2]. Then the weak
formulation of (2.12) is given by: given y ∈ Y , find u(y) ∈ V such that
(2.13) a(u(y), v;κ(y)) = (f + z(y), v) ∀v ∈ V,
where (·, ·) denotes the inner product in L2(D). We consider the cost functional
(2.14) J(u, z) =
1
2
E[||u− ud||2L2(D)] +
β
2
E[||z||2L2(D)],
where the first term represents a tracking-type control objective with ud as desired
state, β > 0 is a weighting parameter. Then the stochastic optimal control problem
constrained by the elliptic PDE problem (2.12) is formulated as:
(2.15) min
z∈Z
J(u(z), z) such that (2.12) is satisfied for every y ∈ Y,
where Z denotes admissible control function space set as Z = L2
γ
(Y, L2(D)), a Bochner
space equivalent to the tensor product function space L2
γ
(Y )⊗ L2(D) of square inte-
grable functions in both stochastic and physical domains.
Remark 2.1. We remark that problem (2.15) with a stochastic distributed control
function and the cost functional (2.14) with expectation as risk measure is a particular
(maybe simplest) type of stochastic optimal control problems as considered in [27, 30,
32, 13, 34, 14, 35, 2]. More general stochastic optimal control problems include those
with deterministic control functions, boundary or shape control functions, and more
general PDE models, as well as other risk measures in the cost functional [44, 46, 16,
33, 37].
2.3. Optimality system, well-posedness, and finite moments. To derive
the first order optimality system for the linear-quadratic stochastic optimal control
problem (2.15), with linear PDE constraint and quadratic cost functional, we use a
Lagrange multiplier approach. First, we form the Lagrangian
(2.16) L(u, z, v) = J(u, z) + E[(f + z, v)− a(u, v;κ)],
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with the adjoint variable v ∈ L2
γ
(Y, V ). Then by setting the first order variation of
the Lagrangian with respect to the adjoint v, the state u, and the control z to be zero,
we obtain the optimality system: find (u, v, z) ∈ L2
γ
(Y, V )× L2
γ
(Y, V )× L2
γ
(Y, L2(D)
such that
(2.17)


E[a(u, u˜;κ)] = E[(f + z, u˜)] ∀u˜ ∈ L2
γ
(Y, V ),
E[a(v˜, v;κ)] = E[(v˜, u− ud)] ∀v˜ ∈ L2γ(Y, V ),
E[β(z˜, z)] = E[−(z˜, v)] ∀z˜ ∈ L2
γ
(Y, L2(D)).
Then the classical theory [39, 28] states that there exists a unique solution of the
linear-quadratic optimal control problem (2.15), which is the solution of the optimality
system (2.17). Eliminating z from the first equation by the third equation, we obtain
the reduced optimality problem: find (u, v) ∈ L2
γ
(Y, V )× L2
γ
(Y, V ) such that
(2.18)
{
E[a(u, u˜;κ) + 1β (u˜, v)] = E[(f, u˜)] ∀u˜ ∈ L2γ(Y, V ),
E[a(v˜, v;κ)− (v˜, u)] = E[(v˜,−ud)] ∀v˜ ∈ L2γ(Y, V ).
Multiplying the first equation by β and adding it to the second equation, we obtain
(2.19) E[βa(u, u˜;κ) + a(v˜, v;κ) + (u˜, v)− (v˜, u)] = E[β(f, u˜) + (v˜,−ud)],
holding for any (u˜, v˜) ∈ L2
γ
(Y, V )× L2
γ
(Y, V ).
For each y ∈ Y , we denote
(2.20) w(y) = (u(y), v(y)) ∈ W, where W = V × V,
associated with the norm
(2.21) ||w(y)||W =
(
β||u(y)||2V + ||v(y)||2V
)1/2
,
where the || · ||V -norm is specified as
(2.22) ||v||V = || |∇v| ||L2(D), ∀v ∈ V.
We consider the y-pointwise reduced optimality problem corresponding to (2.19) in
the weak form: given y ∈ Y , find w(y) ∈ W such that
(2.23) A(w(y), w˜;κ(y)) +B(w(y), w˜) = (F, w˜) ∀w˜ ∈W,
where we denote w˜ = (u˜, v˜) ∈ W , and
(2.24) A(w(y), w˜;κ(y)) = βa(u(y), u˜;κ(y)) + a(v(y), v˜;κ(y)),
and
(2.25) B(w(y), w˜) = (v(y), u˜)− (u(y), v˜), and (F, w˜) = β(f, u˜)− (ud, v˜).
Theorem 2.3. For any given y ∈ Y such that ||κ(y)||L∞(D) < ∞, there exists
a unique solution w(y) ∈ W of the problem (2.23), such that there holds the a-priori
estimate
(2.26) ||w(y)||W ≤ CP
(√
β||f ||L2(D) + ||ud||L2(D)
)
exp(||κ(y)||L∞(D)),
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where CP is the Poincare´ constant [42, Property 2.4]. Moreover, under Assumption
1, for any 0 ≤ n <∞, there holds
(2.27) E[||w||nW ] =
∫
Y
||w(y)||nW dγ(y) <∞.
Proof. It is straightforward to see that the bilinear form A(·, ·;κ(y)) + B(·, ·) is
continuous. Moreover, it is coercive as B(w,w) = 0, ∀w ∈ W , and
(2.28) A(w,w;κ(y)) ≥ exp(−||κ(y)||L∞(D))||w||2W , ∀w ∈W.
Furthermore, the linear form (F, ·) is bounded as
(F,w) ≤
√
β||f ||L2(D)
√
β||u||L2(D) + ||ud||L2(D)||v||L2(D)
≤ CP
√
β||f ||L2(D)
√
β|| |∇u| ||L2(D) + CP ||ud||L2(D)|| |∇v| ||L2(D)
≤ CP (
√
β||f ||L2(D) + ||ud||L2(D))||w||W , ∀w ∈ W,
(2.29)
where we used the Poincare´ inequality [42, Property 2.4] in the second inequality.
This bound, together with (2.28), implies the unique solution by the Lax–Milgram
theorem [42, Lemma 3.1], which satisfies the a-priori estimate (2.26).
The finite moments (2.27) is a result of (2.26) and Proposition 2.1.
Remark 2.2. With such a y-pointwise formulation (2.23), from the unique
solution of (2.23) for every y ∈ Y and the finite moments (2.27) for n = 2, we have
that there exists a unique solution of (2.19), which is the unique solution of (2.18),
(2.17), and (2.15) with the optimal control function given by z = −v/β.
3. Sparse polynomial approximation. In this section, we present the Her-
mite polynomial chaos expansion of the solution of the reduced optimality system
2.19. Based on the Hermite expansion, we define a sparse polynomial approximation
and prove its dimension-independent convergence rate based on the ℓp-summability
of the Hermite coefficients.
3.1. Hermite polynomial chaos. Let ν = (ν1, ν2, . . . , ) denote a multi-index
with νj ∈ N ∪ {0} for every j ≥ 1. Let |ν| =
∑
j≥1 νj and ||ν||ℓ∞ = maxj≥1 νj . Let
F denote a multi-index set with finitely supported indices, i.e.,
(3.1) F = {ν ∈ NN : |ν| <∞}.
Let (Hn)n≥0 denote a sequence of orthonormal Hermite polynomials, and Hν denote
a tensorized Hermite polynomial given by
(3.2) Hν(y) =
∏
j≥1
Hνj (yj).
Then (Hν)ν∈F form a complete orthonormal basis for the Hilbert space L
2
γ
(Y ). By
Theorem 2.3, we have that the solution of problem (2.19) satisfy u, v ∈ L2
γ
(Y, V ).
Therefore, w = (u, v) admits the Hermite polynomial chase expansion
(3.3) w(y) =
∑
ν∈F
wνHν(y),
8 Sparse polynomial approximation for optimal control with lognormal random coefficients
where the Hermite coefficients wν = (uν , vν) are given by
(3.4) uν =
∫
Y
u(y)Hν(y)dγ(y) and vν =
∫
Y
v(y)Hν(y)dγ(y), ∀ν ∈ F .
Moreover, by Parseval’s identity, we have
(3.5) ||u||2L2
γ
(Y,V ) =
∑
ν∈F
||uν ||2V and ||v||2L2
γ
(Y,V ) =
∑
ν∈F
||vν ||2V .
Therefore, by definition of the || · ||W -norm in (2.21), we have
(3.6) ||w||2L2
γ
(Y,W ) =
∑
ν∈F
(
β||uν ||2V + ||vν ||2V
)
=
∑
ν∈F
||wν ||2W
3.2. Sparse polynomial approximation. Let Λ ⊂ F denote a multi-index set
with cardinality |Λ| <∞, we define a sparse polynomial approximation of w as
(3.7) SΛw(y) =
∑
ν∈Λ
wνHν(y).
Then the approximation error can be bounded as
(3.8) ||w − SΛw||2L2
γ
(Y,W ) =
∣∣∣∣∣∣ ∑
ν∈F\Λ
wνHν
∣∣∣∣∣∣2
L2
γ
(Y,W )
≤
∑
ν∈F\Λ
||wν ||2W .
It is evident that the sparse polynomial approximation SΛ, with Λ taken such that
the Hermite coefficients ||wν ||W for ν ∈ Λ are the |Λ| largest among all ν ∈ F , is the
optimal approximation in L2
γ
(Y,W )-norm with |Λ| Hermite polynomials. It therefore
becomes the task of quantifying the decay rate of the residual of the coefficients (3.8)
in order to obtain the convergence rate of the sparse polynomial approximation error.
To this end, we first state the dimension-independent convergence rate of the sparse
polynomial approximation in the following theorem.
Theorem 3.1. Under Assumption 1, there exists a sequence of multi-index set
(ΛN )N≥1 ∈ F with |ΛN | = N , such that
(3.9) ||w − SΛNw||L2γ (Y,W ) ≤ CN−s, s =
1
p
− 1
2
,
where the constant C > 0 is independent of N .
Proof. Note that the sparse polynomial approximation error is bounded by (3.8).
By Stechkin’s lemma [18], taking ΛN with the N elements ν ∈ ΛN corresponding to
the N largest ||wν ||W among all ν ∈ F , there holds
(3.10)

 ∑
ν∈F\ΛN
||wν ||2W


1/2
≤
(∑
ν∈F
||wν ||pW
)1/p
N−s, s =
1
p
− 1
2
,
which concludes with C = ||(||wν ||W )ν∈F ||ℓp(F) if the Hermite coefficients (||wν ||W )ν∈F ∈
ℓp(F) under Assumption 1. This is the result of Theorem 3.5.
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3.3. ℓp(F)-summability. In this section, we study the ℓp(F)-summability of the
Hermite coefficients of the solution of the reduced optimality problem (2.23), using
similar arguments in [3] for the elliptic PDE (2.9) with a lognormal random coefficient.
In particular, we need to bound the partial derivatives of the optimal solution and
their weighted integrals.
By ∂νw we denote the ν-th order partial derivative defined as
(3.11) ∂νw :=
(∏
j≥1
∂νjyj
)
w, ∀ν ∈ F .
We use the combinatorial notation
(3.12)
(
ν
µ
)
:=
(
ν
µ
)
=
∏
j≥1
(
νj
µj
)
, ν,µ ∈ F ,
with the convention
(3.13)
(
n
m
)
:= 0, if m > n.
Let κ := (κj)j≥1 denote the sequence of basis functions of (2.2), we denote
(3.14) κν :=
∏
j≥1
κ
νj
j , ∀ν ∈ F .
Moreover, for two indices ν,µ ∈ F , by ν  µ we mean νj ≤ µj for all j ≥ 1. We
define the multi-index set Eµ for µ ∈ F as
(3.15) Eµ = {ν ∈ F : ν  µ and ν 6= µ}, ∀µ ∈ F .
Lemma 3.2. For any y ∈ Y such that ||κ(y)||L∞(D) < ∞, for any µ ∈ F and
µ 6= 0, there exists a unique partial derivative ∂µw(y) ∈W such that
A(∂µw(y), w˜;κ(y)) +B(∂µw(y), w˜)
= −
∑
ν∈Eµ
(
µ
ν
)∫
D
κ
µ−νeκ(y)∇∂νw(y) · ∇w˜dx, ∀w˜ ∈W,(3.16)
where we denote
(3.17) ∇∂νw(y) · ∇w˜ := β∇∂νu(y) · ∇u˜+∇∂νv(y) · ∇v˜.
Moreover, there holds the bounds
(3.18) ||∂µw(y)||W ≤ Cµ exp
(
2|µ| ||κ(y)||L∞(D)
)
, ∀µ ∈ F ,
where the constant Cµ depends on µ, f , ud, and (κj)j≥1, but not on y.
Proof. We proceed using the argument as in [3, Lemma 3.1] and [18, Theorem
4.2]. We first consider µ = ej for some j ≥ 1, where (ej)i = δij denote the Kronecker
sequence. Given any y ∈ Y such that ||κ(y)||L∞(D) <∞, let wh(y) denote
(3.19) wh(y) =
w(y + hej)− w(y)
h
.
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Subtracting (2.23) at y + hej from it at y and dividing by h, we obtain
(3.20) A(wh(y), w˜;κ(y)) +B(wh(y), w˜) = −
∫
D
ehκj − 1
h
eκ(y)∇w(y + hej) · ∇w˜dx.
Taking the limit h→ 0, we have
(3.21) lim
h→0
∫
D
ehκj − 1
h
eκ(y)∇w(y + hej) · ∇w˜dx =
∫
D
κje
κ(y)∇w(y) · ∇w˜dx.
Therefore, taking limit h→ 0 in (3.20) concludes (3.16) for µ = ej , where we denote
(3.22) lim
h→0
wh(y) = ∂
ejw(y).
A recursive application of this argument concludes (3.16) for any other µ ∈ F and
µ 6= 0. To show the bound (3.18), we first note that it holds for µ = 0 by Theorem 2.3
with constant Cµ = CP
(√
β||f ||L2(D) + ||ud||L2(D)
)
. For any other µ ∈ F , suppose
that (3.18) holds for any ν ∈ Eµ. We take the test function w˜ = ∂µw(y), which leads
to B(∂µw(y), ∂µw(y)) = 0, and
(3.23) A(∂µw(y), ∂µw(y);κ(y)) ≥ exp (−||κ(y)||L∞(D)) ||∂µw(y)||2W .
Moreover, for the right hand side of (3.16), we have
∑
ν∈Eµ
(
µ
ν
)∫
D
κ
µ−νeκ(y)∇∂νw(y) · ∇∂µw(y)dx
≤ exp (||κ(y)||L∞(D)) ||∂µw(y)||W ∑
ν∈Eµ
||∂νw(y)||W
(
µ
ν
)
||κ||µ−νL∞(D)
≤ exp (||κ(y)||L∞(D)) ||∂µw(y)||W ∑
ν∈Eµ
Cν exp
(
2|ν|||κ(y)||L∞(D)
)(µ
ν
)
||κ||µ−νL∞(D)
≤ Cµ exp
(
(1 + 2(|µ| − 1))||κ(y)||L∞(D)
) ||∂µw(y)||W ,
(3.24)
where we used Cauchy–Schwarz inequality in the first inequality, the bound (3.18) for
ν ∈ Eµ by induction, and |ν| ≤ |µ| − 1 for ν ∈ Eµ in the last inequality with the
constant
(3.25) Cµ =
∑
ν∈Eµ
Cν
(
µ
ν
)
||κ||µ−νL∞(D) <∞,
which is independent of y. This bound, together with (3.23), imply (3.18) for µ.
As a result of Lemma 3.2, the following lemma establishes the relation between
the Hermite coefficients and the partial derivatives of the solution.
Lemma 3.3. Under Assumption 1, for any r ∈ N, there holds [3, Theorem 3.1]
(3.26)
∑
||µ||ℓ∞≤r
ρ
2µ
µ!
∫
Y
||∂µw(y)||2W dγ(y) =
∑
ν∈F
bν ||wν ||2W ,
where the coefficients
(3.27) bν :=
∑
||µ||ℓ∞≤r
(
ν
µ
)
ρ
2µ =
∏
j≥1
(
r∑
l=0
(
νj
l
)
ρ2lj
)
, ∀ν ∈ F ,
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which satisfies (b−1
ν
)ν∈F ∈ ℓq/2(F) for r > 2q , see [3, Lemma 5.1].
By Lemma 3.3, a weighted summability of the Hermite coefficients of the solution
is equivalent to a weighted integrability of the partial derivatives of this solution. The
latter is obtained in the following lemma.
Lemma 3.4. Under Assumption 1, by a suitable rescaling of ρ such that
(3.28) sup
x∈D
∑
j≥1
ρj |κj(x)| =: K < Cr := ln 2√
r
for a given r ∈ N, there holds
(3.29)
∑
||µ||ℓ∞≤r
ρ
2µ
µ!
∫
Y
||∂µw(y)||2W dγ(y) <∞.
Proof. We briefly present the proof following [3, Theorem 4.1, 4.2].
For any integer k ≥ 0, let Λk := {µ ∈ F : |µ| = k, ||µ||ℓ∞ ≤ r}. We define
(3.30) σk =
∑
µ∈Λk
ρ
2µ
µ!
A(∂µw(y), ∂µw(y);κ(y)).
By the equality B(∂µw(y), ∂µw(y)) = 0 in (3.16), we have
(3.31) σk = −
∑
µ∈Λk
∑
ν∈Eµ
(
ν
µ
)∫
D
κ
µ−νeκ(y)∇∂νw(y) · ∇∂µw(y)dx.
For the right hand side, with suitable algebraic manipulation and using Cauchy–
Schwarz inequality, we obtain
(3.32) σk ≤
k−1∑
l=0
1
(k − l)! (
√
rK)k−lσl,
which implies σk ≤ σ0δk by induction for some δ < 1 and K/δ < Cr . Therefore,
(3.33)
∑
||µ||ℓ∞≤r
ρ
2µ
µ!
A(∂µw(y), ∂µw(y);κ(y)) ≤ 1− δ
r+1
1− δ A(w(y), w(y);κ(y)).
By the coercivity of A in (2.28) and the bound (2.26), integrating (3.33) we obtain
(3.34)
∑
||µ||ℓ∞≤r
ρ
2µ
µ!
∫
Y
||∂µw(y)||2W dγ(y) ≤ CE[exp(4||κ(y)||L∞(D))],
with constant C > 0, which is finite by Proposition 2.1 with n = 4.
By Lemma 3.3 and 3.4, we have the weighted ℓ2(F)-summability of the Hermite
coefficients of the solution, which leads to their ℓs(F)-summability as stated in the
following theorem.
Theorem 3.5. Under Assumption 1, for the Hermite expansion (3.3) of the
solution of the optimality problem (2.23), there holds
(3.35)
∑
ν∈F
||wν ||pW <∞.
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Proof. By the Ho¨lder inequality we have
(3.36)
∑
ν∈F
||wν ||pW ≤
(∑
ν∈F
bν ||wν ||2W
)p/2(∑
ν∈F
b−q/2
ν
)1−p/2
,
which is finite as a result of Lemma 3.3 and 3.4.
4. Sparse quadrature. It is often interesting to compute the statistical mo-
ments of the control function, or more in general the statistical moments of the solu-
tion of the optimal control problem (2.23) or its related quantity of interest. In this
section, we present a polynomial-based sparse quadrature [12] for the computation of
these statistical moments, in particular, the expectation of the solution. A dimension-
independent convergence rate for the sparse quadrature error will be established based
on that of the sparse polynomial approximation.
4.1. Sparse quadrature. We first consider a univariate map ψ(y) ∈ X , where
y ∈ Y = R and has a Gaussian measure y ∼ γ = N(0, 1), andX represents a separable
Banach space. Our goal is to evaluate the expectation
(4.1) E[ψ] =
∫
Y
ψ(y)dγ(y).
To approximation this expectation, we introduce a sequence of univariate quadrature
operators (Qν)ν≥0 indexed by level ν ∈ N ∪ {0} as
(4.2) Qν [ψ] :=
m(ν)∑
k=1
ψ(yk)wk,
where (yk, wk)
m(ν)
k=1 are the m(ν) quadrature points and weights. We assume the
number of quadrature points m(ν) satisfies m(0) = 1 and m(ν) ≥ ν + 1 for ν ≥ 1.
Classical quadrature points include the non-nested Gauss–Hermite points, and the
nested Genz–Keister points, see details in [12].
For any ν ≥ 0, the univariate quadrature (4.2) can be written in a telescope sum
(4.3) Qν [ψ] =
ν∑
l=0
△l[ψ],
where the univariate difference quadrature operator (△l)l≥0 are defined as
(4.4) △l := Ql −Ql−1.
We denote Q−1[ψ] = 0 by convention. For a multivariate map ψ(y) ∈ X where the
parameter y ∈ Y = RN and has tensorized Gaussian measure y ∼ γ = ∏j≥1 γj , we
define the expectation of ψ as the infinite-dimensional integral
(4.5) E[ψ] =
∫
Y
ψ(y)dγ(y).
To approximate this expectation, based on the univariate quadrature, we define a
sparse quadrature QΛ associated with an index set Λ ⊂ F as
(4.6) QΛ[ψ] =
∑
ν∈Λ
△ν [ψ],
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where the tensorized difference quadrature operator are defined as
(4.7) △ν :=
⊗
j≥1
△νj =
⊗
j≥1
(Qνj −Qνj−1).
By increasing the cardinality of the index set Λ, we hope to obtain a convergent sparse
quadrature to the expectation ||E[ψ]−QΛ[ψ]||X → 0 and to quantify its convergence
rate by taking suitable index set Λ ⊂ F , which are presented in the next section.
4.2. Dimension-independent convergence. To show the convergence and
quantify the convergence rate of the sparse quadrature (4.6), we make the following
assumptions on the exactness and boundedness of the univariate quadrature (Qν)ν≥0.
Assumption 2. For the univariate quadrature (Qν)ν≥0 defined in (4.2), we
assume that Qν is exact for polynomials of degree less than or equal to ν, i.e.,
(4.8) Qν [ψ] = E[ψ], ∀ψ ∈ Pν(y) = span{yl, l = 0, . . . , ν}, ∀ν ∈ N ∪ {0}.
In particular, it holds for Hermite polynomials Qν [Hl] = E[Hl], l = 0, . . . , ν. More-
over, we assume that the quadrature values for Hermite polynomials are bounded by
(4.9) |Qν [Hl]| ≤ 2, ∀l ≥ 0, ∀ν ∈ N ∪ {0}.
Remark 4.1. It is proven in [12] that the Gauss–Hermite quadrature satisfies
Assumption 2 for both (4.8) and (4.9), and the Genz–Keister quadrature satisfies
(4.8). In fact, numerics showed that |Qν [Hl]| ≤ 1 for both quadrature rules [12].
To this end, we define a specific structure on the index set Λ ⊂ F , which is called
downward closed [17], or admissible [22],
(4.10) if ν ∈ Λ, then µ ∈ Λ for every µ  ν.
Theorem 4.1. Under Assumption 1 and 2, there exist a sequence of nested and
downward closed index sets (ΛN )N≥1 with cardinality |ΛN | = N ≥ 1 such that sparse
quadrature error for the solution of (2.23) is bounded by
(4.11) ||E[w] −QΛN [w]||W ≤ CN−s, s =
1
p
− 1,
where the constant C is independent of N and the active parameter dimension.
Proof. We provide the proof following the arguments in [12] for the solution of
the optimality system (2.23), which are presented in three steps.
Step 1. Under the exactness (4.8) in Assumption 2 of the univariate quadrature,
it is shown [12, Lemma 3.2] that for any downward closed index set Λ ⊂ F , there
holds
(4.12) QΛ[ψ] = E[ψ], ∀ψ ∈ PΛ(Y ) = span{yν ,ν ∈ Λ}.
Moreover, under the boundedness (4.9), for any ν ∈ F \ 0, there holds [12, Lemma
3.2]
(4.13) |QΛ∩Rν [Hν ]| ≤
∏
j≥1
(1 + νj)
3,
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where Rν := {µ ∈ F : µ  ν}.
Step 2. For the solution of (2.23), by the Hermite expansion (3.3), we have
(4.14) QΛ[w] =
∑
ν∈Λ
wνQΛ[Hν ] +
∑
ν∈F\Λ
wνQΛ[Hν ].
Therefore, by the exactness (4.12), the sparse quadrature error can be represented by
(4.15) E[w]−QΛ[w] =
∑
ν∈F\Λ
wν(E[Hν ]−QΛ[Hν ]).
By the orthonormality of (Hν)ν∈F and H0 = 1, we have E[Hν ] = E[HνH0] = 0 for
any ν 6= 0, which, together with (4.13), lead to the bound for the sparse quadrature
error
(4.16) ||E[w]| −QΛ[w]|W ≤
∑
ν∈F\Λ
cν ||wν ||W ,
where cν :=
∏
j≥1(1 + νj)
3 as given in (4.9).
Step 3. By referring to the weighted ℓ2(F) summability in (3.3), we multiply and
divide by b
−1/2+η
ν with η ≥ q/4 for the right hand side of (4.16), which yields
(4.17)
∑
ν∈F\Λ
cν ||wν ||W ≤ sup
ν∈F\Λ
b−1/2+η
ν
∑
ν∈F\Λ
cν
bην
b1/2
ν
||wν ||W .
Using Cauchy–Schwarz inequality, we have
(4.18)
∑
ν∈F\Λ
cν
bην
b1/2
ν
||wν ||W ≤

 ∑
ν∈F\Λ
(
cν
bην
)2
1/2
 ∑
ν∈F\Λ
bν ||wν ||2W


1/2
,
where the second term is finite by Lemma 3.3 and 3.4, the first term is also finite as
shown in [12, Lemma 3.5]. Moreover, as shown in [12, Theorem 3.6], for a sequence
of nested multi-index sets (ΛN )N≥1 with elements corresponding to the indices of the
N largest b
−1/2+η
ν among all ν ∈ F , there holds
(4.19) sup
ν∈F\ΛN
b−1/2+η
ν
≤
(∑
ν∈F
b−q/2
ν
)(2−q)/2q
(N + 1)−s, s =
1
q
− 1
2
=
1
p
− 1,
with η = q/4. Furthermore, it is shown that the sequence (bν)ν∈F is monotonically
increasing, i.e., bν ≤ bµ for ν  µ, so that (b−1/2+ην )ν∈F is monotonically decreasing
with η < 1/2, which implies that (ΛN)N≥1 can be taken downward closed.
Remark 4.2. Note that the dimension-independent convergence is with respect
to the number of indices N in ΛN . As the computational complexity depends on the
number of PDE solves, or the number of quadrature points Np in ΛN , which scales
as Np ≤ CN2 for Gauss–Hermite quadrature [20, Proposition 18], the corresponding
sparse quadrature error is therefore bounded as
(4.20) ||E[w] −QΛN [w]||W ≤ CN−s/2p , s =
1
p
− 1.
This bound, however, is likely not optimal since the Gauss–Hermite quadrature Qν [ψ]
is exact for ψ ∈ P2m(ν)−1 = span{yl, l = 0, . . . , 2m(ν)− 1} where m(ν) ≥ ν + 1.
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4.3. A-priori and a-posteriori construction algorithms. Theorem 4.1 states
the existence of a sequence of nested and downward closed index sets (ΛN )N≥1 in
achieving the dimension-independent convergence rate of the sparse quadrature error.
To construct such index sets, we present an adaptive algorithm that was originally
developed in [22] and use both a-priori and a-posteriori error indicators as further
developed in [12].
As the index sets (ΛN)N≥1 are downward closed and nested, we can start from
the root Λ = {0} and in each step enrich the index set by one of the indices from its
reduced forward neighbor set defined as [45, 12]
(4.21) N (Λ) = {ν ∈ F \ Λ : ν − ej ∈ Λ, ∀j ∈ Jν and νj = 0, ∀j > j(Λ) + 1},
where Jν := {j ≥ 1 : νj 6= 0}, and j(Λ) is the smallest j such that νj+1 = 0 for
all ν ∈ Λ. Then in each step, we select the next index ν ∈ N (Λ) according to an
a-priori error indicator bν as illustrated in the proof, Step 3, of Theorem 4.1, or an
a-posteriori error indicator ||△ν [ψ]||X as defined in (4.7). The adaptive construction
process for the sparse quadrature is presented in the following algorithm, where a
maximum number of indices is prescribed as a stopping criterion. Alternatively, a
prescribed tolerance for the error indicators can be likewise imposed.
Algorithm 1 Adaptive sparse quadrature
1: Input: a maximum number of indices Nmax, the map ψ.
2: Output: the downward closed index set ΛN , quadrature QΛN (ψ).
3: Set N = 1, ΛN = {0}, evaluate ψ(0) and set QΛN (ψ) = ψ(0).
4: while N < Nmax do
5: Construct the reduced forward neighbor set N (ΛN ) by (4.21).
6: if using a-priori construction then
7: Compute bν for all ν ∈ N (ΛN ) by (3.27).
8: Take ν = argmin
µ∈N (ΛN ) bν .
9: else if using a-posteriori construction then
10: Compute △ν(ψ) for all ν ∈ N (ΛN ) by (4.7).
11: Take ν = argmax
µ∈N (ΛN ) ||△µ(ψ)||X .
12: end if
13: Enrich the index set ΛN+1 = ΛN ∪ {ν}.
14: Set QΛN+1(ψ) = QΛN (ψ) +△ν(ψ).
15: Set N ← N + 1.
16: end while
Remark 4.3. By arranging the sequence (ρj)j≥1 that satisfies Assumption 1 in
an increasing order with respect to j, the adaptive construction in the reduced forward
neighbor set with the a-priori error indicator is guaranteed to achieve the convergence
rate in Theorem 4.1, see more details in [12]. On the other hand, the a-posteriori
error indicator does not guarantee to achieve such convergence rate in theory but lead
to smaller quadrature error than the a-priori error indicator in practice.
Remark 4.4. In the construction by the a-priori error indicator, one only needs
to compute bν in seeking the next index in the forward neighbor set ν ∈ N (ΛN ),
which may greatly reduce the computation cost compared to that by the a-posteriori
error indicator, which requires PDE solves to compute △ν [ψ] for all ν ∈ N (ΛN ).
5. Numerical experiment. In this section, we perform a numerical experiment
to demonstrate the dimension-independent convergence property of the sparse quadra-
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ture for the optimal control problem with lognormal random coefficients. We consider
the optimal control problem (2.15) in one dimensional physical domain D = (0, 1) and
impose homogeneous Dirichlet boundary condition for the elliptic PDE (2.12). We
use a finite element method with piecewise linear element in a uniform mesh with
1025 nodes for discretization in the physical space. We specify the parametrization
(2.2) as
(5.1) κ(x,y) =
∞∑
j=1
yjj
−α sin(πjx)/2,
where α ≥ 1. Due to the physical discretization, (5.1) is truncated with 1025
terms, resulting in a 1025-dimensional stochastic optimal control problem. For this
parametrization, we can take ρ = jα−1−ǫ for arbitrarily small ǫ > 0, so that (2.7)
is satisfied and (ρ−1j )j≥1 ∈ ℓq for any q > 1α−1 . Therefore, by Theorem 3.1, the
dimension-independent convergence rate N−s can be obtained with s < α− 1 for the
sparse polynomial approximation, and with s < α − 3/2 for the sparse quadrature
by Theorem 4.1. We generate the synthetic data ud as the solution of (2.12) with
zd = sin(πx) and κ = 0. We take the regularization parameter β = 10
−4.
Fig. 1. The state variable u (left) and the control variable z = −v/β (right) of the optimality
system (2.23) at 100 random samples. The lines marked by red circle represent the synthetic data ud
at the control zd = sin(pix), the line marked by black cross represent the averaged state and control
among the 100 realizations. α = 1 (top), α = 2 (bottom).
At first, we take 100 random samples of κ with α = 1, 2 and solve the optimality
system (2.23) at these samples. The realizations of the state variable u and the control
variable given through the adjoint variable as z = −v/β are plotted in Fig. 1. We
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can observe that the realizations of the state variable are close to the synthetic data
ud as expected (the difference between them is the object to minimize in the cost
functional), while the realizations of the control variable are quite far from zd at
different random samples. Nevertheless, the sample mean of the control variable is
rather close to zd for both cases of α = 1, 2. This observation implies that even using
a stochastic control function, its mean may be used to approximate a deterministic
control as argued in [2].
Next, we use the sparse quadrature based on univariate Gauss–Hermite quadra-
ture rule to compute the expectation of the control variable z(x) at x = 0.5. For the
construction of the sparse quadrature, we run Algorithm 1 using both a-priori and
a-posteriori error indicators presented in Sec. 4.3. A maximum number of quadra-
ture points Nmax = 10
4 is prescribed as the stopping criterion. We consider three
different cases α = 1, 2, 3 in the parametrization (5.1). The convergence of the sparse
quadrature errors in different scenarios are shown in Fig. 2 with the reference values
computed at the maximum number of quadrature points.
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Fig. 2. Convergence of the sparse quadrature errors with respect to the number of indices (left)
and the number of quadrature points or PDE solves (right). In the top figures, the convergence is
shown in Λ, while in the bottom figures, the convergence is shown in Λ¯ = Λ ∪ N (Λ). In the right
figures, convergence of Monte Carlo quadrature errors is also shown. α = 1, 2, 3.
First, from the top-left part of Fig. 2, we can see that the sparse quadrature
errors converge with an asymptotic rate of N−s with respect to the number of indices
N in the constructed index set Λ. Varying α = 1, 2, 3, we can observe the rate
s > α − 1/2 for both the a-priori and the a-posteriori constructions, which is larger
than α−3/2 as predicted by Theorem 4.1. This larger convergence rate has also been
observed in [12] for Gaussian measure and in [45] for uniform measure. We mention
that the theoretical prediction has been improved in a recent work [48] for uniform
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measure, from which we may expect an improvement for the Gaussian measure. Note
that the a-posteriori error indicator results in smaller quadrature errors than those
produced by the a-priori error indicator, even though the former can not guarantee
the theoretical prediction. The convergence of the sparse quadrature errors with
respect to the number of quadrature points in Λ are shown in the top-right part of
Fig. 2, which is slightly slower than that with respect to the number of indices, yet
still implies a rate of s ≥ α − 1/2. The convergence for the averaged Monte Carlo
quadrature errors with 10 trials is also shown in this figure. It is evident that the
averaged asymptotic convergence rate of the Monte Carlo quadrature errors is about
N−s with s = 1/2 for all cases of α = 1, 2, 3, which is smaller that that of the sparse
quadrature errors for α = 2, 3. Even in the case of α = 1, the sparse quadrature
errors are smaller than the Monte Carlo quadrature errors. In the construction by
the a-posteriori error indicator, the total computational cost include that for PDE
solves at the quadrature points corresponding to the indices in the forward neighbor
set N (Λ), as mentioned in Remark 4.4. Therefore, it is important to consider the
convergence with respect to this total computational cost in terms of PDE solves
(quadrature points) in Λ¯ = Λ ∪ N (Λ), which is displayed in the bottom part of Fig.
2. Again, we can observe the convergence rate s ≥ α− 1/2 for the sparse quadrature
errors with respect to the number of both indices and quadrature points, which is
faster than that of Monte Carlo for α = 2, 3.
Finally, in Fig. 3 we plot the maximum levels of indices lj = maxν∈Λ∪N (Λ) νj in
each parameer dimension j = 1, . . . , 1025, among all indices ν ∈ Λ∪N (Λ). Note that
the dimension j is activated in Λ once lj ≥ 2, and in Λ∪N (Λ) once lj ≥ 1. From the
plot we can observe that several hundred of dimensions are activated in Λ∪N (Λ) while
less than one hundred dimensions are activated in Λ. As the reference quadrature
value used in Fig. 2 is computed using all the indices in Λ∪N (Λ), it implies that the
asymptotic convergence rates displayed in Fig. 2 are indeed dimension-independent.
Moreover, from Fig. 3 we can also observe that more dimensions with bigger maximum
levels in the first few dimensions are activated for α = 2 than for α = 1, which
agrees with the fact that the former has stronger anisotropicity. Furthermore, we
remark that once the parametrization (5.1) is fixed, the a-priori error indicator will
produce the same index set regardless of the integrand, while for the a-posteriori
error indicator, the constructed index set depends on the integrand and likely results
in smaller quadrature errors.
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Fig. 3. Comparison between a-priori and a-posteriori constructions for maximum level of
indices constructed in each dimension for indices in Λ¯ = Λ ∪ N (Λ). α = 1 (left), α = 2 (right).
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6. Conclusion. In this work, we proposed and analysed a sparse polynomial
approximation for the solution of optimal control problems constrained by ellip-
tic PDEs with lognormal random coefficients. Under certain assumptions on the
infinite-dimensional parametrization of the lognormal random field, we proved that
the convergence rate of the sparse polynomial approximation of the optimal solution
is dimension-independent. For the computation of the expectation of the optimal
solution, we presented a polynomial-based sparse quadrature as a sum of tensorized
univariate quadrature in a downward closed index set. Given the convergence prop-
erty of the sparse polynomial approximation, we also established the convergence
rate of the sparse quadrature under assumptions of exactness and boundedness of the
univariate quadrature rule. Numerical experiments for a 1025-dimensional optimal
control problem confirmed that the convergence rate of the sparse quadrature is in-
dependent of the number of active parameter dimensions. Moreover, the convergence
can be much faster than that of Monte Carlo quadrature provided the lognormal
random field is sufficiently smooth or the modes of its parametrization decay suffi-
ciently quickly. The optimal control problem we considered is relatively simple, in the
sense that the control function is distributed and parameter-dependent, and the cost
functional involves only the expectation as the risk measure. Further analysis and ap-
plication of the sparse polynomial approximation and sparse quadrature are desirable
for more general optimal control problems with other types of control functions, risk
measures, and PDE constraints.
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