Background: The ability of HIV-1 to integrate into the genomes of quiescent host immune cells, establishing a long-lived latent viral reservoir (LVR), is the primary obstacle to curing these infections. Quantitative viral outgrowth assays (QVOAs) are the gold standard for estimating the size of the replication-competent HIV-1 LVR, measured by the number of infectious units per million (IUPM) cells. QVOAs are time-consuming because they rely on culturing replicate wells to amplify the production of virus antigen or nucleic acid to reproducibly detectable levels. Sequence analysis can reduce the required number of culture wells because the virus genetic diversity within the LVR provides an internal replication and dilution series. Here we develop a Bayesian method to jointly estimate the IUPM and variant frequencies (a measure of clonality) from the sequence diversity of QVOAs.
Background
HIV-1 persists in individuals, despite fully suppressive anti-retroviral therapy (ART), due to the presence of resting CD4+ (rCD4) T cells that are latently infected with replication competent, integrated copies of the virus [1] . These resting cells can reactivate through natural immunological challenge within the body, and upon reactivation will produce progeny virus. In the case of discontinuation of ART, this reactivation will lead to full viral rebound within a matter of weeks in virtually all individuals [2] . The size of this pool of latently infected cells, referred to as the latent viral reservoir (LVR), has proven difficult to measure as the vast majority of integrated proviral DNA is defective [3, 4] . Therefore current methods for quantifying replication-competent provirus rely on the production of infectious virus in vitro; the quantitative viral outgrowth assay (QVOA) is presently the gold standard for LVR quantification. The QVOA is based on the in vitro reactivation of rCD4 T cells isolated from an infected individual in a limiting dilution of replicate wells, with a readout of HIV-1 p24 antigen production to identify wells containing at least one latently infected cell. However, the QVOA is labor-intensive and difficult to scale up to larger numbers of wells. Each well is cultured for several weeks with the repeated addition of uninfected CD8-depleted lymphoblasts, or the single addition of MOLT-4/CCR5 cells, to amplify any viruses released so that HIV p24 antigen can be produced at detectable levels [5, 6] (Fig. 1) . Consequently, it would be beneficial to minimize the number of replicate wells that need to be cultivated for every patient sample. Sequencing individual viruses from the positive wells internally dilutes each virus population by partitioning the binary outcome (p24 antigen positive) into multinomial outcomes (presence or absence of sequence variants) [7] . In other words, the genetic diversity of the virus population provides an intrinsic replication and dilution series that can enable the investigator to culture a smaller number of wells, and has therefore been proposed as a tool for refining the estimates of infectious units per million (IUPM) cells [7] , the standard LVR measure.
Additionally, sequencing of outgrowth virus can provide information on the contribution of rCD4 T cell division to persistence of the LVR. The long half-life of the HIV-1 LVR that averages several years in duration [8, 9] , in combination with the presence of clonal populations of rCD4 T-cells that contain identical HIV-1 proviral sequences [10] [11] [12] , suggests that rCD4 T-cell proliferation may play a significant role in maintaining the LVR. The role that this phenomenon plays in maintaining the LVR is of critical importance for HIV-1 cure efforts, as it will help direct the ideal path for targeting and eventually destroying these latently infected cells. To this end, multiple groups have begun using viral sequencing of both latent HIV-1 proviral DNA, as well as populations derived from viral outgrowth assays (such as the quantitative viral outgrowth assay [QVOA]), to characterize the contribution of this clonal expansion to the maintenance of the LVR [10, [13] [14] [15] .
The single-hit Poisson model
The current standard approach for estimating the IUPM from QVOA results is based on the single-hit Poisson model, which has long been used for the analysis of limiting dilution assays [16] . The expected IUPM is estimated by maximizing the likelihood for a binomial distribution:
where N is the number of wells in the QVOA; Y is the number of p24-positive wells; and p = 1 − exp(−n ) is the probability that a well is positive because one or more of the cells within it were infected (hence 'single-hit'), given that each well contained n cells. The rate parameter is the proportion of cells that are infected, from which we derive our estimate of the IUPM as × 10 6 . This model assumes that all cells in the sample population have a uniform probability of being infected. It is conventionally assumed that n (the number of cells per well) is known without error, so that the maximum likelihood estimate (MLE) of p is a direct estimate of . Serial dilution is typically used to vary n across sets of wells, which reduces the chance that the wells are either all positive or all negative; neither of these extreme outcomes can be used effectively to estimate . Thus, a more general formulation of equation (1) is:
where D is the number of dilution factors, N i is the number of wells with the i-th dilution factor, Y i is the number of these wells that test positive, and n i is the number of cells per well [17] .
Incorporating sequence variation
The defining feature of the single-hit Poisson (SHP) model is that each well has a binary all-or-nothing outcome, in which the well either tests positive or negative for viral outgrowth (Fig. 1 ). Estimating IUPM is contingent on having a mix of positive and negative outcomes, where the probability of each positive outcome (that a well contains at least one infected cell, and therefore p24 is detected) is modulated by dilution. However, if we obtain genetic sequences for individual viruses within a given well, then we have additional information about the number of infected cells per well [7] . If two distinct sequence variants are observed from a well, for instance, then we can assume that the well initially contained at least two infected cells. Additionally, we can track the occurrence of specific variants across wells to simultaneously estimate the relative frequency of variants in the sample population of infected cells, which also provides information about the clonal expansion of infected cells. For example, consider a QVOA where four wells are plated with 10 6 cells per well, and p24 ELISA shows that all four wells are positive for HIV. From these data, there is no sensible maximum likelihood estimate for under the SHP model because the likelihood surface asymptotes as approaches infinity. However, suppose there are five genetic variants (labeled A through E) with a uniform frequency of 0.2 in the sample population of viruses, and the true IUPM is 5. Then we can simulate a random outcome represented by the following binary (presence/absence) matrix:
Under these conditions, the probability that all four wells are positive is (1 − e −5 ) 4 ≈ 0.973 . In other words, there is a good chance that we will be unable to estimate the IUPM with the SHP model. On the other hand, we expect that each variant will be present in a given well only 1 − e −0.2×5 ≈ 0.63 of the time, and all four wells only about 0.63 4 ≈ 16% of the time; the chance that all variants appear in all wells is only about one-hundredth of a percent. Therefore, if we use sequencing to determine which variants appear in each well, then it is very likely that we can regain the ability to estimate the IUPM in an 'all positive' scenario. Incorporating sequence information constitutes a more difficult problem because we need to simultaneously estimate the variant frequencies along with . Recently, Lee et al. [7] described using a primer IDbased next-generation sequencing assay (NGSA) to sequence the virus populations in positive QVOA wells. This QVOA-NGSA method employs a maximum likelihood estimator for IUPM that is the sum of variant-specific quantities, ˆ = i − log(1 − y i /K ) , where y i is the number of K wells containing the i-th variant. This estimator stipulates that every well contains the same number of cells, such that the estimate ˆ can be rescaled by a constant factor to estimate the IUPM; for instance, if each well contained 2.5 × 10 6 cells then IUPM =ˆ /2.5 . Furthermore, this estimator has the same problem as the SHP model in that ˆ goes to ∞ if any variant is observed in every well ( y i = K ). This potentially limits the utility of the estimator when the number of wells is small, the number of cells per well is large, or the actual IUPM is large and/or predominated by a single variant (high clonality) [14] .
In this study, we developed a Bayesian method (IUPM-Bayes; Fig. 1 ) to jointly estimate the IUPM and the frequency distribution of variants from next-generation sequence data obtained from the positive wells of viral outgrowth assays. We perform an extensive simulation study to compare our Bayesian method to the maximum likelihood estimators developed for the SHP model [IUPMStats; 17] and the QVOA-NGSA method [7] . Lastly, we compare the performance of these methods using next-generation sequencing of two genetic regions (pol and gp41) of viral outgrowth populations from positive wells, derived from peripheral blood samples from two ART-suppressed individuals with markedly different levels of HIV sequence diversity in the LVR.
Results

Simulation results
We simulated data sets under an experimental design in which 12 wells were inoculated with serial dilutions of 10 6 , 2 × 10 5 , 4 × 10 4 , 8000, 1600 and 320 cells per well in duplicate. This design was configured to be representative of viral outgrowth assays used in previous empirical studies [6, 8] . Next, we used these simulations to evaluate the accuracy of IUPMStats, which combines a maximum likelihood estimator on the single-hit Poisson model with a Bayesian estimator for cases where no positive wells were observed, and our Bayesian method (IUPMBayes) that utilizes sequence variation in addition to the number of positive wells. For these experiments, we used the uninformative prior distribution on ∼ U (0, ∞) . Our results are summarized in Fig. 2 . First, we observed that the relative errors associated with estimates from IUPMStats were relatively consistent across the IUPM values used to simulate the data sets, with an overall median relative error of about 0.49. When the true IUPM was low (0.2 per million cells), then similar estimates were obtained using either method. However, the overall relative error decreased significantly with increasing IUPM (log-link gamma generalized linear model, GLM; t = − 9.0 , P < 10 −15 ). If we assumed that the sample population contained only two variants at equal frequencies (1:1), then we observed no significant improvement in IUPMBayes above IUPMStats (paired t-test, t = −1.05 , P = 0.29 ). However, IUPMBayes gained a significant advantage with increasing virus sequence diversity and IUPM (interaction term t = −4.5 , P = 6.0 × 10 −6 ; Fig. 2 ), where we converted the variant frequency distributions into Shannon entropy values to quantify diversity [18] . Adding this interaction term to the gamma GLM conferred a significant improvement in fit (likelihood ratio test, LRT; df = 2 , P = 1.8 × 10 −5 ).
Why do we observe significant differences in accuracy between IUPMStats and our Bayesian method? First, the maximum likelihood estimator (MLE) used in the IUPM-Stats can only assume a finite number of values because the outcome space is discrete. When there are a large number of wells in which a positive outcome is likely to occur, then there is a high probability that the true value is close to the MLE. As the expected number of positive wells declines, however, the distribution of potential MLEs becomes increasingly sparse. For example, the most frequent IUPMStats estimates when the true IUPM was set to 1 were 0.51 and 1.61 ( Fig. 3 ), which correspond respectively to the outcomes where one or both 
Fig. 2
Relative error in estimating IUPM for data simulated under the standard experimental design. We calculated the relative error of an estimate x given true value x as |(x − x)/x| . Each set of box-and-whisker plots summarizes the relative errors for estimates obtained by IUPMStats (red) and IUPMBayes under three different sets of variant frequencies (see inset legend) for a given true value of IUPM (0.2, 1, 5 and 25 per million cells). We used a log-transformation of relative errors and rescaled the y-axis to clarify differences between methods and simulation conditions; 25 outliers with relative errors below .03 were excluded from this plot region of the wells with 10 6 cells plated were positive. The next two most frequent MLEs corresponded to the outcomes where both 10 6 wells were positive and either one or both of the wells with 2 × 10 5 cells were positive. In contrast, a Bayesian approach attempts to generate a random sample from a continuous posterior distribution over the IUPM parameter. Second, the wells with high cell counts become less informative with increasing IUPM, since they will nearly always be positive when the IUPM is sufficiently high. For example, a well with 10 6 cells has a probability 1 − exp(−5) = 0.993 of being positive when the IUPM is 5. Sequencing the outgrowth variants in positive wells can restore the information content of these wells, because these additional data partition the outcomes into variant-defined types. Thus, the accuracy of IUPM-Bayes improves with increasing IUPM but only when the sequence variants are present at informative frequencies. For instance, the advantage of utilizing sequence information deteriorates as the frequency distribution is skewed toward a single predominant variant (Additional file 1: Fig. S1 ), which also reduces the Shannon entropy. In this extreme case, most of the variants are so rare that they are seldom sampled in the positive wells.
Reducing the number of wells
We conducted an additional set of simulation experiments in which the same number of cells ( 10 6 ) were plated in replicate wells. This configuration facilitated the comparison of our method to the QVOA-NGSA maximum likelihood estimator proposed by Lee et al. [7] , which requires that the number of cells is constant across wells. Moreover, we used these experiments to evaluate the sensitivity of the methods to reducing the total number of wells to 8, 4 and 2 per experiment. Given the sparseness of these data, we employed an informative prior distribution on m ∼ Ŵ(α = 2, β = 1) . Our results are summarized in Fig. 4 . First, we observed that IUPM-Bayes tended to overestimate the IUPM relative to the other methods when the true value was 0.2, where full sets of negative wells were common. The median relative error was 1.09, which corresponds to an overestimate of about 0.37 cells per million. When the IUPM is set this low, many replicate experiments will result in all-negative outcomes with probability exp(−0.2 × n) , where n is the total number of replicates. This lack of information in turn results in greater uncertainty in estimating IUPM. For this situation, IUPMStats uses the posterior median estimate assuming a uniform prior on IUPM from 0 to 1 cells per million, whereas we used the same prior distribution across the same set of simulations irrespective of outcomes.
When the true IUPM was increased to 1.0, we observed that both QVOA-NGSA and IUPMBayes tended to have lower relative errors than IUPMStats; the difference was highly significant for IUPMBayes (Wilcoxon signed rank test, P = 2.84 × 10 −7 ; Fig. 4 ). Furthermore, the number of 'all-positive' cases that resulted in ˆ = ∞ estimates from either IUPMStats or QVOA-NGSA became more frequent with decreasing sample size. For instance, IUPMStats was unable to generate a meaningful estimate of IUPM for 46% of replicate simulations with 2 wells. Even though QVOA-NGSA utilized sequence variation to ameliorate this effect, if any of the variants appeared in all replicate wells, then its maximum likelihood estimator similarly resulted in an infinite value. This effect became severe when we increased the true IUPM to 5.0; IUPMStats yielded valid estimates of IUPM in only 2% of replicates irrespective of sample size, and QVOA-NGSA produced estimates for no more than 12% (Fig. 4) . In contrast, IUPMBayes was surprisingly robust to reductions in sample size, with relative errors increasingly only slightly with decreasing numbers of wells when the true IUPM was 1.0 or greater.
We also observed that the 95% confidence intervals generated by the IUPMStats method tend to be slightly broader than the analogous Bayesian credibility intervals we obtained from the empirical 95% intervals. For instance, when the true IUPM was 1 and we simulated . Thus, the incorporation of additional information from the presence or absence of specific variants in the QVOA augments our precision in estimating .
Computing time
Since we employ Bayesian sampling to estimate the model parameters, including IUPM, our method is more time-consuming than methods based on maximum likelihood estimators such as IUPMStats. We evaluated the time required to generate IUPM estimates by measuring run times for IUPMBayes on 10 replicate data sets simulated under the first set of conditions (previous section). On a single core of an Intel E5-1620v2 processor, it required an average of 358.8 seconds (roughly six minutes) to run a chain sample for one million steps, which we have found to be adequate for convergence under a variety of simulated conditions. In contrast, our implementation of IUPMStats in R used only 208.3 microseconds on average to process the same data in the same computing environment.
Empirical data
We applied both the IUPMStats and IUPMBayes methods to actual experimental results derived from two patients (106 and 111). These patients had been selected from a larger study in progress because the overall sequence diversity in viral outgrowth wells derived from the latent reservoirs of the respective individuals were characterized by either very high (106) or very low (111) levels of clonality. We use the term 'clonality' to refer to the scenario where the virus population is dominated by a variant or variants that are repeated, such that most sequences in a random sample will be identical or have Fig. 4 Relative errors in IUPM estimates for simulated data with uniform cell counts. Each box plot summarizes the distribution of relative error for 100 replicate simulations for the respective methods: IUPMStats, QVOA-NGSA, and IUPMBayes (three sets of variant frequencies, see legend). The plots are drawn on a log-transformed y-axis to facilitate comparison between methods under varying conditions. When the maximum likelihood estimators employed by IUPMStats or QVOA-NGSA were unable to produce a finite estimate of IUPM, we assigned an arbitrary value of 100 cells per million. The respective box plots are directly labeled with the numbers of non-finite estimates at the outliers or median bands another well containing that same variant. Based on this prior information, we adjusted the hyperparameters of the Dirichlet prior distribution to α 1 = 10, α i� =1 = 1 for patient 106 and α i = 1 for patient 111. We assessed the sensitivity of our results to these prior distributions in Additional file 2: Fig. S2 . The dilution series for allocating numbers of cells per well was the same as experimental design 1 ( 10 6 , 2 × 10 5 , 4 × 10 4 , 8000, 1600, 320). However, the number of wells carrying 10 6 cells was varied with 8 wells for patient 106 and 18 wells for patient 111. We generated ML estimates under the SHP model using both our implementation of this method in R and the online calculator at http://silic ianol ab.johns hopki ns.edu. These experimental data and results are summarized in Table 2 . Our implementation of SHP model estimation in R produced numerically identical estimates to the online calculator for both patients. The IUPMStats estimate was significantly higher for patient 106 (8.2 per million) than 111 (1.6 per million). Additionally, we observed fewer distinct sequence variants in well samples from patient 106 than 111 for both the gp41 and pol regions.
Results from our Bayesian analysis of the same data sets under the MTP model are summarized in Fig. 5 . To facilitate evaluation of convergence, we ran three replicate Markov chain samples per data set with different initial parameters. We found that for both patients and genes, the median posterior estimates of IUPM were substantially lower than the ML estimates obtained under the SHP model. For patient 106, the median estimates were 5.28 (95% C.I., 3.19, 9.26) per million for gp41 and 3.03 (1.60, 5.54) for pol. This difference was driven in part by the occurrence of the predominant gp41 variant in all eight wells carrying 10 6 cells, whereas the predominant pol variant occurred in only seven of these eight. Combining these estimates, we predict that the IUPM in patient 106 was about 3.8 infected cells per million-substantially lower than the IUPMStats estimate, but within its 95% confidence interval ( Table 2 ). The discrepancies between these estimates was consistent with the levels of absolute error we observed with simulated data. In contrast, we obtained more concordant IUPMBayes estimates between gene regions for patient 111; the median posterior estimates were 1.13 (95% C.I., 0.66, 1.74) per million for gp41 and 1.36 (0.85, 2.00) for pol, respectively.
Discussion
Maximum likelihood (ML) is a powerful technique for estimating the rate parameter of the single-hit Poisson model [19, 20] . However, there can be issues with ML estimation that are exacerbated with small sample sizes. First, the single-hit Poisson estimator becomes infinite when all the wells are positive [21] . We have
Table 1 Comparison of estimates and 95% confidence/credibility intervals for IUPMStats and IUPMBayes
We summarized the results of each method on 100 simulations of 4 replicate wells with 10 6 cells each, where the true IUPM was set to 1.0 with five sequence variants of equal frequency (1:1:1:1:1). We obtained results for the IUPMStats method directly from the online calculator. Entries for IUPMBayes were averaged across replicate simulations for each number of positives. *IUPMStats uses a median posterior estimate instead of the maximum likelihood estimate (0) when none of the wells are positive demonstrated here that this issue can even affect estimators that partition the outcomes by sequence variants, i.e., QVOA-NGSA [7] . Methods that reject data sets where all wells are positive may systematically underestimate the IUPM when the actual value is high, because the investigator is required to perform additional experiments until one or more negative outcomes are obtained. However this scenario is unlikely when the experimental design utilizes a wide-ranging dilution series and can also be mitigated by increasing the number of replicate wells. Second, ML estimators based on discrete outcomes can take only a finite number of values, which we have shown can limit the estimator's accuracy when the number of informative observations is small (Fig. 3 ). Both issues are exacerbated by reducing the number of wells used in the experiment. On the other hand, there are significant practical benefits to reducing the number of replicate wells required to estimate the IUPM, not only because the assay requires weeks of culturing cells, but also because scaling up these experiments to large numbers of samples is necessary to detect statistical associations between the IUPM and clinical variables [9, 22] . Our results support the concept of applying Bayesian methods to sequence diversity to overcome the limitations of maximum likelihood for small samples (fewer wells). Although previous studies have implemented Bayesian methods to parameterize the single-hit Poisson model [23] , we are not aware of another study taking this approach to incorporate sequence information for estimating the number of infectious units. Additionally, the Bayesian approach designed here could be adapted to more properly incorporate viral sequence data in other LVR assays that estimate the size of inducible or intact proviral HIV infected cell populations, and thereby improve their accuracy and usefulness in HIV cure studies [24, 25] . Using simulations, we have demonstrated that our Bayesian method becomes more accurate than current methods as the true IUPM increases above 1, and that this advantage is greater with increasing sequence diversity in the latent HIV reservoir (Fig. 2) . The emerging consensus from empirical evidence is that, on average, slightly less than one in a million resting CD4+ T cells contain replication competent latent HIV. If actual IUPM values tended to be tightly clustered around this expectation, then there would be limited use in incorporating sequence variation for quantifying the latent reservoir. However, empirical evidence indicates that there is substantial variability in IUPM around the mean. For example, Crooks et al. [9] recently reported estimates from 37 patients that ranged by more than two orders of magnitude around a mean of 0.42 per million (about 0.02 to 20 IUPM). Similarly, Eriksson et al. [22] reported a geometric mean of 0.64 IUPM among 30 patients on suppressive therapy with a range also spanning about two orders of magnitude. Therefore it is reasonable to expect a substantial fraction ( ∼10%) of individuals to have an IUPM that is measurably greater than 1.
A core assumption of our method is that detecting more than one sequence variant in a culture well indicates the presence of at least that number of latently infected cells. It is possible that a cell is multiply infected with two or more integrated HIV DNA variants [26] . This scenario would cause our method to overestimate the IUPM. However, recent work determined that over 85% of infected CD4+ T cells in peripheral blood carried only a single integrated HIV DNA molecule [27] , and the majority of these proviruses are defective [4] -thus, the Summary of IUPM estimates obtained by a Bayesian analysis of experimental data from subjects 106 (high clonality) and 111 (low clonality). IUPM was estimated separately using sequence data obtained for HIV regions pol (red) and gp41 (blue, hatched). Three replicate chains were combined for each patient and gene after assessing that the chains had converged to the posterior distribution over the IUPM parameter. Median estimates are indicated by vertical line segments within each density plot. Grey bars represent the maximum likelihood estimate and 95% confidence interval obtained by IUPMStats [17] . In the case of patient 106, the upper confidence limit from IUPMStats extends to 35.6 cells per million generally low prevalence of replication competent virus in the LVR (see above) supports this simplifying assumption of the model. In addition, our method assumes that any variant that is present in a particular well will be detected by next-generation sequencing, irrespective of its frequency in the initial sample population. In other words, we assume that viral outgrowth is completely efficient; the other methods for analyzing QVOA data require this same assumption irrespective of genetic variation.
The considerable depth at which next-generation sequencing samples templates from the outgrowth population makes it unlikely that variants present in the well are unobserved. However, the rapid evolution of HIV-1 means there may be an unknown number of rare genetic variants in the LVR that fail to become sampled from the source population into any replicate wells of the QVOA experiment, immediately precluding these variants from outgrowth and sequencing. In fitting the multi-hit Poisson model, we have out of necessity restricted the model to the observed variants in the experiment by marginalizing out the number of unobserved variants, M * , which is exceedingly difficult to estimate from these data. This raises a potential issue in that selecting the prior distribution on variant frequencies, P(f|M), becomes directly influenced by the number of observed variants in the data. Strict adherence to Bayesian principles discourages this repeated use of the data, but there is growing recognition that such 'data-dependent priors' are routinely used for empirical Bayesian inference and can retain statistically desirable properties, e.g., [28] . For example, IUPMStats employs a data-dependent prior that is a uniform distribution over the interval m = (0, 1) if all wells in the QVOA experiment are negative, and m = (0, ∞) otherwise. There are fully hierarchical Bayesian methods available to accommodate the uncertainty in M * , such as the Dirichlet process prior, which describes a distribution over the different Dirichlet prior distributions for varying numbers of variants. However, MCMC sampling under the Dirichlet process prior is not trivial to implement and can be slow to converge, in part because the number of prior distributions is infinite [29] . Furthermore, we are pessimistic that the presence-absence matrix derived from sequencing QVOA experiments can sustain such an expansion of the model parameter space.
Although our method was developed for the specific purpose of measuring the latent HIV reservoir, it can be adapted to other applications of limiting dilution assays where the target has genetic variation. For example, limiting dilution has been used to measure the frequency of reactivation in cells latently infected with human cytomegalovirus [30] . It could also be adapted for the quantitation of nucleic acids by dilution and amplification-based assays, which have been developed for viruses such as hepatitis C virus [31] , and modernized with high-throughput technologies that rely on the same underlying statistical model, such as digital PCR [32] . Finally, limiting dilution and the single-hit Poisson model have historically been deployed in the study of immunocompetent cell populations [19] and continues to play a fundamental role in ongoing studies of the diverse cellular subsets of the immune response [33] .
Conclusions
The existence of the latent viral reservoir is a key barrier to curing HIV-1 despite highly effective drug treatments. In this study, we demonstrate that sequencing individual viruses from the positive wells of a viral outgrowth assay can provide a more robust and accurate measure of the latent reservoir. Furthermore, this approach can facilitate scaling up the assay to large numbers of samples by reducing the number of wells necessary to measure the latent viral reservoir.
Methods
Models
To facilitate batch processing on simulated and experimental data sets, we re-implemented the SHP model in the R programming language. For brevity, we will use the notation m = × 10 6 for IUPM. We obtained a maximum likelihood estimate ( ˆ m ) given equation (2) using Brent's root-finding method [34] with a lower bound of m > 0 and an arbitrary upper bound (default m < 10 3 ). Further, we confirmed that our implementation yielded results consistent with the web-based IUPMStats calculator (http://silic ianol ab.johns hopki ns.edu/, version 1.0). We estimated the 95% confidence interval from the likelihood function using numerical root-finding [34] to solve the equality L( m )/L(ˆ m ) = 0.147 on the intervals m = (10 −3 ,ˆ m ) and m = (ˆ m , 10 3 ) ; this approach assumes the sample size is sufficiently large that the loglikelihood ratio can be approximated by the χ 2 -distribution. When the data comprise entirely of negative wells, the MLE for in the SHP model is zero. In this case, the IUPMStats calculator substitutes the posterior median estimate given a uniform prior distribution over the interval m = (0, 1) [17] .
Suppose that an experiment has K wells and M sequence variants. Let v k,i = {0, 1} be the binomial outcome for the presence or absence of the i-th sequence variant in well k. Let f i be the frequency of the i-th variant in the population of infected cells in the undiluted QVOA wells. The likelihood that at least one cell in a particular well was infected with the i-th variant is described by combining the Bernoulli and Poisson distributions:
where f i n k is the expected number of cells infected by variant i in well k. Following standard practice such as the single-hit Poisson model [17] , we assume that n k are known without error. Equation (3) is similar to equation (2), except that (3) accommodates variation in the relative frequencies of sequence variants in the infected cell population. The likelihood for the data set is calculated by taking the product across all K wells and M variants:
where v is a binary K × M matrix with entries {v k,i } . This model is similar to the two-target Poisson models used in immunology to accommodate subsets of cells with different frequencies [35] -accordingly, we will refer to equation (4) as the multi-target Poisson (MTP) model.
HIV-1 can become highly diverse within hosts [36] and not all variants in the population are necessarily observed in the experiment, especially those at very low frequencies. The number of unobserved variants, which we denote by M * , is an uncertain quantity and not feasible to estimate from the QVOA data. We will express this by expanding equation (4) as follows:
where M now refers to the observed number of variants instead of the total number. Our objective is use this likelihood to estimate where f, M and M * are nuisance parameters. The viral outgrowth intrinsic to this assay precludes the use of next-generation sequencing to directly estimate variant frequencies f, which become obscured by the highly stochastic nature of viral amplification. Thus, we used Bayesian inference to estimate the posterior distribution of while accommodating the uncertainty in the other model parameters. Let the total number of variants be represented by an unspecified prior distribution P(M, M * ) that ranges from 1 to ∞ . We used the standard Dirichlet prior distribution for the variant frequencies f given M + M * variants:
where the hyperparameters α i can be interpreted as the respective counts of the variants in a hypothetical sample
a priori. By default, we set α i = 1 for all i to obtain a flat uninformative prior distribution over all possible values of f. We evaluated different prior distributions for : first, we omitted from our calculation of prior probability, which was equivalent to an unbounded uniform prior; second, we used a gamma distribution with shape parameter α = 2 and rate parameter β = 1 , which yields a median of 1.68 and 95% interval of (0.24, 5.6). The posterior probability of the multi-hit Poisson model can thereby be written:
Rather than sample over possible values of M * for which we have no information, we exclude the unobserved variants from the data matrix and marginalize out this parameter:
where v + excludes all M * columns in v where K k=0 v k,· = 0 , f is renormalized so that M i=1 f i = 1 , and L(v + | , f , M = M v + ) is the likelihood conditioned on observing M v + variants in the data. Since this conditional likelihood and the priors P( ) and P(f|M) are assumed to be independent of M * , they can be moved outside of the sum, which becomes a constant term that drops out of the proportionality relation. Note that in equation (8), M is set to the observed number of variants in the data ( M v + ) instead of being inferred as a model parameter. We will revisit these assumptions in the "Discussion" section.
Markov chain Monte Carlo (MCMC) samples were propagated over the model parameters and f by Metropolis-Hastings sampling. The chains were arbitrarily initialized at the parameter values m = 5 and f i = 1/M for all i. We used a Gaussian proposal function for with a mean centred at the current value of and standard deviation σ = 0.1 , i.e., ′ ∼ N ( , 0.1) . Because has a lower bound of zero, we took the absolute value of the proposed ; the resulting proposal distributions retain the important property that q(x|x ′ ) = q(x ′ |x) . We proposed new variant frequencies from the uniform distributions (f i − δ, f i + δ) where δ was set to 0.005, and normalized the results so that M i=1 f i = 1 . Again, these proposal distributions were reflected at zero so that all f i > 0 . The MCMC sampler was implemented in R. 
Method validation
To evaluate the performance of different methods to estimate IUPM, we simulated virus outgrowth data sets in R by first sampling the number of infected cells per well, Y ∼ Poisson(n ) . Next, the infected cells were partitioned among N sequence variants by drawing from the multinomial distribution defined by the frequency vector f = (f 1 , . . . , f N ) (note we changed notation to avoid confusing this parameter with M and M * ). If a sequence variant was completely absent from the simulated data, then we omitted the corresponding column of zero counts from the data set (subsetting v to v + as above) as a necessary part of calculating the conditional likelihood (Eq. 8).
Put another way, if a particular variant was not observed any wells, then we assumed that there was no way of inferring that variant's presence in the source population.
To systematically evaluate the impact of different simulation conditions, we conducted simulations for all combinations of rate parameters m = {0.2, 1, 5, 25 per million cells} and variant frequencies f = {(0.5, 0.5), (0.2, 0.2, 0.2, 0.2, 0.2), ) (0.5, 0.25, 0.125, 0.0625, 0.0625) }, which we denote more concisely as ratios 1:1, 1:1:1:1:1 and 8:4:2:1:1. For each combination of model parameters, we generated 100 replicate data sets and applied the maximum likelihood and Bayesian methods to estimate the IUPM. Each MCMC sample was propagated for 10 6 steps with the first 10 5 steps discarded as burn-in; the remaining chain sample was thinned at regular intervals of 1000 steps. We chose these settings based on our analysis of the convergence behaviour and autocorrelation of preliminary runs (Additional file 3: Fig. S3 ). To reduce computing time, all simulations and model analyses were run on an Intel Xeon-based computing cluster using the R module parallel. The concordance of model estimates and actual values was visually assessed with density plots and quantified by the relative error, which was calculated as the absolute difference between the actual and true values, normalized by the true value.
Data collection and processing
Actual HIV-1 sequence data was obtained from QVOA previously performed on a population of HIV-individuals recruited through the Rakai Health Science Program in Uganda, originally enrolled to examine the size of the HIV-1 LVR [37] . Participants were HIV-1-infected adults ( ≥ 18 years) on ART who had been virally suppressed for > 1 year at the time of enrollment (two historical plasma HIV-1 RNA measurements < 40 copies/mL, obtained 10-18 months apart with no intervening detectable viral load result).
p24 positive viral outgrowth wells derived from QVOA of rCD4 T cells from these Ugandan subjects were collected and stored at − 80 • C. HIV viral RNA was extracted from 140 μL of outgrowth media, amplified with a directed nested RT-PCR assay for both gp41 ( ∼ 350 bp) and pol ( ∼530 bp). Paired-end libraries (2 × 300 bases) were generated from the amplicons and barcoded as previously described [38] for sequencing on an Illumina MiSeq system. Adapter sequences were trimmed from the short read data using cutadapt (version 1.8) [39] and mate pairs were merged using AdapterRemoval [40] with a minimum read overlap of 15 nucleotides. Merged sequences containing ambiguous nucleotide calls were filtered out and clustered using USEARCH (ver.10) with an identity threshold of 0.98 to generate a consensus sequence. The number of times each sequence variant was observed in the data was recorded in the sequence label. Any sequence variant representing < 2.5% of the total number of sequences was excluded from further analysis [7] . The remaining sequence variants were manually screened for large internal deletions.
Wells containing three or more sequence variants (that were greater than 2.5% of the total number of sequences) were manually examined for evidence of recombination as a result of ex vivo recombination in the well or crossover events during library preparation and sequencing, by visually inspecting a Highlighter plot [41] generated from all variant consensus sequences. Any potential recombinant was removed from the data unless the same sequence appeared in another well from the same patient, which implied that the sequence represented a true recombination event within that patient's virus population (Additional file 4: Fig. S4 ). A multiple sequence alignment (MAFFT ver. 7) was generated from the resulting set of sequence variants and used to reconstruct a phylogenetic tree using the implementation of the neighbor-joining method [42] in R for visual inspection. Each unique sequence variant was assigned a unique number and the presence/absence of the variant was recorded for each well.
Empirical data analysis
We used the SHP (IUPMStats) and Bayesian MTP (IUPMBayes) methods to analyze sequence data from viral outgrowth assays for samples derived from two individuals (denoted 106 and 111) from the Ugandan study cohort. There were two sequence data sets per patient corresponding to the pol and gp41 amplicons, for a total of four data sets. The clonal prediction scores, which quantify the proportions (maximum 100) of unique sequence variants that would be correctly identified by a particular subsequence [43] , were 90 ( ± 14 ) and 83 ( ± 26 ) for these regions due in part to the relatively small amplicon size required for targeted NGS of the Illumina system. Since we were analyzing a much smaller number of data sets than the simulation study, we ran three replicate chain samples per data set to evaluate convergence. Each chain was initialized with random parameter values; specifically, m was drawn from a uniform distribution spanning 1 to 10, and f was drawn from a flat Dirichlet distribution ( α i = 1 ∀ i ). We ran each chain sample for 10 7 steps with the first 5 × 10 5 steps discarded as the burn-in interval. Chain sample states (log posterior probability and model parameter values) were written to log files at regular intervals of 5000 steps. Convergence was assessed using the Gelman-Rubin diagnostic implemented in the R package coda.
