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A note on a modification of Gajda’s equation
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Abstract. In the present paper we deal with an integral generalization of a d’Alembert-type
equation for unknown mappings defined on a locally compact Abelian group and taking
their values in the field of complex numbers.
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1. Introduction
Let (G,+) be a locally compact Abelian group, (Γ, ·) be the group of all con-
tinuous characters of G and m be a ﬁxed Haar measure on G. Further, let
M(G) denote the space of all regular bounded complex-valued Borel measures
on G. Let
L1(G) =
⎧
⎨
⎩
f : G → C : f ism − measurable and
∫
G
|f |dm < ∞
⎫
⎬
⎭
be equipped with the norm ‖f‖1 =
∫
G
|f |dm. For μ ∈ M(G) and y ∈ G we
put:
μ−(A) := μ(−A), μy(A) := μ(A + y)
for A ∈ B(G), where B(G) denotes the space of all Borel subsets of G. By
L∞(G) we mean the space of all m-measurable functions f : G → C which
are bounded m-locally almost everywhere (m -l.a.e.), i.e. outside a set Af ⊂ G
such that for all compact sets K ⊂ G it is m(Af ∩ K) = 0. The space L∞(G)
is equipped with the following norm:
‖f‖∞ := inf {a ≥ 0 : |f | ≤ a m − l.a.e.}.
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Next, for a Borel function f ∈ L∞(G) and μ ∈ M(G) we deﬁne the convolution
of f and μ by the formula:
(f ∗ μ)(x) =
∫
G
f(x − t)dμ(t), x ∈ G. (1)
For further discussion of measurability see Remark 8 below. It is well known
that if f ∈ L∞(G) is a Borel function and μ ∈ M(G) then f ∗ μ ∈ L∞(G).
Throughout the paper we will use the following notation: for any function
F : G → C we deﬁne the mapping Fˇ : G → C by
Fˇ (x) := F (−x), x ∈ G.
All the terminology concerning the ﬁeld of harmonic analysis is in accordance
with the monographs of Hewitt and Ross [4,5].
Now we introduce some functional equations concerning trigonometric func-
tions. The classical d’Alembert’s functional equation is of the form
f(x + y) + f(x − y) = 2f(x)f(y), x, y ∈ G. (2)
It is also known as the cosine functional equation since f = cos satisﬁes (2) in
the scalar case. Equation (2) has been investigated by many authors in different
settings. There are several possible generalizations of d’Alembert’s equation
known. One of them is the classical Wilson’s equation for the pair (g, f):
g(x + y) + g(x − y) = 2g(x)f(y), x, y ∈ G. (3)
For details and further references concerning Eqs. (2) and (3) see e.g. the
monograph of Acze´l and Dhombres [1] and the monograph of Sze´kelyhidi [7].
Another possible extension of d’Alembert’s functional equation is the fol-
lowing equation:
g(x + y) + g(x − y) = 2f(x)g(y), x, y ∈ G. (4)
A generalization of (2) in a different direction is due to Gajda [3]. He stud-
ied the following integral equation:
(f ∗ μy)(x) + (f ∗ (μy)−)(x) = f(x)f(y), x, y ∈ G, (5)
for the function from f ∈ L∞(G) which does not vanish m-l.a.e. and for the
measure μ ∈ M(G). The following Wilson’s-type generalization of Gajda’s
equation:
(g ∗ μy)(x) + (g ∗ (μy)−)(x) = g(x)f(y), x, y ∈ G, (6)
was considered in [2].
In the present paper we are going to deal with the following generalization
of Gajda’s equation:
(g ∗ μy)(x) + (g ∗ (μy)−)(x) = f(x)g(y), x, y ∈ G. (7)
Note that this equation is a joint generalization of (4) and (5). Now we
quote the main result from [3]:
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Theorem 1. (Z. Gajda [3]) Let μ ∈ M(G) be arbitrarily fixed. Then a function
f ∈ L∞(G) which does not vanish m-l.a.e. satisfies Eq. (5) if and only if there
exists a character γ ∈ Γ such that
f(y) = (γ ∗ μy)(0) + (γ ∗ (μy)−)(0) =
∫
G
γ(y − s) + γ(s − y)dμ(s) (8)
for all y ∈ G.
It will be convenient to recall the general solution of (6) obtained in [2].
Theorem 2. Let μ ∈ M(G) and let f, g ∈ L∞(G) be Borel functions which
do not vanish m-l.a.e. If the pair (g, f) satisfies Eq. (6), then there exist a
character γ ∈ Γ and constants C1, C2 ∈ C such that f is of the form (8) and
g(x) = C1γ(x) − C2γˇ(x), x ∈ G. (9)
Conversely, if γ ∈ Γ is a character, C1, C2 ∈ C are constants and f is given
by (8) and g by (9), then the pair (g, f) fulfills (6).
We will make use of the general form of bounded solutions of Wilson’s func-
tional equation. This result is based on the form of solutions of the classical
Wilson’s functional equation for functions deﬁned on an Abelian group given
by Sze´kelyhidi in [7] and on some results obtained by Stetkær in [6].
Lemma 3. Let f, g ∈ L∞(G) be functions which do not vanish m-l.a.e. The
pair (g, f) satisfies Wilson’s functional equation if and only if either:
(i) there exist a character χ1 ∈ Γ and a constant α ∈ C such that χ21 = 1
and
f(x) = χ1(x), g(x) = αχ1(x), x ∈ G, (10)
or
(ii) there exist a character χ ∈ Γ and constants K,L ∈ C such that χ2 = 1
and
f(x) =
χ(x) + χˇ(x)
2
, g(x) = Kχ(x) + Lχˇ(x), x ∈ G. (11)
The proof of Lemma 3 can be found in [2].
2. Main result
We begin with a description of solutions of (4).
Theorem 4. Let (G,+) be an Abelian group and g, f : G → C. If the pair (g, f)
is a solution of (4), then either:
(i) g = 0 and f is arbitrary;
or
(ii) g = 0, g = g(0)f and f satisfies the d’Alembert functional equation.
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Proof. Interchanging the roles of x and y in (4) leads to
g(x + y) + g(y − x) = 2f(y)g(x), x, y ∈ G. (12)
Now putting y = 0 in (12) we arrive at
g(x) + g(−x) = 2f(0)g(x), x ∈ G. (13)
Let us consider two cases:
Case 1. f(0) = 0.
Then g is odd. Adding (4) and (12) side by side we get
g(x + y) = g(x)f(y) + f(x)g(y), x, y ∈ G.
Consequently, for y = 0 we have g(x) = f(x)g(0) for all x ∈ G. In particular,
g(0) = f(0)g(0) = 0 and thus g = 0. Therefore, f can be arbitrary.
Case 2. f(0) = 0.
By (13) we have
g(x) =
1
f(0)
g(x) + g(−x)
2
, x ∈ G.
Thus g is even. We may assume that g = 0. Applying (13) and by the evenness
of g we get 2g(x) = 2f(0)g(x) for all x ∈ G. Thus f(0) = 1. Comparing (4)
with (12) we deduce the equality
f(x)g(y) = f(y)g(x), x, y ∈ G.
Put x = 0 to obtain g = g(0)f . On joining this with (4) we get that f satisﬁes
the d’Alembert equation. 
Let us rewrite Eq. (7) in the following way:
∫
G
[g(x + y − s) + g(x − y + s)] dμ(s) = f(x)g(y), x, y ∈ G. (14)
Now we prove the key lemma:
Lemma 5. Let μ ∈ M(G) and let g ∈ L∞(G) be a Borel function and let
f : G → C be arbitrary. If the pair (g, f) satisfies equation (7) then
g(y)f(x) = g(x)f(y), x, y ∈ G. (15)
Moreover, if g = 0 then f ∈ L∞(G) and f is Borel measurable.
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Proof. We may assume that f = 0. Otherwise the statement is trivial. Take
x0 ∈ G such that f(x0) = 0. Applying Eq. (14) repeatedly we get
f(x0)f(x)g(y) = f(x0)
∫
G
[g(x + y − s) + g(x − y + s)] dµ(s)
=
∫
G
f(x0)g(x + y − s)dµ(s) +
∫
G
f(x0)g(x − y + s)dµ(s)
=
∫
G
∫
G
[g(x0 + x + y − s − t) + g(x0 − x − y + s + t)] dµ(t)dµ(s)
+
∫
G
∫
G
[g(x0 + x − y + s − t) + g(x0 − x + y − s + t)] dµ(t)dµ(s)
=
∫
G
∫
G
[g(x0 + y + x − s − t) + g(x0 − y − x + s + t)] dµ(t)dµ(s)
+
∫
G
∫
G
[g(x0 + y − x + s − t) + g(x0 − y + x − s + t)] dµ(t)dµ(s)
The second term in the last line of the above sum has been obtained by the
Fubini theorem and simultaneously the names of variables s and t have been
interchanged. We see that the right-hand-side is symmetric with respect to x
and y, thus
f(x0)f(x)g(y) = f(x0)f(y)g(x), x, y ∈ G.
Since f(x0) = 0 then we get
g(y)f(x) = g(x)f(y), x, y ∈ G.
If we additionally assume that g = 0 then there exists an x0 ∈ G such that
g(x0) = 0. Thus applying the above equation for y = x0 we arrive at
f(x) = g(x0)−1f(x0)g(x), x ∈ G.
Thus taking a constant C := g(x0)−1f(x0) we obtain
f(x) = Cg(x), x ∈ G
and therefore from the m-l.a.e. boundedness of g we get the m-l.a.e. bounded-
ness of f . Similarly, if g is measurable then f is also measurable with respect
to the same σ-ﬁeld. 
Now we are ready to state and prove our main result.
Theorem 6. Let μ ∈ M(G) and let g ∈ L∞(G) be a Borel function which does
not vanish m-l.a.e. and f : G → C be m-measurable. Assume that f = 0. If the
pair (g, f) satisfies (14) then f is bounded and there exist a character γ ∈ Γ
and a constant C ∈ C such that f is given by (8) and g = Cf .
Conversely, if f is given by (8) and there exists a constant C such that
g = Cf , then the pair (g, f) satisfies (14).
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Proof. By Lemma 5 we infer that if the pair (g, f) satisﬁes (14) then there
exists a constant C ∈ C such that g = Cf . If C = 0, then g = 0, which is
impossible since g does not vanish m-l.a.e. Therefore C = 0. Equation (14) is
now of the form
C
∫
G
[f(x + y − s) + f(x − y + s)] dμ(s) = Cf(x)f(y), x, y ∈ G.
The constant C = 0, thus we get Eq. (5). By Gajda’s Theorem 1 we deduce
that there exists a character γ ∈ Γ such that f is given by (8). Therefore we
obtain the desired form of solutions. The converse part of the statement is a
straightforward calculation and therefore is omitted. 
Remark 7. In Theorem 4 we proved that in the case of solutions of equation
(4) function g is proportional to function f , which is additionally a solution
of the d’Alembert functional equation (2). In Theorem 6 we obtained simi-
lar results for the solution of Eq. (7): map g from the solution of Eq. (7) is
proportional to a map f which additionally is a solution of Gajda’s equation
(5). The constant C depends on the measure μ which appears in the equation.
The same eﬀect holds for the corresponding Wilson’s-type generalization of
Gajda’s equation, which was described in Lemma 2, where constants C1 and
C2 also depend on the choice of a measure μ.
Remark 8. For a Borel function f ∈ L∞(G) and μ ∈ M(G) we have already
deﬁned the convolution by the formula (1), thus we need a Borel measurabil-
ity of f . If f ∈ L∞(G) is also integrable with respect to m then by Corollary
(11.41) from [4] we need not assume that f is a Borel function. Similarly, if
G is a σ-compact space then by Lemma (20.7) from [4] we have that every
m-measurable function f is equal m-a.e. to some Borel function. Thus in
Lemma 5 and in Theorems 2 and 6 the assumption of Borel measurability
may be omitted in the above cases.
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