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We introduce a theoretical approach to study the quantum-dissipative dynamics of electronic excitations in
macromolecules, which enables to perform calculations in large systems and cover long time intervals. All the
parameters of the underlying microscopic Hamiltonian are obtained from ab-initio electronic structure calcula-
tions, ensuring chemical detail. In the short-time regime, the theory is solvable using a diagrammatic pertur-
bation theory, enabling analytic insight. To compute the time evolution of the density matrix at intermediate
times, typically <∼ ps, we develop a Monte Carlo algorithm free from any sign or phase problem, hence com-
putationally efficient. Finally, the dynamics in the long-time and large-distance limit can be studied combining
the microscopic calculations with renormalization group techniques to define a rigorous low-resolution effective
theory. We benchmark our Monte Carlo algorithm against the results obtained in perturbation theory and using
a semi-classical non-perturbative scheme. Then we apply it to compute the intra-chain charge mobility in a
realistic conjugate polymer.
I. INTRODUCTION
The problem of understanding how electronic excitations propagate through soft macromolecular systems is receiving increas-
ing attention from physicists and chemists with diverse backgrounds, ranging from soft condensed matter physics, to biophysics,
material science and non-linear molecular spectroscopy [1]. A driving motivation for this research is the perspective of designing
nano-metric devices with desired optoelectronic properties, such as organic semiconductors [2–4], molecular wires and junc-
tions [5–7]. Important applications of these studies in biophysics concern the understanding of exciton energy transfer in protein
photosynthetic complexes [8–11] and the related perspective of designing biomimetic organic antennas.
In all these systems, the dynamical disorder generated by the motion of the atomic nuclei and by the molecular environment
(e.g. its solvent) quenches the mobility of electronic excitations, destroys their quantum coherence and introduces fluctua-
tion/dissipation effects. Consequently, the electronic dynamics is not unitary and obeys the laws of open quantum systems [12].
All theoretical approaches to quantum transport and relaxation problems in macromolecules are characterized by two main
ingredients: (i) the degree of resolution chosen to represent the electronic, nuclear and environmental degrees of freedom and
(ii) the algorithm used to evolve the density matrix in time. An incomplete list of such computational techniques includes
Hierarchical Equation of Motions [13, 14], Time-Adaptive Density Matrix renormalization group techniques [15–17], Non-
Equilibrium Green’s Function [18, 19], Path Integral Monte Carlo [20–22], Partial Linearized Density Matrix [23, 24] as well as
methods based on averaging the unitary evolution of the electronic excitations over an ensemble of independent realizations of
the nuclear dynamics, obtained by means of classical molecular dynamics simulations [25–29].
Non-adiabatic ab-initio setups (see e.g. [31–33]) are most theoretically rigorous and microscopically detailed, but their
applicability is limited to relatively small molecules and to fast processes. In contrast, coarse-grained models based on Frenkel-
type tight-binding Hamiltonians or multi-scale QM-MM approaches make it possible to study larger molecular systems and to
follow the time evolution even up to a few ps [25, 26]. On the other hand, they rely on the adiabatic picture and the electronic
excitation spectrum is restricted to a single level per molecular fractional orbital. Furthermore, additional assumptions are
often introduced when coupling electronic excitations to the atomic nuclei and to the surrounding environment (such as e.g.
the Condon approximation). In many cases the back-action of the electronic excitations on the vibrational dynamics is also
neglected.
Finally, phenomenological models are particularly useful for gaining qualitative insight into the physical mechanisms which
shape charge transport and the related loss of quantum coherence at different space- and time- scales [34–37]. For example,
in Ref. [38] Plenio and co-workers developed a model for exciton propagation in pigment-protein complexes based on a phe-
nomenological coupling between electronic degrees of freedom and a bath of vibrational modes. The simplicity of the model
allowed them to illustrate how, in the presence of nearly degenerate exciton energy levels, the stochastic fluctuations induced
by the vibrational bath may even support electronic coherence, thus qualitatively explaining the striking results of non-linear
∗ Corresponding author: pietro.faccioli@unitn.it
ar
X
iv
:1
51
1.
07
80
2v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
26
 A
pr
 20
16
2optics experiments [9, 10]. On the other hand, in this kind of models, the lack of a fundamental connection with the underlying
microscopic chemical structure of the molecules involved makes it difficult to draw definitive conclusions about specific systems.
In this work we present an attempt to combine chemical detail, computational efficiency and physical insight in a single
“bottom-up" approach. The starting Hamiltonian is basically the same adopted in Refs. [25, 26], based on the adiabatic separation
of nuclear and electronic dynamics, on coarse-graining the electronic dynamics to the tight-binding level and on linearising the
coupling between electronic excitations and molecular vibrations. All the parameters and coupling constants of this Hamiltonian
can be unambiguously obtained from ab-initio electronic structure calculations.
To compute the density matrix for the electronic excitations in this model we adopt a path integral representation in which
the conformational dynamics of the molecule is treated in first quantization, while the electronic excitations are described using
coherent fields. In our previous papers, we developed approximations to analytically compute this path integral in the short-
time limit [39] (by means of Feynman rules and perturbation theory) and in the long-time and large-distance limit [41] (using
renormalization group methods). Here, we introduce a scheme to compute the evolution of the density matrix for the times
intervals which are most relevant to compare with experiments, i.e. from a few fs to several ps and beyond. To this end, we
introduce a Monte Carlo algorithm which exploits the fact that the conformational dynamics of a macromolecule in solution
is well described in the classical limit. As a result, unlike other path integral Monte Carlo approaches to quantum transport
and relaxation dynamics [20, 21], our algorithm is not limited by any sign or phase problem, hence it is very computationally
efficient. This algorithm can be used to compute the effective parameters appearing in a rigorous low-resolution effective theory,
obtained directly from the original Hamiltonian using Renormalization Group (RG) techniques. The simplicity of such an
effective theory makes it possible to investigate the dissipative dynamics of electronic excitations in mesoscopic systems.
Our approach displays a few additional useful features. First, it enables to rigorously account for the quantum back-action
exerted by the electronic excitations on the dynamics of the nuclei. In addition, it allows us to single out the effect of the
coupling of the electronic degrees of freedom with an arbitrary chosen subset of vibrational normal modes. We recall that, in
the underlying model, the coupling constants and the normal mode frequency spectrum are microscopically derived directly
from electronic structure calculations. Hence, our method may be applied to test from first principles if the propagation of the
electronic excitations and the quantum decoherence/recoherence processes in a given molecule are strongly affected by specific
vibrational modes. We emphasize that, even though intermediate derivations are based on the quantum field theory and path
integral formalism, the final results and the numerical algorithm are defined in terms of standard quantum mechanical objects
and can be straightforwardly implemented.
We first benchmark our different approaches by studying a model for exciton relaxation dynamics in a linear molecular chain
which was recently proposed and solved by Iubini et. al. using an alternative semi-classical approximation [29]. Next, we present
a realistic study of intra-chain hole propagation in a long isolated conjugated polymer in solution. In this calculation, all effective
parameters are derived directly from quantum electronic structure, while the matching to the low-resolution approximation
enables to explore charge propagation at mesoscopic scales.
The paper is organized as follows. In section II we introduce the microscopic model Hamiltonian. In sections III and IV
we review the derivation of the field theoretic expression for the reduced density matrix, and we compute the effective action
describing the effect of electronic excitations on the vibronic dynamics. In section V we discuss the perturbative approximation,
which enables to obtain analytically the density matrix at weak coupling or at short times. In section, VI we introduce our
non-perturbative Monte Carlo approach. Readers not interested in technical field-theoretic derivations can find a self-contained
summary and discussion of the main equations and of the relative Monte Carlo algorithm at the end of this section, which only
makes use of standard quantum mechanical concepts. In section VII we discuss the matching of microscopic calculations with
a rigorous low-resolution effective theory. Illustrative applications are presented and discussed in sections VIII and IX and the
main results and conclusions are summarized in section X.
II. A MICROSCOPIC MODEL FOR QUANTUM TRANSPORT IN OPEN MACROMOLECULAR SYSTEMS
Throughout most of this work we shall rely on a standard microscopic model for quantum transport in macromolecules, based
on coarse-graining the electronic dynamics at the level of molecular orbitals. We choose to introduce this model using the
language of RG and Effective Theory (ET) formalism. This allows us to set the stage for the multi-scale approach which will be
introduced in section VII.
Effective theories —for an excellent introduction see [30]— are systematic low-energy approximations of more microscopic
theories. They are based on the familiar observation that an experimental probe with wavelength λ is insensitive to any physical
details at the so-called Ultra-Violet (UV) scales, i.e.  λ. This observation can be used to construct approximations of the
original microscopic dynamics which hold in the opposite Infra-Red (IR) limit, i.e. at scales  λ, where λ plays the role of
a cutoff. In such low-energy approximations, all the physics above the UV cutoff is mimicked by a set of local operators and
effective parameters. Indeed, at the resolution set by the cutoff λ, the difference between the correct (i.e. microscopically
detailed) description of the UV dynamics and the approximate one (defined by the effective operators) is not detectable.
Clearly, the ET approach can only hold if the UV and IR scales are decoupled. In quantum systems, this condition is typically
3realized when the spectrum of the underlying microscopic Hamiltonian is gapped. In this case, ETs provide approximations for
the low-energy dynamics of the quantum states below the gap.
In the specific case of quantum dissipative dynamics in macromolecules, we assume the existence of two characteristic UV
scales: σshort and τshort . τshort is the typical time it takes an electronic excitations takes to delocalize over molecular fractions
of size σshort much smaller than the molecular size S. Denoting with t the typical IR time scale at which electronic excitations
spread over the entire molecule, we assume that τ τshort . We want to develop an ET with two UV cutoffs: λ>∼ σshort (typically
in the nm scale) and t >∼ τshort (typically in the fs scale). Then, the quantum electronic state after the fast relaxation within each
of the N fragments of size σshort can be described by a set of molecular fragment orbitals |Φ1〉, . . . |ΦN〉.
The decoupling between τshort and t is realized if the propagation of an electronic excitation over the entire molecule occurs
through quantum tunnelling across the molecular fragments. Then the spectrum of the total electronic Hamiltonian is gapped,
and the number of energy levels below the gap coincides with the number of molecular fragments. Then the low-energy quantum
dynamics associated with the states below the gap can be well described by diagonalising the original microscopic Hamiltonian
in the model space of molecular fragment orbitals, |Φ1〉, |Φ2〉, . . .
At the time-resolution scale τshort, it is legitimate to adopt the adiabatic approximation. In addition, at the space-resolution
scale σshort , the dynamics of the individual atoms is not resolved. Instead, the conformational dynamics is described by the
set of generalized coordinates Q≡ (q1,q2, . . .), which specify the molecular conformation with a space resolution >∼ σshort. For
example, they may be the Cartesian coordinates of beads which collectively represent groups of atoms, or may be a set of relevant
dihedral angles.
Having specified the resolution power of our theory, we are finally in a condition to introduce our model Hamiltonian, which
consists of the following three terms:
Hˆ = HˆMM+ HˆCL+ HˆFH . (1)
The first term describes the molecule’s conformational dynamics and reads (using Cartesian coordinates for sake of definiteness):
HˆMM ≡
3N
∑
i=1
pˆ2i
2M
+Vˆ (q1, . . . ,q3N) . (2)
In this equation, N is the number of beads and we have taken all masses to be the same for sake of notational simplicity. V (Q)
is the molecular potential energy function which parametrizes the lowest Born–Oppenheimer energy surface. Note that, in the
classical approximation, the Hamiltonian (2) gives rise to the standard classical molecular mechanics for an isolated molecule in
the gas phase.
The second term in Eq. (1) describes the coupling between the set of coordinates Q and the environment (i.e. the solvent). As
we shall see below, at low time resolutions, the specific form of HCL is not crucial. For sake of convenience, we define HCL to
be the standard Caldeira–Leggett Hamiltonian, which models the environment as an infinite set of harmonic oscillators:
HˆCL =
3N
∑
i=1
∞
∑
α=1
(
pˆi2α
2µα
+
1
2
µαω2αxˆ
2
α− cαxˆαqˆi+
c2α
2µαω2α
qˆ2α
)
. (3)
The Hamiltonian HˆL≡ HˆMM+HˆCL is defined in such a way to generate the standard Langevin dynamics for the set of generalized
coordinates Q in the so-called Ohmic limit for the spectral density of the harmonic oscillators and in the classical limit for Q.
The third term is the Frenkel Hamiltonian which correctly describes the dynamics of the electronic excitations at our level of
space and time resolution:
HˆFH =∑
m,n
〈Φn|Hˆel |Φm〉 aˆ†naˆm , (4)
where |Φm〉 are the fractional molecular orbitals labeled by the discrete index m and Hˆel is the Coulomb Hamiltonian. In the
adiabatic limit, the matrix elements 〈Φn|Hˆel |Φm〉 depend parametrically on the generalized coordinates Q, i.e.
〈Φn|Hˆel |Φm〉 ≡ fnm(Q). (5)
We note that, in order to account for Landau–Zener type transitions, the Frenkel Hamiltonian should be extended to include
terms proportional to a single creation or annihilation operator. However, in this work we choose to ignore such terms since
we intend to focus on molecular systems in which the electronic excitation dynamics are long-lived and confined on a single
Born–Oppenheimer surface.
The total Hamiltonian Hˆ describes the complete dynamics of the macromolecule in its heat bath. However, we are focused
on studying the time evolution of the electronic excitations, hence both the heat bath variables and the generalized coordinates
4Q can be traced out from the density matrix. The dynamics of the electronic excitation is then entirely encoded in the so-called
reduced density matrix:
ρRnm(t)≡∑
Q
∑
X
〈n,Q,X | ρˆ(t)|m,Q,X〉 ≡ TrX ,Q[|m〉〈n|ρˆ(t)] , (6)
In the next section we review a convenient path integral representation for ρRnm(t), which was originally derived in our previous
work [28, 39] and provides the suitable framework to develop our Path Integral Monte Carlo approach. For all details and
derivations which are not reported here we refer the reader to the original publication [39].
III. COHERENT FIELD PATH INTEGRAL REPRESENTATION OF THE REDUCED DENSITY MATRIX
The starting point consists in explicitly writing the system’s time evolution operators and the initial condition
ρRnm(t) = TrQ,X [|m〉〈n|e−
i
~ Hˆt ρˆ(0) e
i
~ Hˆt ] . (7)
In particular, in the following we shall consider initial density matrixes in the form
ρˆ(0) = |n0〉〈n0|× e−
1
kBT
(HˆMM+HˆCL). (8)
This corresponds to assuming that one electronic excitation is created a time t = 0, while the macromolecule was in the electronic
ground state and in equilibrium with the heat bath.
The path integral for the density matrix can be obtained through the standard Trotter decomposition technique applied to the
two real-time evolution operators in Eq. (7) and to the imaginary time evolution operator representing the initial thermal density
matrix in Eq. (8). To this end we need to insert a representation of the identity in terms of the system’s quantum states at each
elementary step in the real- and imaginary time evolution. We choose the following form [40]:
1 =
∫
dQ
∫
dX
∫
∏
l
dφldφ∗l
2pii
|Q,X ,φl〉〈Q,X ,φl |e−∑k φ∗kφk , (9)
where |φk〉 are the coherent states associated with the electronic excitation, l is the index labelling the fractional orbital and
the exponential factor accounts for the over-completeness of this basis. |Q〉 and |X〉 denote the position eigenstates of the
beads (assuming for simplicity a Cartesian representation for the conformational dynamics) and of the set of Caldeira– Leggett
variables, respectively. We shall always assume that molecular fractional orbitals host at most a single electronic excitation. In
this case, spin-statistics correlations are irrelevant and we can adopt the bosonic coherent field description.
The path integral representation of the density matrix is obtained as usual by inserting the identity at each elementary evolution
and then taking the continuum limit. After performing the Gaussian integration over the Caldeira–Leggett variables the density
matrix takes the form:
ρRnm(t) =
∫
DQ′DQ′′DQ¯Dφ′Dφ′′ Dφ
′∗Dφ
′′∗
(
φ′n(t)φ
′∗
n0(0)φ
′′∗
m (t)φ
′′
m0(0)
)
e−∑m(φ
′′∗
m (t)φ
′′
m(t)+φ
′∗
m (0)φ
′
m(0))
e
i
~
(
SMC [Q
′
,φ
′
,φ
′∗]−SMC [Q′′ ,φ′′ ,φ′′∗]
)
× e i~Φ[Q′,Q′′]× e− 1~ SE [Q¯] (10)
In this expression, the superscripts ′ and ′′ refer respectively to the degrees of freedom associated with the upper and lower
branches of the Keldysh contour i.e. to coherent states and nuclear positions evolved by e−
i
~Ht and e
i
~Ht respectively. Instead,
Q¯ propagates along the imaginary time axis, enters in the representation of the initial thermal density matrix. The prefactor in
round brackets arises from the fact that the initial and final conditions contain one electronic excitation. The functionals which
appear at the exponent of Eq. (10) are defined as
SE [Q˜] =
∫ β~
0
dτ
(
M
2
˙˜Q2(τ)+V [Q˜(τ)]
)
, (11)
SMC [Q,φ,φ∗] =
∫ T+t
T
dt ′
{
M
2
Q˙2(t ′)−V [Q(t ′)]+∑
mn
φ∗m(t
′)
(
i~
∂
∂t ′
δmn− fmn[Q(t ′)]
)
φn(t ′)
}
, (12)
Φ[Q′,Q′′] = i
∫ T+t
T
dt ′
∫ t ′
0
dt ′′
{(
Q′(t ′)−Q′′(t ′)) · [B(t ′− t ′′)Q′(t ′′)−B∗(t ′− t ′′)Q′′(t ′′)]}
+ i
µ¯
2
∫ T+t
T
dt ′
[
Q′2(t ′)−Q′′2(t ′)
]
,
(
µ¯=
c2j
m jω2j
)
. (13)
5The two-point function B(t− t ′) appears upon integrating out the heat bath variables and reads
B(t− t ′) =∑
α
c2α
µαωα
[
coth
(
ωα
2kBT
)
cos(ωαt)− isin(ωαt)
]
. (14)
This Green’s function encodes the characteristic response of the heat bath (e.g. the water surrounding the molecule) to the
molecular motion.
In order to make this expression numerically tractable, we apply the following series of well defined approximations:
1. Classical limit for the conformational dynamics:
It has long been established that in a large class of relevant molecular processes the conformational dynamics is accurately
described by the classical approximation, i.e. through the so-called molecular dynamics. Notable counter-examples
are transitions involving quantum tunnelling of the nuclei, such as proton transfer reactions. In the following, we do
not consider such class of problems and exploit the simplifications which emerge from treating the effective degrees of
freedom Q at the classical level.
The path integral formalism provides a very convenient framework to implement the classical approximation on the dy-
namics of the generalized coordinates Q, while retaining a full quantum treatment of the electronic dynamics. This is done
by rewriting the path integral (10) in a form in which forward and backward molecular paths Q′(t) and Q′′(t) are replaced
by their average and difference:
R(t)≡ Q
′(t)+Q′′(t)
2
, y(t)≡ Q′′(t)−Q′(t), (15)
and observing that |y(t)|  |R(t)| throughout the regime of masses and temperatures in which the classical approximation
is justified. The classical approximation is then obtained by expanding the action functionals (11) up to quadratic order
in y(t) and then performing the resulting Gaussian path integral in Dy in Eq. (10). The result is an effective theory in
which the nuclear dynamics is described only by the integral over the R(τ) variables, which are interpreted as the classical
nuclear configurations sampled in a generalized Langevin dynamics with noise memory kernel B(t− t ′).
2. Ohmic bath limit for the solvent: We further simplify our theory by imposing that the conformational dynamics is described
by a Langevin equation with delta-correlated white noise, as is routinely done in MM simulations. To this end we consider
a slow-frequency expansion of the Fourier transform of the Caldera-Leggett two-point function B(t− t ′):
B˜(ω) = B0+B1ω+ . . . , (16)
which, in time representation, corresponds to B(t) ' B0δ(t)+ iB1 ddt δ(t). The coefficients B0 and B1 are determined by
imposing that, in the classical limit, the probability of observing a particle some specific position R at time t, P(R, t) ≡
〈R|ρˆ(t)|R〉 must obey a Fokker-Planck equation with friction coefficient γ and temperature T . The result is
B0 = 2kBTMγ, B1 =Mγ. (17)
3. Small oscillations: In the present work we are primarily interested in the quantum dynamics of the electronic excitations.
In most such cases, within the characteristic timescales for electronic energy transfer processes, macromolecules cannot
perform large structural rearrangements, but only undergo small thermal oscillations around their equilibrium configura-
tion. Hence, we can Taylor-expand the positions to linear order near the mechanical equilibrium configuration R0
Ri = R0i +δri(t) . (18)
Consistently, we expand the molecular potential energy to quadratic order around R0:
V (R) =V (R0)+
1
2
Hi jδriδr j
(
Hi j ≡ lim
R→R0
∂
∂Ri
∂
∂R j
V (R)
)
(19)
and linearize also the overlap matrix elements:
fnm(R) = f 0nm+∑
i
f inm δri , (20)
where f 0nm ≡ fnm(R0) and f inm ≡ ∂∂Ri fnm(R0).
6Applying this set of approximations to the original path integral (10) leads to the following expression for the density
matrix (for a detailed derivation we refer the reader to Ref. [39]):
ρnm(t)' const×
∫
Dφ′Dφ
′∗Dφ′′Dφ
′′∗
∫
Dδri · e−βHMM(0)
(
φ′n(t)φ
′∗
n0(0)φ
′′∗
m (t)φ
′′
m0(0)
)
e−∑m(φ
′′∗
m (t)φ
′
m(t)+φ
′∗
m (0)φ
′
m(0))
·e
i
~ ∑mn
∫ t
0 dt
′
[
i ~ ∂∂t′ δnm− f 0nm−∑i δri f inm
]
(φ∗′n (t ′)φ
′
m(t
′)−φ∗′′n (t ′)φ
′′
m(t
′)) · e−
β
4Mγ
∫ t
0 dτ∑i
{
Mδr¨i+Mγδr˙i+∑ j δr jHi j+∑nm
f inm
2 (φ
′∗
n φ′m+φ
′′∗
n φ′′m)
}2
,
(21)
where
HMM(0))≡ 12∑i j
Hi j δri(0)δr j(0)+
M
2 ∑i
δr˙2i (0) (22)
is the value of the classical Hamiltonian for the molecular conformation at t = 0. We note that if the coupling between
vibrational and electronic excitations is neglected, the path integral factorizes into a vibronic and excitonic part. The
integral in the vibronic coordinates reduces to the well-known Onsager–Machlup (OM) path integral representation of the
classical Langevin dynamics.
Let us now analyse the couplings between the electronic and vibronic excitations. After expanding the square in the OM
functional the density matrix is rewritten as
ρnm(t) '
∫
Dφ′Dφ
′∗Dφ′′Dφ
′′∗
∫
Dδri
(
φ′n(t)φ
′∗
n0(0)φ
′′∗
m (t)φ
′′
m0(0)
)
e−∑m(φ
′′∗
m (t)φ
′
m(t)+φ
′∗
m (0)φ
′
m(0))
· e
i
~ ∑mn
∫ t
0 dt
′
[
i ~ ∂∂t′ δnm− f 0nm
]
(φ∗′n (t ′)φ
′
m(t
′)−φ∗′′n (t ′)φ
′′
m(t
′)) · e−
β
4Mγ
∫ t
0 dτ∑i{Mδr¨i+Mγδr˙i+∑ j δr jHi j}2
· e i~ Sint [δr,φ′,φ
′∗,φ′′,φ′′∗] · e−βHMM(0) (23)
where the interaction action is
Sint [δr,φ′,φ
′∗,φ′′,φ
′′∗] =
∫ t
0
dτ
 i~β4Mγ
(∑
i
Ji
)2
+2∑
i
(
Mδr¨i+Mγδr˙i+∑
j
δr jHi j
)
Ji

−∑
nm
∑
i
δri f inm(φ
′∗
n φ
′
m−φ
′′∗
n φ
′′
m)
}
. (24)
where Ji ≡ ∑nm f
i
nm
2 (φ
′∗
n φ′m+φ
′′∗
n φ′′m). We note that the first line is proportional to the factor ∝
~β
M which suppresses these
interactions in the regime of temperature and masses in which the classical approximation to the conformational dynamics
is applicable. Therefore, we can consistently drop these couplings and consider only the third term
Sint [δr,φ′,φ
′∗,φ′′,φ
′′∗] ' −
∫ t
0
dτ∑
i
∑
nm
δri f inm(φ
′∗
n φ
′
m−φ
′′∗
n φ
′′
m). (25)
IV. FORMAL ANALOGY WITH RELATIVISTIC QUANTUM FIELD THEORY
The field degrees of freedom φ′′, which are associated with the lower branch of the Keldysh contour, describe excitons
evolving according to the e
i
~Ht operator, i.e. propagating “backward" in time. This observation enables us to establish a formal
analogy between the non-unitary evolution of a single exciton propagating through a macromolecules, with the dynamics of
a relativistic particle (with both matter and anti-matter components) propagating in vacuum. More precisely, the path integral
(23) is formally equivalent to the expression of the time-ordered two-point Green’s function of a relativistic particle-antiparticle
system in vacuum [39] .
To make this formal analogy completely explicit, it is sufficient to organize the coherent fields into a doublet:
ψan(t) =
(
φ′n(t)
φ′′n(t)
)
, (26)
where the index a= 1,2 labels the upper and lower components and its summation will be implicitly assumed whenever not dis-
played. The two components of the doublet correspond to the two branches of the Keldysh contour, and they will be respectively
identified as the fictitious matter and anti-matter components in the corresponding virtual relativistic quantum field theory.
7Let us also introduce the following matrices
γ0 =
(
1 0
0 −1
)
γ5 =
(
0 1
1 0
)
γ+ =
(
1 0
0 0
)
γ− =
(
0 0
0 1
)
. (27)
and adopt the Dirac notation ψ¯= ψ†γ0. Then, the path integral for the one-excitation density matrix (23) becomes
ρnm(t) =
∫
Dδr
∫
Dψ¯Dψ O+nm(t) O−n0m0(0) e
−SOM [δr] e
i
~ (S0[ψ,ψ¯]+Sint [ψ,ψ¯;δr])+L e−βHMM(0), (28)
where L ≡ ∑m (ψ¯m(0)γ0γ+ψm(0)+ ψ¯m(t)γ0γ−ψm(t)) is the standard surface term due to the over completeness of the coherent
state basis and the functionals at the exponent are defined as follows:
SOM[δr] ≡ β4Mγ∑i
∫ t
0
dτ
(
Mδr¨i+Mγ δr˙i+∑
j
δr jHi j
)2
(29)
S0[ψ, ψ¯] = ∑
nm
∫ t
0
dτ ψ¯n(τ)
(
i~δnm∂t − f 0nm
)
ψm(τ) , (30)
Sint [ψ, ψ¯] = −∑
nm
∑
i
∫ t
0
dτ δri(τ) ψ¯n(τ) f inmψm(τ). (31)
Finally, the bilinear “densities" in front of the exponent read
O+/−nm (τ) = ψ¯n(τ)γ5γ+/−ψm(τ) . (32)
In order to obtain the expression of density matrices containing an arbitrary number of electronic excitations it is convenient
to introduce a generating functional:
Z[η, η¯] =
∫
Dδr e−SOM [δr]
∫
Dψ¯Dψ e
i
~ (S0[ψ,ψ¯]+Sint [ψ,ψ¯;δr])+L e
i
~ ∑n
∫ t
0 dτ(η¯n(τ)ψn(τ)+ψ¯n(τ)ηn(τ)) e−βHMM(0) (33)
where ηn(τ) and η¯n(τ) are external source fields. The expression for arbitrary density martices with n excitons are obtained
by appropriate combinations of functional derivatives with respect to the external sources. For example, the single excitation
density matrix (28) is obtained as follows:
ρnm(t) = lim
η,η¯→0
(γ5γ−)dc (γ5γ+)ba
Z[η¯,η]
~4
δ
δη¯am(t)
δ
δηbn(t)
δ
δη¯cn0(0)
δ
δηdm0(0)
Z[η¯,η] . (34)
Finally, we note that the path integral over the vibronic variables δri(τ) is Gaussian and can be carried out analytically. The
result is an equivalent effective theory formulated in terms of exciton degrees of freedom only, described by the generating
functional
Z[η, η¯] =
∫
DψDψ e
i
~ S0[ψ,ψ¯]+L e
−M γ
β~2
∫ t
0 dτ
∫ t
0 dτ
′∑nmkl ∑i j f inm f
j
kl ψ¯n(τ)ψm(τ) ∆i j(τ,τ
′) ψ¯k(τ′)ψl(τ′) e
i
~ ∑n
∫ t
0 dτ(η¯n(τ)ψn(τ)+ψ¯n(τ)ηn(τ)) (35)
where ∆i j(τ,τ′) is the correlation function of vibronic excitations propagating according to the Langevin dynamics:
∆i j(τ,τ′) = 〈δri(τ)δr j(τ′)〉
=
∫
dδr0e−β
1
2 ∑i j δr
i
0Hi jδr
j
0
∫
δr0 Dδr ( δri(τ) δr j(τ
′) ) e−
β
4Mγ
∫ t
0 dτ∑i{Mδr¨i+Mγδr˙i+∑ j δr jHi j}2∫
dδr0e−β
1
2 ∑i j δr
i
0Hi jδr
j
0
∫
δr0 Dδr e
− β4Mγ
∫ t
0 dτ∑i{Mδr¨i+Mγδr˙i+∑ j δr jHi j}2
. (36)
This correlation function can be explicitly evaluated:
∆i j(τ,τ′) =
e−
1
2 γ |τ−τ′|
2 M2 ∑k
Uik U
†
k j
ak(τ− τ′)
Ω2k
, (37)
(38)
8where U jk is the orthogonal matrix which diagonalizes the Hessian matrix Hi j, Ωk are the corresponding normal mode frequen-
cies and ωk0 =
√∣∣4Ω2k− γ2∣∣. Finally, the functions ak(τ− τ′) are defined by:
ak(t) =

sin
( 1
2ω
k
0 |t|
)
ωk0
+
cos
( 1
2ω
k
0 |t|
)
γ
if 2Ωk ≥ γ ,
sinh
( 1
2ω
k
0 |t|
)
ωk0
+
cosh
( 1
2ω
k
0 |t|
)
γ
if 2Ωk < γ ,
(39)
We emphasise that the summation over the vibrational zero-modes Ωk in Eq. (37) should not include the zero-mode Ω0 = 0,
which is associated with center of mass diffusion.
The dissipative interactions provided by the functional
Sint [ψ¯,ψ]≡−M γβ~2
∫ t
0
dτ
∫ t
0
dτ′ ∑
nmkl
∑
i j
f inm f
j
kl ψ¯n(τ)ψm(τ) ∆i j(τ,τ
′) ψ¯k(τ′)ψl(τ′) (40)
are responsible for translating vibronic correlations into electronic correlations. In particular, fast underdamped vibronic normal
modes —see first line of Eq. (39)— can induce coherent oscillations in the electronic density matrix. This effect will be clearly
visible in the illustrative examples discussed in sections VIII and IX.
V. PERTURBATIVE CALCULATION OF THE DENSITY MATRIX
If the small coupling regime or for very short time intervals t, it is possible to estimate the reduced density matrix of the
excitons in perturbation theory. An useful feature of the relativistic quantum field theory notation is that it enables to compute
perturbative corrections applying standard diagrammatic techniques [39]. For example, the Feynman diagrams which appear
in the leading order correction to the evolution of the density matrix element 〈n|ρˆ(t)|m〉, starting from the initial condition
ρˆ(0) = |n0〉〈m0| are shown in Fig.1. In these diagrams, the dashed line denotes the vibronic propagator ∆i j(τ,τ′) given in Eq.
(37). The solid lines represent the time ordered exciton propagator, which is defined as:
G0ab(n,τ|m,τ′) =
∫
Dψ¯Dψ ψan(τ) ψ¯bm(τ′) e
i
~ ∑mn
∫ t
0 dτψ¯m(τ)[i~∂tδmn− f 0mn]ψn(τ)∫
Dψ¯Dψ e
i
~ ∑mn
∫ t
0 dτψ¯m(τ)[i~∂tδmn− f 0mn]ψn(τ)
≡ γ+ab G f0(τ,n|τ′,m)− γ−ab Gb0(τ,n|τ′,m) , (41)
where G f0(n,τ|mτ′) and Gb0(n,τ|m,τ′) are called the forward and backward time-directed propagators and obey the equations
(i~∂t − fnm)G f/b0 (n,τ|m,τ′) =∓i~δ(τ− τ′) δnm . (42)
As usual, to explicitly compute the time ordered G0ab(n,τ|m,τ′) we introduce different Feynman’s “iε" prescriptions for forward
and backward propagating excitons:
G f0(n,τ|m,τ′) =
∫ dω
2pi
e−iω(τ−τ
′) −i
ω− f 0nm~ + i0+
(43)
Gb0(n,τ|m,τ′) =
∫ dω
2pi
e−iω(τ−τ
′) i
ω− f 0nm~ − i0+
(44)
Here, Vi j is the unitary matrix that diagonalizes f 0mn and Ek are the corresponding eigenvalues. The final result for the time-
ordered exciton propagator is then:
G0ab(n,τ|m,τ′) =∑
k
V †nk e
− i~Ek(τ−τ′)Vkm
(
γ+ab θ(τ− τ′)− γ−ab θ(τ′− τ)
)
. (45)
Finally, each vertex comes with a factor i
√
Mγ
β f
j
nm.
The explicit evaluation of these leading order diagrams gives:
ρ(t)nm ' ρ(0)nm(t)+ρ(1)nm(t) (46)
9m0n0
n m
FIG. 1: Diagrammatic representation of the density matrix for freely evolving electronic excitations. The density matrix is formally equivalent
to a two-point function in the dual relativistic particle-antiparticle system.
where ρ(0)nm(t) is the unperturbed result:
ρ(0)nm(t) = G0(n00|n, t) G0(m, t|m0,0), (47)
while ρ(1)nm(t) is the leading order correction and reads
ρ(1)nm(t) = −2Mγβ~2 ∑sqs′q′∑i j
∫ t
0
dτ
∫ t
0
dτ′ { G0(n0,0|s′,τ′) f js′q′ G0(q′,τ′|n,0) ∆ ji
(
τ′− τ) G0(m, t|s,τ) f isq G0(q,τ|m0,0)
+ G0(m, t|m0,0) G0(n0,0|q′,τ) f jq′s′ ∆ ji(τ− τ′) G0(s′,τ|s,τ′) f isq G0(q,τ′|n, t)
+ G0(n0,0|n, t)G0(m, t|q′,τ) f jq′s′ ∆ ji(τ′− τ) G0(s′,τ′|s,τ) f isq G0(q,τ|m0,0) } . (48)
The first line is the “one-vibron" exchange contribution, while the following two lines are the “self-energy" diagrams.
An important comment concerns the normalization of the density matrix. In our previous work [39], we adopted the pertur-
bative normalization scheme, where we first computed the perturbative correction to the free normalization, i.e. Trρˆ ' 1+ x,
and then we used the approximation 1Trρ ' 1Trρ0+Trρ(1) =
1
1+x ' 1− x. Clearly, in this scheme, the density matrix is only approx-
imately normalized. Instead, in this work we choose to adopt an exact normalization, i.e. we divide the un-normalized matrix
computed in perturbation theory by its trace. We have found that, in this alternate scheme, the range of time intervals in which a
perturbative estimate of ρnm(t) is reliable is improved.
We conclude this section by emphasising that, in this perturbative approach, it is straightforward to study the contribution to
the density matrix which follows from the interaction of excitons with specific vibronic normal modes. Indeed, to this goal it is
sufficient to retain only some terms of the sum over normal mode frequencies entering the expression for the vibron propagator
(37).
VI. NON-PERTURBATIVE CALCULATION OF THE DENSITY MATRIX
In the presence of strong exciton-vibron couplings and in the long-time regime, the perturbative approach described in the
previous section becomes inapplicable. Thus, in this section, we develop an alternative and rigorous nonperturbative approach.
To this goal, it is convenient to return to the expression Eq. (33) and carry out the Gaussian path integral over the exciton fields
ψ and ψ¯ . This leads to an equivalent expression for the generating functional in terms of the vibron field only:
Z[η, η¯] =
∫
Dδr e−(SOM [δr]+Log DetG
−1
δr ) e
i
~ ∑mn
∫ t
0 dτ η¯(n;τ) Gδr(n,m;τ;τ
′) η(m;τ′) e−βHMM(0). (49)
where Gδr(n,m;τ,τ′) is the time-ordered propagator for the electronic excitations in the background of the vibration field, i.e.
Gδr(n,τ|m,τ′) =
∫
Dψ¯Dψ ψan(τ) ψ¯bm(τ′) e
i
~ ∑mn
∫ T+t
T dτψ¯m(τ)[i~∂tδmn− f 0mn−∑i δri f i]ψn(τ)∫
Dψ¯Dψ e
i
~ ∑mn
∫ T+t
T dτψ¯m(τ)[i~∂tδmn− f 0mn−∑i δri f i]ψn(τ)
≡ γ+ab G fδr(τ,n|τ′,m)− γ−ab Gbδr(τ,n|τ′,m) , (50)
where the forward and backward propagators G f/bδr obey the equations
(i~∂τ− f 0nm−∑
i
f inmδri(τ))) G
f/b
δr (τ,n|τ′,m) =∓ i ~ δ(τ− τ′)δnm . (51)
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We emphasise that in Eq.(49), the classical Langevin dynamics of the nuclei —which is controlled by the SOM functional—
is modified by the back-action exerted by the electronic excitations on the molecule’s conformation, which is controlled by the
functional
Sback[δr]≡ Log DetG−1δr . (52)
where
G−1δr =
i
~
(i~∂t − f 0nm− f inmδri(τ)) . (53)
The explicit representation of the back-action term is derived in the appendix A. Expanding in powers of the fluctuation field
δr and truncating to quadratic order (as is done for the classical OM action) we obtain
log[detG−1δri ] ' const.+
1
2∑i j ∑s 6=t
CistC
j
ts
∫ t
0
dτ
∫ t
0
dτ′δri(τ) δr j(τ′) cos
[
(τ− τ′) Et −Es
~
]
(54)
In this expression,Ckst ≡ 1~ ∑mnVsm f kmnV †nt are coefficients which express the coupling of different vibronic modes to the electronic
transitions. Therefore, our final result is:
log[detG−1δri ] = const.+
1
2∑i j ∑s 6=t
CistC
j
ts
∫ t
0
dτ
∫ t
0
dτ′δri(τ) δr j(τ′) cos
[
2pi
(τ− τ′)
t
(Ns−Nt)
]
.
(55)
It is instructive to consider the corresponding expression in Fourier space:
log[detG−1δri ] ' const.+
1
2∑s 6=t∑i j
Cits C
j
st
∫ dω
2pi
biω b
j
−ω 2pi δ
(
ω− Es−Et
~
)
(56)
where biω is the Fourier transform of the vibration field δri. In this form it is evident that only vibrations with the correct energy
can couple to quantum electronic transitions. Since the time integration is bounded between 0 and t, the energy difference
(Es−Et)/~ must be rounded in order to match a multiple of the elementary frequency unit ∆ω = 2pi/t, which sets the energy
resolution power which can be achieved letting the system evolve for a time t. In other words
(Es−Et)
~
→ 2piNs−Nt
t
, (57)
where Ns = min{k}
∣∣Es
~ − 2pit k
∣∣.
Our final explicit representation of the generating functional defined in Eq. (49) is
Z[η¯,η] =
∫
Dδri e−SOM [δr] e−Sback[δr] e−βHMM(0) e
i
~ ∑nm
∫ t
0 dτ
∫
dτ′η¯nGδr(n,τ|m,τ′)ηm(τ′), (58)
where SOM and Sback are defined in Eq. (29) and Eq. (54) respectively and Gδr is defined by Eq.s (50) and (51).
From this generating functional it is immediate to obtain the expression for the reduced density matrix for an arbitrary number
nE of quantum electronic excitations, by functionally differentiating 4nE times with respect to the sources and then setting them
to 0. Our final result is:
ρn1...nnEm1,...,mnE (t) =
∫
Dδri e−SOM [δr] e−Sback[δr] e−βHMM(0)∏nEk=1
(
G fδr(nk, t|n0k ,0) Gbδr(m0k ,0|mk, t)
)
∫
Dδri e−SOM [δr] e−Sback[δr] e−βHMM(0)
. (59)
A. Stochastic estimate of the density matrix
The expression (59) paves the way for defining an algorithm which provides a stochastic estimate of the density matrix at any
finite time t:
1. An ensemble of N thermally equilibrated initial conditions {δr(k)i (0)}k=1...,N is generated either by directly sampling the
Boltzmann distribution e−
β
2 ∑i j δri(0)Hi jδr j(0), or by running N long classical Langevin simulations.
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2. These N initial conditions are used to generate N independent Markov chains of molecular trajectories, according to the
following rules. Trial moves in the Markov chain are proposed by integrating the classical Langevin equation defined
by the OM functional starting from the same initial condition. Hence, each trial move corresponds to an entirely new
Langevin trajectory δrinew(τ) with the same initial condition δri(0) and lasting for a time interval t. Trial moves are
accepted or rejected by comparing the back-action terms calculated using the old and the new Langevin trajectory, i.e.
using the standard Metropolis condition:
η< min
[
1,e−Sback[δr
(k)
new]+Sback[δr
(k)
old ]
]
, (60)
where η ∈ [0,1] is a random number sampled from a uniform distribution. After equilibration, this procedure yields N
statistically independent trajectories, {δr(k)i (τ)}k=1,...,N .
3. For each of the N equilibrated paths {δr(k)i (τ)}k=1,...,N , the forward and backward propagators G fδr(k)i
and Gb
δr(k)i
are cal-
culated by solving the one-dimensional time-dependent Schrödinger equation forward and backward in time (see Eq.
(51)). A discussion of the numerical calculation of G f
δr(k)i
and Gb
δr(k)i
is given in appendix B. Consequently, N independent
realizations of the reduced density matrix are obtained from
ρ(k)n1...nnEm1,...,mnE (t) =
nE
∏
k=1
(
G f
δr(k)i
(nk, t|n0k ,0) Gbδr(k)i (m
0
k ,0|mk, t)
)
. (61)
4. Finally, the stochastic estimate of the density matrix is computed in the standard way, by relying on the Central Limit
theorem, i.e. by averaging over the N independent realizations (61):
ρn1...nnEm1,...,mnE (t)'
1
N
N
∑
k=1
ρ(k)n1...nnEm1,...,mnE (t) (62)
The statistical error is estimated from the variance:
δρn1...nnEm1,...,mnE (t)'
1√
N−1
(
1
N
N
∑
k=1
(ρ(k)n1...nnEm1,...,mnE (t))
2− ( 1
N∑k
ρ(k)n1...nnEm1,...,mnE (t))
2
)1/2
(63)
We emphasise that this algorithm does not suffer from any dynamical sign or phase problem.
For realistic values of masses, couplings and temperatures we observed that the back-action effective functional is often found
to be very small, so that the exponential factor e−Sback undergoes only small fluctuations around 1. In this cases the relatively
expensive Monte Carlo procedure described above can be avoided. Instead, it is sufficient to directly compute the un- normalized
density matrix from an average over the product of exciton propagators with the exponential factor e−Sback , i.e.
ρn1...nnEm1,...,mnE (t)' const. ·
1
N
N
∑
k=1
[
ρ(k)n1...nnEm1,...,mnE (t) e
−S(k)back
]
(64)
Then, the normalization constant must be determined a posteriori, from the trace of the density matrix.
We conclude this section by stressing that physical insight may be gained by analysing the effect of specific vibrational
normal modes on the propagation of the electronic excitations. For example, this type of analysis can be useful to test if the
propagation of electronic excitations in some photosynthetic complex is supported by the so-called noise-assisted quantum
transport mechanism [38].
Also in this nonperturbative approach it is possible to single out the effect on the excitonic dynamics due the coupling to
specific normal modes, by replacing the Hessian Hi j matrix, which enters into the definition of the SOM functional and of the
Boltzmann weight, with a modified Hessian matrix H i j, constructed by adding up only the contributions of the selected set of
normal modes:
Hi j→H i j ≡
Ns
∑
k=Ni
U†ik MΩ
2
k Uk j (65)
The summation on the right-hand side runs over the selected set of normal modes, ΩNi ,ΩNi+1, . . . ,ΩNs .
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VII. QUANTUM DISSIPATIVE DYNAMICS AT THE MESOSCOPIC SCALE
So far we have described the dynamics of the macromolecule using the model Hamiltonian (1), which is characterized by
a space resolution of the order of the size of the molecular fragments, σshort ∼ nm. Let us now discuss the case in which the
macromolecular system extends into the mesocopic length-scale regime, i.e. has size S∼ µm. Notable examples of such systems
include organic semi-conductors made of inter-digited conjugate polymers. In this section we discuss how using RG one can
build a much more coarse-r-grained ET, which is guaranteed to provide the same asymptotic IR dynamics of the model defined
by Eq. (1), yet is far simpler and can be applied in the mesoscopic regime. As usual, this new ET contains effective parameters
which have to be determined from the microscopic theory (1), or directly fitted against experimental data. This matching involves
choosing a so-called renormalization point where both microscopic and ET are expected to hold.
The derivation of the mesoscopic ET starting from our original model Hamiltonian (1) is quite elaborate, and was carried out
in detail Ref. [41]. Here, we only review the underlying assumptions and summarize the results. We consider the case in which
the macromolecular system is probed at a very low resolution scale λ σshort, i.e. much larger than the length scale at which
its chemical structure is revealed. We also imagine to study the dynamics at times much longer than those at which quantum
coherence is washed out. More specifically, let us consider the ratio between the excitation’s DeBroglie’s wavelength λB and the
resolution scale λ:
ξ=
λB
λ
(66)
At low resolution power ξ 1, one can specify the position of the excitation using a continuum vector x, rather than the discrete
molecular orbital index. Furthermore, it is sufficient to specify the diagonal elements of the density matrix, since quantum
coherence is lost.
In Ref. [41], it is rigorously shown that to leading order in an expansion in ξ 1, the path integral yielding the conditional
probability P(y, t|x, t0) to observe the excitation at y at time t provided it was observed at x at t = 0, reduces to that of a simple
diffusion process:
P(y, t|x,0) =
∫ y
x
DR e−
∫ t
0 dτ∑i j R˙i
1
4D
−1
i j R˙ j (67)
where D−1i j ≡ gi j D¯−1 is an effective diffusion tensor to be determined by the renormalization. However, keeping into account of
effects of order ξ2, the path integral takes the following form
P(y, t|x,0) =
∫ y
x
DR e−
∫ t
0 dτ∑i j
[
R˙i 14D
−1
i j R˙ j+R˙
2
iCi jR˙
2
j
]
(68)
Where Ci j ≡ gi j C¯ introduces one additional effective parameter, C¯. We note that, in these expressions, the explicit dependence
on the expansion parameter ξ2 has been absorbed in the definition of the effective tensors D−1i j and Ci j, which have to be
independently determined (see [41] for more details). The additional term, proportional to R˙4 encodes some quantum effects
which are not captured by Eq. (67).
Let us now discuss the renormalization of this ET, i.e. the matching between microscopic at mesoscopic theories, to order ξ2
accuracy. For sake of simplicity, here we consider the case of a one-dimensional system (molecular wire). The generalization
to multidimensional case is straightforward and is discussed in the original publication. With the stochastic algorithm discussed
in section VI A, one can microscopically compute the first two moments of the probability distribution P(m, t) of finding the
excitation at some fractional orbital m, at time t i.e.
M2(t) ≡ ∑
m
a2 Tr[|m〉〈m|ρˆ(t)] (m−m0)2 (69)
M4(t) ≡ ∑
m
a4 Tr[|m〉〈m|ρˆ(t)] (m−m0)4, (70)
where ρˆ(0) = |m0〉〈m0| × e−βHMM+HCL is the initial density matrix —cf. Eq. (8)— and a is the distance between consecutive
molecular orbitals in the molecular wire. These predictions must be set equal to that of the mesoscopic ET (67):
M2(t) = 〈∆R2(t)〉 = 2D¯ t (71)
M4(t) = 〈∆R2(t)〉 = 60D¯2t2−C¯t. (72)
Clearly, the matching must be imposed at some time scale tR, where both the microscopic and the mesoscopic theories are
expected to hold, namely when the dependence of M2(t) on t is found to be linear. Note that, to lowest-order accuracy in the ξ2
expansion, one only needs to evaluate M2(tR) and extract the effective diffusion constant D¯.
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parameter: M γ T κ E0 J0 χE χJ
value: 1 1 1 1 1 1 1 0
TABLE I: The parameters of the model for a linear molecular chain of L = 20 residues. All values are given in appropriate powers of eV,
assuming natural units in which ~= kb = c= 1.
In passing, we note that it is possible to obtain a simple analytic expression for the conditional probability (68) to any order
of accuracy in ξ2. To order ξ2 one finds
P(x, t|xi)'
√
1
4piDt
e−
(R−Ri)2
4Dt
[
1−C
(
(x− xi)4
t3D
−20 (x− xi)
2
t2
+60
1
t
)]
(73)
The mesoscopic ET provides an example of rigorous multi-scale theory, in which the microscopic physics is systematically
encoded in the effective parameters and the structure of the operator reflects the symmetries of the underlying (more) fundamental
physics.
VIII. APPLICATION: EXCITON PROPAGATION ON A LINEAR MOLECULAR CHAIN
Before considering an application to a realistic system, it is useful to assess the accuracy of our perturbative and nonper-
turbative field-theoretic techniques on a benchmark case. To this end, we consider the model for exciton propagation on a
linear molecular chain which has been introduced and solved numerically within a semiclassical approximation by Iubini and
co-workers [29]. The Hamiltonian of this system consists of the sum of three contributions:
Hˆ = Hˆe+ HˆL+ Hˆs. (74)
where
Hˆe =
L
∑
n=1
en(u) aˆ†naˆn+
L−1
∑
n=1
Jn(u) (aˆ
†
n+1aˆn+ aˆ
†
naˆn+1) (75)
is the tight-binding Hamiltonian of an exciton propagating on a one-dimensional lattice, whose configuration is defined by the
set of coordinates u = (u1, . . . ,uL). Each beed in this lattice represents a monomer in a linear polymer. The coupling between
excitons and monomers is obtained by linearising the coefficients Jn(u) and en(u):
en(u) ' E0+χE (un+1−un) (76)
Jn(u) ' J0+χJ (un+1−un) (77)
HˆL is the Hamiltonian which controls the vibrations of the chain and read
HˆL =
L−1
∑
n=1
[
pˆ2n
2M
+
κ
2
(uˆn+1− uˆn)2
]
(78)
Finally, Hˆb is a Caldeira–Leggett Hamiltonian for an Ohmic bath which represents the solvent. In practice, its specific form is
irrelevant. Indeed, once the classical limit on the chain dynamics is taken, the role of the heat bath Hamiltonian is only to turn
the Newton’s equation for the motion of the residues into a Langevin equation with viscosity constant γ. The numerical values
of the parameters of this model are reported in table I.
A. Benchmarking the non-perturbative calculation against the semiclassical solution
Let us first use this model to assess the accuracy of our nonperturbative approach against the results obtained by Iubini and
co-workers in Ref. [29]. In their work, the authors adopted a semiclassical scheme based on coupling the Newton’s equation
for the coordinates un(t) with a Schrödinger equation for the exciton’s wave function. They used the Langevin dynamics to
thermalize the chain and then switched off noise and viscosity, letting the chain evolve according to the Newton’s equation,
i.e. in the gas phase. By contrast, in our approach, the monomers experience the effect of fluctuations and dissipations not only
during the initial thermalization, but also throughout the entire time evolution of the system. In addition to the classical harmonic
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FIG. 2: Left panel: Probability that a hole injected at the leftmost monomer of the chain at time 0 is observed at the rightmost monomer at
time t. Right panel: : Time evolution of Trρ2(t). The points are the result of our non-perturbative stochastic approach while the dashed line is
the result of the semiclassical calculation described in Ref. [29].
forces, the monomer dynamics is also influenced by exciton back-action term. We integrated the Langevin using a elementary
timestep ∆t = 0.02 fs and the solved the forward and backward Schrödinger equations using the algorithm presented in appendix
B, diagonalising the Hamiltonian every 0.02 fs. The average was performed over 1000 independent Langevin trajectories, and
the effect of the back-action term was accounted for by re-weighting, as in Eq. (64). We found that the effect of back-action was
to generate small to the statistical weight of the Langevin trajectories, 0.95 <∼ e−S
(k)
back[u(τ)] <∼ 0.98.
In the left panel of Fig. 2 we compare the probability that an exciton injected in the leftmost monomer is observed in the
opposite endpoint of the chain after a time t, calculated in our method and in the semiclassical approach of Iubini et al.. The
results are consistent, within statistical errors. In particular, both methods predict that thermalization is achieved after about
60 fs.
In the right panel, we compare the Tr[ρ2(t)] which is often used as a measure of the loss of quantum coherence. In this case,
the agreement between the two calculations is excellent, indicating that quantum coherence is lost after a few fs.
B. Comparing perturbative and nonperturbative calculations
Having validated our nonperturbative approach against an alternative numerical method, we are in a condition to study the
accuracy of the simple leading order perturbative estimate, obtained in a semi–analytic way, i.e. from the Feynman diagrams
calculated in section V. In Fig. 3 we show the comparison between the perturbative and non-perturbative probabilities of
observing the exciton in different locations of the chain as a function of time t. As in the previous calculation, the exciton was
injected in the leftmost residue at time t = 0.
These results show that the perturbative calculation captures the overall behavior of the different probabilities at the semi-
quantitative levels. Most interestingly, a single vibron exchange is sufficient to force the probabilities to oscillate around their
equilibrium values. For longer times, however, oscillations become much wider, signaling the breakdown of the perturbative
approximation.
The corresponding predictions for the evolution of Trρ2(t) are compared in the right panel. Again we see that the pertur-
bative estimate is able to predict the loss of quantum coherence induced by the vibronic correlations. Direct inspection of the
contribution of the different diagrams shows that the decoherence is driven by the one-vibron exchange diagram, i.e. by the first
perturbative diagram shown in Fig. 1.
IX. APPLICATION: MULTI-SCALE CALCULATION OF HOLE MOBILITY IN A CONJUGATED POLYMER
Let us now apply the theory developed in this work to a realistic physical system. Our main goal is to illustrate in practice how
the multi-scale approach discussed in the previous sections makes it possible to consistently encode in a single physical model
the physics emerging at different length scales, ranging from the Å to the µm.
To this end, we consider intra-chain propagation of electron holes through the backbone of a poly-3-hexylthiophene (P3HT)
chain (see upper-left panel of Fig. 4). Among the different families of conjugated polymers which can be used to process and
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FIG. 3: Probability that a hole injected at the leftmost monomer of the chain at time 0 is observed in 3 different monomer at time t. The points
are the result our non-perturbative stochastic approach while the solid line are the estimates obtained to leading order in perturbation theory.
study organic semiconductors, P3HT polymers are particularly attractive in view of their relatively large charge carrier mobility,
their relatively facile processing and good environmental stability.
Our goal is to study the propagation over long P3HT molecular wires in solutions, and compute the hole’s mobility. To this
end we need to consider a molecular wire which is sufficiently long for the quantum dissipative dynamics to reach the anomalous
diffusion regime given by Eq. (68), before electronic excitations injected in the middle of the chain reach either of the chain
terminals. To ensure this condition, we studied a polymer consisting of 150 residues and we assumed that a single electronic
excitation (hole) is injected in the midpoint at time t = 0.
We adopted a microscopic theory in the form of Eq. (1) in which the molecular fragments are identified with the monomers.
The total molecular potential energy (first Born–Oppenheimer energy surface) is assumed to depend only on the dihedral angles
(θ1, . . . ,θL)≡Θwhich specify the orientation of the plane of the aromatic rings (see upper-right panel of Fig. 4). This assumption
is justified by the fact that the side-chains tend to align perpendicularly to the backbone, thereby setting no significant steric
constraints. The total molecular energy is approximated with the sum of pairwise terms, each depending on the relative angle
between consecutive aromatic rings, (θi+1−θi):
V (Θ) =
L−1
∑
i=1
Uii+1(θi+1−θi) (79)
The pairwise interaction energy function Uii+1(θi+1− θi) was obtained from electronic structure calculations, i.e. solving the
Schrödinger equation in the Born–Oppenheimer approximation using the Density Functional Theory Tight Binding (DFT-TB)
formalism [43, 44]. The results are shown in the upper-right corner of Fig. 4. We found that, in the lowest–energy configuration,
neighbouring aromatic rings form a relative dihedral angle of (−1)iθ0, where θ0 ' 20o and i is the monomer index.
In a small-angle expansion around this equilibrium configuration, the Hamiltonian describing conformational vibrations takes
the form
HM ≡∑
i=1
p2i
2I
+∑
i=1
κ
2
[
θi+1−θi+(−1)iθ0
]2
(80)
In this equation, pi is the conjugate momentum and I is the moment of inertia of a monomer, which can be computed directly
from the chemical structure and is found to be I = 3.4× 103 amu Å2. The spring constant κ was extracted from an harmonic
fit of the mechanical potential energy Uii+1(θi+1−θi), near the lowest energy configuration and found to be κ = 0.3 eV rad−2.
The last two terms in Eq. (80) come from assuming that the first and last monomer in the chain are bonded to some external
nonconducting leads which align them horizontally.
To describe the propagation of charge carriers, in our case holes, we assigned a fractional molecular orbital to each of the
aromatic rings of the poly-3-hexylthiophene molecule. Our choice is motivated by the fact that pi-electrons are highly delocalized
on the aromatic ring. We then computed the on-site and transfer integrals in the generalized Mulliken-Hush theory [42]. We
took the value of the highest occupied molecular orbital (HOMO) energy of the thiophene dimer as the on-site energy, and half
the difference between the highest occupied molecular orbital (HOMO) energy and the next-to-HOMO lower molecular orbital
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Hence, we can perform a small-angle expansion, leading to
the simple harmonic form
HM ≃ 12I
N∑
i=1
p2i
+
N−1∑
i=1
κ
2
[θi+1 − θi + (−1)iθ0]2 + κ2 θ
2
1 +
κ
2
θ2N . (78)
The last two terms follow from assuming that the first and last
monomers in the chain are bond to external nonconducting
leads which tend to align them horizontally.
The momentum of inertia I can be calculated directly from
the three-dimensional structure of the chain and affects the
frequencies of the chain’s normal modes of oscillations,
ω2 ∼ κ
I
. (79)
In the systems which are of technological and experimental
interest, P3HT polymers are embedded in organic frameworks.
In such a configuration, the chain exchanges energy with
neighboring molecules, which play the role of a heat bath.
In addition, the steric interaction with neighbors generates
strong constraints on the chain dynamics and in particular
affects the amplitude and frequencies of thermal oscillations.
In order to account for this effect, we consider an effective
model in which the spring constant κ which appears in
the molecular potential energy function U ($) is artificially
rescaled in such a way that the typical square fluctuations of the
dihedral angles around their equilibrium values, ⟨%θ2⟩MD =
1
N
∑
i[θi+1 − θi + (−1)iθ0]2MD , match the value obtained from
classical molecular dynamics simulations for a system of
interdigited PH3T polymers:32
κ → κeff and ⟨%θ2⟩MD ≃ kBT
κeff
. (80)
Also the hopping matrix elements Tii+1 between neigh-
boring monomers and the on-site energies ei as a function
of the chain’s configurations have been obtained by DFT-TB
calculations. In analogy with molecular energy calculations,
the transition matrix elements Tii+1 have been computed
assuming that they effectively depend only on the relative
angles, |θi+1 − θi |. For sake of simplicity, we have taken the
on-site energies ϵi to be constant and equal to the value at the
mechanical equilibrium configuration. This choice can be mo-
tivated by the observation made by different groups (see, e.g.,
Ref. 21) that fluctuations of the on-site energies have a much
smaller effect on the electric conduction than fluctuations of
the transfer matrix elements. The results forTii+1(θi+1 − θi), in
the vicinity of the equilibrium configuration θ0, are reported in
the right panel of Fig. 7. By assuming a linear approximation,
Eq. (5) takes the form
fmn (θi) = f 0mn + f 1mn (|θm − θn|− θ0) , (81)
where
f 0mn = T0 (1− δmn)− e0δmn, (82)
f 1mn = T1 (1− δmn) . (83)
Finally, the viscosity parameter γ may be determined from
MD simulations by computing the velocity autocorrelation
function. On the other hand, we have observed that the results
of the perturbative calculation depend very weakly on the this
parameter. Hence, for sake of simplicity, here we assume a
reasonable value γ = 0.1 fs−1.
The numerical values of the parameters of this coarse-
grained model are summarized in Table I.
The equilibrium configuration can be chosen to be
θi =
{
0 if i odd,
θ0 if i even.
(84)
The hole propagator G0lm(t) is constructed by diagonalizing
the ˆf 0 matrix, defined in Eq. (82). Its nth eigenvector reads
φn(j ) =
√
2
N + 1 sin
[
nπ
(N + 1)j
]
. (85)
The corresponding eigenvalue is
En = −e0 − 2T0 cos(kn), (86)
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FIG. 4: Upper-left corner: structure of the 8-residue P3HT polymer. Upper right corner: Pairwise molecular potential energy as a function
of the relative ring plane angle between neighboring residues, obtained from DFT-B calculations. Lower-left (-right) panel: On-site energy
(transfer integral) as a function of the relative ring angle between neighboring residues, obtained from DFT-TB calculations. The red spots
identify the configuration of minimum molecular potential energy.
(HOMO-1) energy of the dimer as the transfer integral:
fnm =
1
2
(EHOMO−EHOMO−1)(δnm−1)+EHOMOδnm (81)
To obtain the first derivative of the on-site energies and of the transfer integrals as a function of the dihedral angle θ, we simply
calculated their values for a series of molecular configurations of the dimer, corresponding to a grid of values for θ, and then
fitted the resulting table. The results are shown in the lower-left and lower-right panels of Fig. 4. From these calculations we
extracted the coefficients fnm(Θ0) which define the Frenkel Hamiltonian H0:
Hˆ0 ≡∑
nm
fnm(Θ0) aˆ†naˆm (82)
and the coefficients f inm ≡ ∂∂θi fnm(Θ0) which define the strength of the coupling of the holes to the vibrations. In particular, we
have used the following parameterization:{
f 0nm = J0 (δnm+1+δnm−1)−E0 δnm
f knm = T1 (δnm+1+δnm−1) δkn+T0 δnm δkn
(83)
where J0 = 0.4 eV, E0 = 5.4 eV, T0 = 0.15 eV rad−1 and T1 = 0.06 eV rad−1 . The inter-residue distance a is 0.4 nm.
The viscosity parameter γ depends on the specific molecular environment in which the polymer is embedded and can be
evaluated by computing the velocity auto-correlation function by molecular dynamics simulations. In this analysis we arbitrarily
chose γ= 0.1 ps−1 which is of the order of magnitude expected for a polymer chain in solution water.
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The vibronic-electronic interaction in this system is expected to be very different from the molecular chain studied in the
previous example. Indeed, in the conjugated polymer the normal mode spectrum and the spectrum of electronic energy differ-
ences are separated by a gap of several orders of magnitude (see the inset in the left panel of Fig. 6). In the left panel Fig. 6
we show the probability Pend(t) that a hole injected in the center of the chain (monomer 75) at time t = 0 is detected at the
leftmost terminal (monomer 1) at time t. This plot shows that the time it takes the hole to reach the end of the chain is about
55−70 fs. Thus, any calculation of the mobility must be performed in a regime of times smaller than 60 fs to avoid finite–size
effects. In the right-hand side of Fig. 6 we report the time evolution of Tr[ρ2]. We see that, in this system, quantum coherence
is significantly damped after about 40 fs. Hence, the matching between microscopic theory and mesoscopic ET must be carried
out at a renormalization time tR in the range 40 fs <∼ tR <∼ 55 fs.
In Fig. 5 we see that in this range the scaling of M2(t) with t is indeed approximatively linear, while in M4(t) non-linear
effects are more pronounced, as expected. Implementing the matching at tR = 45 fs, we obtain
D¯' 11nm2 ps−1 C¯ '−1330 nm4ps−1 (84)
We note that also in a previous application to homo-DNA wires, the two coefficients were found to have opposite signs.
The effective diffusion parameter can be used to estimate the hole’s mobility µ, using the linear-response theory relation
µ=
e
kBT
D¯ (85)
For T = 300K we obtain the estimate µ ' 4 cm2s−1V−1, which is a value of the same magnitude of typical mobility mea-
surements in organic seminconductor [45, 46] and in very good agreement with mobility predicted with different theoretical
models [47, 48].
X. CONCLUSIONS
We have developed a systematic multi-scale approach to investigate the non-equilibrium dissipative quantum dynamics of
electronic excitations which propagate in macromolecular systems in solution. We have introduced and compared different
approaches, which can be used to obtain predictions at different levels of space and time resolution. In particular, the pertur-
bative scheme and the Path integral Monte Carlo approach can be used to perform quantum transport calculations in realistic
macromolecular systems while adopting a microscopic model in which all parameters and coupling are derived bottom-up from
the underlying electronic structure. The perturbative approach is, of course, by far the least computationally expensive, at least
to leading order. It also offer explicit analytical insight on the dependence of the computed density matrix on the physical pa-
rameters, such as temperature, viscosity, etc . . . The Monte Carlo algorithm does not suffer from any dynamical sign or phase
problem, thus it is quite computationally efficient and can be used to study realistic systems for time intervals as large as ps.
Finally, we showed how the Monte Carlo calculation can be interfaced with a rigorous low-resolution representation of the
dynamics obtained using RG argument. The result is an ET which can be used to study quantum transport in the mesoscopic
regime.
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FIG. 6: M2(t) (left panel) and M4(t) (right panel) for the 150 residue P3HT polymer, computed microscopically using our Monte Carlo
algorithm. The red dot is the point used to match with the mesoscopic ET ( corresponding to the renormalization timescale tR = 45fs).
To conclude, let us provide some details on the computational cost of performing our Path Integral Monte Carlo simulations:
Completing the calculation on the polymers considered in this work required minutes on a standard laptop computer. A fortran
code implementing this algorithm can be made available upon request to the corresponding author.
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Appendix A: Calculation of logdet to Order δr2.
In this appendix we provide the details of the explicit calculation of the quantum back–action term log[detG−1δri ] up to quadratic
order in δr. It is convenient to introduce the Fourier transform of the vibrons:
biω =
∫
dτ eiωτ δri(τ) (A1)
δri(τ) =
∫ dω
2pi
e−iωτbiω, (A2)
where for convenience we have identified the Fourier series with its continuous integral limit.
The zero-th order contribution is dynamically irrelevant and can be ignored. The term of order δr vanishes identically:
log[detG−1bi ]
−1 ' const.+∑
i
∫
dτ
δ
δri(τ)
logdet
[
i
~
(i~∂t − fmn− f imnδri)
]− 12 ∣∣∣∣∣
δr=0
δri(τ)
= const.− i∑
i
∫
dτ∑
nm
f inm
~
δri(τ)G0(τ,n;τ,m)
= const.− t∑
i
∑
nm
f inm
~
bi0
∫ dω′
2pi
(
1
ω′− fnm~ + i0+
+
1
ω′− fnm~ − i0+
)
= 0
= const.− lim
ε→0∑i ∑nm
f inm b
i
0 ∑
s
VnsV †sm
(∫ ∞
Es+ε
dω′
2pi
+
∫ Es−ε
−∞
dω′
2pi
)
t
~ω′−Es = 0 (A3)
The leading contribution comes at quadratic order in δr:
log[detG−1bi ]
−1 ' const.+ i
2
2~2 ∑i j ∑nmn′m′
∫
dτ′
∫
dτδri(τ)δr j(τ′) f inm f
j
m′n′∆
(2)(n,m;τ|n′,m′,τ′) (A4)
(A5)
Where ∆(2)(n,m;τ|n′,m′,τ′) is the two-point correlation function in the free theory and reads
∆(2)(n,m;τ|n′,m′;τ′) ≡ ∑
ba
Gba0 (n
′,τ′|n,τ)Gab0 (m,τ|m′,τ′)
= ∑
ab
(G f0(n
′,τ′|n,τ)γ+ab−Gb0(n′,τ′|n,τ)γ−ab ) (G f0(m,τ|m′,τ′)γ+ba−Gb0(m,τ|m′,τ′)γ−ba ) (A6)
= ∑
nmn′m′
∫ dw
2pi
∫ dw′
2pi
ei(τ
′−τ)(w′−w)
( −i~
~w− fn′n+ i0+
−i~
~w′− fm′m+ i0+
+
i~
~w− fn′n− i0+
i~
~w′− fm′m− i0+
)
,
(A7)
We find
log[detG−1bi ]
−1 ' const.+ −1
2~2 ∑i j ∑nmn′m′
∫ dw′
2pi
∫ dw
2pi
CistC
j
tsb
i
w′−wb
j
w−w′( −i~
~w−Es+ i0+
−i~
~w′−Et + i0+ +
i~
~w−Es− i0+
i~
~w′−Et − i0+
)
= const.+
−1
2 ∑i j ∑st
∫ dω
2pi
∫ dw
2pi
CistC
j
ts b
j
ω bi−ω( −i~
~w−Es+ i0+
−i~
~(w−ω)−Et + i0+ +
i~
~w−Es− i0+
i~
~(w−ω)−Et − i0+
)
(A8)
In this equation we have introduced some coefficients Ckab which express the coupling of the k−th vibron to the electronic
transition between the energy levels a and b,
Ckst ≡
1
~∑mn
Vsm f kmnV
†
nt . (A9)
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Using Cauchy’s integral formula, we obtain
log[detG−1bi ]
−1 = const.− 1
2∑i j ∑st
∫ dω
2pi
CistC
j
ts b
j
ω bi−ω
(
i
ω− (Et −Es)/~+ i0+ +
−i
ω− (Et −Es)/~− i0+
)
= const.− 1
2∑i j ∑st
∫
dωCistC
j
ts b
j
ω bi−ω δ
[
ω− (Et −Es)
~
]
(A10)
= const.− 1
2∑i j ∑st
CistC
j
ts b
j
Et−Es
~
bi− Et−Es~
(A11)
(A12)
Finally, transforming back to the time representation:
log[detG−1bi ]
−1 = const.− 1
2∑i j ∑st
CistC
j
ts
∫
dτ
∫
dτ′δri(τ) δr j(τ′) ei(τ−τ
′) Et−Es~
= const.− 1
2∑i j ∑st
CistC
j
ts
∫
dτ
∫
dτ′δri(τ) δr j(τ′) cos
(
(τ− τ′) Et −Es
~
)
(A13)
The terms in this sum with s = t should be remove, because they do not involve any energy exchange between the vibrons
and the exciton and introduce an infrared divergece. We now show that such a divergence is associated with the diffusion of the
center of mass. To this end, let us consider the contribution to the back-action coming from the terms with i= j and s= t:
lim
ω→0
(Ciss)
2
2 ∑i
biωb
i
−ω (A14)
At mean-field level, the summation ∑i biωbi−ω is approximated by the spectral density Sii ≡ 〈biωbi−ω〉, where the average is
evaluated over different realization of the Langevin noise. After transforming into the phonon basis, in which the Hessian matrix
is diagonal, spectral density reads:
Si(ω)≡ 〈biωbi−ω〉=
2kBT γ
M ∑i,k
Uni
1
(ω2−Ω2k)2+ γ2ω2
U†ki (A15)
where Ωk are the normal mode frequencies. For ω→ 0 we find
lim
ω→0
Si(ω) =
2kBT γ
m ∑k
Uik
1
Ω4k
U†ki (A16)
This quantity diverges because of the zero-mode Ω0 = 0, associated with the centre of mass motion.
Finally, we emphasise that when restoring the finite intervals in the time integration
∫
dτ→ ∫ t0 dτ we need to approximate the
energy difference (Es−Et)/~, in order to match multiples of the elementary frequency mode (resolution power) ∆ω= 2pi/t. In
other words
(Es−Et)
~
' (Ns−Nt)2pit , (A17)
where Ns = min{k}
∣∣Es
~ − 2pit k
∣∣.
Appendix B: Numerical Evaluation of the Propagators.
The algorithm developed in this work requires to solve the time-dependent Schrödinger equation forward and backward in time
in the background of the same molecular vibration field δrk(τ). Here, we provide some details on how this can be implemented,
in practice.
Suppose we are interested in computing the density matrix element ρnm at time t, assuming the excitation is initially injected
at the fractional orbital m0 and let δrk(τ) be a trajectory of molecular vibrations, obtained by integrating the Langevin equation.
We split the time interval t into a large number Nt of very short time intervals. The number of time intervals (thus their size
∆t = t/Nt ) must be chosen in such a way that δri(τ) can considered approximately static for τ ∈ [t, t+∆t]. In practice, ∆t can be
chosen to coincide with the time step used to integrate the Langevin equation.
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Starting from the initial condition |m0〉〈m0|, we construct the forward and backward propagators by applying Nt times the
corresponding elementary evolution operators:
G fδr(n, t|m0,0) ≡ 〈n|
Nt−1
∏
i=0
e−
i∆t
~ H[δrk(ti)]∆t |m0〉, (B1)
Gbδr(m0,0|m, t) ≡ 〈m|
Nt−1
∏
i=0
e+
i∆t
~ H[δrk(ti)]∆t |m0〉. (B2)
In these equations, the matrix H[δr(ti)] is the electronic Hamiltonian represented in the fractional orbital basis, computed in the
background of the external vibration δrk(τ) evaluated at time ti ≡ i ·∆t:
Hnm[δrk(ti)] = f 0nm+∑
k
f knmδrk(ti). (B3)
We stress that, since the intrinsic time scales characterising the electronic dynamics are usually much shorter than those char-
acterising the vibrations, it is convenient to evaluate the elementary time evolutions in Eq. (B1) by explicitly diagonalising
Hlm[δrk(ti)], and avoid linearising the evolution operator.
The matrix element ρnm(t) is then simply the product of the forward and backward propagators:
ρnm(t) = G
f
δr(n, t|m0) ·Gbδr(m0,0|m, t). (B4)
