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We study thermodynamic properties as well as the dynamical spin and quadrupolar structure
factors of the O(3)-symmetric spin-1 Heisenberg model with bilinear-biquadratic exchange interac-
tions on the triangular lattice. Based on a sign-problem-free quantum Monte Carlo approach, we
access both the ferromagnetic and the ferroquadrupolar ordered, spin nematic phase as well as the
SU(3)-symmetric point which separates these phases. Signatures of Goldstone soft-modes in the
dynamical spin and the quadrupolar structure factors are identified, and the properties of the low-
energy excitations are compared to the thermodynamic behavior observed at finite temperatures as
well as to Schwinger-boson flavor-wave theory.
I. INTRODUCTION
In recent years, the emergence of unconventional or-
der in magnetic systems has been investigated both ex-
perimentally as well as from various theoretical perspec-
tives. In contrast to quantum spin liquids1, which are
characterized by the absence of any symmetry-breaking
long-range order, spin nematic states exhibit long-ranged
quadrupolar correlations without conventional (dipolar)
magnetic order, and thus also do not feature magnetic
Bragg peaks2,3. While time-reversal symmetry remains
intact, the spontaneous breaking of the spin rotation
symmetry in spin nematic phases leads to the emergence
of low-energy Goldstone modes with a linear dispersion
relation, providing an algebraic contribution to the low-
temperature (T ) specific heat. Spin nematic phases have
indeed been identifies in several model systems, such as
in spin-1/2 Heisenberg systems with competing ferro-
magnetic and antiferromagnetic or ring-exchange inter-
actions4,5, as well as in spin-1 Heisenberg models with
sizable biquadratic interaction terms6 in addition to the
bilinear spin exchange interaction7–10.
One particular motivation for various recent studies of
the triangular lattice spin-1 Heisenberg model with ad-
ditional biquadratic exchange terms was its initially pro-
posed relevance to the unconventional magnetic proper-
ties observed in the Ni-based compound NiGa2S4
11. In
this material, spin-1 carrying Ni2+-ions reside on weakly
coupled triangular lattice layers. While no signatures
of low-temperature dipolar magnetic long-range order
was detected, NiGa2S4 exhibits a T
2-dependent low-
temperature specific heat, akin to linearly dispersing two-
dimensional low-energy soft modes11. Within the spin-1
bilinear-biquadratic Heisenberg model scenario, two dis-
tinct spin nematic states have been identified and were
proposed as possible ground states for NiGa2S4. These
states differ in the relative orientation of the local di-
rector, specifying the axis perpendicular to the plane
of dominant residual local spin fluctuations. While the
ferroquadrupolar state8,9 is characterized by a uniform
alignment of the directors, akin to the uni-axial nematic
liquid crystal state, the antiferroquadrupolar state10 ex-
hibits a three-sublattice structure with mutually perpen-
dicular directors on neighboring lattice sites. A variety
of experimental techniques, applied to NiGa2S4, how-
ever revealed a dynamical freezing with incommensurate
short-range order of local magnetic moments that form
at low temperatures, and alternative scenarios have been
put forward to explain the peculiar properties of this
compound (cf. Ref. 12 for an overview). Even in the
absence of true long-range quadrupolar order, the emer-
gence of substantial quadrupolar correlations may still
be employed to rationalize e.g. the two-peak structure
observed in the specific heat of NiGa2S4
13.
It therefore appears relevant, also from a more general
perspective, to provide further theoretical characteriza-
tions of quadrupolar order for future probes based, e.g.,
on inelastic neutron or light scattering experiments, nu-
clear magnetic resonance techniques, and possibly reso-
nant X-ray scattering14–16. Several studies of the dynam-
ical spin and quadrupolar structure factors in triangular-
lattice-based spin nematic phases have indeed been per-
formed, based on approximate schemes to calculate
these dynamical quantities, e.g. within Schwinger-boson
flavor-wave theory9,10,17–19. The quality of such approx-
imate schemes may be assessed by employing alternative
methods, applicable within appropriate model parameter
regimes. While for an underlying square lattice geome-
try, the spin-1 bilinear-biquadratic Heisenberg model and
its thermodynamic properties have been studied by un-
biased, large-scale quantum Monte Carlo (QMC) simu-
lations over a wide range of model parameters7,20–22, the
non-bipartiteness of the triangular lattice typically leads
to a severe QMC sign-problem for Heisenberg-like spin
models. Only recently was a sign-problem-free QMC rep-
resentation of the partition function formulated for the
pure biquadratic exchange model23.
Here, we expand on the approach of Ref. 23, and
cover an extended region of parameter space of the spin-1
bilinear-biquadratic Heisenberg model on the triangular
lattice, which covers both the ferroquadrupolar and the
ferromagnetically ordered region as well as the SU(3)-
symmetric point that separates both phases. Beyond an
identification of the ground state order parameters and
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2finite temperature thermodynamic properties, we in par-
ticular employ the QMC algorithm to measure the dy-
namical structure factors for both spin correlations as
well as quadrupolar correlation functions. This allows us
to identify features of these phases in the dynamical spin
structure factors related to, e.g., neutron scattering ex-
periments, as well as to quantitatively relate these spec-
tral properties to the thermodynamic behavior. We fur-
thermore compare our numerical findings to the results
from flavor-wave theory9, which in addition provides us
with exact results at the SU(3) point.
The remainder of this article is organized as follows:
In Sec. II, we present details on the considered model
and the employed numerical method. Then, in Sec. III,
we present our QMC results on the order parameters and
the thermodynamic properties. The dynamical structure
factors are presented in Sec. III, and analyzed in terms
of the low-energy modes and the corresponding thermo-
dynamic properties, with some final conclusions given in
Sec. V.
II. MODEL AND METHOD
We consider in the following the spin-1 bilinear-
biquadratic Heisenberg model on the triangular lattice,
described in terms of localized spin-1 degrees of freedom
Si on each lattice site i by the Hamiltonian
H = J
∑
〈i,j〉
[
cos θ Si · Sj + sin θ (Si · Sj)2
]
, (1)
parametrized by the angular parameter θ, following con-
ventional notations9. In the following, we set J = 1, and
concentrate on the parameter regime θ ∈ [−pi,−pi/2],
which is accessible by sign-problem-free QMC simula-
tions, as detailed below. This parameter range includes
the SU(3)-symmetric point, θ = θSU(3) = −3pi/4, that
separates (within the considered parameter range) a fer-
romagnetic phase for θ ∈ [−pi, θSU(3)] from a spin ne-
matic phase with pure ferroquadrupolar order for θ ∈
(θSU(3), pi/2) (see e.g. Ref. 9 for a detailed study of the
full quantum phase diagram of the Hamiltonian H and
the full extent of both phases).
Our QMC algorithm is based on the directed loop
stochastic series expansion approach24. In order to ob-
tain a sign-problem-free representation of the quantum
partition function Z = Tr exp(−βH), with the inverse
temperature β = 1/T , we require all matrix elements of
(−H) to be non-negative. In the parameter region of the
ferromagnetic phase, θ ∈ [−pi, θSU(3)], this is feasible in
the standard local-Sz basis with eigenstates |1〉, |0〉, |1¯〉
of Sz for the eigenvalues 1, 0,−1, respectively. In this
parameter region, all off-diagonal matrix elements of H
are non-positive, and we merely require to subtract a
constant C ≥ − cos θ + 2 sin θ from H in order to en-
sure the shifted −H ′ = −H +C to be non-negative. For
θ ∈ (θSU(3), pi/2], the Hamiltonian H exhibits positive
off-diagonal matrix elements. In order to avoid the sign-
problem in this parameter region on the non-bipartite
triangular lattice, we employ the idea of Ref. 23, and
consider the phase-rotated basis state |0′〉 = i|0〉. Fur-
thermore, we subtract a constant C ≥ sin θ to ensure the
shifted Hamiltonian H ′ to be non-positive in the rotated
basis (this basis rotation requires to be accounted for
when measuring observables). It is worth noticing that
for θ = −pi/2 the matrix elements of the shifted Hamil-
tonian H ′ are either 0 or −1 in the rotated basis. In fact,
the two-site bond Hamiltonian for θ = −pi/2 equals a
projector,
−H ′|θ=−pi/2 = (|0′0′〉+ |11¯〉+ |1¯1〉) (|0′0′〉+ |11¯〉+ |1¯1〉) ,
and the directed loop equations allow for a QMC sam-
pling in terms of a three-color closed-loop representa-
tion23.
In our simulations, we considered finite systems with
N = L2 lattice sites and periodic boundary condi-
tions in both lattice directions a1 = (a, 0)
ᵀ, and a2 =
(a/2,
√
3a/2)ᵀ, where the lattice constant is set to a = 1
in the following. In order to access ground state proper-
ties, β must be chosen sufficiently large. We typically
require β ≥ L for this purpose. Besides the energy
E = 〈H〉 and the specific heat CV = (dE/dT )/N , we
measured the uniform susceptibility,
χu =
β
N
〈(
N∑
i=0
Szi
)2〉
, (2)
as well as the (equal-time) spin structure factor
SS(q) =
1
3
1
N
∑
i,j
e−iq·(ri−rj) 〈Si · Sj〉 , (3)
with ri denoting the position of the i-th lattice site. A
prefactor 1/3 was inserted in Eq. (3) to comply with the
notation of Ref. 23. Within the QMC simulations, we
employ the O(3) invariance of H, to access SS(q) through
the diagonal operator components Szi as
SS(q) =
1
N
∑
i,j
e−iq·(ri−rj)
〈
Szi S
z
j
〉
. (4)
The spin structure factor allows to detect the presence
of (dipolar) magnetic order, indicated in the ferromag-
netic phase by an extensive scaling of SS(q) at the fer-
romagnetic Bragg peak position q = 0. In order to ac-
cess quadrupolar order, we also consider the correlation
function 〈∑αβ Qαβi Qα,βj 〉 = 〈Tr[QiQj ]〉 of the magnetic
quadrupolar moments, given by the traceless, symmetric
3× 3 matrix operator Qi with elements
Qαβi =
1
2
(
Sαi S
β
i + S
β
i S
α
i
)
− 2
3
δαβ , (5)
with δαβ the Kronecker delta, and α, β ∈ {x, y, z}. Due
to the explicit O(3) symmetry of the Hamiltonian H,
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FIG. 1. (Color online) Thermodynamic limit results of the
q = 0 values of the spin and quadrupolar structure factors
SS(q = 0)/N and SQ(q = 0)/N as functions of θ within the
considered parameter range.
we can probe for the O(3)-symmetric quadrupolar cor-
relations upon measuring the trace of the quadrupolar
structure factor
SQ(q) =
2
5
1
N
∑
i,j
e−iq·(ri−rj) 〈Tr[QiQj ]〉 (6)
in the QMC simulations through the (in the computa-
tional basis) diagonal operator components Qzzi , as
SQ(q) =
3
N
∑
i,j
e−iq·(ri−rj)
〈
Qzzi Q
zz
j
〉
, (7)
which allows for an efficient implementation. The prefac-
tor 2/5 in the definition of SQ(q) in Eq. (6) was chosen
in order to comply with the notation of Ref. 23. The
quadrupolar structure factor allows to detect the pres-
ence of quadrupolar order, which in the ferroquadrupolar
case is signaled by an extensive scaling of SQ(q) at q = 0.
Within the ferromagnetic phase, SQ(q) also exhibits ex-
tensive scaling at q = 0, with quadrupolar long-ranged
correlations induced by the ferromagnetic ordered ground
state, whereas SS(q) does not exhibit Bragg peaks in the
ferroquadrupolar phase.
In order to access information on the excitations in
these different regimes, we also extracted from the QMC
simulations the dynamical spin and quadrupolar struc-
ture factors, which are defined through
SS(ω, q) =
1
N
∫
dt
∑
i,j
ei(ωt−q·(ri−rj))
〈
Szi (t)S
z
j (0)
〉
,
(8)
and
SQ(ω, q) =
3
N
∫
dt
∑
i,j
ei(ωt−q·(ri−rj))
〈
Qzzi (t)Q
zz
j (0)
〉
,
(9)
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FIG. 2. (Color online) Finite size extrapolations of the q = 0
values of the spin and quadrupolar structure factors SS(q =
0)/N and SQ(q = 0)/N as functions of 1/L for various values
of θ.
respectively. Within the QMC simulations, we can effi-
ciently25 measure the imaginary-time displaced correla-
tion functions directly in Matsubara frequency represen-
tation, related via
SX(iωn, q) =
∫ ∞
0
dω
ω
pi
(1− e−βω)
ω2 + ω2n
SX(ω, q), (10)
to the dynamical structure factors for X = S and Q, re-
spectively. Here, ωn = 2pin/β for n = 0, 1, 2, ... denote
the Matsubara frequencies, where typically we require
values of n up to 160 to access the leading 1/ω2n asymp-
totic behavior of the SX(iωn, q). The numerical inversion
of Eq. (10) to obtain SX(ω, q) from the Matsubara fre-
quency QMC data SX(iωn, q) was performed using the
stochastic analytic continuation method26.
III. THERMODYNAMIC PROPERTIES
Before considering these dynamical properties, we es-
tablish first the nature of the ground state of the bilinear-
biquadratic spin-1 Heisenberg model, Eq. (1) on the tri-
angular lattice within the considered parameter region
θ ∈ [−pi,−pi/2]. For this purpose, we show in Fig. 1
the values of the spin and quadrupolar structure factors
at q = 0, obtained from linear extrapolations in 1/L of
the finite system values to the thermodynamic limit. For
several values of θ, the finite system data and the ex-
trapolations are shown in Fig. 2. For θ < θSU(3), a fully
polarized ferromagnetic state is exhibited by a saturated
value SS(q = 0)/N = 1/3 of the spin structure factor,
which leads in effect also to a finite value for the fer-
roquadrupolar order parameter, indicated by the finite
value of SQ(q = 0)/N = 1/15 in this parameters range.
At the SU(3)-symmetric point, θ = θSU(3), both struc-
ture factors become degenerate, with SS(q = 0)/N =
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FIG. 3. (Color online) Uniform susceptibility χu and specific
heat CV as functions of temperature T taken for different
values of θ, as indicated. The dashed lines show the S = 1
single-spin Curie behavior χCu = S(S+1)/(3T ) of the uniform
susceptibility.
SQ(q = 0)/N = 1/6, while for θ > θSU(3), the spin
structure factor SS(q = 0)/N vanishes (we also verified
that no dipolar order at any finite q 6= 0 appears within
SS(q)/N), whereas SQ(q = 0)/N takes on a finite value,
characterizing the genuine ferroquadrupolar order in this
regime. Our data indicates that SQ(q = 0)/N → 4/15,
i.e., the maximum possible value of SQ(q = 0)/N for
a product state
∏
i |Szi = 0〉, in the limit θ → θ+SU(3),
while quantum fluctuations lead to a reduction of about
50% from that value for the pure biquadratic model at
θ = −pi/2, in accord with the findings of Ref. 23.
While at finite temperature the O(3) symmetry is re-
stored, in accord with the Mermin-Wagner theorem27,
one may still access characteristic features of the ferro-
magnetic and ferroquadrupolar phases also from finite-T
thermodynamic quantities. For this purpose, we consider
in particular the uniform susceptibility χu and the spe-
cific heat CV , shown in Fig. 3 for different values of θ
as functions of temperature for an L = 64 system, rep-
resentative of the thermodynamic limit behavior in the
considered temperature regime. When comparing our
data for the pure biquadratic case, θ = −pi/2, to the one
presented in Ref. 23, one notices a deviation in e.g. the
Shottky-like peak position of CV by a factor 3 as com-
pared to the data shown in Fig. 1 of Ref. 23. In fact, the
data in Ref. 23 applies to J = 1/3 instead of the antici-
pated value of J = 128. The susceptibility data in Fig. 3
clearly exhibits the divergent low-T response in the ferro-
magnetically ordered region, including the SU(3) point,
while χu saturates to a finite value in the ferroquadrupo-
lar ground state, indicative of the gapless nature of this
regime. The comparison to the single-spin S = 1 Curie
behavior in Fig. 3, which is approached by the QMC
data in the large-T limit, similarly exhibits an enhanced
(suppressed) polarizability of the systems within the fer-
romagnetic (ferroquadrupolar) region.
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FIG. 4. (Color online) Rescaled specific heat CV /T (CV /T
2)
for the ferromagnetic (ferroquadrupolar) region as a function
of temperature T for different values of θ, as indicated.
In addition to the Shottky-like peak at T = O(J), the
specific heat exhibits for the ferroquadrupolar region a
super-linear suppression at low temperatures, while CV
vanishes linearly with temperature within the ferromag-
netic region. In fact, from the dispersions of the low-
energy Goldstone modes, considered in more detail in
Sec. IV, we expect the low-T specific heat to exhibit a
linear (quadratic) asymptotic low-T scaling within the
ferromagnetic (ferroquadrupolar) regime, which can be
observed more directly from the appropriately rescaled
low-T specific heat data shown in Fig. 4. In all con-
sidered cases, do the rescaled quantities approach to
constant low-T values. Anticipating the further discus-
sion in Sec. IV, we consider first the pure biquadratic
model, θ = −pi/2, in more detail. For a single, linearly
dispersing low-energy mode, with ω(q) = c|q|, we ob-
tain a leading contribution to the low-T specific heat
CV = 3 ζ(3)/pi × T 2/c2, where ζ(3) ≈ 1.202. Employ-
ing as an estimate for the velocity a value of c ≈ 4.8
(cf. the discussion in Sec. IV), we obtain a value of
CV /T
2 ≈ 0.05. The data in Fig. 4 is then in accord
with the presence of two independent such linear soft-
mode contributions. Similarly, for θ = −0.625pi, we ob-
tain CV /T
2 ≈ 0.2 for two linear soft-modes with c ≈ 3.4,
again in accord with the specific heat data in Fig. 4. For
θ ≤ θSU(3), the system exhibits quadratic low-energy soft
modes (cf. the discussion in Sec. IV). A single quadrat-
ically dispersing low-energy mode with ω(q) = bq2 pro-
vides a contribution CV = pi/12× T/b to the low-T spe-
cific heat. From the exact result of the low-energy dis-
persion9 at the SU(3) point, with b = 3/
√
8 ≈ 1.06 (cf.
the discussion in Sec. IV), we obtain a low-T contribu-
tion of CV /T ≈ 0.24, and the data in Fig. 4 exhibits the
presence of two such quadratic soft-modes in the exci-
tation spectrum at the SU(3) point. For θ = −0.875pi,
within the ferromagnetic region, we estimate from the
data discussed in Sec. IV a value of b ≈ 1.4, which leads
to a low-T contribution of CV /T ≈ 0.19. The data in
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FIG. 5. (Color online) Dynamical spin and quadrupolar struc-
ture factors SS(ω, q) and SQ(ω, q) for different values of θ
along the path Γ → K → M → Γ through the Brillouin
zone (Γ = (0, 0)ᵀ, K = (4pi/3, 0)ᵀ, M = (2pi/3, pi/
√
3)ᵀ). The
dashed lines indicate the quadrupolar wave dispersion rela-
tions obtained within flavor-wave theory.
Fig. 4 is then in accord with the presence of a single such
quadratic soft-mode, reflecting the ferromagnetic ground
state for this values of θ.
IV. DYNAMICAL STRUCTURE FACTORS
In light of the results in the previous section, we
next present our results for the dynamical structure
factors. For this purpose, we collect in Fig. 5 both
SS(ω, q) and SQ(ω, q) along a standard symmetry path
through the triangular lattice Brillouin zone for dif-
ferent values of θ. We included in Fig. 5 in addi-
tion the results for the quadrupolar wave dispersions
obtained from the Schwinger-boson flavor-wave theory
from Ref. 9. Within this approach, one finds two de-
generate branches of quadrupolar waves, with disper-
sion relation ω(q) =
√
A2(q)−B2(q), where A(q) =
6J(cos θ γ(q) − sin θ), B(q) = 6J(sin θ − cos θ)γ(q) and
γ(q) =
∑
j exp(iδj · q)/6, with δj , j = 1, ..., 6 the six
nearest neighbor vectors on the triangular lattice. Here,
a factor of 2 missing in the formula for A(q) and B(q)
in Ref. 9 has been corrected for29. From Fig. 5, we find
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FIG. 6. (Color online) Integrated spectral weights IS(q) and
IQ(q) for different values of θ along the same Brillouin-zone
path as in Fig. 5. Values of IS(q) and IQ(q) at q = Γ that
extend beyond the range of the figure are not on display.
that our QMC data at the SU(3)-symmetric point fall
perfectly onto the flavor-wave theory result, which pro-
vides a useful quality check of our numerical procedure.
Moving away from the SU(3) point into the quadrupo-
lar phase, flavor-wave theory provides only approximate
dispersions. Nevertheless, we find that flavor-wave the-
ory still accounts for the dispersion relation from QMC
rather accurately, with a largest deviation in excitation
energy of about 15% for the pure biquadratic model.
Within the quadrupolar phase, the integrated spec-
tral weight IS(q) =
∫
SS(ω, q) dω/(2pi) vanishes linearly
with |q| near the Γ-point, in accord with the flavor-wave
theory result9, as seen in Fig. 6, where besides IS(q),
we also show the corresponding quadrupolar quantity
IQ(q) =
∫
SQ(ω, q)dω/(2pi) for several values of θ. Here,
we employed the fact that IX(q) = SX(q) is conveniently
obtained from the QMC equal-time correlations for both
X = S and Q. On the other hand, IQ(q) is seen to
grow upon approaching the quadrupolar Bragg-peak po-
sition q = Γ = 0, where it diverges (cf. Sec. III). The
dispersing mode in SQ(ω, q) thus provides direct access
to the Goldstone mode in the excitation spectrum from
the O(3) symmetry breaking in the quadrupolar phase.
This low-energy quadrupolar wave exhibits a linear dis-
persion, and we estimate the corresponding velocity for
the pure biquadratic model (θ = −pi/2) to be c ≈ 4.8
from our data shown in Fig. 5, a value that falls slightly
below the value of c = 3 × 1.869(4) ≈ 5.6 estimated in
Ref. 23 (after accounting for the factor 1/3 in the value
of J actually employed in Ref. 23), while flavor-wave the-
ory gives a slightly smaller value of c =
√
18 ≈ 4.2 for
θ = −pi/2. The deviation from Ref. 23 is due to finite-
size effects that restrict us from extracting the asymptotic
value of c from the observed dispersion near the Γ-point
in Fig. 5, while the estimate in Ref. 23 was obtained from
a finite-size analysis of winding number-based estimators.
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FIG. 7. (Color online) Dynamical quadrupolar structure fac-
tor SQ(ω, q) at θ = −0.5pi for different temperatures along
the same Brillouin-zone path as in Fig. 5.
Within flavor-wave theory as well as based on general
Goldstone-mode counting considerations30, we conclude
for the presence of two such linear Goldstone modes, and
indeed, this count is in accord with the quantitative be-
havior of the low-T specific heat, as discussed in Sec. III.
In Fig. 7, we show the dynamical quadrupolar structure
factor SQ(ω, q) at θ = −0.5pi for different temperatures.
While the spectral weight within the higher energy range
of the quadrupolar wave dispersion relation (ω ≈ 5− 10)
dissolves beyond T ≈ 0.1J , one still finds indications for
low-energy soft-modes at temperatures T ≈ J , i.e. of or-
der the exchange constant. This quantity thus provides a
robust probe for quadrupolar correlations in the system
also at elevated temperature scales.
Within the ferromagnetic regime, the low-energy Gold-
stone mode from the O(3) symmetry breaking is directly
exhibited through the quadratically-dispersing soft-mode
detected by SS(ω, q), with a flat (q-independent) inte-
grated spectral weight IS(q), also shown in Fig. 6. Such
a quadratic magnon dispersion relation is again in accord
with general considerations30 as well as the T -linear low-
temperature specific heat observed in the ferromagnetic
regime (cf. Sec. III).
In addition to the low-energy modes, that we discussed
thus far, we also observe in SQ(ω, q) additional, higher
energy scattering weight, which is resolved most clearly
when sufficiently separated from the low-energy mode,
such as for θ < θSU(3), within the ferromagnetic region.
Additional spectral weight is also found at other values
of θ than those shown in Fig. 5, cf. the data for SQ(ω, q)
shown in Fig. 8. Within the flavor-wave theory calcula-
tions of SQ(ω, q) for the quadrupolar regime
19, a contin-
uum of scattering states from two-magnon contributions
was obtained. In contrast to the QMC spectral functions,
which exhibit a dominant spectral weight at low ener-
gies, the results in Ref. 19 however exhibit also regions
with a maximum in the spectral weight shifted towards
the center of the continuum. On the other hand, our
QMC spectral functions may be compared to the results
in Ref. 15. There, the model in Eq. (1) was considered
within the antiferroquadrupolar regime, and calculations
of the dynamical quadrupolar structure factor were per-
formed both within quantum non-linear sigma-model as
well as flavor-wave theory. In addition to a dominant low-
energy mode, a narrow, high-energy mode was observed
in the dynamical quadrupolar structure factor. Given the
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FIG. 8. (Color online) Dynamical quadrupolar structure fac-
tor SQ(ω, q) for different values of θ along the same Brillouin-
zone path as in Fig. 5.
limited spectral resolution of the QMC spectral functions
at elevated energies, our data would be consistent with a
similar scenario also for the ferroquadrupolar parameter
regime, accessed by our simulations.
V. CONCLUSIONS
Employing a sign-problem free presentation of the
quantum partition function, we performed quan-
tum Monte Carlo simulations of the spin-1 bilinear-
biquadratic Heisenberg model on the triangular lattice
within a restricted parameter regime, which includes
both ferromagnetic as well as ferroquadrupolar ordered
regions. In addition, we examined the SU(3)-symmetric
point that separates these regions. We identified the cor-
responding order parameters and extracted the leading
low-temperature algebraic scaling of the specific heat,
providing direct probes of to the Goldstone soft-modes.
From quantum Monte Carlo calculations, combined with
numerical analytic continuation, we obtained the dy-
namical spin and quadrupolar structure factors. These
provided us with direct access to the dispersion rela-
tions of the Goldstone modes. Our numerical results
are found to be in excellent agreement with the exact
flavor-wave-theory results at the SU(3)-symmetric point.
Furthermore, we observed only weak quantitative devi-
ations in the dispersion relations obtained within the
ferroquadrupolar phase, such that flavor-wave-theory is
seen to provide an reasonably accurate account of the
low-energy modes. The dynamical quadrupolar struc-
ture factor was found to provide a useful probe for the
ferroquadrupolar state also at elevated temperatures. In
addition, we observed further spectral weight in the dy-
namical quadrupolar structure factor, which is shifted
towards high energies within the ferromagnetic regime.
It will be interesting to study this distinct contribution
to the spectral function by means of other approaches,
which can access more accurately the high energy scat-
tering weight. For the future, it will also be interesting
to study possible continuous quantum phase transitions
between spin nematic phases and paramagnetic or spin
liquid regions in systems with competing interactions on
non-bipartite lattices31,32.
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