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Abstract
We survey recent and also older results on nonsymmetric matrix Riccati differential equa-
tions and—in the time invariant case—on the corresponding algebraic Riccati equations.
In particular we cite various applications connected with matrix Riccati equations. © 2002
Elsevier Science Inc. All rights reserved.
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1. Introduction
The main purpose of this paper is to summarize the most important results on
nonsymmetric matrix Riccati differential equations
W˙ = M21(t)+M22(t)W − WM11(t)− WM12(t)W (RDE)
with piecewise continuous (or locally integrable) coefficients M11,M12,M21,M22
of dimensions n× n, n×m, m× n and m×m, respectively, and—in the case of
constant coefficients—on the corresponding algebraic matrix Riccati equation
0 = M21 +M22W − WM11 − WM12W. (ARE)
With (RDE) and (ARE) we associate the matrix
M =
(
M11 M12
M21 M22
)
.
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In Section 2, we present several typical examples of problems leading to non-
symmetric (differential or algebraic) matrix Riccati equations. Section 3 contains a
survey of the most important results derived up to now for nonsymmetric matrix
Riccati equations; in particular:
• we consider Radon’s lemma and the linear system of differential equations asso-
ciated with (RDE),
• we explain how the solutions of (ARE) can be obtained from the M-invariant
graph-subspaces,
• we describe some special properties of symmetric matrix Riccati equations,
• we give a representation formula for the solutions of (RDE) and describe the
Riccati flow generated by (RDE) on the Graßmann manifold G(n, n+m),
• we state existence results for the solutions of (RDE),
• we survey further results for (RDE).
Moreover we give an extensive list of references which, as we hope, will help
the interested reader to find further and more detailed results on matrix Riccati
equations. We are aware that this survey is by no means complete, in particular, we
have omitted details on those topics which have already been surveyed previously in
[70,87,90,104].
2. Some applications of Riccati equations
2.1. The Riccati- and the LK-transformations
For the investigation of linear differential equations, in particular, in singular per-
turbation problems and also in control theory (see [4,6,47,68,77,96,102]) one fre-
quently uses special linear transformations in order to reduce high-order systems to
lower-order ones or in order to (partially) decouple the system.
If the original system is partitioned as(
x˙1
x˙2
)
=
(
A11 A12
A21 A22
)(
x1
x2
)
+
(
B1
B2
)
u, (2.1)
where A11 ∈ Rn×n, A12 ∈ Rn×m,A21 ∈ Rm×n, A22 ∈ Rm×n, B1 ∈ Rn×k and B2 ∈
Rm×k , it may be conveniently transformed into decoupled subsystems by a two-step
transformation of the form y = T2T1x =: TX with
T1 =
(
I 0
L I
)
, T2 =
(
I K
0 I
)
, T =
(
I + KL K
L I
)
.
Here L ∈ Rm×n,K ∈ Rn×m and I denotes the identity matrices of dimensions n and
m, respectively.
Notice that T, T1, T2 are always nonsingular and have the explicit inverses
T −1 =
(
I −K
L I + LK
)
, T −11 =
(
I −I
L I
)
, T −1 =
(
I −K
0 I
)
.
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Hence, if L is a solution of the nonsymmetric algebraic Riccati equation
F(L) := A21 − A22L+ LA11 − LA12L = 0, (2.2)
then the Riccati-transformation x 	→ T1x transforms (2.1) to block-triangular form,
since
T −11 =
(
A11 A12
A21 A22
)
=
(
A11 − A12L A12
F(L) A22 + LA12
)
, (2.3)
i.e., (2.1) partially decoupled. If moreover K satisfies the algebraic Sylvester equation
KA˜22(L)− A˜11(L)K + A12 = 0, (2.4)
where A˜11(L) = A11 − A12L, A˜22(L) = A22 + LA12, then (2.1) is transformed by
x 	→ T2T1x =: y to the block-diagonal form(
y˙1
y˙2
)
=
(
A˜11(L) 0
0 A˜22(L)
)(
y1
y2
)
+
(
B˜1
B˜2
)
u, (2.5)
where B˜1 = (I + KL)B1 + KB2, B˜2 = LB1 + B2.
Therefore—if (2.2) and (2.4) are solvable—the transformation x 	→ T x com-
pletely decouples system (2.1) and is sometimes called LK-transformation (see e.g.,
[6,73]).
The LK-transformation has for example been used in [96] in order to exploit
the reduced-order slow and fast subsystems of a singular perturbed linear control
system. In [97] the LK-transformation is applied as an essential tool in the study of
continuous and discrete weakly coupled systems (see also [50] for further details).
A slightly different approach has been used in [4,57] for the investigation of weak-
ly coupled bilinear control systems of the form(
y˙1
y˙2
)
=
(
A1 εA2
εA3 A4
)(
y1
y2
)
+
(
B1 εB2
εB3 B4
)(
u1
u2
)
+

n1∑
i=1
y1i
(
Nai Nbi
Nci Ndi
)
+
n1+n2∑
i=n1+1
y2,i−n1
(
Naj Nbj
Ncj Ndj
)}(
u1
u2
)
with a quadratic cost functional. Using recursively LK-transformations with time
varying matrices Lk and Kk it is shown in [4] that the bilinear system can be re-
cursively decoupled if Lk and Kk are solutions of nonsymmetric Riccati differential
equations of the form
L˙k = T1k + T2kLk + LkT2k + LkT3kLk (2.6)
and of Sylvester differential equations
K˙k = KkM1k(Lk)+M2k(Lk)Kk +M2k, (2.7)
respectively. The main, partially unsolved, problem that arises here is to find condi-
tions that guarantee that the solutions of (2.6), satisfying some initial conditions, do
not blow up (see Section 3.5).
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2.2. Spectral factorization
Each solution L of the algebraic Riccati equation (2.2) corresponds to a certain
spectral factorization of the matrix
A =
(
A11 A12
A21 A22
)
since the eigenvalues of A are (counting multiplicity) exactly the eigenvalues of the
matrices A˜11(L) = A11 − A12L and A˜22(L) = A22 + LA12; this follows from (2.3).
In particular it is possible to choose n,m and the solution L of (2.3) such that the
spectrum of A˜11(L) and A˜22(L) consists of the desired parts of the spectrum of A
(see Section 3.2).
A similar important role is played by Riccati equations in more general factoriza-
tion problems; Chapter 5 of the book of Bart et al. [9] contains further information on
the connection between factorization problems and algebraic Riccati equations, the
work of Fuhrmann [48] describes the factorization theory from a polynomial point of
view and [49] is concerned with the characterization and parametrization of minimal
spectral factors.
The first remarkable results on nonsymmetric algebraic Riccati equations have
been published in 1976 by Meyer [76] (who generalized earlier basic results of Potter
[79] and Martensson [74] on the representation and on the properties of the solu-
tions of symmetric algebraic Riccati equations) and nearly simultaneously by Cle-
ments and Anderson [19], who studied a spectral factorization problem leading to
the nonsymmetric algebraic Riccati equation
P(A+ − b+cT+)+ (AT− − c−bT−)P − Pb+bT−P − c−cT+ = 0. (2.8)
A part of the results of [19,76] is summarized in Sections 3.1–3.3.
Discrete-time spectral factorization problems leading to nonsymmetric algebraic
Riccati equations have been studied by Fairman et al. [33].
2.3. Riccati differential equations
Initial and/or terminal value problems for symmetric and nonsymmetric Ricc-
ati differential equations and the corresponding operator equations appear in many
branches of applied mathematics, notably in variational theory, optimal control and
filtering, H∞-control, invariant embedding and scattering processes, dynamic pro-
gramming and differential games. Most of these topics have been discussed in the
following textbooks, where the reader can find the derivation of various types of
Riccati equations and a lot of further references:
Reid [87] presents the theory of symmetric and nonsymmetric matrix Riccati
equations from a general mathematical point of view, Ando [8] has mainly focused
on Hermitian algebraic Riccati equations and their applications in control theory,
the books by Lasiecka and Triggiani [71] and Bensoussan et al. [12] are devoted
to distributed parameter systems and contain various results on operator Riccati
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equations, the book by Basar and Olsder [11] contains contributions on the applica-
tion of coupled and uncoupled matrix Riccati equations in the theory of differential
games, in the books by Basar and Bernhard [10] and Knobloch et al. [66] one can
find results on H∞-type symmetric algebraic Riccati equations and their application
in H∞-control theory and Zelikin [105] studies complex matrix Riccati differen-
tial equations and their geometric properties in connection with problems from the
calculus of variations.
Nonsymmetric operator Riccati equations with unbounded coefficients have been
studied in [61,62,69]; see [12,71] and the references cited therein for the theory
of symmetric operator Riccati equations and their applications in the control theory
of distributed parameter systems. It is also worthwhile to mention the paper [88] of
Schumitzky, who showed (without recourse to any physical model) that the solu-
tion to every matrix Riccati equation can be generated by the resolvent of a certain
Fredholm integral operator and, in turn, this resolvent can be determined from the
solution of the corresponding Riccati equation.
We conclude this section by an example from the theory of noncooperative dif-
ferential games which also leads to nonsymmetric Riccati differential equations.
Consider a two-player linear quadratic differential game
x˙ = Ax + B1u1 + B2u2, x(0) = x0,
x ∈ Rn, u1 ∈ Rr1 , u2 ∈ Rr2 ,
with cost functionals
J1 = 12x
T(tf )K1f x(tf )+ 12
∫ tf
0
[
xTQ1x + uT1R11u1 + uT2R12u2
]
,
J2 = 12x
T(tf )K2f x(tf )+ 12
∫ tf
0
[
xTQ2x + uT1R21u1 + uT2R22u2
]
dt,
where all weighting matrices are assumed to be symmetric and R11, R22 are positive
semidefinite.
It is known (see [11, Theorem 6.12]) that the game has a so-called open loop Nash
solution (i.e., the control u depends explicitly only on t) which is given by
u∗1(t) = −R−111 BT1 K1(t)(t, 0), x0,
u∗2(t) = −T−122 BT2 K2(t)(t, 0)x0,
provided the unique solutions K1(t),K2(t) of the coupled nonsymmetric Riccati
equations
K˙1 = −ATK1 −K1A−Q1 +K1S11K1 +K1S22K2, K1(tf ) = K1f ,
K˙2 = −ATK2 −K2A−Q2 +K2S22K2 +K2S11K1, K2(tf ) = K2f ,
(2.9)
exist for t ∈ [0, tf ]. Here Sij = BjR−1jj RijR−1jj BTj and (t, 0) is the transition matrix
of the corresponding closed loop system, i.e.,
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˙(t, 0) = (A− S11S22)(t, 0), (t, t) = I.
Notice that the rectangular matrix K = (K1
K2
)
is the solution of the following terminal
value problem for a nonsymmetric Riccati equation:
K˙ = −
(
AT 0
0 AT
)
K − KA −
(
Q1
Q2
)
+K(S11S22)K,
K(tf ) =
(
K1f
K2f
)
.
(2.10)
Usually the solution K of (2.10) may have finite escape time; in Section 3.5 we give
sufficient conditions for the existence of K(t) for all t  tf .
The open loop Nash and the open loop Stackelberg strategies for N ( 2) player
differential games are often also determined by the solutions of terminal or boundary
value problems for coupled Riccati equations which can be transformed to nonsym-
metric Riccati equations (see [1,2,11]); an interesting sample of such results can be
found in [45], where new sufficient conditions for an open loop Stackelberg equilib-
rium in terms of simultaneous solvability of two symmetric matrix Riccati differen-
tial equations and one nonsymmetric matrix Riccati differential equation have been
derived.
On the other hand the corresponding closed loop Nash strategies (i.e., the control
u depends explicitly on t and x(t)) are defined by solutions of the coupled Riccati
equations:
K˙1 = −ATK1 −K1A−Q1 +K1S11K1 +K1S22K2 +K2S22K1,
K1(tf ) = K1f ,
K˙2 = −ATK2 −K2A−Q2 +K2S22K2 +K2S11K1 +K1S11K2,
K2(tf ) = K2f .
(2.11)
The solutions of the later system are symmetric (for symmetric Kif ) but this system
cannot be reduced (by Radon’s lemma) to an equivalent linear system. Therefore
these coupled systems are (in our notation) not Riccati equations and ask for a sepa-
rate special treatment (see [42] and—for a similar type of coupled equations—[43]).
Notice that by some authors any quadratic matrix differential equation is called ma-
trix Riccati equation—we do not adopt this notation. We propose to denote only
those quadratic differential equations which can be written in the form (RDE) as
Riccati equations, since these can be transformed by Radon’s lemma (see Theorem
3.1) to a locally equivalent linear system of differential equations.
Further types of quadratic matrix differential equations resulting from coupled
or nested systems of Riccati equations have been investigated in connection with
isospectral flows in [16,25,56]; such quadratic differential equations appear also in
the theory of inverse spectral problems (see [65]).
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3. Results on nonsymmetric Riccati equations
3.1. The corresponding linear system
Let
M =
(
M11 M12
M21 M22
)
and Y =
(
Q
P
)
with real or complex n× n and m× n matrices Q and P, respectively.
It is known at least since the work of Radon [80,81] and it can be verified by an
elementary calculation that each Riccati differential equation
W˙ = M21(t)+M22(t)W − WM11(t)− WM12(t)W (RDE)
is equivalent to the corresponding linear system
Y˙ = M(t)Y (L)
in the following sense.
Theorem 3.1 (Radon’s lemma—version 1).
(i) Let I be the n× n identity matrix and let W be on some interval J ⊂ R a solution
of (RDE) with W(t0) = W0. If Q is for t ∈ J the unique solution of the initial
value problem
Q˙ = (M11(t)+M12(t)W(t))Q, Q(t0) = I,
and P(t) := W(t)Q(t), then Y (t) = (Q(t)
P (t)
)
defines for t ∈ J the solution of (L)
with Y (t0) =
(
I
W0
)
.
(ii) If Y = (Q
P
)
is on some interval J ⊂ R a solution of (L) such that det Q(t) /= 0
for t ∈ J, then
W : J → Cm×n, t 	→ P(t)Q−1(t) =: W(t) (3.1)
is a solution of (RDE); in particular W(t0) = P(t0)Q(t0)−1.
Version 1 of Radon’s lemma shows that any initial value problem for a matrix
Riccati equation is locally equivalent to an initial value problem for the linear sys-
tem (L). Theorem 3.1 also yields that the Riccati flow has very nice properties and
that matrix Riccati equations play an exceptional role among nonlinear differential
equations (see [39,89]), moreover, this result can be used to represent the solutions
of (RDE) explicitely (see Theorem 3.8).
On the other hand it is clear from (3.1) that the solutions of (RDE) may show the
finite escape time phenomenon; therefore one needs sufficient conditions ensuring
that the solutions of (RDE) do not blow up on a given interval (see Section 3.5).
In variational calculus, in control theory and game theory, e.g., in Stackelberg
differential games (see [11, Chapter 7]), necessary conditions for an equilibrium are
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determined by the solvability of a linear boundary value problem in the time interval
[t0, tf ]:
d
dt
(
ψ
x
)
= M(t)
(
ψ
x
)
=
(
M11(t) M12(t)
M21(t) M22(t)
)(
ψ
x
)
,
x(t0) = x0, ψ(tf ) = Kf x(tf ),
x(t) ∈ Rm, ψ(t) ∈ Rn, Kf ∈ Rn×m.
(3.2)
We mention that in control theory the matrix M(t) turns out to be Hamiltonian
which is indeed a rather specific situation.
The following variant of Radon’s lemma shows how the solution of the boundary
value problem (3.3) can be derived from the existence of a solution of an initial value
problem for (RDE); usually this initial value problem is more adequate for applying
numerical solution algorithms.
We give below a proof of this theorem since it describes one of the most important
applications of matrix Riccati differential equations.
Theorem 3.2 (Radon’s lemma—version 2). If the following initial value problem for
the Riccati differential equation
W˙ = M21(t)+M22(t)W − WM11(t)− WM12(t)W,
W(t0) = 0, W(t) ∈ Rm×n,
(3.3)
admits a solution W in [t0, tf ] and if
det(KfW(tf )− In) /= 0,
then the boundary value problem (3.2) has a unique solution.
Proof. If the initial value problem (3.3) has a solution W in [t0, tf ], then we let
Q(t) ∈ Rn×n denote the solution of
Q˙ = (M11 +M12W(t))Q, Q(t0) = In, (3.4)
in [t0, tf ] and define there
P(t) := W(t)Q(t) ∈ Rm×n. (3.5)
Notice that (3.4) implies detQ(t) /= 0 for all t ∈ [t0, tf ]. Then it follows that(
Q(t)
P (t)
)
∈ R(m+n)×n
solves the linear differential equation in (3.2) and consists of n linearly independent
solutions of that system with(
Q
P
)
(t0) =
(
In
0
)
.
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Let
φ(t) :=
(
φ11 Q
φ21 P
)
, φ(t0) =
( ∗ In
In 0
)
denote a fundamental matrix of (3.2), then all solutions of the boundary value prob-
lem (3.2) are determined by(
ψ
x
)
(t) = φ(t)
(
c1
c2
)
,
for some constant vectors c1 ∈ Rn, c2 ∈ Rm.
We shall now prove that c1, c2 are uniquely determined. At t0 we obtain(
ψ
x
)
(t0) =
(
ψ(t0)
x0
)
=
( ∗ In
In 0
)(
c1
c2
)
,
hence c1 = x0.
At tf , from the equality
Kf x(tf ) = Kf
(
φ21(tf )x0 + P(tf )c2
) = ψ(tf ) = φ11(tf )x0 +Q(tf )c2,
we obtain the equation(
In −KfW(tf )
)
Q(tf )c2 =
(
Kf φ21(tf )− φ11(tf )
)
x0.
Since W(t) = P(t)Q−1(t) exists in [t0, tf ] we infer together with (3.4) that Q(tf ) is
regular and since (In −KfW(tf )) is assumed to be regular too, c2 is also uniquely
determined. Hence the boundary value problem has a unique solution. 
The impact of Radon’s lemma on the so-called Riccati flow is described in more
detail in Section 3.4.
3.2. Algebraic Riccati equations
In the case of constant coefficients Mij one is in particular interested in the con-
stant solutions of (RDE), i.e., in the solutions of the corresponding algebraic Riccati
equation
0 = M21 +M22W − WM11 − WM12W. (ARE)
In principle the solutions of (ARE) could be determined directly by applying Theo-
rem 3.1 (see the comments following Theorem 3.8). If one is only interested in the
solutions of (ARE) it is easier to use the following elementary but basic theorem.
Theorem 3.3. There is a one-to-one correspondence between the set of all (real or
complex) solutions W of (ARE) and the set of n-dimensional M-invariant subspac-
es which are in Cn×m complementary to the m-dimensional subspace Im
( 0
Im
); this
correspondence is defined by
W ↔ Im
(
In
W
)
=: S(W).
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Here In denotes the n-dimensional unit matrix—in the sequel we suppress n. W is
called the solution of (ARE) corresponding to the subspace S(W).
Moreover, M11 +M12W is the matrix of the restriction of the linear map, defined
by M to S(W) with respect to the basis defined by the columns of ( I
W
)
.
Proof. (i) Let S be an n-dimensional M-invariant subspace which is complimentary
to Im
( 0
Im
)
. Then there exists an m× n matrix W such that S = Im( I
W
)
and an n× n
matrix R verifying(
M11 M12
M21 M22
)(
I
W
)
=
(
I
W
)
R. (3.6)
The first equation of (3.6) yields R = M11 +M12W . Using this expression of R in
the second equation gives
M21 +M22W = WM11 + WM12W,
which shows that W is a solution of (ARE).
(ii) If W is a solution of (ARE), then similarly,(
M11 M12
M21 M22
)(
I
W
)
=
(
I
W
)
(M11 +M12W),
which shows that S(W) is M-invariant and that M11 +M12W is the matrix of the
restriction of M to S(W). 
Let
V = (v1, . . . , vn+m) =
(
x1, . . . , xn+m
y1, . . . , yn+m
)
be a Jordan basis (matrix) of M, i.e.,
V −1MV = JM
T1 ∗ 0∗
0 Tn+m
 with x ∈ {0, 1} (3.7)
for some Jordan canonical form JM of M.
If
Im
(
xi1 · · · xin
yi1 · · · yin
)
is M-invariant and if (xi1 , . . . , xin) ∈ Cn×n is nonsingular, then
W0 := (yi1 , . . . , yin)(xi1 , . . . , xi1)−1 (3.8)
is a solution of (ARE). Moreover, any solution of (ARE) can be represented in this
way for some adequate subsystem of an adequate Jordan basis of M.
Remark. (a) If M has eigenvalues of geometric multiplicity greater than 1, then
there exists always an uncountable number of n-dimensional M-invariant subspac-
es—in this case (ARE) may also have an uncountable set of solutions. Moreover, in
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this case it is in general not possible to represent each solution of (ARE) in the form
(3.8) by choosing(
xi1
yi1
)
, . . . ,
(
xin
yin
)
from a fixed Jordan basis of M since in this case M has n-dimensional subspaces
which cannot be represented as
Im
(
xi1 · · · xin
yi1 · · · yin
)
using only generalized eigenvectors from a fixed, a priori selected Jordan basis.
(b) If M is semisimple, i.e., if the geometric multiplicity of each eigenvalue of
M is one, then the number NM of all n-dimensional M-invariant subspaces, which
is an upper bound for the number of all solutions of (ARE) is  (n+m
n
)
. Moreover
NM =
(
n+m
n
)
if and only if all eigenvalues of M are simple.
(c) If the solution W0 of (ARE) is defined by (3.8), then the restriction of the
map, defined by M on Cn+m, to the subspace S(W0) has (counting multiplicity)
the eigenvalues λi1 , . . . , λin . Consequently, according to Theorem 3.1, the matrix
M11 +M12W0 ∈ Cn×n has also the same eigenvalues. This elucidates the influence
of the choice of W0 on the spectral factorization defined by the corresponding Ricc-
ati-transformation with the transformation matrix
T0 =
(
I 0
W0 I
)
(see Section 2.2); in particular one of the corresponding spectral factors has in this
case the eigenvalues λi1 , . . . , λin determined by W0.
From the preceding results it follows that the solutions of (ARE) can be deter-
mined in two steps:
Step 1. Determine (using some numerically stable method) a Jordan basis (matrix)
V = (v1, . . . , vn+n) =
(
x1, . . . , xn+m
y1, . . . , yn+m
)
of M.
Step 2. If Im(vi1 , . . . , vin) is M-invariant and if the complimentary condition det(xi1 ,
. . . , xin) /= 0 is fulfilled, then W0, defined by (3.8), is a solution of (ARE).
Many different numerical methods for the solution of (ARE) have been proposed
in the literature; an interesting survey of the numerical methods for hermitian (or
real symmetric) algebraic Riccati equations has been given in the recent book of
Sima [93].
Numerical methods for the solution of nonsymmetric algebraic Riccati equations
have been proposed among others by Beavers and Denman [13] (matrix-sign-func-
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tion), by Adomian et al. [3] (decomposition method) and by Ghavimi et al. [52] and
Ghavimi and Laub [53] (conjugate gradient method, sensitivity analysis).
The set of all hermitian (symmetric) solutions of the hermitian (symmetric) alge-
braic Riccati equation
0 = −A∗P − PA −Q+ PSP, (HARE)
with Q = Q∗ and S = S∗ has been studied extensively in the literature. Therefore
we resign to address to this topic in detail and refer the interested reader to the survey
articles in [14] and to the excellent textbook of Lancaster and Rodman [70].
3.3. Hermitian Riccati differential equations
In this section we recall for convenience of the reader some important results
concerning Hermitian Riccati differential equations, since these results are of great
importance for applications and from a methodical point of view.
In the theory of linear-quadratic optimal control and filtering and also inH∞-con-
trol one is interested in the solutions of hermitian (or symmetric) Riccati differential
equations
P˙ = −A∗(t)P − PA(t)−Q(t)+ PS(t)P, P (tf ) = Pf , (HRDE)
with hermitian (or real symmetric) n× nmatricesQ,S and Pf ; in many applications
the coefficientsA,Q and S are constant, then one is mainly interested in the existence
of a (unique) stabilizing solution of the corresponding algebraic Riccati equation
(HARE).
The global existence of the (hermitian) solution P(t) of (HRDE) for t ∈ (−∞, tf )
or t ∈ [t0, tf ] for some [t0, tf ] can be guaranteed under rather weak assumptions
(compare the existence results given in Section 3.3 with those stated in Section 3.5
for (RDE)).
The main reason for this fact is the following comparison theorem which shows
that the solutions of (HRDE) depend monotonically on the initial value and on the
coefficients of the differential equation.
Theorem 3.4 (Comparison theorem). LetD ⊂ R be some interval, t0 ∈ D. If Pi, 1 
i  2, are on D solutions of
P˙i = −A∗(t)Pi − PiA(t)−Qi(t)+ PiS(t)Pi
with P1(t0)  P2(t0), then(
Q1 A
∗
1
A1 −S1
)
(t) 
(
Q2 A
∗
2
A2 −S2
)
(t) for t ∈ D
implies that P1(t)  P2(t) for t ∈ D1(−∞, t0].
This theorem (see [41, Theorem 2.1]) is a slight generalization of a theorem stated
by Coppel (see [20, pp. 51–52]), where Si(t)  0 was assumed. Several variants of
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this theorem and of its analog version for hermitian algebraic Riccati equations and
also of its infinite-dimensional version (see [12, Proposition 2.2], [21,31,32]) can be
found in the literature.
It has been proved by Stokes [95] that the hermitian Riccati differential equation
is for n > 1 the only matrix differential equation of the form W ′ = F(t,W) having
the order preserving property.
As an immediate consequence of Theorem 3.4 we get the following existence
theorem.
Theorem 3.5. If S(t),Q(t)  0 for t  t0, then the (unique) solution P of the Ricc-
ati differential equation
P˙ = −A∗(t)P − PA(t)−Q(t)+ PS(t)P, P (t0) = P0  0 (3.9)
with piecewise continuous and locally bounded coefficients exists for t  t0 with
0  P(t)  P˜ (t) for t  t0, (3.10)
here P˜ is the solution of the linear equation
˙˜P = −A∗(t)P˜ − P˜A(t)−Q(t), P˜ (t0) = P0.
Proof. Since P0, S(t),Q(t)  0 the Comparison Theorem 3.4 implies that P is for
t  t0 bounded from above by P˜ and from below by the trivial solution 0 of the
initial value problem
P˙0 = −A∗(t)P0 − P0A(t)+ P0S(t)P0, P0(t0) = 0.
Consequently P(t) exists for all t  t0 and satisfies (3.10). 
Theorem 3.5 shows in particular why the solutions of the standard symmetric
Riccati equations (with Q(t), S(t), Pf  0) do not blow up for t  tf . If S(t) and/or
Q(t) and/or Pf are no longer positive semidefinite it is usually much more compli-
cated to ensure that P(t) exists for all t  tf (see [44] for an elementary study of the
phase portrait of (HRDE)).
The following existence result is also a consequence of the Comparison Theo-
rem 3.4, combined with the monotonicity preserving property of hermitian Riccati
equations, see [40].
Theorem 3.6. Let Ai,Qi = Q∗i , Si = S∗i ∈ Cn×n, 1  i  2, be such that(
Q1 A1
A∗1 −S1
)

(
Q(t) A(t)
A∗(t) −S(t)
)

(
Q2 A2
A∗2 −S∗2
)
for t  tf .
If there exist hermitian matrices P1, P2 with
P1  Pf  P2
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and
−A∗Pi − PiA−Qi + PiSiPi
{
 0 for i = 1,
 0 for i = 2, (3.11)
then the solution P(t) of (HRDE) exists for t  tf , moreover
P1  P(t)  P2 for t  tf .
Notice that the algebraic Riccati inequalities (3.11) are solvable if the correspond-
ing hermitian algebraic Riccati equations have a hermitian solution. The solvabili-
ty of (3.11) could also be considered as a feasibility problem for a linear matrix
inequality (LMI); for applications of LMIs in systems and control see [15].
In the oscillation theory for second-order linear differential equations
Y ′′ +Q(t)Y = 0 (3.12)
with a real continuous matrix coefficient Q one is interested in comparison theorems
for special matrix Riccati equations of the form
Z′ + Z2 +Q(t) = 0. (3.13)
Here Z(t) = Y ′Y−1 satisfies (3.13) if and only if Y is an invertible solution of (3.12)
and one has to compare the solutions of differential equations of the form (3.12)
with different coefficients Q. If Q is symmetric, then one can use the Comparison
Theorem 3.4—in the nonsymmetric case the situation is more involved and one can
use an elementwise comparison theorem (see for example [18]) for the proof of no-
noscillation theorems.
A different approach for the proof of existence results for hermitian or nonhermi-
tian solutions of hermitian Riccati differential equations with constant coefficients
A,Q, S has been presented in [40, Section 5], here we reproduce a sample of these
results.
Assumption A. Let
V =
(
a b
c d
)
with a, b, c, d ∈ Cn×n be a symplectic Jordan basis matrix of
H =
(
A −S
Q −A∗
)
,
where H has no purely imaginary eigenvalues and where Im
(
a
c
)
is the stable subspace
of H; moreover let P0 ∈ Cn×n such that detZ1 /= 0. Here(
Z1
Z2
)
:= V −1
(
I
P0
)
.
Theorem 3.7. If under Assumption A there exists some ρ  0 with S + ρbb∗ > 0
and
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P0(S + ρbb∗)P ∗0 − P0(A+ ρbd∗)− (A∗ + ρdb∗)P ∗0 −Q+ ρdd∗  0,
then the solution of
P˙ = −A∗P − PA −Q+ PSP, P (0) = P0
does not blow up on the interval (−∞, 0].
Notice that the terminal value P0 in Theorem 3.7 is not necessarily hermitian,
therefore Theorem 3.7 gives also a nonblow-up condition for nonhermitian solutions
of hermitian Riccati differential equations. Several variants of Theorem 3.7 are given
in [40, Corollary 5.5].
We mention that a part of the results stated in this subsection for hermitian Riccati
equations (in particular a comparison theorem) remains valid for the following class
of nonlinear differential equations:
−X˙= XA + A∗X +11(x)+Q
−[S + XB +12(X)][R +22(X)]−1[S + XB +12(X)]∗,
where
(X) =
(
11X 12(X)
12(X)∗ 22(X)
)
is a positive linear operator in X.
Equations of this type and the corresponding algebraic equations appear in sto-
chastic control problems. Their solutions show a part of the nice properties of the
solutions of hermitian matrix Riccati differential equations and have been studied
among others in [22,28,29,35,37,103].
3.4. Flows on Graßmann manifolds and a representation formula for the solutions
of (RDE)
(a) The Riccati flow on G(n, n+m). Let V0 be a complex vector space of dimen-
sion α. The Graßmann manifoldG(k, V0) is defined to be the set of all k-dimensional
linear subspaces of V0; we write G(n, n+m) for G(n,Cn+m). G(n, n+m) is a
complex manifold and is equivalent to the set of all (n− 1)-planes in the projective
space Pn+m−1.
Let ψ : Cm×n → G(n, n+m) be defined by
ψ(K) = Im
(
In
K
)
and let G0(n, n+m) consist of those subspaces in G(n, n+m) which are comple-
mentary to the m-dimensional subspace Im
( 0
Im
)
, then ψ imbeds Cm×n in G(n, n+
m) as the open and dense subset G0(n, n+m). In fact (G0(n, n+m),ψ−1) is
one of the standard charts for the manifold G(n, n+m). Thus G(n, n+m) can
be viewed as a compactification of Cm×n.
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Let W(· ;W0) denote the solution of (RDE) with W(0;W0) = W0, and define a
flow (the so-called Riccati flow) on G(n, n+m) by S(t; S0) = eMt(S0) = Image of
the subspace S0 under eMt ∈ Gl (n+m,C). Then we have
ψ(W(t;W0)) = S(t;ψ(W0)),
whenever W(t;W0) exists. This means that (RDE) is the local expression with re-
spect to the chart (G0(n, n+m),ψ−1) for the differential equation on G(n, n+m)
which corresponds to the flow S. If we use the embedding ψ to identify Cm×n with
G0(n, n+m), then the restriction of S to G0(n, n+m) is identified with (RDE);
W(t;W0) ceases to exist (in Cm×n) precisely when S(t;ψ(W0)) leaves the subset
G0(n, n+m).
By the extended Riccati differential equation (ERDE), we mean the differential
equation on G(n, n+m) whose flow is given by S, thus the flow is given by the
action of a one-parameter subgroup of Gl (n+m,C) on G(n, n+m).
For hermitian (symmetric) matrix Riccati differential equations [89] contains a
detailed analysis of the phase portrait of (RDE) and (ERDE). For general nonsym-
metric (RDE) the phase portrait has been analyzed by Medanic [75] and, in more
detail, in [38,39]; the two latter papers are based on the following representation
formula.
(b) The fundamental representation formula. Subsequently we present—for the
time-invariant case—a detailed representation formula for the general solution of
(RDE).
Let V = (v1, . . . , vn+m) ∈ C(n+m)×(n+m) be the matrix defined by a Jordan basis
of generalized eigenvectors of M such that
V −1MV = J = diag(J1, . . . , Jp) =

λ1 ∗ 0
.
.
.
.
.
. ∗
0
.
.
. λn+m

with ∗ ∈ {0, 1} and (without loss of generality)
Re(λ1)  Re(λ2)  · · ·  Re(λn+m),
and where J is a Jordan canonical form of M with Jordan-blocks
Jν =

µν 1 · · · 0
0 µν
.
.
.
...
...
.
.
.
.
.
. 1
0 · · · 0 µν
 ∈ Cjν×jν ,
µν ∈ {λ1, . . . , λn+m}, 1  ν  p.
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Let an initial value W0 ∈ Cm×n be given and let
C =
 c1...
cn+m
 =
 c11 · · · c1n... ...
cn+m,1 · · · cn+m,n
 := V −1( In
W0
)
and (
x1(t), . . . , xn+m(t)
)
diag
(
eλ1t , . . . , eλn+mt
) := V eJ t ,
then the unique matrix-solution of (L), satisfying Y (0) = ( In
W0
)
, has the form
Y (t) = V eJ tC =
(
Q(t)
P (t)
)
with Q(t) ∈ Cn×n since W(t) ∈ Cm×n and Y (0) = VC.
Further, to every Jordan-block Jν, 1  ν  p, there correspond jν solution-vec-
tors of the form
eµνtvj1+···+jν−1+1 =: eµνtxj1+···+jν−1+1(t),
... (3.14)
eµνt
jν∑
i=1
tjν−i
(jν − i)!vj1+···+jν−1+i =: e
µνtxj1+···+jν (t),
(1  ν  p and j0 := 0); notice that xj (t ≡ vj for 1  j  n+m if M is semi-
simple.
Let
xν(t) =
 xν1(t)...
xν,n+m(t)
 , 1  ν  n+m,
be the polynomials defined by (3.14), 1  j  n and 1  8  m, then we set
x˜ν :=
xν1...
xνn
 , xν(8, j) := (xν1, . . . , xν,j−1, xν,n+8, xν,j+1, . . . , xνn)T
similarly we define v˜ν and vν(8, j). Using these notations we obtain explicit formu-
las for Q(t), P (t) and P(t)Q(t)−1 (see [39] for details), hence version 1 of Radon’s
lemma yields:
Theorem 3.8 (Fundamental representation formula for the solutions of (RDE)). The
solution W(· ,W0) = (w8,α) of (RDE) satisfying W(0) = W0 has the explicit repre-
sentation
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w8α(t) =
∑
1k1<···<knn+m
e(λk1+···+λkn )t |xk1(8, α), . . . , xkn(8, α)|(t)
∣∣∣∣∣∣∣
ck1
...
ckn
∣∣∣∣∣∣∣
∑
1k1<···<knn+m
e(λk1+···+λkn )t |x˜k1 , . . . , x˜kn |(t)
∣∣∣∣∣∣∣
ck1
...
ckn
∣∣∣∣∣∣∣
,
(3.15)
1  8  m, 1  α  n, here t may be complex.
Notice that W is here (and also in the case of arbitrary entire coefficients) a mero-
morphic function; in particular its only possible singularities are its poles which are
situated in the zeros of det Q(t), which is the denominator of (3.15).
In [38] an analogous (asymptotic) formula has been derived for Riccati equations
with polynomial coefficients and in [36] the representation formula and the Compar-
ison Theorem 3.4 have been used to derive in an elegant way convergence results for
Hermitian Riccati differential equations.
We mention that formula (3.15) nicely displays the influence of the initial value
W0 and of the Jordan structure of M on the corresponding Riccati flow; moreover
(3.15) contains the whole information on the phase-portrait of (RDE); we give below
only some short comments, for further details see [39].
The determinants∣∣∣∣∣∣∣
ck1
...
ckn
∣∣∣∣∣∣∣
can be considered as the homogeneous coordinates of the initial value W0 and also
of the subspace
(
In
W0
)
with respect to the basis(-matrix) V . The determinants
|xk1(8, α), . . . , xkn(8, α)|(t) and |x˜k1 , . . . , x˜kn |(t)
are polynomials with coefficients depending only on the eigenvectors vk of M and
on the partial multiplicities of the eigenvalues of M.
If M is semisimple, then these polynomials are constant and (3.15) has the simple
form
w8α(t) =
∑
1k1<···<knn+m
e(λk1+···+λkn )t |vk1(8, α), . . . , vkn(8, α)|
∣∣∣∣∣∣∣
ck1
...
ckn
∣∣∣∣∣∣∣
∑
1k1<···<knn+m
e(λk1+···+λkn )t |v˜k1 , . . . , v˜kn |
∣∣∣∣∣∣∣
ck1
...
ckn
∣∣∣∣∣∣∣
.
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Consequently in this case each matrix W = (w8α)18m,1αn, with
w8α(t) = |vk1(8, α), . . . , vkn(8, α)||v˜k1 , . . . , v˜kn |
defines (for |v˜k1 , . . . , v˜kn | /= 0) a solution of (ARE) which is generated by the M-
invariant subspace
Im
(
vk1 , . . . , vkn
) =: Im(Q
P
)
;
moreover W = PQ−1 and
Im eMt
(
Q
P
)
= Im
(
Q
P
)
∀t.
From Theorem 3.8 it follows that any solution of (RDE) is for t →+∞ (with respect
to the chordal metric) asymptotically either almost periodic or periodic or constant.
Furthermore (3.15) can be used to prove (see [38,39]) that limr→∞W(reiφ) =:
Wφ exists for almost all φ ∈ [0, 2) and that each of these limits Wφ is a solution
of (ARE)—since any solution of (ARE) can be obtained in this way, (3.15) yields
a parametrization of the set of all solutions of (ARE); another parametrization was
derived recently by Ferrante et al. [34].
Using Theorem 3.8 it can also be shown that there exists at most one anti-sta-
ble (and also at most one stable) equilibrium of (RDE) which is called dichotomic
(anti-dichotomic) solution of (RDE). It is known from [39,75] that the dichotomic
(anti-dichotomic) solution of (RDE)—if it exists—is the only equilibrium solution
of time-invariant (RDE) having a neighborhood being negative (positive) invariant
under (RDE).
For example the (exponentially) anti-dichotomic solution is defined by
Wad = PQ−1, where
(
Q
P
)
:= (vm+1, . . . , vn+m)
provided Re(λm+1) < Re(λn+m) and |v˜m+1, . . . , v˜n+m| /= 0.
If λm = α + iβm, λm+1 = α + i(βm + β) and Re(λm−1) < Re(λm)(= Re
(λm+1)) < Re(λm+2), then (RDE) has for β /= 0 no anti-dichotomic solution; if in
addition
|v˜m−1, v˜m+2, . . . , v˜m+n| /= 0 /= |v˜m+1, . . . , v˜m+n|,
then (3.15) yields that
w8α(t)
= c1|vm(8, α), vm+2(8, α), . . . , vm+n(8, α)| + c2e
iβt |vm+1(8, α), . . . , vm+n(8, α)|
c1|v˜m, v˜m+2, . . . , v˜m+n| + c2 eiβt |v˜Tm+1, . . . , v˜m+n|
defines a one-parameter family of periodic (meromorphic) solutions of (RDE). In
general it follows from (3.15) that for the flow, defined in the autonomous case by
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(RDE), there are various invariant sets containing constant and/or periodic and/or
almost periodic solutions.
3.5. Existence results for nonsymmetric Riccati equations
Since in most applications one is mainly interested in solutions W of (RDE) which
are bounded on some given interval J, the main open problem in the theory of non
symmetric matrix Riccati differential equations is to find sufficient conditions on the
initial value W(t0) ensuring that W(t) exists for all t ∈ J .
Unfortunately there exists no general, unified existence theory for nonsymmetric
matrix Riccati differential equations.
Subsequently we summarize the most important existence results for (RDE) ob-
tained up to now; we mention that each of the criteria given below can only be applied
in certain special cases.
First results on the global existence for the solutions of nonsymmetric (RDE)
for t  t0 (or t  t0) were obtained by Redheffer [82–84] and Reid [86]. Redheffer
and Volkmann [85] obtained—as far as we know for the first time—conditions for
the existence of an invariant ball for operator differential equations, which include
(RDE) as a special case. Kuiper [69] gave another proof for the existence of an
invariant ball for (RDE), and his result has been slightly modified in [46], where the
following version of the invariance result was presented.
Theorem 3.9. If for some constants a, γ > 0, a positive definite matrix C ∈ Cm×m
and every t  t0 there holds
η∗
(−a(M11(t)+M∗11(t)) M∗21(t)C − aM12(t)
CM21(t)− aM∗12(t) CM22(t)+M∗22(t)C
)
η  γ ‖η‖2
for all η ∈ Cn+m, then the set {W ∈ Cm×n| spectral radius of W ∗CW < √a} is
negative invariant under (RDE).
In [46] it has been discussed how this theorem should be applied for obtaining
existence results for (RDE)—in particular it has been proposed to apply Theorem 3.9
in the autonomous case only after a transformation W → W −Wd if the dichotomic
solution Wd of (RDE) exists. Notice that a, γ , and C can be used here as parameters
in order to achieve a maximal negative invariant ellipsoid; moreover, in the same
way one can check the existence of a positive invariant ellipsoid.
In the special case of square matrices W (i.e., n = m) Knobloch and Pohl [67]
have derived the following existence result which is based on a special maximum
principle for second-order linear differential equations.
Theorem 3.10. Given the Riccati differential equation
X˙ + XR(t)X = −AT(t)X − XA(t)−Q(t), (3.16)
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where all (matrix-) coefficients A,R,Q are real continuous and locally integrable
functions of t and R(t) = RT(t) is positive definite. Let A1 = AT1 =
√
R,
B = A˙1(A−1)T − A1ATA−11
and assume that[
−√RQ√R − 1
2
(B + BT)+ 1
4
(B − BT)2 + BBT
]
(t)  0 for t  0
and that there exists some initial value X = X(0) such that the inequality[
−1
2
(B + BT)+√RX√R
]
(t)  0 (3.17)
holds for t = 0.
Then the solution X(t) of (3.16) with this initial value exists and is bounded for
t  0 and satisfies (3.17) for t  0.
Notice that the coefficient Q in (3.16) may be nonsymmetric. Inequality (3.17)
provides a lower bound for X(t) and the term XR(t)X is essential for obtaining an
upper bound for t  0.
It is worthwhile to mention that already Reid (see [87, Section 9]) used an ele-
mentwise comparison method in order to prove an existence theorem for nonsym-
metric Riccati differential equations; this method has been applied, modified and
extended by Butler and Johnson [18] and Gewert [51] and also by Juang [61,63],
and Juang and Lee [64].
Moreover, quantitative bounds for the interval of existence of the solution of
(RDE) have been derived in [59] (see also [60] and the work of Jódar and Ponsoda
cited therein).
In [46] the autors use another approach—a Lyapunov-type function, which is ap-
plied to (L)—in order to prove global existence for the solution of (RDE) for a big
class of initial values; see [46] for a proof of the following theorem and for comments
on its application.
Theorem 3.11. Let M11,M12,M21,M22 be piecewise continuous and locally in-
tegrable on (−∞, T ]. If for some matrices C ∈ Cn×n, with C∗ = C, D ∈ Cn×m,
with
L =
(
CM11 +DM21 CM12 +M∗11D +DM22
0 M∗12D
)
the condition
L(t)+ L∗(t)  0,
holds for all t  t0( T ) and if
C + DW0 +W ∗0D∗ > 0,
for some W0 ∈ Cm×n, then the solution W(· ,W0) of (RDE) with W(t0,W0) = W0
exists for all t  t0.
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3.6. Further topics
(i) Nonlinear superposition formulas. In the study of first-order systems of ordi-
nary differential equations
y˙ = f (t, y), y(t) ∈ Rn, (3.18)
one has tried to generalize the concept of linear superposition.
If the general solution of (3.18) can be written as a function
y(t) = F (c1, . . . , cn, y1(t), . . . , yp(t)) (3.19)
of p particular solutions and n significant constants, we shall say that (3.18) allows a
(nonlinear) superposition formula.
In particular it has been shown (see e.g., [7,23,27,55,94] and also [17,30,78] and
the literature cited therein) that matrix Riccati equations do have a nonlinear su-
perposition formula—the number p of particular solutions needed in the superposi-
tion formula depends on the structure of the Riccati equation under consideration.
These superposition formulas generalize the well-known fact that if three particular
solutions y1, y2, y3 of the scalar Riccati differential equation
y˙ = a(t)y2 + b(t)y + c(t) (3.20)
are known, then one can write the formula for any solution y of (3.20) by equating
the cross-ratio of these four solutions to a constant c:
y − y1
y − y2 :
y3 − y1
y3 − y2 = c.
For real symmetric matrix Riccati equations it is known [72] that the matrix anhar-
monic ratio
R = (W2 −W3)−1(W3 −W1)(W1 −W)−1(W −W2)
of four solutionsW1,W2,W3,W is conjugate to a constant matrix, hereR = QUQ−1
for some known Q ∈ SL(n,R). Therefore the general solution W is determined by
three independent solutions and a matrix U which is determined by the initial condi-
tion satisfied by W .
As a sample of more general results we state the following theorem which was
proved in [55].
Theorem 3.12. Let m  n  2 and let W1,W2,W3,W4,W5 be solutions of (RDE)
satisfying for some initial time t0 ∈ R
1. det(Wk −W1) /= 0, 2  k  5 and det(W2 −W3) /= 0.
2. All eigenvalues of R4 := (W2 −W3)−1(W3 −W1)(W1 −W4)−1(W4 −W2) are
distinct.
3. R5 := (W2 −W3)−1(W3 −W1)(W1 −W5)−1(W5 −W2) (regarded as a linear
map) leaves none of the irreducible invariant subspaces of R4 invariant.
Then there exists a matrix Q which is unique (up to an immaterial constant factor)
such that the general solution W of (RDE) is represented in one of the two forms
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W = [W1(W3 −W1)−1(W2 −W3)QU +W2Q]
×[(W3 −W1)−1(W2 −W3)QU +Q]−1,
or
W = [W2QV +W1(W3 −W1)−1(W2 −W3)Q]
×[QV + (W3 −W1)−1(W2 −W3)Q]−1.
Here U and V determine the initial value W(t0); moreover both formulas are equiv-
alent if detU /= 0 /= detV, then U = V −1.
The proof of nonlinear superposition formulas is based on the application of basic
properties of Lie groups. The connection between Lie theory and matrix Riccati
equations can be established by first introducing a nonlinear realization of a matrix
group and then showing that systems of linear differential equations become Riccati
equations in the nonlinear realization.
(ii) Complex Riccati equations. Readers who are interested in complex matrix
Riccati equations (with complex coefficients and complex t) are referred to the recent
book of Zelikin [105] which nicely describes complex Riccati equations as flows on
Cartan–Siegel homogeneity domains—moreover [105] contains several chapters on
the geometric theory of matrix Riccati equations in connection with the classical cal-
culus of variations. This geometrical aspect of the theory of matrix Riccati equations
has its origins in the papers of Siegel [91,92] and Hua Loo-Keng [58] on analytic
functions of several complex variables.
(iii) Further applications of Riccati equation. For convenience of the reader we
give here some further references on the possible applications of matrix Riccati equa-
tions.
A discussion of Riccati equations whose solutions can be treated as probabilities
was began by Ambartsumyan [5]; for further details on this topic we refer the read-
er to the survey paper by Zakhar-Itkin [104], where also the importance of Riccati
equations in connection with Gelfands screw method has been described.
A short survey of applications of Riccati equations in invariant embedding and
in scattering theory is given in [26], see also [87,100,101]. The book of Reid [87]
contains also a summary of the work of Redheffer and of Reid on this topic and on
the Mycielski–Pazkowski problem; in particular it is explained that the semigroup
property of the solutions of matrix Riccati equations can be expressed in terms of the
Redheffer ∗-product.
Thompson and Volz [99] study nonsymmetric Riccati differential equations in
connection with the solution of linear quadratic control problems with constraints.
De Moor and David [24] show that the solutions of certain least squares problems
satisfy a nonsymmetric algebraic Riccati equation; such algebraic equations appear
also in the study of the solution of suboptimal control problems [98].
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We mention that general partial Riccati-type differential equations play also a
central role in the study of Bäcklund transformations, see [54] for further
details.
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