In this paper we generalize the classical Gröbner basis technique to prove the existence and present a method of computation of a characteristic polynomial in two variables associated with a finitely generated module over a Weyl algebra. We also present corresponding algorithms and examples of the computation of such polynomials, which, in particular, illustrate the fact that a bivariate characteristic polynomial can contain some invariants that are not carried by the Bernstein dimension polynomial. We also obtain a generalization of our results on to the case of multivariate characteristic polynomials associated with arbitrary partition of the basic sets of indeterminates and derivations of a Weyl algebra.
Introduction
The role of Hilbert polynomials in commutative algebra and algebraic geometry is well known. In [2] I. Bernstein introduced an analog of Hilbert polynomial for a finitely generated filtered module over a Weyl algebra and extended the theory of multiplicity to the class of such modules. The results of this study have found interesting analytical applications (many of them are considered in Björk's book [4] ). In particular, they allowed I. Bernstein [3] to prove the Gelfand's conjecture on meromorphic extensions of functions Γ f (λ) = P λ (x)f (x)dx of one complex variable λ defined in the half-space Re(λ) > 0 for any polynomial in n real variables P (x) = P (x 1 , . . . , x n ) and for any function f (x) = f (x 1 , . . . , x n ) ∈ C ∞ 0 (R n ). In what follows we prove the existence, determine invariants and outline methods of computation of dimension polynomials in two variables associated with the natural bifiltration of a finitely generated module over a Weyl algebra A n (K). We show that such polynomials not only characterize the Bernstein class of left A n (K)-modules, but also carry, in general, more invariants than dimension polynomials introduced by Bernstein.
Preliminaries
Throughout the paper Z, N and Q denote the sets of all integers, all nonnegative integers and all rational numbers, respectively. As usual, Q[t] denotes the ring of polynomials in one variable t with rational coefficients and o(t n ) denotes a polynomial from Q[t] of degree less than n. By a ring we always mean an associative ring with a unit. Every ring homomorphism is unitary (maps unit onto unit), every subring of a ring contains the unit of the ring. Unless otherwise indicated, by the module over a ring R we mean a unitary left R-module.
In what follows we consider a Weyl algebra as an algebra of differential operators over a polynomial ring. More precisely, let K be a field of zero characteristic and R = K[x 1 , . . . , x n ] a polynomial ring in n variables x 1 , . . . , x n over K. Furthermore, let ∂ i denote the operator of partial differentiation of the ring R with respect to the variable x i (i = 1, . . . , n) and let A n (K) denote the corresponding ring of differential operators over R. Then A n (K) is said to be a Weyl algebra in n variables with coefficients from K. It is clear that the K-algebra A n (K) is generated by the elements x 1 , . . . , x n , ∂ 1 , . . . , ∂ n , ∂ i ∂ j = ∂ i ∂ j and ∂ i x j = x j ∂ i for any two different indices i and j (1 ≤ i, j ≤ n), and ∂ i x i = x i ∂ i + 1 for i = 1, . . . , n. (The last identity is a consequence of the product rule, if one considers actions of the operators ∂ i x i and x i ∂ i on the ring R: (∂ i x i )(P ) = ∂ i (x i P ) = (x i ∂ i )(P ) + P for any P ∈ R.)
In what follows, multi-indices with non-negative integers are denoted by small Greek letters. Thus, monomials x Since ord (D 1 D 2 ) = ord D 1 + ord D 2 for any D 1 , D 2 ∈ A n (K), the Weyl algebra A n (K) can be considered as a filtered ring with the nondecreasing filtration (W r ) r∈Z where W r = {D ∈ A n (K)|ord D ≤ r} for r ∈ N and W r = 0, if r < 0.
If M is a finitely generated left A n (K)-module with a system of generators g 1 , . . . , g p , then M can be naturally considered as a filtered A n (K)-module with the filtration (M r ) r∈Z where M r = p i=1 W r g i for r ∈ Z. It is clear that each M r is a finitely generated vector K-space, W r M s = M r+s for all r, s ∈ N, and
The following statement is proved in [2] (see also [4, Chapter 1, Corollaries 3.3, 3.5, and Theorem 4.1]). Proposition 2.1. With the above notation, there exists a polynomial ψ M (t) ∈ Q[t] with the following properties.
(i) ψ M (r) = dim K M r for all sufficiently large r ∈ Z (i. e., there exists r 0 ∈ Z such that the last equality holds for all integers r ≥ r 0 );
. . , a 1 , a 0 ∈ Q), then the degree d of the polynomial ψ(t) and the integer d!a d do not depend on the choice of the system of generators g 1 , . . . , g p of M . These numbers are denoted by d(M ) and e(M ), they are called the Bernstein dimension and multiplicity of the module M , respectively.
The polynomial ψ M (t) is called the Bernstein polynomial of the A n (K)-module M associated with the given system of generators. The family of all finitely generated left A n (K)-modules M such that d(M ) = n is denoted by B n , it is called the Bernstein class of A n (K)-modules.
The following statement (see [4, Chapter 1, Proposition 5.3 and Theorem 5.4]) gives some properties of the Bernstein class.
(ii) If M ∈ B n , then M has a finite length as a left A n (K)-module. In fact, every strictly increasing sequence of A n (K)-modules contains at most e(M ) terms.
(iii) If M is any filtered A n (K)-module with an increasing filtration (M r ) r∈Z and there exist positive integers a and b such that dim K M r ≤ ar n + b(r + 1)
for all r ∈ N, then M ∈ B n and e(M ) ≤ n!a.
Numerical polynomials in two variables
Definition 3.1. A polynomial f (t 1 , t 2 ) in two variables t 1 and t 2 with rational coefficients is called numerical if f (t 1 , t 2 ) ∈ Z for all sufficiently large t 1 , t 2 ∈ Z, i.e., there exists an element (r 0 , s 0 ) ∈ Z 2 such that f (r, s) ∈ Z for all integers r ≥ r 0 , s ≥ s 0 .
It is clear that every polynomial in two variables with integer coefficients is numerical. As an example of a numerical polynomial in two variables with noninteger coefficients one can consider a polynomial t 1 m t 2 n , where m and n are positive integers at least one of which is greater than 1. (As usual, for
in one variable t; furthermore, we set t 0 = 1, and t k = 0 if k is a negative integer). By the degree of a monomial u = t i 1 t j 2 we mean its total degree deg u = i + j, and the degrees of u relative to t 1 and t 2 are defined as deg t1 u = i and deg t2 u = j, respectively. If f (t 1 , t 2 ) = a 1 u 1 + · · · + a k u k is a representation of a numerical polynomial f (t 1 , t 2 ) as a sum of monomials u 1 , . . . , u k with nonzero coefficients a 1 , . . . , a k , then the degree of f (t 1 , t 2 ) and the degree of this polynomial relative to t i (i = 1, 2) are defined as usual: deg f = max{deg u i |1 ≤ i ≤ k} and deg ti f = max{deg ti u i |1 ≤ i ≤ k}, respectively.
The following proposition proved in [9] gives a "canonical" representation of a numerical polynomial in two variables. Proposition 3.2. Let f (t 1 , t 2 ) be a numerical polynomial in two variables t 1 , t 2 , and let deg t1 f = p, deg t2 f = q . Then the polynomial f (t 1 , t 2 ) can be represented in the form
In what follows (until the end of the section), we deal with subsets of the set N m+n where m and n are positive integers. If A ⊆ N m+n , then A(r, s) (r, s ∈ N) will denote the subset of A that consists of all (m + n)-tuples (a 1 , . . . , a m+n ) such that a 1 + · · · + a m ≤ r and a m+1 + · · · + a m+n ≤ s. Furthermore, V A will denote the set {v = (v 1 , . . . , v m+n ) ∈ N m+n |v is not greater than or equal to any element of A with respect to the product order on N m+n }. (Recall that the product order on the set Proposition 3.3. With the above notation, for any set A ⊆ N m+n , there exists a numerical polynomial ω A (t 1 , t 2 ) in two variables t 1 , t p such that (i) ω A (r, s) = Card V A (r, s) for all sufficiently large r, s ∈ N (as usual, Card V denotes the number of elements of a finite set V );
(ii) deg ω ≤ m + n, deg t1 ω ≤ m, and deg t2 ω ≤ n; (iii) deg ω = m + n if and only if the set A is empty, in this case
Definition 3.4. The polynomial ω A (t 1 , . . . , t p ), whose existence is established by Proposition 3.3, is called the (m, n)-dimension polynomial of the set A ⊆ N m+n .
Proposition 3.5. Let A = {a 1 , . . . , a p } be a finite subset of N m+n (m and n are fixed positive integers) and let a i = (a i1 , . . . , a i,m+n ) for i = 1, . . . , p. Furthermore, for any l ∈ N, 0 ≤ l ≤ p, let Γ(l, p) denote the set of all l-element subsets of the set N p = {1, . . . , p}, and for any σ ∈ Γ(l, p) letā σj = max{a ij |i ∈ σ} (1 ≤ j ≤ m + n), b σ = m j=1ā σj , and c σ = m+n j=m+1ā σj . Then
Let N p = {1, . . . , p} (p ∈ Z, p ≥ 1) be the set of the first p positive integers and let N n × N p be the cartesian product of n copies of N (n ∈ N) and N p considered as an ordered set with respect to the product order ≤ P such that (a 1 , . . . , a n , b)
In what follows, we will need the following result on the order ≤ P whose proof can be found in [8, Chapter 0, Sect. 17] Lemma 3.6. Every infinite sequence of elements of N n × N p (n, p ∈ N, p ≥ 1) has an infinite subsequence, strictly increasing relative to the product order, in which every element has the same projection on N p .
Reduction in a free
The efficiency of the classical Gröbner basis methods for the computation of Hilbert polynomials of graded and filtered modules over polynomial rings is well-known. (One of the best presentations of the appropriate results and algorithms can be found in [1, Chapter 9] and [6, Section 15.10].) Similarly, the generalization of the Gröbner basis technique to the rings of differential operators developed in [7] and [10, Chapter 4] allows to find dimension polynomials of finitely generated differential modules (see [10, Chapter 4, theorem 4.3.5] ). In this section we will generalize the classical Gröbner reduction to the case when the set of terms of a Weyl algebra A n (K) is considered together with two natural orderings. The results obtained allows to prove the existence and give a method of computation of characteristic polynomials in two variables associated with a finite system of generators of an
In what follows, we keep the notation and conventions of Section 2. In particular, A n (K) denotes a Weyl algebra in n variables x 1 , . . . , x n over a field K of zero characteristic, and the appropriate partial differentiations are denoted by ∂ 1 , . . . , ∂ n , respectively. Furthermore, Θ will denote the set of all power products of the form x will be denoted by θ x and θ ∂ , respectively. It is easy to see that the sets Θ x = {θ x |θ ∈ Θ} and Θ ∂ = {θ ∂ |θ ∈ Θ} are commutative multiplicative semigroups (of course, Θ is not:
For any element θ = x α ∂ β ∈ Θ, the numbers |α| and |β| will be called, respectively, the x-order and ∂-order of θ or the the orders of θ relative to the sets {x 1 , . . . , x n } and {∂ 1 , . . . , ∂ n }, respectively. These numbers will be denoted, respectively, by ord x θ and ord ∂ θ. For any r, s ∈ N, the set of all θ ∈ Θ such that ord x θ ≤ r and ord ∂ θ ≤ s will be denoted by Θ(r, s). 
. These notions allow one to consider the Weyl algebra A n (K) as a bifiltered ring with the bifiltration (W rs ) r,s∈Z where
for any r, s ∈ Z. Furthermore, W rs W kl ⊆ W r+k,s+l for any r, s, k, l ∈ Z and the last inclusion becomes an equality if r, s, k, l ∈ N.
We shall consider two orderings < x and < ∂ of the set Θ defined as follows: if
. . , δ n ) with respect to the lexicographic order on N 2n+2 , and similarly θ < ∂ θ ′ if and only if (ord ∂ θ, ord x θ, β 1 , . . . , β n , α 1 , . . . , α n ) is less that (ord ∂ θ ′ , ord x θ ′ , δ 1 , . . . , δ n , γ 1 , . . . , γ n ) with respect to the lexicographic order on N 2n+2 .
In this case we also say that θ ′ is a multiple of θ and write θ | θ ′ . It is easy to see that if θ | θ ′ , then there exist elements
In this case, we denote
For example, if n = 1, then θ = x∂ 2 divides θ ′ = x 2 ∂ 3 and one can write θ ′ = θ 0 θ − θ 1 where θ 0 = x∂ and
In what follows, by the least common multiple of two elements θ ′ , θ ′′ ∈ Θ we mean the element lcm(θ
. it is easy to see that if θ = lcm(θ ′ , θ ′′ ), then θ ′ |θ, θ ′′ |θ and whenever θ ′ |τ , θ ′′ |τ for some τ ∈ Θ, one has θ|τ . Let E be a finitely generated free A n (K)-module with free generators e 1 , . . . , e m . Obviously, E can be considered as a vector K-space with the basis Θe = {θe i |θ ∈ Θ, 1 ≤ i ≤ p} whose elements will be called terms. For any term θe j (θ ∈ Θ, 1 ≤ j ≤ m), we define the x-order ord x (θe j ) and ∂-order ord ∂ (θe j ) of this term as the numbers ord x θ and ord ∂ θ, respectively. If T ⊆ Θ, then the set {te i | t ∈ T, 1 ≤ i ≤ m} will be denoted by T e in particular, for any r 1 , r 2 ∈ N, Θ(r 1 , r 2 )e will denote the set
Since the set of all terms Θe is a basis of the vector K-space E, every nonzero element f ∈ E has a unique representation of the form
where θ j ∈∈ Θ, a j ∈ K, a j = 0 (1 ≤ j ≤ s) and the terms θ 1 e i1 , . . . , θ s e is are all distinct. We say that a term u appears in f (or that f contains u) if u is one of the terms θ k e i k in the representation (5.1) (that is, the coefficient of u in f is not zero).
In this case we also say that v divides u, write v|u and set
The least common multiple of two terms w 1 = θ 1 e i and w 2 = θ 2 e j is defined as
We shall consider two orderings of the set Θe that correspond to the orderings < x and < ∂ of Θ. These orderings of Θe, which will be denoted by the same symbols < x and < ∂ , are defined as follows: if θe i , θ ′ e j ∈ Θe, then θe i < x θ ′ e j (respectively, θe i < ∂ θ ′ e j ) if and only if θ < x θ ′ (respectively, θ < ∂ θ ′ ) or θ = θ ′ and i < j.
Definition 4.1. Let f be a nonzero element of E written in the form (5.1).
Then the greatest with respect to < x term of the set {θ 1 e i1 , . . . , θ s e is } is called the x-leader of f while the greatest with respect to < ∂ term of this set is called the ∂-leader of the element f . The x-leader and ∂-leader of f will be denoted by u f and v f , respectively. Furthermore, lc x (f ) and lc ∂ (f ) will denote, respectively, the coefficients of u f and v f in representation (4.1). (Of course, it is possible, that u f = v f and therefore lc x (f ) = lc ∂ (f ).)
We say that f is (x, ∂)-reduced with respect to g if f does not contain any multiple θu g of u g (θ ∈ Θ) such that ord ∂ (θv g ) ≤ ord ∂ v f . An element f ∈ E is said to be (x, ∂)-reduced with respect to a set G ⊆ E if f is (x, ∂)-reduced with respect to every element of G.
Let us consider a new symbol z and the free commutative semigroup T of all power products θz = x i1
. Let T e = T × {e 1 , . . . , e m } = {te i | t ∈ T, 1 ≤ i ≤ m}. We say that an element te i ∈ T e divides an element t ′ e j ∈ T e and write te i |t ′ e j if and only if i = j and
Definition 4.3. With the above notation, let N be an A n (K)-submodule of a free A n (K)-module E with a basis {e 1 , . . . , e m }. A finite set of nonzero elements G = {g 1 , . . . , g r } is called a (x, ∂)-Gröbner basis of N if for any nonzero element f ∈ N , there exists g i ∈ G such that ρ(g i )|ρ(f ).
Since the condition ρ(g i )|ρ(f ) implies that u gi |u f , any (x, ∂)-Gröbner basis of an A n (K)-submodule N of E is a Gröbner basis of N with respect to the total order < x in the usual sense.
A finite set of nonzero elements G = {g 1 , . . . , g r } ⊆ E is said to be a (x, ∂)- 
Definition 4.5. Let f, h ∈ E and let G = {g 1 , . . . , g r } be a finite set of nonzero elements of E. We say that f is (x, ∂)-reduces to h modulo G and write f G − − →
x,∂ h if and only if there exist elements g (1) , g (2) , . . .
. . .
Theorem 4.6. With the above notation, let f ∈ E and let G = {g 1 , . . . , g r } be an (x, ∂)-Gröbner basis in E. Then there exist elements g ∈ E and Q 1 , . . . , Q r ∈
Q i g i and g is (x, ∂)-reduced with respect to G.
Proof. If f is (x, ∂)-reduced with respect to G, the statement is obvious (one can set g = f ). Suppose that f is not (x, ∂)-reduced with respect to G. Let
In what follows, a term w h will be called a G-leader of an element h ∈ E if w h is the greatest with respect to < x term among all terms w with the following properties: (i) w appears in h;
(ii) w is a multiple some
Let w f be the G-leader of an element f ∈ E and let c f be the coefficient of w f in representation (5.1) of f . Then u i |w for some i, 1 ≤ i ≤ r, and ord
Without loss of generality we can assume that i corresponds to the greatest with respect to < x x-leader u i satisfying the above condition. Let g ′ i = g i − lx x (g i )u i and let w f u i = θ, so that w f = θu i + S i where S i denotes a sum of terms of the form
is less than θu i , and therefore less than w f , with respect to < x . Clearly, f ′ does not contain w f and
Furthermore, f ′ cannot contain any term w ′ such that w f < x w ′ , u i |w ′ , and
′ is strictly less than w f with respect to < x . Applying the same procedure to f ′ and continuing in the same way we will obtain an element g ∈ E such that
A n (K)g i and g is (x, ∂)-reduced with respect to G.
The process of reduction described in the proof of Theorem 5.6 can be realized with the following algorithm. Algorithm 4.7. (f, r, g 1 , . . . , g r ; g) Input: f ∈ E, a positive integer r, G = {g 1 , . . . , g r } ⊆ E where g i = 0 for i = 1, . . . , r Output: Elements g ∈ E and Q 1 , . . . , Q r ∈ D such that g = f − r i=1 Q i g i and g is reduced with respect to G Begin Q 1 := 0, . . . , Q r := 0, g := f While there exist i, 1 ≤ i ≤ r, and a term w, that appears in g i with a nonzero coefficient c(w), such that u gi |w and ord ∂ (
= the greatest (with respect to < x ) term w satisfying the above conditions. k:= the smallest number i for which u gi is the greatest (with respect to < x ) x-leader of an element g i ∈ G such that u gi |z and ord ∂ (
The proof of Theorem 4.6 shows that if G is an (x, ∂)-Gröbner basis of an A n (K)-submodule N of E, then the reduction step described in Definition 4.4 can be applied to every nonzero element of f ∈ N . As a result of such a step, we obtain an element of N whose G-leader is strictly less than the G-leader of f with respect to < x . This observation leads to the following statement. (ii) If f ∈ N and f is (x, ∂)-reduced with respect to G, then f = 0.
Definition 4.9. Let f and g be two elements in the free A n (K)-module E.
Let θ
, and θ
g g are called the x-S-polynomial and ∂-S-polynomial of f and g, respectively.
Theorem 4.10. With the above notation, let f, g 1 , . . . , g r ∈ E (r ≥ 1) and let
for any ν, j ∈ {1, . . . , r}. Furthermore, suppose that θ 1 u g1 = · · · = θ r u gr = u, u f < x u and θ i v gi ≤ ∂ v f for all i ∈ {1, . . . , r}. Then there exist elements
Proof. Without loss of generality we can assume that lc x (g i ) = 1 for i = 1, . . . , r. Then the inequality u f < x u implies that c 1 + · · · + c r = 0. Furthermore,
for any ν, j ∈ {1, . . . , r}, and for every i = 2, . . . , r − 1 we have
Using these equalities and the equalities
Since u θi−1,iSx(gi−1,gi) < x u, and v θi−1,iSx(gi−1,gi) ≤ ∂ v f for all i = 2, . . . , r, we have the desired representation of f .
The following result provides the theoretical foundation for the algorithm for constructing (x, ∂)-Gröbner bases. Proof. Notice that it is sufficient to prove that under the conditions of the theorem every element f ∈ N can be represented as
where h 1 , . . . , h r ∈ A n (K),
(symbol max <x indicates that the maximum is taken with respect to the order < x ) and
Indeed, with the notation of Definition 4.3, if the above conditions hold, then ρ(f ) is divisible by ρ(g i ) where g i gives the maximum value in the left-hand side of (4.3). Let f ∈ N . Since G is a Gröbner basis with respect to < ∂ , one can write f as
where H 1 , . . . , H r ∈ A n (K) and
Let us choose among all representations of the form (4.5) with condition (4.6) a representation with the smallest with respect to < x possible term u = max <x {u Hi u gi | 1 ≤ i ≤ r}. Setting d i = lc k (H i ) (1 ≤ i ≤ r) and breaking the sum (4.5) in three parts we can write
Note that if u = u f , then the expression (4.7) satisfies conditions (4.2) -(4.4). Indeed, by (4.6) we have
whence the x-leader of the second sum in (4.7) does not exceed u with respect to < x . Furthermore, it is clear that u Hi u gi = u for any term in the sum
and ord ∂ vf ≤ max i∈I {ord ∂ (v Hi v gi )} ≤ ord ∂ v f where I denotes the set of all indices i ∈ {1, . . . , r} that appear in (4.8).
Let u ij = lcm(u i , u j ) for any i, j ∈ I, i = j, and let θ ij = u u ij ∈ Θ (u ij |u, since u = u Hi u gi for every i ∈ I.) By Theorem 4.10, there exist elements
where u θijSx(gi,gj ) < x uf = u and ord ∂ v θij Sx(gi,gj ) ≤ ord ∂ vf .
Thus, for any indices i, j in sum (4.9), one has
whereH ν = i,j c ij θ ij q νij and uH
ord ∂ uf ≤ ord ∂ vf , so that representation (4.10) satisfies the condition
for ν = 1, . . . , r. Substituting (4.10) into (4.7) we obtain
where, denoting each H i − d i u Hi in the second sum by H ′ i , we have the following conditions: uH
u gi < x u for any term with index i in the second sum of (4.12), and u Hj u gj < x u for any term with index j in the third sum of (4.12). We also have inequality (4.11) for the first sum, the inequality ord (4.6) ) for every index i in the second sum and the inequality ord ∂ (v Hj v gj ) ≤ ord ∂ v f for every index j in the third sum of (4.12). Thus, (4.12) is a representation of f in the form (4.5) with condition (4.6) such that if one writes (4.12) as f = r i=1H ′ i g i (combining the sums in (4.12) ), then max <x {uH′ 1 u g1 , . . . , uH′ r u gr } < x u and one has condition (4.6). We have arrived at a contradiction with our choice of representation (4.5) with condition (4.6) and the smallest with respect to < x possible value of u = max{u Hi u gi | 1 ≤ i ≤ r}. Thus, every element f ∈ N can be written in the form (4.2) with conditions (4.3) and (4.4). This completes the proof of the theorem.
The last theorem allows one to construct an (x, ∂)-Gröbner basis of an A n (K)-submodule of E starting with the usual Gröbner basis of N with respect to the term order < ∂ .
Bivariate dimension polynomials of A n (K)-modules and their invariants
In what follows we consider the ring A n (K) as a bifiltered ring with respect to the natural bifiltration (W rs ) r,s∈Z introduced at the beginning of the preceding section. Recall that W rs = 0, if at least one of the numbers r, s is negative, and if r ≥ 0, s ≥ 0, then W rs is a vector K-space generated by the set Θ(r, s) = {θ ∈ Θ|ord x θ ≤ r, ord ∂ θ ≤ s}. It follows from the third statement of Proposition 3.3 that dim K W rs = Card Θ(r, s) = r + n m s + n n for any r, s ∈ N.
Definition 5.1. Let M be a module over a Weyl algebra A n (K). A bisequence (M rs ) r,s∈Z of vector K-subspaces of the module M is called a bifiltration of M if the following three conditions hold: (i) If r ∈ Z is fixed, then M rs ⊆ M r,s+1 for all s ∈ Z and M rs = 0 for all sufficiently small s ∈ Z. Similarly, if s ∈ Z is fixed, then M rs ⊆ M r+1,s for all r ∈ Z and M rs = 0 for all sufficiently small r ∈ Z.
(ii) {M rs |r, In what follows we use the properties of (x, ∂)-Gröbner bases to prove the existence and obtain a method of computation of bivariate dimension polynomials of finitely generated A n (K)-modules. The following result can be considered as the main step in this direction.
Theorem 5.3. Let M be a finitely generated A n (K)-module with a system of generators {f 1 , . . . , f m }, E a free A n (K)-module with a basis e 1 , . . . , e m , and W rs f i , and let U rs denote the set {w ∈ Θe|ord x w ≤ r, ord ∂ w ≤ s, and either w is not a multiple of any u gi (1 ≤ i ≤ d) or ord ∂ (θv gj ) > s for any θ ∈ Θ, g j ∈ G such that w = θu gj }. Then π(U rs ) is a basis of the vector K-space M rs .
Proof. Let us prove, first, that every element θf i (1 ≤ i ≤ m, θ ∈ Θ(r, s)), that does not belong to π(U rs ), can be written as a finite linear combination of elements of π(U rs ) with coefficients in K (so that the set π(U rs ) generates the vector K-space M rs ). Since
Let us consider the element g j = a j u gj + . . . (a j ∈ K, a j = 0), where dots are placed instead of the other terms that appear in g j (obviously, those terms are less than u gj with respect to the order < x ). Since g j ∈ N = Ker π, π(g j ) = a j π(u gj ) + · · · = 0, whence
. Thus, we can apply the induction on θe j (θ ∈ Θ, 1 ≤ j ≤ p) with respect to the order < x and obtain that every element θf i (θ ∈ Θ(r, s), 1 ≤ j ≤ m) can be written as a finite linear combination of elements of π(U rs ) with coefficients from the field K. Now, let us prove that the set π(U rs ) is linearly independent over K. Let q i=1 a i π(u i ) = 0 for some u 1 , . . . , u q ∈ U rs , a 1 , . . . , a q ∈ K. Then h = q i=1 a i u i is an element of N (x, ∂)-reduced with respect to G. Indeed, if an element u = θe j appears in h (so that u = u i for some i = 1, . . . , q), then either u is not a multiple of any v h is one of  the elements u 1 , . . . , u q that lie in U rs ). Applying Theorem 4.8 we obtain that h = 0, whence a 1 = · · · = a q = 0. This completes the proof of the theorem. Theorem 5.3 leads to the following existence theorem, which is the main result of this section.
Theorem 5.4. Let M be a finitely generated A n (K)-module with a system of generators {f 1 , . . . , f m } and let (M rs ) r,s∈Z be the corresponding natural bifil-
(It means that there exist r 0 , s 0 ∈ Z such that the equality holds for all r ≥ r 0 , s ≥ s 0 .)
where a ij ∈ Z for all i, j.
Proof. Let E be a free A n (K)-module with a basis e 1 , . . . , e m , let N be the kernel of the natural epimorphism π : E −→ M , and let the set U rs (r, s ∈ N) be the same as in the conditions of Theorem 5. 
Furthermore, for any two different elements g i , g j ∈ Σ, we have
Similarly, for any three different elements g i , g j , g k ∈ Σ we obtain that
and so on.
Thus, for all sufficiently large (r, s) ∈ N 2 , Card U be the maximal elements of Λ ′ relative to the lexicographic and reverse lexicographic orders on N 2 , respectively. In order to prove the theorem, we should show that µ = σ, ν = ǫ, a nn = b nn , a µ1µ2 = b σ1σ2 , and a ν1ν2 = b ǫ1ǫ2 .
Since If a nn = 0, then (n, n) ∈ Λ and (n, n) ∈ Λ ′ hence µ = ν = σ = ǫ = (n, n) and a µ1µ2 = a ν1ν2 = b σ1σ2 = b ǫ1ǫ2 = a nn = b nn . Suppose that a nn = 0. Then (µ 1 , µ 2 ) = (n, n), a µ1µ2 = 0, and the coefficient of the monomial t ) for all s ≥ s 0 , we conclude that eµ 1 + µ 2 = eσ 1 + σ 2 for all sufficiently large e ∈ N and the coefficients of the power s eµ1+µ2 in the polynomials φ M (t 1 , t 2 ) and φ * M (t 1 , t 2 ) are equal. Therefore, µ 1 = σ 1 , µ 2 = σ 2 and a µ1µ2 = b µ1µ2 .
The equalities ν 1 = ǫ 1 , ν 2 = ǫ 2 and a ν1ν2 = b ν1ν2 , as well as the equality of coefficients of total degree d of can be proved similarly.
It is clear that if (W r ) r∈Z is the one-dimensional filtration of the Weyl algebra A n (K) introduced in Section 2, then W r ⊆ D rr ⊆ W 2r for all r ∈ N. Therefore, if φ M (t 1 , t 2 ) and ψ M (t) denote, respectively, our characteristic polynomial and the Bernstein polynomial associated with the same finite system of generators of an A n (M )-module M , then ψ M (r) ≤ φ M (r, r) ≤ ψ M (2r) for all sufficiently large r ∈ Z. It follows that n ≤ deg ψ M (t) = deg φ M (t 1 , t 2 ) ≤ 2n and M ∈ B n if and only if deg φ M (t 1 , t 2 ) = n.
The following example shows that a characteristic polynomial φ M (t 1 , t 2 ) of a finitely generated A n (K)-module M can carry more invariants (i. e., numbers that do not depend on the choice of a system of generators the characteristic polynomial is associated with) than the Bernstein polynomial ψ M (t). The second author's research was supported by the NSF Grant CCF 1016608
