
























































































































































































































た個々の 事`物'(または "事象 ")がシステムに入力され,それに対する "行動"(または "皮
応")を出力するシステムを考える.これを2層の回路で実現しようとすると,2n個(nは入力ベ
クトルの次元)の事物およびそれにたいする行動だけしか記憶できないことになる.一万 ,3層回














































































今 m 個の入力ベクトル(n次元)が与えられたとし,それぞれ 0を出力すべきか1を出力すべ
きかが決まっているとする.そこで,0を出力すべき入力ベクトルの集合をS.,1を出力すべき入
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カベクトルの集合を Slとおく.単一ニューロンはn次元の入力空間を超平面で切って,片方の半
空間に属する入力に対して 0を他方の入力に対しては 1を出力する.つまりS.とSlとは線形
分離可能でなければならない.S.とSlの与えられ方の捻数は2n であるが,そのうち線形分散可
能である場合の数L(n,m)はどれだけあるかを考える.入力ベクトル集合が一般の位置にあれば,
実は入力ベクトルの配置によらず
Al
L(n,m)-2Ei岩0(m‡1) (31)
となることがわかっている.従ってm≦n+1ならば常に線形分離可能となり,絶対容量はn+1
である.またSoとSlの与えられ方が全くランダム(2n個の場合が等確率で起きる)とすれば,級
形分離可能である確率はnが十分大きい時,m/n<2で 1,m/n>2で 0となるため,確率論的
に決まる容量は2nとなる.
AppendixC.神経回路網における解析手法
本報告の計算においでは確率論的な手法を用いたが,そのほかにCoverが用いた計算幾何学
的な手法はより厳密な結果を得る方法として考えられる.しかし計算幾何学的な手法はその厳密
性ゆえに,一般に解析が難しい.
一方,統計物理学的なアプローチは強力な解析手法として従来から用いられてきた.種々の近
似手法によって,特に神経回路網のダイナミクスに関しては多くの興味ある解析結果がある.
記憶容量に関しても,最近,Gardner【7】らによって統計物理学的な解析がなされた.そこで用
いられている近似手法には鞍点法のほか,スピングラスとのアナロジーからレプリカ法や,平均場
近似を用いている･そうして得られた解析結果 (特にレプリが す称解)は,定量的に疑問が残る点
もある.レプリカ法や平均場近似の数学的基碇を明らかにする必要があろう.また神経回路網の特
長の一つである学習による自己組織化に関しても統計物理学的な解析が期待される.
しかしながら,統計物理学としての神経回路網と情報処理システムとしてのそれとは,興味の
対象が微妙にずれやすいという問題もある.統計物理学は物理的視点からより現象をうまく説明
できるモデルを構築し,その数学的な性質を調べることに重きをおいてきた.一方情報処理システ
ムとしての神経回路網研究は究凍的には脳内の現象を説明するという目標があるにしろ,一旦実
際の脳とは距能をおいて,高い能力をもつ情報処理システムとは何かということを追求し,そのた
めのモデル構築およびその数学的解析に重きをおいてきた.そのような視点においでも統計物理
学的手法は強力な解析手段となり得るであろう.
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