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態数が大幅に小さいプロトコルを提案する.提案プロトコルは,  a= \max.  a . とすると,1エー

















の実現について検討する.個体群プロトコルモデル  [11 は分散アルゴリズム理論におけるモバイル
計算機網のモデルの一つであるが,近年,群知能,化学反応系のような,個々の個体が極めて限定












め,自然な問題設定として,本研究では,任意の整数構成比  R=(a_{1}, a_{2}, \ldots, a_{k}) が与えられた時
に個体群をその比に従って  k 個のグループに分割する  R‐一般化分割問題を取り扱う.
本研究では個体群を構成するエージェント数が   \sum_{x=1}^{k}a_{i} に比例すると仮定した時に,先行研究のプ
ロトコル [5] を応用したプロトコルよりも少ない状態数で分割するプロトコルを考案した.提案プロ




一様2分割問題の一般化である一様  k 分割問題 [5] についても研究を行い,個体群を比が一様な  k
個のグループに分割するための状態数が  3k-2 のプロトコルを示した.一様  k 分割を行うプロト
コルを用いて,任意の整数構成比に従ってグループを分割することは各エージェントを   \sum_{i}a, 個の
グループー様分割したのち,状態を適切に (局所的に) デコードすることで可能であるが,このと







V, 通信可能なエージェント同士をつなぐ辺集合を  E とした無向グラフ  G=(V, E) で表すことが
できる.この無向グラフ  G を通信可能性グラフという.本研究では,以降  G は完全グラフである
ことを仮定して議論する.また,本稿ではエージェントを  G の頂点集合  V の要素として,通信を
辺集合  E の要素として参照する.本研究では各エージェントは匿名であると仮定する.すなわち,
各工ージェントを  V の要素として参照することはプロトコル説明の便宜上導入されているもので
あり,各工ージェントは自身がどのような値によって参照されるかどうかを知ることはできない.
形式的には,匿名性は,任意のエージェント  i(i\in V) について,その動作が  i の値とは独立なプロ
トコルのみを考えるという仮定として定義される.
一般的な個体群プロトコルモデルは  P=(X, Y, Q, I, O, \delta) で表される.Xはプロトコル開始時
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に各ノードに与えられる入力文字の集合を表し,  Y は各工ージエントが出力する文字の集合を表
す.  Q はエージェントの状態集合を表す.各工ージエントの初期状態は自身の入力文字にのみ依存
して決定される.  I:Xarrow Q は入力アルファベットから状態集合への写像であり,各入力値に対応
するエージェントの初期状態を定める.  O :  Qarrow Y は状態集合から出力アルファベットへの写像
である.  \delta :  Q\cross Qarrow Q\cross Q は状態遷移関数を表し,インタラクトする2つのエージエントはこの
関数に従って状態を遷移させる.任意の4つの状態  q_{1} , q2,  q_{3},  q_{4}\in Q に対して,  \delta  (q_{1}, q2)=(q_{3}, q_{4})
が成り立つとき,  (q_{1}, q2)  arrow(q_{3}, q_{4}) を遷移と呼び,  \delta_{1}(q_{1}, q_{2})=q_{3},  \delta_{2}(q_{1}, q_{2})=q_{4} が定義される.
本稿で検討する分割問題では,すべてのエージェントに同じ文字が入力文字として与えられ,初期
状態は一意に定まることを前提としている.そのため,入力集合  X , 写像  I の代用として,ある
状態  s\in Q を初期状態としてプロトコルを定義するものとする.すなわち,本稿ではプロトコル
 P は  (Y, Q, s, 0, \delta) の5項組で定義するものとする.
ある時点での個体群を構成する各  \iota一ジェントの状態への写像  C :  Varrow Q をその時点での状況
と呼ぶ.プロトコル  P において状態  C は以下の条件を満たすとき,ある2つのノード  u,  v の通信
 e\in E によって  C' へ遷移可能といい,  Carrow^{P}C' と表す.
 C'(u)=\delta_{1}(C(u), C(v))
 C^{l}(v)=\delta_{2}(C(u), C(v))
 C'(w)=C(w)(w\in V\backslash \{u, v\})
文脈上プロトコル  P が明確である場合,  P を省略し  arrow を用いる.また , 2つの状況  C_{0},  C_{m} の
間に遷移可能な状況列   C_{0}arrow C_{1}arrow C_{2}arrow  arrow C_{m} が存在する時,  C_{m} は  C_{0} から到達可能とい
い,  C_{0}arrow^{*}C_{m} と表す.状況  C におけるにおける出力アルファベットが  y\in Y であるようなエー
ジェントの個数を洗(C) で表すとし,任意の出力アルファベットの列  Y'=y_{1},  y_{2} , ,  y_{n} に対し
て  H_{Y'}(C)=(\#_{y_{1}}(C), \#_{y_{2}}(C), \cdot\cdot , \#_{y}.(C)) とする.個体群プロトコルの状況  C における出力は
 Out=H_{Y}(C) である.
2.2 実行の公平性
ある無限の状況の系列  E=C_{0},  C_{1},  C_{2} , , , , が,任意の  i(i\geq 0) について,  C_{i}arrow^{P}C_{i+1} を満た









定義1. 無限長の実行  E において,ある状況  C が無限にしばしば現れ,  C から遷移可能なすべて
の状況が同じく無限にしばしば  E に現れる時,この実行  E は大域公平性を満たすと呼ぶ.
大域公平性が保証していることは,直感的には,実行においてライブロックを生じないという
ことである.例を挙げて説明する.あるプロトコル  P をエージエント数  n のシステムで実行する
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ことを考える.このとき可能な状況全ての集合を傷とし,  T_{n}=\{(C, C')|Carrow C'\} としたとき,
 \mathcal{G}_{n}=(\mathcal{C}_{n}, T_{n}) で定義される有向グラフを  n エージェントシステムにおける  P の実行グラフと呼
ぶ.このシステムにおける任意の実行は  \mathcal{G}_{n} 上の道に対応付けられるが,大域公平性は  \mathcal{G}_{n} 中の任
意の閉路  H について,そこから外れる遷移が存在する限り,実行が  H を無限に循環することがな
いことを保証している.次に,大域公平性の下での一般化分割問題を解くプロトコルの正当性につ
いて議論する上で有用な,以下の補題 [2, 3] を導入する.
補題1. 任意の  n についてのプロトコル  P の実行グラフ  \mathcal{G}_{n}=(C_{n}, T_{n}) について,ある状況の部分
集合  \mathcal{D}\subseteq 免をプロトコル  P の正当な状況と定めるとする.もし  G_{n} が以下の2条件を満たすな
らば,  P は大域公平性のもとで必ず正当な状況に収束し,その後正当な状況を保ちつ続ける.
. 初期状況  C_{0} から到達可能な任意の  C\in \mathcal{C}_{n} について,ある状況  D\in \mathcal{D} が存在し,  Carrow^{*}D
が成立する.




れる.  R=  (a_{1}, a_{2}, \cdots , a_{k}) を構成比とする一般化分割問題を特に  R‐一般化分割問題と呼ぶ.この
時,一般性を失わず  gcd  (a_{1}, a_{2}, \cdots , a_{k})=1 と仮定する.一般化分割問題では,出力アルファベッ
ト  Y=\{g_{1} , g2,  g_{3},  g緑をエージェントの分割先グループ名の集合とすると,状況  C において  i
番目のグループに属するエージェントの数は  H_{Y}(C)_{i} で表すことができる.この  Y に各工ージェ
ントの状態を出力関数  0 によって写像する.この時,  0 は単射である必要はない.直観的には一
般化分割問題は,構成比の総和を â としたとき,  H_{y}(C)_{z}=a_{i}N/\hat{a} が任意の  i について所望の構成
比を達成しているような状況に収束させるような問題とみなせるが,エージェント数  N が構成比
の総和 (â とする) で割り切れるとは限らないため,一般にこの式の右辺は整数値とはならない.そ
のため,より正確には,全工ージェントのうち,端数に相当する  Nmod â個のエージェントを適
切に取り除いたとき,残りのエージエントが上記の式を満たしているとき,正しく分割された状況
として定義する (すなわち,端数の振る舞いに関してはなにも制約を課さない)
定義2. 与えられた  R‐一般化分割問題の出力アルファベット集合を  Y とする.状況  C からある適
切な  Nmod â個のエージェントを除外した状況  C' が存在し,任意の  i\in Y について
  H_{Y}(C')_{\iota}=\frac{a_{i}}{\hat{a}}N (1)
が成り立つとき,  C は正当である.
なお,以降,  a= \max_{\in[1,k]}\{a_{1}, a_{2}, , a_{k}\} と略記する.
3 提案プロトコル




本稿で提案するプロトコルは,各グループ  i 毎に  a_{i} 個のエージェントの集合体 (サブクラスタ)
を作り,最後に各グループのサブクラスタをひとつにまとめた集合体 (メインクラスタ) を作ること
を同時並行的に行うことで,所望の整数構成比を達成する.各  \iota一ジェントの状態は,自身が所属









化する.主エージエント  i は,クラスタ構成におけるリーダの役割を果たし,他の主エージエント
 j とインタラクトしたときにそれを従属させる (すなわち,  j のステータスを従属  Ji一ジェントに
変化させる) ことでサブクラスタのメンバに含めていく.このとき,主エージェント  i のカウンタ
値に従属されたエージェント  j のカウンタ値を加算する.この処理は,  j が過去に従属させたエー
ジェント (と  j 自身) を,間接的に  i が従属させたとみなすことを意味する.このことより,任意の
状況において,主  \iota一ジェント  i のカウンタ値は,  i が(直接的あるいは間接的に) 従属させたエー
ジェント数  +1 に一致している (  +1 は自分自身を計上しているため). また逆にすべての従属エー
ジェントはある一つの主工ージエント (自分を (直接的あるいは間接的に) 従属させたエージエン
トに) 対応付けることができるため,グループID が1, カウンタ値が  k の主エージェントが存在す
ることは,そのエージェントをある種のリーダとした,  k エージエントのグループが構成されてい
るとみなすことができる.このことより,最終的にカウンタ値  a_{1} の主工一ジェント  i が生成され
た時点で,グループ1のサブクラスタ構成が完了したことになる.このとき,エージェント  i が新
たな自由工ージェント  j とインタラクトしたならば,  j はグ)レープ2のカウンタ{直1の主工ージエ




のとき,グループ1のあるサブクラスタ内におけるリーダエージエント (カウンタ値  a_{1} の主工一
ジェント) は,グループ2以降のサブクラスタを順次ひとつづつ吸収合併してく.吸収されたサブ
クラスタのリーダエージェントのステータスを従属状態に変更することで,他のサブクラスタに同




















上述のクラスタ構成における状態遷移をすべて可逆化する.すなわち,ある遷移  (a, b)arrow(c, d) に








問題点3に関しては,グループ  i が取りうるカウンタ値として,  0 から  a、を許すのではなく,そ
の一部の値のみカウンタ値として許すことで,状態数の削滅を行う.具体的には,以下の式で与え
られる集合  A(a) を導入する: 任意の整数  a の2進数表現を  (a)_{2} とし,  (a)_{2} の  i 番目の値を  i 番目
の要素とするベクトルを  \vec{a} とし,  a のビット列の桁数を  m とする.このとき,  A(a) を以下のよう
に定義する.
 A(a)= \{x\in \mathbb{N}|\exists j\in \mathbb{N}:x=2^{j}\wedge x\leq a\}
\cup\{x\in \mathbb{N} \exists j\in \mathbb{N}:x=\sum_{h=1}^{J}\vec{a}_{h}\cross 
2^{h-1}\wedge x\leq a\}
直観的に説明すると,集合  A(a) は,  a を超えない2のべき乗で表現可能な値,および任意の
 h\leq m について,  (a)_{2} の下位  h ビットをゼロでマスクした値,の2種類により構成されている.定
義より  A(a) のサイズは明らかに  O(\log_{2}a) で収まる.提案アルゴリズムでは,各グループ  i につ
いて,カウンタ値として  A(a_{t}) 中の値のみを用いる,  A(a_{i}) 中のカウンタ値のみでサブクラスタが
構成可能であることは以下のように主  \iota一ジェントをインタラクトさせる過程が存在することから
容易に確認できる.
. まず,任意の缶  =1 であるような,  i について,カウンタ値  2^{z} の主  \iota一ジエントを作成する.
任意の記について,  2^{x} のカウンタ値は,カウンタ値  2^{x-1} の主エージエント 2つをインタラ
クトさせることで生成可能なので,この生成過程は2のべきのカウンタ値のみを用いて実現
可能である.
. 次に,最初のステップで構成された主  \iota一ジェント群をカウンタ値の大きい順に順次足し合
わせていく,この過程において,  h 回の足し合わせで生じるカウンタ値は  (a)_{2} において値の







提案プロトコルでは,エージェントの状態を (  9^{id,v} , state) の3項組で表す.gid はエージェント
が分割されるグルーフ \circのID を表し,  v はカウンタの値を表す.そして,state はエージェントのス
テータスを表す.  8tate=-1 は従属  \iota一ジェントであることを表し,state  =0 かつ  v=0 は自由
工ージェントであることを表す.それ以外の場合はエージェントが主工ージェントであることを表
している.一般に  gid=1 の時を除いて,主  \iota一ジェントのstate 値は  0 である.  gid=1 のエー
ジェントに関しては,特に  v=a_{1} のとき,構成されたサブクラスタを順次吸収合併していくため,
何番目のグループまで吸収したかを記憶しておく必要がある,state はそのためのカウンタとして
も働く.前述の通り,カウンタ値  v は任意の値を取ることはできない.実際に可能なグループ  i の
エージェント状態集合  Q_{a}^{g}. を以下のように定義する.
 Q_{a}^{g_{z}}=\{(i, x, 0), (i, x, -1)|x\in A(a)\}
となる.ただし,  a=1 の場合は  Q_{a}^{g}. に(1,2,0) を追加する.以上のもと,  R‐一般化分割問題を状





Algorithm 1  P_{dxv}
Require:  1\leq i\leq k
Require:  0\leq s\leq k-2
 Y=\{91, g_{2}, . . . , g_{k}, T\}
 Q= \bigcup_{\iota=1}^{k}Q_{a_{l}}^{g_{l}}\cup\{(1, a_{1}, x)|1\leq x\leq k-1\}
\cup\{(0,0,0)\}
 s=(0,0,0)
 O=\{q\in Q_{a_{1}}^{g_{1}}\}\cup\{(1, a_{1}, k-1)\}arrow g_{1}, \{q\in Q_{a_{k}
}^{g_{k}}\}arrow g_{k},
 \{(0,0,0)\}\cup\{(1, a_{1}, x)|1\leq x\leq k-2\}arrow T\}
 \delta の構戒規則 :
1:  (0,0,0)(0,0,0)arrow(1,1,0)(0,0,0)
2:  (i, x, 0)(0,0,0)arrow(i, x, 0)((imod k)+1,1,0)
3:  (1, a_{1}, x)(0,0,0)arrow(1, a_{1}, x)(2,1,0) s.t.l  \leq x\leq k-1
4:  (i, x, 0)(i, y, 0)arrow(i, x+y, 0)(i, y, -1)  s.t.(i, x, 0),  (i, y, 0),  (i, x+y, 0)\in Q_{a_{\iota}}^{g_{z}}.
5:  (i, 2,0)(i, x, -1)arrow(0,0,0)(0,0,0)
6:  (i, x, 0)(i, y, -1)arrow (  i , xı,  0 )  (i, x_{2},0) s.t.x  =x_{1}+x_{2}\wedge(i, x_{1},0),  (i, x_{2},0)\in Q_{a_{\iota}}^{g_{l}}
 7 :  (1, a_{1}, s)(s+2, a_{s+2},0)arrow(1, a_{1}, s+1)(s+2, a_{s+2}, -1)











本節では,  P_{d_{i}v} の正当性について議論する.詳しい証明は紙幅の都合上省略するが  P_{d\iota v} につい
て以下の3つの補題が成り立つ.
補題2. 任意の状況  C において  \#_{(\iota,x,0)}(C)=m のとき,少なくとも  m(x-1) 個の  gid=i , state  =
 -1 を持つエージェントが存在する.
補題3.  P_{d\iota v} の任意の状況  C において,  \#_{1,a_{1},s}(C)=m のとき,  1<i\leq s+1 について  gid=
 i,  v=a. , state  =-1 のエージェントが少なくとも  m個存在する.
補題4.  P_{dxv} は,  m  (m\geq\^{a}) 個の (0,0,0) の状態を持つエージエントが存在するとき,通信する
エージェント対の順序を選ぶことで   \frac{m}{\hat{a}} 個の  (1, a_{1}, k-1) を生成することができる.
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補題2はグループ  i のカウンタ値が  x の主工ージェントが存在するときに,その主エージェント
によって従属されたグループ  i に属する従属エージェントが必ず  x-1 個存在することを保証して
いる.すなわち,この補題によってサブクラスタの構成の正当性が保証される.補題3はグループ
1のstate  =s の主  \iota一ジェントが存在するときに,その主工ージェントによって従属されたグルー




定理1.  P_{div} は  N=c\^{a}  (c \in \mathbb{N}) のとき,  R‐一般化分割問題を状態数  0(k\log_{2}a) で解くことがで
きる.
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