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CHAPITRE I
INTRODUCTION GÉNÉRALE
La présente thèse s’est déroulée dans le cadre de la collaboration entre l’uni-
versité Libanaise et le réseau UT-INSA, dont l’objectif est de former par la re-
cherche des doctorants Libanais dans les laboratoires de l’Université Libanaise
et des établissements des réseaux UT et INSA. Le programme porte sur la mise
en place de cotutelles de thèse. Les travaux de recherche sont réalisés dans les
laboratoires de l’Université Libanaise et du réseau UT-INSA selon un principe
d’alternance qui est défini dans la convention de cotutelle de thèse signée entre
l’université Libanaise et l’Etablissement du réseau UT INSA qui accueille le doc-
torant.
Dans ce contexte, cette thèse en cotutelle s’est effectuée entre le laboratoire
IETR de l’INSA de Rennes et le groupe GET de l’université Libanaise. Elle s’ar-
ticule autour des systèmes MIMO-OFDM. Ces systèmes sont équipés de plusieurs
antennes d’émission et de plusieurs antennes de réception, afin d’augmenter soit
la capacité de Shannon associée aux traditionnels systèmes SISO (Single Input /
Single Output), soit accroître la fiabilité.
L’évolution rapide dans les systèmes de communications sans-fil et l’utilisa-
tion de téléphone mobile, les services satellite, l’internet sur les réseaux sans fil
et les réseaux locaux ont besoin de débit de données très élevé et d’une grande
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fiabilité. Ces débits ont augmenté rapidement dans les nouvelles applications de
transmission de données de nouvelle génération. Pour répondre aux contraintes de
la limitation du spectre disponible, les systèmes à porteuses multiples possèdent
également une haute efficacité spectrale à cause de l’orthogonalité et le débit total
s’approche du débit de Nyquist. Toutefois, le débit maximum atteignable est limité
par la capacité de Shannon. La technique de multiplexage par répartition ortho-
gonale de la fréquence (Orthogonal Frequency Division Multiplexing (OFDM))
est devenue incontournable dans les systèmes de transmission sans fil. L’OFDM a
été adopté dans plusieurs normes sans fil telles que les systèmes de radiodiffusion
numérique terrestre (Digital Audio Broadcasting (DAB)), la télédiffusion numé-
rique terrestre (Digital Video Broadcasting-Terrestrial (DVB-T)), la norme IEEE
802.11a/g / Wi-Fi [1] et le réseau local (Local Area Network (LAN)) de norme
IEEE 802.16a/WiMax [2]. Il est également utilisé dans les systèmes mobiles sans
fil MC-HSPA (Multi Carrier-High Speed Packet data Access) de troisième géné-
ration, et dans les réseaux mobiles de nouvelle génération (Long Term Evolution
(LTE)) et 4G.
D’autre part, l’approche du système de transmission à multi-entrées/multi-
sorties (Multiple Input-Multiple Output (MIMO)), peut produire des gains im-
portants, à la fois, pour les liens et les capacités du réseau, sans transmission de
puissance supplémentaire ou sans consommation de bande passante supplémen-
taire. Des données identiques sont codées et transmises par différentes antennes,
ce gain de diversité est utilisé pour combattre les évanouissements du canal et
pour augmenter les performances au niveau de la réception. L’autre cas d’utilisa-
tion des techniques MIMO est celui du gain en capacité, différentes données sont
transmises sur différentes antennes pour augmenter le débit de transmission.
Les signaux transmis subissent des réfractions et diffractions causées par les
arbres, les bâtiments, les mouvements de personnel, les véhicules et les autres
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équipements qui se déplacent dans l’environnement de transmission. Ces signaux
reçus sont atténués et affectés par les différents canaux de transmission.
Dans les systèmes OFDM et plus généralement dans les systèmes MIMO-
OFDM, la synchronisation est une question importante. Elle se divise en deux
parties, la synchronisation temporelle et la synchronisation fréquentielle. La syn-
chronisation temporelle se fait, d’une part par la synchronisation grossière qui
consiste à estimer le début de chaque trame reçue, et d’autre par la synchronisa-
tion fine qui détecte le début de chaque symbole OFDM dans la trame reçue. Le
principe de la synchronisation fréquentielle est de trouver le déphasage de fré-
quence entre les fréquences à l’émission et à la réception.
Une erreur de synchronisation entraîne la perte de l’orthogonalité des sous-
porteuses du début de trames reçues et donc une dégradation de la performance
du système. C’est pourquoi il est important d’avoir un algorithme de synchroni-
sation robuste à la réception, et de connaître son effet sur les performances du
système.
Ce document est divisé en quatre chapitres.
Dans le premier chapitre, une brève introduction des techniques de transmis-
sion OFDM et MIMO-OFDM est présentée. Les systèmes OFDM consistent à di-
viser la bande passante en plusieurs sous-porteuses orthogonales. L’insertion d’un
préfixe cyclique (Cyclic Prefix (CP)), dans un système OFDM, permet d’éviter
l’interférence entre symboles (Inter Symbol Interference (ISI)) et l’interférence
entre porteuses (Inter Carrier Interference (ICI)). Les modulateur et démodulateur
OFDM sont réalisés par les deux fonctions IFFT (Inverse Fast Fourier Transform)
et FFT (Fast Fourier Transform) respectivement. Dans la deuxième partie de ce
chapitre, la technique et les schémas d’implémentations du système MIMO, basés
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sur la technologie de réseaux d’antennes à l’émission et à la réception sont intro-
duits. Ensuite, la mise en oeuvre de la combinaison MIMO-OFDM est présentée.
Nous expliquerons finalement le problème de synchronisation. Dans tout système
de communication, les émetteurs et les récepteurs doivent être synchronisés au ni-
veau de la couche physique avant toute analyse des données par les applications.
Un format spécial de séquences est généralement utilisé pour la synchronisation.
Ces séquences sont appelées séquences de synchronisation.
Dans le deuxième chapitre, nous évoquons les différents types de séquences
de synchronisation pour les systèmes MIMO-OFDM. Nous comparons les perfor-
mances de ces séquences au niveau de leurs fonctions d’autocorrélation et d’inter-
corrélation.
Le troisième chapitre est consacré à la proposition de nouvelles méthodes de
synchronisation temporelle. Un préambule de synchronisation est ajouté au dé-
but de chaque trame de données. Plusieurs méthodes basées sur les formes de
séquences sont discutées. A la réception, et dans un canal à trajets multiples, une
fonction d’autocorrélation ou d’intercorrélation est appliquée pour estimer le pic
de la synchronisation temporelle.
Le quatrième et dernier chapitre concerne l’analyse des performances des mé-
thodes proposées, à travers les résultats de simulations de la probabilité d’acqui-
sition de synchronisation. Une comparaison des résultats des méthodes proposées
avec ceux des méthodes existantes est effectuée.
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Depuis leur développement dans les années 1990, les techniques de transmis-
sions multi-porteuses, encore appelées couramment OFDM, ont donné lieu à de
nombreux standards de communications, qu’ils soient filaires ou sans fil. Ainsi,
cette technique est-elle utilisée par les systèmes de télédiffusion numérique ter-
restre (Digital Video Broadcasting (DVB)-T), par la norme IEEE 802.11a/g (WI-
reless FIdelity (Wi-Fi)) [1, 2], par la norme IEEE 802.16 a (Worldwide Interope-
rability for Microwave Access (WiMax)) [3]. L’OFDM est utilisé également dans
les systèmes mobiles sans fil MC-HSPA (Multi Carrier-High Speed Packet data
Access) de troisième génération et dans les réseaux mobiles de nouvelle généra-
tion (LTE).
Ce principe de multiplexage fréquentiel a évolué dans les années 60 vers la
parallélisation en fréquence des informations à transmettre [4]. Les données de
durée Td très courte sont réparties sur plusieurs canaux fréquentiels modulés à bas
débit. Ces canaux correspondent à un ensemble de Nsc sous-porteuses orthogo-
nales entre elles. Les symboles transmis sur chaque sous-porteuse ont une durée
T s = Nsc.Td, où Ts est la durée d’un symbole.
Pour que la technique OFDM soit efficace, il est important d’assurer la non-
interférence entre sous-porteuses, en limitant le recouvrement entre les sous-canaux.
Pour cela, l’orthogonalité entre les sous-porteuses sera garantie par la fonction
porte de mise en forme utilisée comme support temporel. Cette fonction porte en-
gendre un spectre en sinus cardinal pour chacune des sous-porteuses. La condition
d’orthogonalité est obtenue en choisissant un espacement entre les sous-porteuses
minimal (∆f = 1
Ts
).
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Depuis une dizaine d’année, les applications basées sur internet (IP) se sont
fortement développées et les systèmes de télécommunications sont soumis à une
demande accrue en débit et qualité de service. Pour les communications sans fil,
une nouvelle technique est apparue et est basée sur l’utilisation de plusieurs an-
tennes, indépendantes ou non, tant en émission qu’en réception. Cette technique
MIMO, pour Multiple-Input/Multiple-Output, permet d’envoyer des informations
en parallèle depuis plusieurs antennes d’émission et de les combiner à la récep-
tion, pour accroître le débit ou assurer de meilleures performances. Ce concept
a été introduit par J.Winters [5] en 1987 pour des systèmes de communications
basiques, puis les laboratoires "Bell Labs" ont élaboré un démonstrateur BLAST
(Bell Laboratories Layered Space-Time) en 1996 exhibant des efficacités spec-
trales de l’ordre de 40 bit/s/Hz avec un réseau d’antennes 8×8. Les études sur ces
systèmes ont montré un gain non négligeable de capacité du canal [6], permettant
d’atteindre les débits requis par les applications de type IP. Les systèmes actuels,
qui ne sont pourvus que d’une antenne à l’émission et à la réception (Single In-
put/Single Output (SISO)) ne tirent parti que de la diversité temporelle et/ou fré-
quentielle. Les systèmes MIMO permettront de profiter d’un ordre supplémentaire
de diversité apporté par cette dimension spatiale.
Plusieurs schémas d’implémentations du système MIMO sont possibles : ils
diffèrent par la procédure utilisée à l’émission de données, et par le nombre d’an-
tennes utilisées au niveau de l’émetteur ou du récepteur. Afin d’optimiser la diver-
sité spatiale du canal de transmission et de réduire les effets d’évanouissements du
canal, les techniques mises en œuvre concernent le codage en blocs temps-espace
(Space-Time Block Codes (STBC)) [7, 8] et les codes temps-espace de treillis
(Space Time Trellis Codes (STTC)) [9].
Il semble alors naturel de combiner les deux techniques OFDM et MIMO, afin
de converger vers un système MIMO-OFDM. Notons que la combinaison entre
9
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ces techniques est présentée dans la norme 802.11n [10]. Cette combinaison per-
met d’exploiter les diversités temporelles, fréquentielles et spatiales. En effet, les
codes temps-espace tirent profit de la diversité spatiale, mais ne sont pas conçus
pour exploiter celle des canaux sélectifs en fréquence. Pourtant, les futurs sys-
tèmes de communications poussés par les besoins en débit, utilisent des bandes de
fréquence de plus en plus importantes, où le canal est alors sélectif en fréquence.
Une façon d’exploiter la diversité fréquentielle dans le contexte MIMO est de re-
courir à l’OFDM et de le combiner au codage temps-espace (Space Time Code
(STC)). Suivant la nature du codage, plusieurs associations sont réalisables et le
lecteur pourra se référer à [11] pour une présentation assez complète des combi-
naisons. Parmi les études à l’IETR, nous pouvons citer les travaux de thèse de J.
M. Auffray [12] et C. LeGuellaut [13].
Dans tous les systèmes de communications sans fil et surtout dans les sys-
tèmes OFDM et MIMO-OFDM, la synchronisation est primordiale. Les récep-
teurs ne connaissent pas le début et la fin des symboles OFDM, donc le placement
de la fenêtre FFT. Par ailleurs, ils disposent de leur propre fréquence d’échan-
tillonnage, asynchrone avec celle de l’émetteur. Ces deux points font apparaître
deux notions de synchronisation : temporelle et fréquentielle. Une erreur de syn-
chronisation temporelle en réception peut entraîner la perte de l’orthogonalité des
sous-porteuses. C’est pourquoi il est important d’avoir un algorithme de synchro-
nisation robuste et de connaître son effet sur les performances du système.
Dans ce chapitre, nous donnerons d’abord un court rappel des techniques de
modulation OFDM et MIMO, tout en décrivant leurs architectures. Ensuite, la
mise en œuvre de la combinaison MIMO-OFDM est présentée. Nous explique-
rons finalement le problème de synchronisation.
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II.1 La technique OFDM
Dans la technique OFDM, la bande de fréquence disponible est divisée en
plusieurs sous-canaux orthogonaux, porteurs de symboles indépendants. Le si-
gnal OFDM est la somme de tous ces symboles de données portés par les sous-
porteuses. Comme chacune des porteuses occupe une bande très étroite, les distor-
sions d’amplitude et de retard introduites par le canal sont quasi plates et peuvent
être facilement égalisées. Chang a montré dans [4] qu’un certain nombre de por-
teuses portant chacune un débit b et qui sont espacées en fréquence de b/2 pour-
raient être transmises sans interférences entre symboles (ISI) et entre porteuses
(ICI) et que le taux de transmission peut atteindre la limite de Nyquist [14] lorsque
le nombre de sous-canaux est très grand.
Saltzberg [15] a analysé les performances des systèmes OFDM et conclut que
l’efficacité d’un système OFDM doit s’appuyer sur la réduction de l’interférence
entre les porteuses adjacentes. Afin de réaliser simplement le multiplex fréquentiel
orthogonal, Saltzberg et Weinstein [16] ont montré que l’utilisation de la transfor-
mée de Fourier discrète (Discrete Fourier Transform (DFT)) permet de produire
facilement le symbole OFDM porté par Nsc de sous-porteuses orthogonales. Par
ailleurs, les perturbations du canal de propagation induisent, entre autre, la perte
d’orthogonalité entre les sous-porteuses et l’apparition d’interférences entre sym-
boles OFDM, ou ISI, dues aux trajets multiples. Pour éliminer celles-ci, une so-
lution consiste à accroître le nombre Nsc de sous-porteuses pour augmenter la
durée symbole Ts. Cependant cette technique se heurte à différentes contraintes
technologiques ou environnementales. Une autre technique consiste à l’insertion
d’un intervalle de garde [17] ou préfixe cyclique (CP) d’une durée Tg, supérieure
ou égale à l’étalement maximal de la réponse impulsionnelle du canal. Le CP est
en général une copie de la dernière partie d’un symbole OFDM. Dès lors la partie
utile Ts de chaque symbole OFDM ne sera plus affectée par les ISI. La durée totale
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Ttot du symbole OFDM se voit donc augmentée et devient égale Ttot = Ts + Tg.
II.1.1 Chaîne de transmission d’un système OFDM
La chaîne de transmission dans les systèmes OFDM se divise en deux parties,
l’émetteur et le récepteur. A l’émission, les bits de la source binaire sont modulés
et génèrent des symboles complexes prenant leurs valeurs dans un alphabet fini
correspondant à une modulation numérique donnée comme la modulation d’am-
plitude en quadrature (Quadrature Amplitude Modulation (QAM)) ou la modula-
tion par sauts de phase (Phase-shift keying (PSK)). Ces symboles xk sont répartis
sur les Nsc sous-porteuses. Les sous-porteuses dans le domaine fréquentiel sont
espacées de ∆f = 1
Ts
.
La transformée de Fourier discrète inverse (Inverse Fast Fourier Transform
(IFFT) ou Inverse Discrete Fourier Transform (IDFT)) permet de générer le si-
gnal dans le domaine temporel constitué de Nsc échantillons. En général, toutes
les Nsc sous-porteuses sont modulées en utilisant les symboles de données, mais
certaines sous-porteuses sont des porteuses pilotes. Les pilotes (Estimation Pilots
(EP)) sont connus au niveau des émetteurs et des récepteurs et sont utilisés pour
l’estimation du canal. Le nombre de pilotes insérés entre les données dépend du
canal et de la précision requise pour l’estimation de canal. Les symboles pilotes
peuvent être répartis sur plusieurs symboles OFDM consécutifs. Après la fonction
IDFT, le préfixe cyclique (CP) de longueur Tg est ajouté pour éliminer l’interfé-
rence entre symboles tout en gardant l’orthogonalité entre les sous-porteuses. Le
symbole OFDM est alors transmis à l’étage radio-fréquence comportant la conver-
sion numérique-analogique et la translation sous fréquence porteuse.
La figure II.1 représente le schéma général d’un système de transmission OFDM
en bande de base.
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Fig. II.1 – Schéma bloc d’un système de transmission OFDM
En réception, le CP qui peut présenter de l’interférence avec des symboles ad-
jacents est enlevé et le symbole OFDM est remis au démodulateur. Celui-ci réalise
une transformée de Fourier (FFT) qui transpose les symboles OFDM, porteurs de
données utiles et/ou de pilotes, du domaine temporel au domaine fréquentiel.
En raison des distorsions induites par le canal de transmission, la correction
de celui-ci consiste en une pondération sur chaque sous-porteuse. Les coefficients
de pondération sont obtenus grâce aux symboles pilotes, dont la valeur est connue
au niveau du récepteur. L’égalisation de canal consiste, à partir des coefficients du
canal H(k), à générer les coefficients d’égalisation permettant de compenser les
effets du canal. L’égalisation est effectuée dans le domaine fréquentiel. Il existe
différentes techniques d’égalisation, les plus utilisées étant les techniques de for-
çage à zéro (Zero Forcing (ZF)) et la méthode des moindres carrés (Minimum
Mean Squared Error (MMSE)) [18].
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L’égaliseur ZF permet d’annuler complètement la dispersion apportée par le
canal. Il applique l’inverse de la réponse fréquentielle du canal Hk. Le coefficient
Gk d’égalisation s’exprime :
Gk =
1
Hk
=
H∗k
|Hk|2 (II.1)
Ainsi, la combinaison de canal et l’égaliseur ZF donne une réponse fréquen-
tielle uniforme et une phase linéaire Gk ∗ Hk = 1. Cependant, l’égaliseur ZF
ignore la présence de bruit blanc additif gaussien (Additive White Gaussian Noise
(AWGN)). De plus, en présence d’évanouissements profonds, il amplifie le terme
de bruit, dégradant alors les performances globales du système.
La techniqueMMSE nécessite une estimation du rapport signal à bruit (Signal-
to-Noise Ratio (SNR)) sur chacune des sous-porteuses. Cette technique tient compte
du rapport signal à bruit dans le calcul du coefficient d’égalisation. Le coefficient
d’égalisation de MMSE s’exprime par :
Gk =
H∗k
|Hk|2 + 1γk
avec Hk 6= 0 (II.2)
Le coefficient γk est calculé à partir de l’estimation du rapport signal à bruit
par sous-porteuse, induisant une complexité supplémentaire.
Après l’égalisation, les symboles de données sont démodulés selon la tech-
nique de modulation numérique utilisée à l’émission afin de récupérer les bits
transmis.
II.1.2 Expression du signal OFDM
Les symboles complexes xk sont répartis sur les Nsc sous-porteuses de fré-
quences fk = f0 + k∆f = f0 + k/Ts, k ∈ [0, Nsc − 1] avec f0 la plus petite
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sous-porteuse. L’espacement entre les sous-porteuses est ∆f =
1
Ts
, cet espace-
ment est le critère d’orthogonalité pour le système OFDM. Le signal OFDM peut
s’exprimer soit dans le domaine temporel, soit dans le domaine fréquentiel. L’ex-
pression normalisée du signal OFDM transmis sur l’antenne d’émission Ti est
donnée par :
si(t) =
1√
Nsc
Nsc−1∑
k=0
ℜe
{
xkΠ(t)e
j.2pi.fk.t
}
(II.3)
où
1√
Nsc
est le terme de normalisation en puissance.
L’équation II.3 s’exprime :
si(t) =
1√
Nsc
Nsc−1∑
k=0
ℜe

xkΠ(t)e
j2pi
(
f0+
k
Ts
)
t

 (II.4)
Soit fc la fréquence centrale du signal, telle que fc = f0 +
Nsc
2
.
1
Ts
, on obtient
pour expression de s :
si(t) = ℜ

Π(t)ej2pifct
Nsc−1∑
k=0
xk√
Nsc
e
j2pi
(
k−
Nsc
2
)
t
Ts

 (II.5)
qui peut encore s’exprimer par :
si(t) = ℜ
{
X(t)Π(t)ej2pifct
}
(II.6a)
où X est l’enveloppe complexe du signal modulé et s’écrit :
Xi(t) =
Nsc−1∑
k=0
xk√
Nsc
e
j2pi
(
k−
Nsc
2
)
t
Ts (II.7)
Le spectre deXi(t) est compris dans l’intervalle [−Nsc/2Ts, Nsc/2Ts]. D’après
le théorème de Shannon, la fréquence d’échantillonnage pour construire le signal
Xi est fe = Nsc/Ts. L’équation II.7 peut s’exprimer :
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Xi
(
nTs
Nsc
)
=
Nsc−1∑
k=0
xk√
Nsc
e
j2pin
(
k −Nsc/2
Nsc
)
(II.8a)
Xi
(
nTs
Nsc
)
= (−1)n
Nsc−1∑
k=0
xk√
Nsc
e
j2pin
k
Nsc
︸ ︷︷ ︸
IFFT
(II.8b)
L’équation II.8b montre qu’un modulateur OFDM est réalisé par une trans-
formée de Fourier inverse (IFFT) de taille Nsc. La sortie de l’IFFT est un signal
discret dans le domaine temporel avec un intervalle d’échantillonnage Ts/Nsc où
Ts est la durée d’un symbole OFDM sans l’intervalle de garde (CP). A la ré-
ception, une transformation de Fourier discrète directe (FFT) du signal reçu est
réalisée pour retrouver les symboles émis.
II.1.3 Préfixe cyclique (CP)
Comme précisé précédemment, il est nécessaire de rajouter le CP de durée
Tg après l’opération de IFFT. Le CP est une copie de la dernière partie du sym-
bole OFDM comme indique la figure II.2. Pour éliminer complètement les interfé-
rences entre symboles, la taille du CP doit être plus grande que le délai maximum
(τmax) de propagation dans un canal à trajets multiples soit Tg ≥ τmax.
Notons qu’après son insertion, l’espacement entre les sous-porteuses est tou-
jours ∆f = 1/Ts, alors que la durée des symboles OFDM est Ttot = Ts + Tg,
ce qui entraîne la perte d’orthogonalité entre les sous-porteuses. Au niveau du
récepteur, la condition d’orthogonalité entre les sous-porteuses sera restaurée si
durant la fenêtre rectangulaire de durée Ts, chacune des composantes sinusoïdales
du symbole OFDM comprend un nombre entier de périodes même en présence
d’un canal dispersif en temps. La suppression de l’intervalle de garde permet de
restituer l’orthogonalité entre les sous-porteuses. De plus, comme l’intervalle de
16
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Fig. II.2 – Illustration de la protection contre les interférences entre symboles OFDM
assurée par le CP
garde est la recopie des échantillons de fin de symbole OFDM, cet intervalle peut
être exploité pour la synchronisation temporelle du signal OFDM.
Le canal de propagation sera modélisé par sa réponse impulsionnelle h(t). Le
signal reçu est le signal transmis convolué avec la réponse impulsionnelle du canal
auquel se rajoute du bruit. Soit r(t) le signal OFDM reçu, ce signal est présenté
dans l’équation II.9 :
r(t) = s(t) ∗ h(t) + w(t) (II.9)
où w(t) est le bruit blanc additif gaussien (AWGN).
II.1.4 Avantages et inconvénients de l’OFDM
Les avantages de la technique OFDM sont nombreux :
1. Le modulateur et le démodulateur peuvent être réalisés en utilisant une IFFT
et une FFT respectivement.
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2. La technique OFDM dispose d’une très grande flexibilité tant dans l’alloca-
tion de bits par sous-porteuse que dans l’allocation de débit dans un contexte
multi-utilisateurs.
3. Les interférences entre symboles (ISI) et entre porteuses (ICI) peuvent être
évitées à l’émission et corrigées en réception.
4. Les techniques multi-porteuses sont robustes en termes d’égalisation.
Malgré ces avantages, l’OFDM présente quelques points faibles :
1. L’OFDM est sensible au décalage fréquentiel qui peut causer une perte d’or-
thogonalité entre les sous-porteuses.
2. L’OFDM est sensible aux non linéarités des amplificateurs. Le signal peut
présenter un PAPR (Peak to Average Power Ratio) très élevé, engendrant la
saturation des blocs analogiques [19].
II.1.5 Conclusion
Le principe de la technique OFDM consiste à répartir un flux de données à haut
débit sur plusieurs flux à faible débit. Ces derniers sont transmis simultanément
sur des sous-porteuses orthogonales. La somme de ces sous-porteuses constitue le
signal OFDM transmis. Le signal transmis se propage dans un canal à trajets mul-
tiples et subit des distorsions. A la réception, des versions décalées du même si-
gnal sont reçues avec des interférences entre symboles OFDM. Pour éliminer cette
interférence, un préfixe cyclique (CP) de durée supérieure à l’étalement maximal
des retards du canal est ajouté au début de chaque symbole OFDM à l’émission.
En réception, les opérations inverses sont réalisées, ainsi que les opérations d’es-
timation et d’égalisation du canal.
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II.2 La technique MIMO
Les systèmes multi-antennes (MIMO) ont été introduits par Jack Winters [5]
pour les laboratoires Bell. Les systèmes MIMO [20] utilisent un réseau d’antennes
à la fois en émission et en réception. Le principe du MIMO s’est fortement dé-
veloppé dans les communications sans fil car il peut augmenter le débit de trans-
mission sans accroître la bande passante ou la puissance d’émission. Il atteint cet
objectif en répartissant la puissance d’émission sur les différentes antennes.
Deux approches sont possibles pour la mise en œuvre de systèmes MIMO :
l’approche dite de "multiplexage spatial" et l’approche dite de "diversité spatiale".
Dans le premier cas, on cherche à augmenter le débit, alors que le second s’attache
à minimiser le taux d’erreur binaire (TEB).
Ces systèmes MIMO ont été proposés dans plusieurs normes de communica-
tion sans fil modernes telles que IEEE 802.11n (Wi-Fi), la 4G, le LTE, la 3GPP
(3rd Generation Partnership Project), WiMax et HSPA+ (evolved High-Speed Pa-
cket Access).
II.2.1 Principe de la technique MIMO
Les techniques MIMO utilisent un réseau d’antennes à l’émission et à la ré-
ception. Ces techniques présentent de bonnes performances dans les canaux à tra-
jets multiples, mais ces derniers provoquent aussi les problèmes des interférences
entre les symboles transmis (ISI) [21]. Les techniques MIMO mises en œuvre se
divisent en trois catégories :
1. La diversité spatiale MIMO [22, 23] : La diversité spatiale consiste à en-
voyer le même flux de données simultanément sur les différentes antennes
à l’émission. A la réception, plusieurs répliques du signal sont reçues sur
chacune des antennes et sont combinées de façon cohérente. Cette combi-
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naison permet de réduire l’atténuation du signal et de compenser les éva-
nouissements introduits par le canal de transmission. Cette diversité néces-
site l’usage de codes temps-espace comme les codes d’Alamouti [7] dont
le rendement est de 1. La diversité spatiale présente une bonne efficacité
quand les sous-canaux MIMO sont décorrélés les uns des autres. De plus,
quand le nombre d’antennes à l’émission augmente, la puissance du signal
reçu à un instant donné augmente, améliorant ainsi la détection du signal.
2. Le multiplexage spatial MIMO [22, 23] : Le multiplexage spatial trans-
met les différents flux de données sur les différentes antennes d’émission
afin d’augmenter les débits de transmission du système MIMO. La capa-
cité de transmission d’un système de transmission est définie comme le
débit de transmission maximum possible offrant une probabilité d’erreur
très faible [24]. La capacité du canal d’un système MIMO est définie par
l’équation II.10 [6, 20] :
C = log2
[
det
(
INr +
ρ
Nt
HH†
) ]
bps/Hz. (II.10)
avec
– Nt : Le nombre d’antennes à l’émission.
– Nr : Le nombre d’antennes en réception.
– INr : Matrice d’identité Nr ×Nr.
– (.)† : L’opération de transconjugué.
– H : La matrice du canal MIMO Nt ×Nr.
– ρ =
P
No.B
: Le rapport signal-à-bruit sur une antenne de réception.
– P : La puissance totale transmise.
– N0 : La densité spectrale de puissance monolatérale du bruit blanc (AWGN).
Les signaux reçus sont décodés et combinés pour reformer le message trans-
mis. Comme pour la diversité spatiale MIMO, les sous-canaux de propaga-
tion doivent être décorrélés.
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3. Le MIMO - Beamforming [22, 23] : La technique Beamforming peut être
utilisée avec n’importe quel système d’antennes et notamment avec les sys-
tèmes MIMO. Cette technique est utilisée pour créer une certaine directivité
des antennes d’émission afin d’orienter le faisceau et répondre aux condi-
tions requises telles que l’amplitude et la phase.
Notre étude s’intéresse plus particulièrement à la technique de diversité spa-
tiale. Cette technique est basée sur le codage temps-espace présenté dans la section
suivante.
II.2.2 Codage temps-espace (STC)
Le codage temps-espace est utilisé dans les communications sans fil pour
transmettre simultanément un flux de données unique sur plusieurs antennes d’émis-
sion à des instants différents. L’objectif de ce codage est d’exploiter les différentes
versions reçues de données afin d’améliorer la fiabilité de leur transfert [23]. Les
codes temps-espace peuvent être divisés en deux catégories : les codes temps-
espace en blocs (STBC) et les codes temps-espace en treillis (STTC).
II.2.2.1 Le code temps-espace en blocs (STBC)
Le code temps-espace en blocs (STBC) [7, 25] est une stratégie de transmis-
sion d’un flux de données dans un système MIMO exploitant la diversité spatiale
et accroît la fiabilité de transmission. Ce type de codage est divisé en trois ap-
proches [25] principales que sont : les codes temps-espace en blocs orthogonaux
(Orthogonal Space-Time Block Codes (O-STBC)), les codes temps-espace en
blocs non-orthogonaux (Non Orthogonal Space-Time Block Codes (NO-STBC))
et les codes temps-espace en blocs quasi-orthogonaux (Quasi-orthogonal Space-
Time Block Codes (Q-STBC)) qui appartiennent à la classe des NO-STBC.
Les signaux qui sont codés avec l’O-STBC sont orthogonaux les uns aux
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autres. Cette orthogonalité réduit dès lors l’interférence entre les différents si-
gnaux transmis et améliore la performance du récepteur qui distingue les dif-
férents signaux reçus. Les codes (O-STBC) offrent par ailleurs une faible com-
plexité de décodage et ils sont souvent préférés aux codes en treillis présentés
ci-après qui sont plus performants mais plus complexes.
Le code d’Alamouti [7] est le premier code O-STBC qui fournit une diversité
spatiale maximale sans aucune perte de débit avec deux antennes à l’émission. La
matrice du codeur d’Alamouti pour un système MIMO 2× 2 est donnée par :
S =

 s1 s2
−s∗2 s∗1

 (II.11)
Les lignes représentent les instants d’émission (t) et (t+Ts) des symboles (di-
mension temporelle) et les colonnes représentent les antennes 1 et 2 utilisées pour
la transmission de données (dimension spatiale). Au cours de la première trans-
mission, les symboles s1 et s2 sont transmis simultanément sur la première et la
deuxième antenne respectivement. Dans la deuxième période de transmission, les
symboles −s∗2 et s∗1 sont transmis sur la première et la deuxième antenne d’émis-
sion respectivement où "*" représente le conjugué. Les lignes et les colonnes de
la matrice S sont orthogonales entre elles, en effet :
SS† =

 s1 s2
−s∗2 s∗1



s∗1 −s2
s∗2 s1


=

|s1|2 + |s2|2 0
0 |s1|2 + |s2|2


=
(
|s1|2 + |s2|2
)
I2
où I2 est une matrice identité 2 × 2. Cette propriété permet au récepteur de
détecter s1 et s2 par une opération de traitement de signal linéaire simple. Les
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signaux reçus par l’antenne j aux instants (t+ k.Ts), k ∈ {0, 1}, sont notés rkj et
s’expriment par :
(S˜) =


r11 = r1(t) = h1,1(t)s1 + h2,1(t)s2 + w
1
1(t)
r21 = r1(t+ Ts) = −h1,1(t+ Ts)s∗2 + h2,1(t+ Ts)s∗1 + w21(t)
r12 = r2(t) = h1,2(t)s1 + h2,2(t)s2 + w
1
2(t)
r22 = r2(t+ Ts) = −h1,2(t+ Ts)s∗2 + h2,2(t+ Ts)s∗1 + w22(t)
(II.12)
où wkj représente le bruit AWGN sur l’antenne j de réception.
Pour simplifier la tâche du récepteur lors de la combinaison des signaux reçus rkj ,
Alamouti dans [7] a proposé que le canal soit invariant sur deux temps-symbole
donc les notions de temps (t et t + Ts) disparaissent dans l’équation II.12. Cette
équation peut donc être exprimée :
(S˜) =


r11 = h1,1.s1 + h2,1.s2 + w
1
1
r21 = −h1,1.s∗2 + h2,1.s∗1 + w21
r12 = h1,2.s1 + h2,2.s2 + w
1
2
r22 = −h1,2.s∗2 + h2,2.s∗1 + w22
(II.13)
A la réception, une recombinaison [7] de signaux reçus est donnée par l’équa-
tion II.14.
s˜1 = h
∗
1,1.r
1
1 + h2,1.(r
2
1)
∗ + h∗1,2.r
1
2 + h2,2.(r
2
2)
∗
s˜2 = h
∗
2,1.r
1
1 − h1,1.(r21)∗︸ ︷︷ ︸
contribution de l’antenne 1
+ h∗2,2.r
1
2 − h1,2.(r22)∗︸ ︷︷ ︸
contribution de l’antenne 2
(II.14)
II.2.2.2 Les codes temps-espace en treillis (STTC)
Les codes temps-espace en treillis (STTC) ont été découverts par Vahid Tarokh
et al. [9, 26]. Les codes STTC [27–29] servent simultanément pour le codage de
canal et le gain en diversité. Considérons le cas général des STTC en utilisant une
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modulation 2n−PSK et Nt antennes d’émission. Le codeur STTC comprend un
bloc d’entrée de n bits et ν blocs mémoires de n bits (2nν états). A chaque instant
t, tous les bits d’un bloc sont remplacés par les n bits du bloc précédent. Le bit k
du bloc l est associé aux Nt coefficients multiplicatifs cm
i
k,l où i ∈ {1, Nt}. Un
codeur STTC est ainsi défini par sa matrice génératrice CM comprenant Nt ×
n(ν + 1) coefficients :
CM =


cm11,1 · · · cm1n,1 · · · cm11,ν+1 · · · cm1n,ν+1
...
...
cmi1,1 · · · cmin,1 · · · cmi1,ν+1 · · · cmin,ν+1
...
...
cmNt1,1 · · · cmNtn,1 · · · cmNt1,ν+1 · · · cmNtn,ν+1


Les symboles générés en sortie du codeur pour l’antenne i sont donnés par
l’équation II.15 suivante :
xit =
n∑
k
ν+1∑
l
bt−l+1k cm
i
k,l mod 2
n (II.15)
L’inconvénient principal de ce type de codage est sa complexité de décodage
qui croît de façon exponentielle avec le nombre d’antennes d’émission.
II.3 La combinaison MIMO-OFDM
Les concepts de MIMO ont été développés depuis de nombreuses années pour
les communications sans fil. L’une des premières applications MIMO dans ce
contexte a été proposée par Winters [5] en 1984. Winters a proposé cette technique
pour une transmission multi-utilisateurs, aboutissant au dépôt de brevet [30] de la
technique MIMO. En 1996, Raleigh [31] et Foschini [32] ont proposé de nou-
velles approches pour améliorer l’efficacité des systèmes MIMO.
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Plusieurs paramètres décrivent la qualité d’une liaison de données sans fil, les
paramètres fondamentaux sont la vitesse de transmission, la fiabilité de transmis-
sion et la portée d’émission. Par conséquent, la vitesse de transmission peut être
augmentée en réduisant la portée de transmission et la fiabilité. Cependant, avec
la combinaison de systèmes MIMO-OFDM, les trois paramètres fondamentaux
peuvent être améliorés en même temps [33, 34]. La technique MIMO peut être
combinée avec n’importe quel type de modulation, mais les recherches récentes
suggèrent que la combinaison entre les systèmes MIMO et les systèmes OFDM
est la plus efficace [33].
La combinaison des techniques MIMO et OFDM a été adoptée dans les com-
munications sans fil [35, 36] en raison des nombreux avantages de l’OFDM [37]
et des avantages des systèmes MIMO. A titre d’exemple, la technique MIMO-
OFDM est utilisée dans la norme IEEE 802.11n [10] de communication sans fil
pour augmenter la capacité du canal ainsi que dans la technique LTE [38] et Wi-
Max [39].
La figure II.3 est un schéma simplifié d’un système MIMO-OFDM (2 × 2).
Ce schéma montre les positions de blocs STBC et OFDM.
II.3.1 Canal MIMO
Les antennes de réception reçoivent des différentes versions des signaux émis.
Si les antennes d’émission et de réception sont bien espacées alors les signaux re-
çus sont suffisamment non-corrélés, cette dé-corrélation peut également être ob-
tenue par l’utilisation d’antennes dont le diagramme de rayonnement crée cette
orthogonalité. Il existe donc un canal entre chaque antenne d’émission et chaque
antenne de réception.
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Fig. II.3 – Schéma simplifié d’un système MIMO-OFDM avec un codage STBC
SoientNt,Nr etHij le nombre d’antennes d’émission, de réception et la fonc-
tion de transfert complexe du canal de transmission entre Ti et Rj respectivement.
Cette fonction de transfert est représentée par une matrice de dimension Nt ×Nr
qui décrit complètement le comportement du canal. Cette fonction est donnée par
l’équation II.16 :
[H] =


H1,1 H1,2 . . . H1,Nr
H2,1 H2,2 . . . H2,Nr
...
...
. . .
...
HNt,1 HNt,2 . . . HNt,Nr

 (II.16)
La figure II.4 représente le canal MIMO entre les différentes antennes de trans-
mission.
Si Vs représente le vecteur des signaux transmis par les antennes d’émission,
Vr représente le vecteur des signaux reçus et Vw le vecteur de AWGN. L’expres-
sion du signal reçu est donnée par les équations II.17 et II.18 :
Vr = HVs + Vw (II.17)
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Fig. II.4 – Canal MIMO Nt ×Nr


r1
r2
...
rNr

 =


H1,1 H1,2 . . . H1,Nr
H2,1 H2,2 . . . H2,Nr
...
...
. . .
...
HNt,1 HNt,2 . . . HNt,Nr

×


s1
s2
...
sNt

+


w1
w2
...
wNr

 (II.18)
Le canal entre chaque émetteur/récepteur est un canal à trajets multiples, le
nombre de ces trajets multiples est supposé être le même pour tous les canaux
MIMO disponibles. L’expression analytique de la réponse impersonnelle du canal
Hi,j à trajets multiples donnée par l’équation II.19 :
Hi,j(t) =
Lij∑
lij=1
[αlije
−jθ(t)lij ] (II.19)
où θ(t)lij est la phase du trajet lij est donnée par l’équation II.20 :
θ(t)lij = 2pifcT (t)lij (II.20)
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avec :
Lij : Le nombre total de trajets multiples entre Ti et Rj .
lij : Le trajet entre Ti et Rj .
αlij : Le gain du trajet lij .
Tlij : Le retard du trajet lij .
Le récepteur doit pouvoir compenser l’effet du canal sur chaque antenne.
L’égalisation est combinée au décodage temps-espace.
II.3.2 Conclusion
Dans cette partie, nous avons présenté la combinaison entre les deux tech-
niques MIMO et OFDM. Les différents signaux transmis par les différentes an-
tennes d’émission peuvent être séparés au niveau des récepteurs. Les systèmes
de codage temps-espace sont utilisés pour améliorer la robustesse et la fiabilité
du système. Le problème principal dans les systèmes de transmission sans-fil et
notamment dans les systèmes MIMO-OFDM est la synchronisation. Les récep-
teurs doivent résoudre ce problème afin de récupérer les données transmises. Ce
problème de synchronisation est présenté dans la section suivante.
II.4 La synchronisation
La réception des symboles OFDM dans les systèmes MIMO-OFDM peut être
décomposée en trois phases : l’estimation du canal multi-trajets, la synchroni-
sation fréquentielle et la synchronisation temporelle. Cette dernière peut être à
nouveau divisée en deux parties : la synchronisation de trame et la synchroni-
sation symboles (dans notre cas les symboles OFDM). Dans cette thèse, l’étude
porte principalement sur le problème de la synchronisation temporelle dans les
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systèmes MIMO-OFDM. C’est une question très importante car un mauvais pla-
cement de la fenêtre FFT peut conduire à une perte significative de performances.
C’est pourquoi il est important d’avoir des algorithmes robustes pour estimer cette
synchronisation temporelle afin de détecter le début de chaque symbole OFDM,
et ce sur chaque antenne en réception.
Dans le cadre du système de transmission MIMO-OFDM, l’émetteur et le ré-
cepteur qui sont asynchrones seront synchronisés lors de la réception des diffé-
rents symboles OFDM. Parmi les solutions possibles, celles basées sur l’utilisa-
tion de séquences ou motifs particuliers sont présentées dans le chapitre III.
Dans la littérature, plusieurs méthodes de synchronisation temporelle et fré-
quentielle ont été publiées ( [40–49]). Dans la suite de ce paragraphe, nous allons
présenter certaines méthodes de synchronisation fréquentielle et temporelle.
II.4.1 La synchronisation fréquentielle
La synchronisation fréquentielle est l’une des tâches les plus importantes dans
les systèmes MIMO-OFDM. A l’émission, le système dispose de sa fréquence
d’échantillonnage Fetx permettant de générer les différents échantillons du signal
OFDM qui sont ensuite transposés sur la fréquence porteuse Fptx. En réception, le
récepteur ne connaît pas la fréquence Fetx, il est par conséquent asynchrone à la
fois en fréquence et en phase. Sa fréquence porteuse peut aussi être décalée vis à
vis de la fréquence Fptx. Les écarts vont donc engendrer différents types d’erreurs
dits de timing ou rythme.
II.4.1.1 Le décalage de la fréquence porteuse (CFO)
Le décalage de la fréquence porteuse (CFO) représente la différence entre la
fréquence porteuse de l’émetteur et celle du récepteur. Nous notons les principales
29
CHAPITRE II. SYSTÈMES MULTI-PORTEUSES ET MULTI-ANTENNES
sources de CFO :
a) Le déphasage entre la fréquence de l’émetteur et du récepteur MIMO-
OFDM : En raison de la différence de phase entre les fréquences émetteur et
récepteur, le signal après modulation sera centré sur une fréquence δf au lieu
d’être centré sur DC (0 MHz), où δf = |Fptx − Fprx| comme l’indique la
figure II.5.
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Signal sur 
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porteuse 
 
Démodulation 
 
Modulation 
ࡲ࢖࢘࢞    
Fig. II.5 – Décalage de la fréquence porteuse (CFO)
b) Effet Doppler : L’Effet Doppler est une autre source du CFO. Dans le cas de
récepteurs mobiles, la fréquence porteuse au niveau du récepteur (Fprx) peut
varier en raison de l’effet Doppler.
c) Le décalage avec la fréquence d’échantillonnage : Le décalage entre les
fréquences d’échantillonnage entre la source de données (Fetx) et la destination
(Ferx) présente une autre source du CFO.
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II.4.1.2 Etudes antérieures sur la synchronisation fréquentielle
Dans cette section, nous allons présenter quelques méthodes utilisées pour réa-
liser la synchronisation fréquentielle dans des systèmes MIMO-OFDM. L’étude
dans [40] propose une approche pour la synchronisation fréquentielle en se basant
sur l’algorithme de maximum de vraisemblance (Maximum-Likelihood (ML))
pour corriger à la fois le CFO et effectuer l’estimation de canal dans un système
MIMO-OFDM 2 × 2. Dans cette approche, un préambule est appliqué au début
de chaque trame de données pour la synchronisation. Les symboles de données
sont modulés par une modulation de type QPSK (Quadrature Phase Shift Keying).
L’estimateur ML présente de bonnes performances pour l’estimation du canal et
du CFO, mais sa complexité dépend du nombre de points d’estimation recherchés.
Pour corriger les interférences introduites par le CFO entre porteuses, les au-
teurs dans [41] ont étudié le problème de synchronisation fréquentielle dans des
systèmes MIMO-OFDM 6 × 6 et 6 × 4. Ils ont proposé des séquences d’appren-
tissage qui sont composées de séquences pseudo-aléatoires (PN) répétées pour
distinguer les antennes et pour estimer le CFO. A chaque antenne d’émission
doit être attribuée une séquence d’apprentissage unique. Les séquences PN ont de
bonnes fonctions de corrélation. L’inconvénient de cette méthode est la taille de
la séquence d’apprentissage. La longueur de la séquence d’apprentissage est Lpr
et celle de la séquence PN est Lc telle que Lpr > Lc, par conséquent la dernière
séquence PN de la séquence d’apprentissage peut être incomplète. Ceci provoque
une dégradation de la performance des séquences PN. Les résultats de simulation
de cette méthode montrent que pour un rapport signal sur bruit (SNR) de 1 dB le
MSE (Mean Square Error) égale à 10−3 dans un système MIMO 6× 6.
Dans [43], les auteurs ont étudié l’estimation du CFO dans un systèmeMIMO-
OFDM. Ils ont proposé un algorithme d’estimation "sous-optimal" utilisant les
séquences CAZAC (voir sec. III.2.4) comme séquences d’apprentissage. La sé-
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quence CAZAC sur la deuxième antenne d’émission est une version décalée cy-
cliquement de celle de la première antenne. Les résultats de simulation de cette
méthode, pour LC = 64 (LC est la taille de la séquence CAZAC), montrent que la
MSE peut atteindre 10−3 pour un SNR de 0 dB etMSE = 10−5 pour un SNR à
20 dB. Par conséquent, les séquences CAZAC présentent de bonnes propriétés de
corrélation mais cette méthode ne présente pas de bons avantages pour la synchro-
nisation par rapport aux autres méthodes existantes surtout dans un canal à trajets
multiples. A la reception, la fonction d’inter-corrélation du signal reçu avec une
séquence locale, fait apparaître plusieurs pics de corrélation qui sont décalés de
la même valeur, car le signal reçu constitué de la somme de plusieurs versions
décalées d’une même séquence CAZAC.
II.4.2 La synchronisation temporelle
La deuxième tâche importante dans un système MIMO-OFDM est la synchro-
nisation temporelle, qui se répartit en deux phases :
a) La synchronisation de trame ou la synchronisation temporelle grossière :
La tâche de la synchronisation de trame permet d’estimer le début d’une trame
par l’utilisation d’un préambule.
b) La synchronisation de symbole ou la synchronisation temporelle fine : La
tâche de synchronisation de symbole permet d’identifier le début du symbole
OFDM dans un train binaire. La synchronisation de symbole dans un système
MIMO-OFDM consiste à positionner la fenêtre FFT sur le train d’échantillons
reçus.
II.4.2.1 Etudes antérieures sur la synchronisation temporelle
Plusieurs méthodes de synchronisation temporelle, pour des systèmes OFDM
et MIMO-OFDM, ont été proposées dans [45–48]. Ces méthodes sont majoritai-
rement basées sur l’approche de préambule.
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L’article [47] propose une méthode de synchronisation fréquentielle et tempo-
relle pour un système MIMO-OFDM en utilisant les codes LS (Loosely Synchro-
nous) comme séquences d’apprentissage et de détection de début de trame. Ces
séquences LS ont des fonctions d’autocorrélation et d’intercorrélation optimales
et rendent la synchronisation précise. Dans cette méthode, le processus de la syn-
chronisation considéré se décompose en quatre étapes. La première étape consiste
à estimer la synchronisation temporelle grossière puis, dans la deuxième étape, à
estimer la synchronisation fréquentielle grossière grâce à la transformée de Fou-
rier rapide (FFT) avec une interpolation quadratique dans le domaine fréquentiel.
La troisième étape consiste à détecter les symboles OFDM et à estimer le canal en
utilisant les codes LS, la quatrième étape consiste à l’estimation fréquentielle fine.
La structure de la trame avec les codes LS est représentée dans la figure II.6.
Un préambule est attribué à chaque trame OFDM pour distinguer les antennes et
estimer le décalage fréquentiel à la réception. Chaque préambule est composé de
deux codes LS répétés et d’un "gap" qui est introduit entre ces codes pour éviter
l’effet dispersif du canal.
Les auteurs montrent que plus la séquence est longue, meilleures sont les per-
formances. Cependant, l’accroissement de la longueur engendre plus de rotation
de phase. Par ailleurs, la structure des préambules utilisée et le processus de la
synchronisation sont relativement complexes. Cette méthode est simulée avec un
système MIMO-OFDM (2 × 1) et un canal de type ITU-VA (International Te-
lecommunication Union). Les auteurs montrent que pour un SNR de 5 dB, la
probabilité d’acquisition de synchronisation est égale à 70%. Dans le chapitre V,
nous comparons les résultats de simulation de notre méthode proposée [50] ap-
pelée "méthode de préambule court" (section IV.2.1) avec ceux de la méthode
proposée par Wang Jian et al. [47].
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Antenne 1 Données 
gap C1 gap S1 gap C1 gap S1 gap  
Antenne 2 Données 
gap C2 gap S2 gap C2 gap S2 gap  
          
Antenne M     Données 
gap Cm gap Sm gap Cm gap Sm gap  
 
Fig. II.6 – Structure de trame d’un système MIMO-OFDM avec les codes LS
Hung Chin a présenté dans [48] un système MIMO-OFDM présentant à la
fois du décalage temporel et fréquentiel. Les auteurs proposent une solution basée
sur la conception de préambules spéciaux, où différentes séquences d’apprentis-
sage sont en cascade et sont utilisées séparément pour faciliter l’estimation de la
synchronisation temporelle et l’estimation de CFO. Dans cet article, les auteurs
proposent un préambule compact ayant la même longueur qu’un symbole OFDM,
avec un algorithme unique pour la synchronisation temporelle et l’estimation de
CFO. Le préambule proposé est constitué des séquences CAZAC où ce préam-
bule est porté par une sous-bande dont les sous-bandes adjacentes sont espacées
par des bandes de garde pour réduire l’interférence entre bandes. Les structures
de préambules utilisées dans cette approche sont présentées dans la figure II.7.
Selon les auteurs, les résultats des simulations indiquent que l’approche pro-
posée présente de bonnes performance vis à vis de la méthode proposée dans [51]
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Fig. II.7 – Structure de préambule proposée dans le domaine fréquentiel dans [48]
qui est basée sur l’UPSP (Unequal Period Synchronization Patterns). Cette mé-
thode est simulée avec un système MIMO-OFDM (2 × 1 et 3 × 1). Ces résultats
ont montré que pour un MIMO-OFDM (3 × 1), la probabilité d’acquisition de la
synchronisation temporelle est de 70% pour un SNR = 5 dB. Dans le chapitre
V, nous comparons les résultats de simulation de notre méthode proposée [52] ap-
pelée "méthode de préambule compact" (section IV.2.2) avec ceux de la méthode
proposée par Chin-Liang et al. [53].
La méthode proposée dans [48] souffre de plusieurs limitations telles que
la complexité pour générer des structures de préambules pour un grand nombre
d’antennes d’émission. En effet, le préambule de synchronisation est divisé en
sous-bande, quand le nombre d’antennes d’émission augmente, la taille des sous-
bandes doit diminuer pour prendre en considération toutes les antennes d’émis-
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sion. Par conséquent, à la réception, la probabilité de détection de synchronisation
diminue à cause de la longueur de séquence de synchronisation. Pour résoudre le
problème de la limitation du nombre d’antennes, il faut donc augmenter la taille
du préambule de synchronisation. Dans ce cas, les auteurs doivent faire face à une
autre limitation qui est le débit.
En 2012, Chin-Liang et Hung-Chin ont proposé dans [53] un préambule de
synchronisation constitué de séquences CAZAC partielles de type Zadoff-Chu [54],
pour des systèmes MIMO-OFDM coopératifs. Dans cette approche, les préam-
bules de synchronisation sont séparés les uns des autres, à la fois, dans le domaine
temporel et dans le domaine fréquentiel. Cette séparation est utilisée pour éliminer
l’interférence mutuelle dans les deux domaines. Le principe de la corrélation est
utilisé. Les structures de préambules utilisés dans cette approche sont présentées
dans la figure II.8.
Fig. II.8 – Structure de préambule basée sur des séquences partielles de Zadoff-Chu
dans [53]. (a) dans le domaine fréquentiel et (b) dans le domaine temporel
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Cette approche est simulée avec un système MIMO-OFDM et un canal de
type vehicle-A [55]. Les résultats de simulation de cette approche présentent de
meilleures performances que la méthode proposée dans [51] pour des systèmes
MIMO-OFDM 2 × 2 coopératifs. Comme précédemment, les performances de
cette approche se dégradent quand le nombre d’antennes d’émission croît et quand
la taille de préambule utilisée décroît.
II.5 Conclusion
Dans ce chapitre, un bref rappel des techniques de transmission OFDM et
MIMO-OFDM a été donné. Dans un système OFDM, la bande totale est divi-
sée en plusieurs sous-bandes en utilisant plusieurs sous-porteuses orthogonales.
Un préfixe cyclique (CP), de longueur plus grande que le délai maximum de pro-
pagation du canal, permet d’éviter les interférences de type ISI et ICI. La mo-
dulation et la démodulation sont respectivement réalisées en utilisant la IFFT et
la FFT respectivement. Comme le canal est pratiquement constant pour chaque
sous-porteuse, l’égalisation peut être effectuée en divisant le symbole de données
par le coefficient de canal estimé correspondant. Dans la deuxième partie du cha-
pitre, la technique MIMO a été introduite. Les différents flux de données sont
transmis en parallèle sur les différentes antennes d’émission. Le modèle de ca-
nal à trajets multiples est défini, ainsi que la matrice de canal. Cette matrice ne
dépend pas seulement du nombre des antennes d’émission et de réception, mais
aussi de la sélectivité en fréquence du canal. Par conséquent, la technique MIMO
permet d’améliorer les performances des systèmes en réduisant les effets d’éva-
nouissements dans un canal multi-trajets. Après la combinaison de deux tech-
niques MIMO et OFDM, le problème de synchronisation est présenté. Il existe
dans la littérature plusieurs techniques de synchronisation. Nous avons présenté
les avantages et les inconvénients de certaines de ces méthodes.
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La synchronisation temporelle dans les systèmes de communications sans fil
est une étape très importante. Dans la littérature plusieurs méthodes ont été pro-
posées et nombre d’entre elles se basent sur le préambule. Il s’agit d’envoyer des
séquences connues par le récepteur au début de chaque trame transmise afin de
détecter le début de celle-ci. Dans ce chapitre nous décrivons les différentes struc-
tures des séquences possibles et nous présentons les différents critères pour sé-
lectionner une séquence particulière parmi les séquences présentées. Le choix des
séquences qui seront étudiés dans ce chapitre est justifié dans la partie conclusion.
III.1 Introduction
Les systèmes OFDM et MIMO/OFDM présentent de multiples avantages mais
également des difficultés. Un des inconvénients est la sensibilité de synchronisa-
tion de ces systèmes [1–3]. Plus précisément, un défaut de synchronisation tem-
porelle provoque des interférences entre symboles et peut conduire à une forte
dégradation des performances.
Pour assurer la bonne détection des trames au récepteur, des symboles spé-
ciaux peuvent être transmis au début de chaque trame OFDM. L’objectif de ce
chapitre est de décrire les bonnes caractéristiques d’autocorrélation (Autocorrela-
tion) et d’intercorrélation (Cross correlation) de ces symboles ou préambules, qui
sont dites séquences de synchronisation.
Une séquence de synchronisation doit présenter une fonction d’autocorréla-
tion maximale pour un décalage nul. Deux fonctions sont intéressantes à analy-
ser : l’autocorrélation et l’intercorrélation, ces deux fonctions mesurent le degré
de ressemblance entre la séquence elle-même et entre deux séquences différentes
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respectivement.
Pour une séquence x (de valeur complexe) de longueur Lc, la fonction d’auto-
corrélationRxx est donnée par :
Rxx(k) =
Lc−1∑
n=0
x(k)x∗(n+ k) (III.1)
Où x∗ est le complexe conjugué de la séquence x. Les deux valeurs idéales
possibles deRxx sont :
Rxx =


Lc, n ≡ 0 mod Lc
0, n 6≡ 0 mod Lc
La fonction d’intercorrélation (cross-correlation) est la corrélation d’une sé-
quence x avec une autre séquence y. Cette fonction est donnée par :
Rxy(k) =
Lc−1∑
n=0
x(k)y∗(n+ k) (III.2)
Le choix d’une séquence comme préambule pour la recherche de la synchro-
nisation sera déterminé, d’une part par la fonction d’autocorrélation, qui doit pré-
senter un pic maximal lors de la détection, et d’autre part par la fonction d’inter-
corrélation entre deux séquences qui doit être la plus faible possible en réception.
Dans la suite du chapitre, nous présentons plusieurs séquences candidates à
la génération d’un préambule pour la synchronisation des systèmes OFDM et
MIMO-OFDM. Le choix des séquences est établi selon la longueur des séquences,
leurs fonctions d’autocorrélation et d’intercorrélation.
III.2 Les différentes séquences existantes
L’élaboration du préambule de synchronisation se base sur l’utilisation d’une
ou plusieurs séquences de même type ou non. Parmi celles-ci, les séquences pseudo-
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aléatoires, les séquences de Gold, d’Hadamard, de CAZAC qui sont des candidats
potentiels. Les séquences principales utilisées dans l’état de l’art sont décrites ci-
après :
III.2.1 Séquences pseudo-aléatoires (PN)
Les m-séquences [4] sont des séquences binaires pseudo-aléatoires (PN). Elles
présentent une intercorrélation quasi nulle. Elles sont ainsi utilisées dans la syn-
chronisation temporelle pour les systèmes OFDM etMIMO-OFDM [5, 6]. Dans [5]
ces séquences sont aussi utilisées pour la synchronisation fréquentielle. Pour dis-
tinguer les antennes et pour estimer le CFO, chaque antenne d’émission dispose
d’une séquence unique d’apprentissage. Les séquences d’apprentissage (préam-
bule) sont composées de séquences PN répétées pour accroître la fiabilité de la
détection.
Les m-séquences possèdent une taille donnée par :
P = 2n − 1
où n est le nombre de flip-flops (éléments mémoire) d’un registre à déca-
lage binaire. L’avantage principal de séquences pseudo-aléatoire de taille maxi-
male, est leur fonction d’autocorrélation périodique qui est très proche d’un Dirac
alors que les lobes secondaires possèdent des pics de faible amplitude. La fonc-
tion d’auto-corrélation périodique normalisée de séquences pseudo-aléatoire (s)
de taille maximale est donnée par :
Rss(i) = 1
P
P−1∑
j=0
(−1)Sj⊗Si+j (III.3)
où
Rss =

 1 si i mod P = 0− 1
P
si i mod P 6= 0
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Les inconvénients majeurs de séquences PN sont les valeurs de leurs fonctions
d’autocorrélation et d’inter-correlation apériodiques et le nombre de séquences de
taille maximale générées n’est pas suffisant.
On retrouve l’utilisation de ces séquences dans la norme de télévision mobile
(Digital Terrestrial/Television Multimedia Broadcasting (DTMB)), norme pour la
transmission numérique de la télévision en république de Chine [7]. J. Wu et al. [6]
ont développé un algorithme pour la synchronisation temporelle et fréquentielle
pour le système DTMB. Le processus d’estimation de décalage en fréquence est
proposé en deux étapes. La première étape consiste à une estimation grossière du
décalage fréquentiel en utilisant les m-séquences. La deuxième étape estime le dé-
but de trame tout en estimant finement le décalage fréquentiel. La structure de la
trame de synchronisation d’un système DTMB est représentée dans la figure III.1.
Fig. III.1 – Structure de la trame de synchronisation dans les systèmes DTMB
Par ailleurs, à partir de ces m-séquences, nous pouvons construire d’autres en-
sembles de séquences qui possèdent les caractéristiques proches de m-séquences
mais avec un nombre de séquences disponibles plus grand. Ces séquences sont les
séquences de Gold et de Kasami.
Les fonctions d’autocorrélation et d’intercorrélation de m-séquences de lon-
gueur 1023 sont illustrées dans la figure III.2. Le polynôme générateur de sé-
quence 1 (resp. séquence 2) est g1(x) = x
8 + x6 + x5 + x4 + 1 (resp. g2(x) =
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x8 + x7 + x2 + x+ 1).
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Fig. III.2 – Fonctions d’autocorrélation et d’intercorrélation de séquences pseudo-
aléatoires de taille 1023
III.2.2 Les séquences de Gold
Les codes de Gold [8], également connus sous le nom de séquences de Gold et
proposés par Robert Gold [8], sont des séquences binaires utilisées dans les télé-
communications (Code Division Multiplexing Systems (CDMA)) et dans le sys-
tème de localisation mondial (Global Positioning System (GPS)). Ces séquences
sont construites par la combinaison de deux séquences pseudo aléatoires de pé-
riode P = 2n − 1 [4]. L’ensemble de séquences construit par cette combinaison
contient les deux séquences initiales et 2n − 1 séquences ayant différentes posi-
tions de décalages. Le nombre total de séquences de Gold obtenues est de 2n + 1
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séquences.
Soient g1(x) et g2(x) deux polynômes binaires primitifs qui gérèrent les sé-
quences x et y respectivement. La famille de séquences de Gold obtenues est
donnée par l’équation :
Sgold(x, y) = {x, y, x⊗ y, x⊗ T−1y, x⊗ T−2y, . . . , x⊗ T−(Lc−1)y} (III.4)
où T−p est un opérateur de décalages cycliques de valeur p vers la gauche,
par exemple T−1y = (y1, y2, y3, . . . , yLc−1, y0), et ⊗ est l’opération logique ou-
exclusif.
III.2.2.1 Fonctions de corrélation des séquences de Gold
Les propriétés de fonction d’autocorrélation des séquences de Gold ne sont
pas aussi bonnes que celles de séquences pseudo-aléatoires, car leurs fonctions
d’autocorrélation présentent des pics secondaires non négligeables. Cependant,
ces séquences fournissent un grand nombre de séquences vis à vis des séquences
pseudo-aléatoires. La fonction d’autocorrélation Rxx(τ) d’une séquence de Gold
de taille Lc est égale à Lc lorsque le décalage est nul (τ = 0).
Soient X = (x0, . . . , xLc−1) et Y = (y0, . . . , yLc−1) deux séquences de lon-
gueur Lc, les fonctions d’autocorrélation (Rxx) de X et d’intercorrélation (Rxy)
entre X et Y sont données par :
Rxx(τ) =
Lc−1∑
k=0
(−1)(Xk+X(k+τ)mod Lc ) (III.5)
La fonction d’autocorrélation normaliséeRxx(τ) est définie par :
Rxx(τ) =


1 pour τ = 0
−t(n)
Lc
,− 1
Lc
,
t(n)− 2
Lc
pour τ 6= 0
(III.6)
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où
t(n) =

 1 + 2
n+2
2 pour n pair
1 + 2
n+1
2 pour n impair
et la fonction d’intercorrélation Rxy(τ) entre deux séquences de Gold est dé-
finie par :
Rxy(τ) =
Lc−1∑
k=0
(−1)(Xk+Y(k+τ)modLc ) (III.7)
La valeur de la fonction d’intercorrélation normaliséeRxy(τ) est définie par :
Rxy(τ) =
{
−t(n)
Lc
,− 1
Lc
,
t(n)− 2
Lc
}
(III.8)
Les séquences de Gold sont proposées pour la synchronisation temporelle et
fréquentielle dans les systèmes OFDM [9]. Dans cette approche, un préambule
de synchronisation constitué de deux symboles d’apprentissage est utilisé comme
un préambule pour la détection du début de trame et pour récupérer le décalage
fréquentiel.
L’inconvénient de séquences de Gold est leur fonction d’autocorrélation qui
possède une grande valeur.
La figure III.3 illustre les fonctions d’auto et d’intercorrélation pour deux sé-
quences de Gold de taille 1023.
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Fig. III.3 – Fonctions d’autocorrélation et d’intercorrélation de Séquences Gold de taille
1023
III.2.3 Les séquences de Walsh-Hadamard
Les séquences de Walsh-Hadamard ou Hadamard [10] sont des séquences bi-
naires (ou biphasées de valeurs -1 et 1) orthogonales utilisées notamment dans les
systèmes à accès multiples par étalement de spectre. Elles sont aussi utilisées dans
les systèmes MIMO dans l’étape de codage temps-espace [11]. Ces séquences se
construisent récursivement à partir d’une matrice 2× 2, appelée matrice d’Hada-
mard, de la manière suivante :
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WH1 =
[
1
]
1×1
,WH2 =

WH1 WH1
WH1 −WH1


2×2
, . . . ,WH2n =

WHn WHn
WHn −WHn


2n×2n
Une matrice d’HadamardWH d’ordre n satisfait la propriété suivante :
WH.WHT = nIn (III.9)
où In est la matrice d’identité n × n etWHT est la transposée deWH [12].
L’avantage principal des séquences d’Hadamard est l’orthogonalité entre les sé-
quences. Elles ont de bonnes propriétés de corrélation et leur taille est égale 2n
où n ∈ N. A noter qu’il existe des séquences d’Hadamard de tailles multiples
de 12 ou de 20 dont le principe de construction est similaire à celui présenté. La
différence réside dans la matrice du départ qui est soit une matrice 12× 12 ou une
matrice 20× 20.
Les séquences d’Hadamard sont ainsi utilisées pour la détection de la synchro-
nisation fréquentielle d’un système OFDM [13] et dans les systèmes DS-CDMA
(Direct Sequence-Code Division Multiple Access) sur la voie descendante [14].
L. Koschel and A. Kortke dans [13] ont proposé une approche pour déterminer
le décalage fréquentiel dans un système à 60 GHz. Dans ce cas, le préambule de
synchronisation est constitué de deux parties, chacune comportant une séquence
d’Hadamard.
La figure III.4 illustre les fonctions d’autocorrélation et d’intercorrélation pour
deux séquences d’Hadamard de taille 1024. Cependant, la fonction d’autocorré-
lation de certaines séquences d’Hadamard présente des remontées de pics secon-
daires non négligeables.
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Fig. III.4 – Fonctions d’autocorrélation et d’intercorrélation de séquences d’Hadamard
de taille 1024
III.2.4 Les séquences CAZAC (Constant Amplitude Zero Auto-
Correlation)
Les séquences CAZAC sont des séquences complexes caractérisées par leurs
amplitudes uniformes. La figure III.5 illustre celles d’une séquence CAZAC de
taille 1024.
La fonction d’autocorrélation de ces séquences peut être représentée par une
fonction delta δ (proche d’un Dirac), alors la fonction d’intercorrélation de deux
séquences CAZAC est très proche de zéro. Les versions décalées cycliquement
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Fig. III.5 – Séquence CAZAC avec une amplitude constante
d’une séquence CAZAC donnent une fonction d’intercorrélation, avec d’autres
séquences, proche de zéro. Par conséquent, une séquence CAZAC décalée cycli-
quement présente les mêmes propriétés que la séquence elle-même et toutes les
versions décalées sont orthogonales les unes aux autres. Ces séquences possèdent
de bonnes propriétés de corrélation périodique [15, 16].
Les séquences GCL (Generalized Chirp-Like) et Zadoff-Chu [17] sont connues
comme des séquences CAZAC à valeurs complexes qui donnent lieu à un signal
d’amplitude constante. Ces deux types de séquences sont très semblables et ont
une phase inversée.
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Les séquences CAZAC de type GCL sont données par l’équation III.10 sui-
vante :
xu(n) =

 e
−j
piMn(n+1)
Lc si Lc est impaire
e−j
piMn2
Lc si Lc est paire
(III.10)
Les séquences CAZAC de type Zadoff peuvent être exprimées selon l’équa-
tion III.11 suivante :
xu(n) =

 e
j
piMn(n+1)
Lc si Lc est impaire
ej
piMn2
Lc si Lc est paire
(III.11)
où
0 ≤ n ≤ Lc − 1
Lc est la longueur de la séquence CAZAC, M ∈ N est un nombre premier
avec Lc parmi les nombres entiers inférieurs à Lc et n ∈ {0, Lc − 1} est l’indice
de la séquence. Ces séquences sont périodiques de période Lc d’où :
xu(n+ Lc) = xu(n)
Soient u et v deux séquences CAZAC de taille Lc. Les fonctions d’autocorré-
lation (éq. III.12a) et d’intercorrélation (éq. III.12b) entre u et v sont exprimées
par :
Ru,u(m) = 1
Lc
Lc−1∑
k=0
u(m+ k)u∗(k) (III.12a)
Ru,v(m) = 1
Lc
Lc−1∑
k=0
u(m+ k)v∗(k) (III.12b)
Ces deux fonctions présentent de bonnes propriétés de corrélation.
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La figure III.6 présente les fonctions normalisées d’autocorrélation et d’inter-
corrélation de séquences Zadoff-Chu de longueur 1024.
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Fig. III.6 – Fonctions d’autocorrélation et d’intercorrélation de séquences CAZAC de
longueur 1024
Dans [18] W.Wei et al. ont utilisé ces séquences pour la recherche de synchro-
nisation temporelle et fréquentielle, basée sur un préambule de synchronisation de
longueur Lpr = 2Lc constitué de deux parties identiques et de même longueur Lc.
Les résultats de simulation montrent de meilleures performances que les méthodes
utilisant des séquences classiques en particulier dans le canal de Rayleigh. Avec
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cette méthode, pour un système MIMO-OFDM 2× 2, la probabilité d’acquisition
de synchronisation temporelle est supérieure à 90% pour un SNR > −5 dB.
Dans [19], les auteurs ont présenté une méthode de synchronisation tempo-
relle basée sur les séquences CAZAC pour un système MIMO-OFDM 2 × 1.
Un préambule de synchronisation est envoyé sur chaque antenne d’émission. Ces
préambules sont des séquences CAZAC qui sont décalées cycliquement d’une
distance D = 20. La taille du préambule de synchronisation est égale à la taille
d’un symbole OFDM, soit Lpr = 512. La probabilité de la détection du pic pour
la synchronisation temporelle dans un canal à trajets multiples est 80% pour un
SNR > 6 dB.
Dans [20], L. Li et al. ont mis en place un préambule basé sur les séquences
de CAZAC pour la liaison descendante dans un système MIMO-OFDM. Dans
cette méthode, chaque préambule est constitué de deux séquences différentes de
synchronisation. Chaque séquence est divisée en deux symboles identiques qui
sont constitués par des séquences CAZAC. Un CP est inséré au début et à la fin
de chaque séquence. A la réception, une corrélation entre chaque deux symboles
identiques est appliquée, il existe deux pics de la fonction de corrélation. Cette
méthode est simulée avec un canal AWGN et COST 207 TU6. Ces résultats de
simulation montrent que la probabilité de synchronisation de trame est égale à 1
pour un SNR > 7 dB.
Le lecteur pourra également se référer à [18–20] pour des résultats complé-
mentaires.
III.2.5 Les séquences TCH (Tomlinson, Cercas and Hughes)
Dans [21, 22], F. Cercas et al. ont étudié une nouvelle famille de codes TCH
pour l’interface radio d’un récepteur mobile. Les séquences TCH sont des codes
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binaires, cycliques, non linéaires et non systématiques de longueur Lc = 2
m, où
m est un nombre entier positif. Le premier polynôme qui génère le code TCH est
nommé "B-TCH". Ce polynôme est généré d’une manière analytique et ensuite
étendu pour augmenter les nombres de codes générés. Le polynôme "B-TCH" [21]
ne peut être généré que pour des valeurs spécifiques de longueur Lc, qui sont les
nombres de Fermat moins un (Fm − 1 = (22m + 1) − 1 = 22m), à savoir, 2, 4,
16, 256 et 65 536 pourm = {0, 1, 2, 3, 4} respectivement.
Ces séquences ont de bonnes propriétés d’autocorrélation dont les valeurs sont
toujours 0, -4 et Lc quelle que soit la longueur de la séquence Lc, ce qui rend cette
fonction d’autocorrélation très intéressante pour des grandes valeurs de Lc. Les
inconvénients de ces séquences sont la valeur de leur fonction d’inter-corrélation
qui a de grande valeur et le nombre de séquences générées n’est pas suffisant.
Dans [23], les séquences TCH sont utilisées pour l’estimation du canal et la
synchronisation dans un système MIMO. Le préambule de synchronisation est di-
visé en quatre séquences TCH courtes et répétées de taille 256. La taille totale du
préambule est 1024. Ces séquences TCH répétées permettent d’estimer le déca-
lage fréquentiel et d’estimer le canal. Les résultats de simulation de cette méthode
présentent de bonnes performances pour un SNR = 16 dB.
La figure III.7 illustre les fonctions d’autocorrélation et d’intercorrélation de
séquences TCH de taille 256.
III.2.6 Les séquences ZCZ (Zero Correlation Zone)
Les séquences ZCZ ont été proposées pour réduire l’interférence de l’ac-
cès multiple (Multiple Access Interference (MAI)) dans les systèmes CDMA.
Dans [24], P. Fan a proposé des séquences ZCZ binaires. Cependant, l’incon-
vénient mineur est le faible nombre de séquences générées. Pour résoudre ce pro-
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Fig. III.7 – Fonctions d’autocorrélation et d’intercorrélation de séquences TCH de taille
256
blème, Cha [25] a introduit une classe de séquences ternaires, dont les éléments
sont dans l’alphabet 0, 1, -1 permettant d’avoir un nombre de séquences plus im-
portant. Fan dans [26, 27] et Cha dans [28] ont ainsi proposé plusieurs méthodes
pour construire les séquences binaires ZCZ.
Il existe une famille de séquences ZCZ qui sont orthogonales entre elles et
aussi avec les versions décalées de séquences. Cependant, le décalage cyclique ne
doit pas dépasser la zone dite zone de corrélation nulle (ZCZ) [29].
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En générale, les fonctions d’auto-corrélation et d’inter-corrélation de séquences
ZCZ possèdent des lobes secondaires qui ont de grande valeurs. La figure III.8
illustre les fonctions d’autocorrélation et d’intercorrélation de séquences ZCZ de
taille 512.
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Fig. III.8 – Fonctions d’autocorrélation et d’intercorrélation de séquences ZCZ de taille
512
Dans [30], H. Xuefei et al. ont proposé un préambule de synchronisation de
trame pour des systèmes MIMO-OFDM (2 × 2) en utilisant les codes ZCZ. Les
préambules de synchronisation, sur chaque antenne d’émission, sont constitués de
différentes séquences ZCZ de taille 256. Cette méthode est simulée avec un canal
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SUI (Stanford University Interim), ce canal est constitué de 3 trajets (tap). Les
résultats de simulation montrent que la probabilité de synchronisation de trame
est égale à 1 pour un SNR = −10 dB.
Ces séquences sont également utilisées pour l’estimation du canal. Dans [31],
W. Zhang et al. ont utilisé ces séquences pour la synchronisation fréquentielle
dans un système OFDM. Le préambule de synchronisation est constitué de deux
séquences ZCZ. La précision d’estimation, de cette méthode, dans un canal Ray-
leigh à trajets multiples peut être entre 10−2 et 10−3 pour un SNR > 0 dB.
III.3 Critères pour sélectionner une séquence parti-
culière
Suite à la présentation des différentes séquences candidates à la synchronisa-
tion temporelle dans un contexte MIMO/OFDM, il convient de faire un choix qui
réponde aux critères principaux :
• Ces séquences doivent être orthogonales entre elles pour éviter les inter-
férences entre séquences lors des envois simultanés sur plusieurs antennes
d’émission.
• La longueur de ces séquences doit être égale à la longueur d’un symbole
OFDM ou un multiple. De point de vue réalisation, si l’insertion du sym-
bole de synchronisation est réalisée dans le domaine fréquentiel, elle se fait
avant la FFT. Comme généralement la FFT est une puissance de 2, il semble
donc préférable que la longueur de la séquence de synchronisation soit aussi
une puissance de 2 et égale à la longueur d’un symbole OFDM ou un mul-
tiple de celle-ci.
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• La fonction d’autocorrélation doit être maximale afin de détecter le pic de
corrélation et par conséquent le début de la trame.
• La fonction d’intercorrélation entre les différentes séquences doit être mi-
nimale pour distinguer les différents préambules et trames au niveau de
chaque antenne de réception.
Une comparaison des différentes caractéristiques des séquences de synchroni-
sation est présentée dans le tableau III.1.
Après l’analyse des différents critères de séquences de synchronisation, nous
proposons d’utiliser les séquences CAZAC comme séquences de synchronisation
pour notre systèmeMIMO-OFDM car possédant de bonnes propriétés en terme de
corrélation. Pour réaliser le performances de ces séquences, dans le chapitre IV,
nous avons simulé d’autres types de séquences pour comparer leurs performances
par rapport aux séquences CAZAC.
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III.4 Conclusion
Dans tout système de communication, les émetteurs et les récepteurs doivent
être synchronisés au niveau de la couche physique avant toute analyse des don-
nées par les applications. Un format spécial de séquences est généralement utilisé
pour la synchronisation. Ces séquences sont appelées séquences de synchronisa-
tion. Dans le cas d’un système MIMO, où les différents émetteurs doivent être
synchronisés avec les différents récepteurs, la synchronisation est plus délicate du
fait des transmissions multiples simultanées dans la même bande passante du ca-
nal. Des séquences orthogonales peuvent être utilisées, mais la performance de la
synchronisation dépend de l’orthogonalité de ces séquences.
Dans le chapitre IV suivant, nous allons présenter les différentes méthodes
proposées de la synchronisation temporelle dans les systèmes MIMO-OFDM.
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Avant de présenter les méthodes de synchronisation temporelle proposées dans
cette thèse, nous proposons une brève introduction à la problématique de la syn-
chronisation dans les systèmes MIMO-OFDM. La synchronisation est un sujet
abondamment étudié depuis de nombreuses années et de nombreux ouvrages traitent
de ce domaine de manière très pédagogique et très complète. Cependant les sys-
tèmes MIMO-OFDM sont très sensibles aux problèmes de synchronisation et il
faut alors proposer des méthodes de synchronisation performantes et capables de
travailler avec des systèmes MIMO-OFDM N ×M .
Dans les deux précédents chapitres, nous avons rappelé les principes généraux
des transmissionsMIMO-OFDM et abordé la problématique de la synchronisation
temporelle entre les émetteurs et les récepteurs. Plusieurs solutions sont possibles.
L’objet de ce chapitre est de mesurer les performances des différentes approches
dans des configurations MIMO-OFDM données. La synchronisation fréquentielle
est supposée parfaite, l’égalisation et l’estimation du canal ne feront pas l’objet de
cette thèse.
Dans un premier temps, nous allons présenter notre système de transmission
dans la section IV.1. Dans la section IV.2 nous discutons les différentes méthodes
proposées pour la synchronisation temporelle. Les résultats de simulation de ces
différentes méthodes sont présentés dans le chapitre V.
IV.1 Système de transmission
Notre système de transmission MIMO-OFDM est divisé en deux parties :
l’émetteur et le récepteur. L’émetteur génère des trames constituées de symboles
OFDM qui sont modulés en quadrature (QAM). Les symboles OFDM sont trans-
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mis sur plusieurs antennes en utilisant le codage temps-espaces en blocs (STBC).
Le codage temps-espaces (STC) [1] est une technique utilisée dans les communi-
cations sans fil pour transmettre les flux de données à travers plusieurs antennes
d’émission et de réception (MIMO). Deux approches sont utilisées pour la mise
en place de MIMO : soit on recherche à accroître l’efficacité de transmission de
données, soit on vise à augmenter le débit des données. Dans notre système, nous
avons utilisé le codage en bloc Alamouti [2] qui transmet les mêmes symboles
OFDM sur les différentes antennes d’émission à des instants différents. Le sys-
tème de transmission est présenté dans la figure IV.1.
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Fig. IV.1 – Système de transmission MIMO-OFDM-STBC
Dans la figure IV.1, le générateur aléatoire produit le flux binaire (Ak), puis
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le convertisseur série/parallèle est utilisé en vue de répartir les flux vers le mo-
dulateur QAM (Bk) selon l’ordre de la modulation et le nombre d’antennes. Ce
modulateur a pour rôle de mapper le flux de bits selon une modulation QAM (Ck).
Les symboles QAM sont alors introduits dans un codeur espace-temps en blocs
(STBC) (Dk). Les données codées par le STBC sont transposées du domaine fré-
quentiel au domaine temporel par le biais de l’IFFT (Et). L’intervalle de garde
correspondant au préfixe cyclique (CP) est inséré après la IFFT (Ft) pour réduire
les interférences de type ISI, et sera enlevé à la réception avant la FFT. Le dernier
bloc avant la transmission de données (Gt) est un convertisseur numérique analo-
gique (CNA).
Le bloc que nous avons plus spécifiquement étudié dans notre système de
transmission est celui de synchronisation. Ce bloc consiste à insérer le préambule
de synchronisation dans le domaine fréquentiel ou temporel au début de chaque
trame OFDM envoyée.
Le signal émis si(t) par l’antenne d’émission Ti est donné par :
si(t) =
1√
Nsc
Nsc−1∑
k=0
ℜe
{
xkΠ(t)e
j.2pi.fk.t
}
(IV.1)
où xk sont les symboles de sortie de la modulation STBC/OFDM, obtenus
donc après la IFFT.
La deuxième partie du système de transmission MIMO-OFDM est le récep-
teur. Le premier bloc après le convertisseur analogique numérique (CAN) (Ĝt)
est le bloc de la synchronisation temporelle, ce bloc intervient dans le domaine
temporel (M̂t). Ensuite, le préfixe cyclique de chaque symbole OFDM est éliminé
(F̂t). La fonction FFT transpose les données dans le domaine fréquentiel (Êt).
Le bloc d’égalisation intervient pour corriger les effets du canal en prenant en
compte les coefficients d’estimation du canal (P̂k) obtenus dans le domaine fré-
quentiel. Les symboles estimés sont décodés et combinés par le décodeur STBC
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(D̂k). Ensuite, un démodulateur QAM permet de démoduler et de récupérer les in-
formations binaires (Ĉk). La conversion parallèle/série permet la remise en forme
du flux binaire (Âk).
IV.1.1 Modélisation du canal de propagation
Le canal entre les antennes d’émission Ti et celles de réceptionRj , i ∈ {1, Nt}
et j ∈ {1, Nr}, est à trajets multiples. La réponse impulsionnelle H(t) du canal
peut être exprimée comme :
H(t) =
L∑
l=1
Hlδ(t− τl) (IV.2)
où Hl est la matrice de coefficients du l
ime trajet de taille Nt × Nr, δ est la
fonction d’impulsion et L est le nombre maximum de trajets multiples. Hl est
donnée par :
Hl =


hl1,1 h
l
1,2 . . . h
l
1,Nr
hl2,1 h
l
2,2 . . . h
l
2,Nr
...
...
. . .
...
hlNt,1 h
l
Nt,2
. . . hlNt,Nr

 (IV.3)
IV.1.2 Modélisation du signal reçu
Le signal reçu rj par l’antenne Rj est donné par :
rj(t) =
Nt∑
i=1
L∑
l=1
(
hlij(t) ∗ si(t)
)
+ wj(t) (IV.4)
Où si est le signal transmis sur l’antenne Ti, wj est le bruit blanc additif gaus-
sien (AWGN) et hlij correspond au canal multi-trajets entre l’antenne d’émission
Ti et celle de réception Rj .
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Nous allons dans la suite proposer différentes techniques d’élaboration du pré-
ambule de synchronisation.
IV.2 Les techniques proposées pour la synchronisa-
tion temporelle
Dans ce paragraphe, trois méthodes d’insertion de préambule sont discutées.
L’une dans le domaine temporel, donc après la IFFT, les autres dans le domaine
fréquentiel, c’est à dire lors de la construction des symboles OFDM. Il est à noter
qu’en réception la recherche de synchronisation est effectuée dans le domaine
temporel.
IV.2.1 Méthodes de préambule court (Génération dans le do-
maine temporel)
En général, les méthodes de synchronisation temporelle qui utilisent les pré-
ambules longs, qui sont corrélés à la réception avec une séquence locale afin de
détecter le pic de corrélation. Dans ce cas, nous obtenons un pic de corrélation
qui a une amplitude théorique égale à la taille de cette séquence locale. D’autres
méthodes de synchronisation temporelle utilisent des préambules courts où ces
derniers sont répartis temporellement en deux ou plusieurs parties identiques. A
la réception, la corrélation est effectuée en utilisant le préambule reçu uniquement.
Les parties identiques sont corrélées et produisent un pic de corrélation dont la po-
sition sert à détecter le point de synchronisation. Par la suite, nous décrivons les
différentes structures de préambule court.
IV.2.1.1 Première structure de préambule court (Pr_Court_1)
La structure de synchronisation est appliquée à un système MIMO-OFDM
2 × 2 utilisant un codage STBC-Alamouti. La structure de préambule de syn-
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chronisation est donnée dans la figure IV.2. Cette structure consiste à envoyer
un préambule de synchronisation en utilisant différentes séquences (Hadamard,
CAZAC, ZCZ, TCH et Gold). Ces séquences ne sont pas modulées, elles sont en-
voyées comme étant des séquences réelles ou complexes, et chaque bit correspond
à un échantillon du symbole total.
�� �1 �2  �� �1 �2  ��  Symbole OFDM   
 
�� �3 �4  �� �3 �4  ��  Symbole OFDM   
 
 
Séquence 1 Séquence 1 Trame OFDM  
 
Préambule sur l’antenne d’émission ��  
 
 
 
 
 
 
Séquence 2 Séquence 2 Trame OFDM 
 
Préambule sur l’antenne d’émission ��   
Fig. IV.2 – Préambules de synchronisation pour la première structure de la méthode de
préambules courts (Pr_Court_1)
Soient C1 et C2 (resp. C3 et C4) deux codes différents utilisés dans le préam-
bule. Chaque code est de taille LC =
LFFT
2
et C1 6= C2 (resp. C3 6= C4). La taille
de la FFT (LFFT ), qui correspond à la taille d’un symbole OFDM, est telle que
LFFT = 2 × LC . Le préambule sur chaque antenne est complété avec le CP de
longueur LCP =
LFFT
4
.
La taille du préambule Lpr devient alors :
Lpr = 2× (LFFT + LCP ) = 2× (2.LC + LCP ) (IV.5)
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Ces préambules sont envoyés simultanément sur les deux antennes d’émission
(T1 et T2).
En réception, la synchronisation temporelle sur chaque antenne peut être esti-
mée selon deux approches différentes :
• Soit par une corrélation entre les séquences de préambule elles-mêmes.
• Soit par une corrélation entre le signal reçu et une séquence locale, c’est à
dire la séquence 1 sur T1 et/ou la séquence 2 sur T2.
Dans cette méthode nous avons utilisé la deuxième approche afin d’estimer la
synchronisation temporelle. L’avantage de cette structure réside dans la forte pro-
babilité de détection du pic de synchronisation. Le CP utilisé au début de chaque
préambule de synchronisation réduit l’erreur de détection et ne dégrade pas l’or-
thogonalité entre les codes. Par contre, la taille du préambule est égale à deux fois
la taille d’un symbole OFDM, ce qui réduit le débit du système. Pour résoudre ce
problème, nous proposons dans la section suivante une autre structure basée sur
une construction en temporel.
IV.2.1.2 Deuxième structure de préambule court (Pr_Court_2)
Cette structure consiste à envoyer une seule séquence de synchronisation au
début de chaque trame OFDM. La structure de préambule est donnée dans la fi-
gure IV.3. Chaque préambule envoyé sur chaque antenne est divisé en deux parties
de longueur LC chacune et d’un CP de longueur LCP =
LFFT
4
=
LC
2
. La lon-
gueur de chaque préambule est Lpr = 2.LC + LCP =
5.LC
4
.
Dans cette structure, chaque préambule est constitué de deux codes différents,
C1, C2 sur la première antenne d’émission T1 et C3, C4 sur la deuxième antenne
d’émission T2.
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�� �1 �2  ��  Symbole OFDM    
  �� �3 �4  �� Symbole OFDM   
 
�� �� Trame OFDM  
Préambule sur  
l’antenne d’émission ��  
 
 
�� �� Trame OFDM  
Préambule sur  
l’antenne d’émission ��   
Fig. IV.3 – Préambules de synchronisation pour la deuxième structure de la méthode de
préambules courts (Pr_Court_2)
IV.2.1.3 Algorithme de détection de pic de synchronisation
A la réception, la fonction de corrélation R est appliquée entre le signal reçu
rj et une séquence locale seqj , de taille 2Lc + LCP , au niveau du récepteur Rj .
Cette fonction est donnée par l’équation :
Rrj ,seqj(k) =
2.Lc−1+LCP∑
n=0
(
rj(k) ∗ seq∗j (n+ k)
)
(IV.6)
L’idée principale de l’algorithme de synchronisation est d’estimer le pic de
synchronisation temporelle. Après la fonction de corrélation, un bloc de détection
de seuil est appliqué afin de détecter ce pic au-delà d’un seuil déterminé (th). Une
fois que |Rrj ,seqj(k)| atteint le seuil, cela signifie que k est considéré comme le
point de synchronisation temporelle, si non, le réglage du seuil diminue la valeur
du seuil et l’operation recommence de nouveau pour détecter le pic de synchroni-
sation. La figure IV.4 représente un schéma général de la détection de synchroni-
sation.
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Fig. IV.4 – Schéma général de la détection du pic de synchronisation pour les méthodes
de préambules courts
Les résultats de simulation de cette méthode sont présentés dans le chapitre V
et ont été publiés dans [3]. Ces résultats présentent de bonnes performances même
à faible SNR. L’inconvénient majeur de cette méthode est la génération du préam-
bule dans le domaine temporel. Par conséquence, au niveau d’implémentation de
cette méthode, nous avons besoin d’un module pour générer et appliquer les pré-
ambules dans le domaine temporel. Nous avons évité ce problème dans les autres
méthodes où le préambule est généré dans le domaine fréquentiel.
IV.2.2 Méthodes de préambule compact (Génération dans le
domaine fréquentiel)
Nous proposons, dans cette partie, de nouvelles structures basées sur les sé-
quences CAZAC afin d’accroître la probabilité de détection de la synchronisa-
tion temporelle. Les séquences CAZAC [4] sont caractérisées par une ampli-
tude constante et une fonction d’intercorrélation proche de zéro. Pour chaque
antenne d’émission Ti, un préambule utilisant une séquence CAZAC est inséré
avant l’émission des symboles OFDM, l’ensemble constitue alors la trame.
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Tous les préambules sont générés et mappés sur les sous-porteuses dans le do-
maine fréquentiel. La structure générale des trames est illustrée dans la figure IV.5.
Fig. IV.5 – Structure générale de la trame : préambule de synchronisation + symboles
OFDM
Dans ce cas, les séquences CAZAC [5] C(k) sont données par l’équation :
C(k) = exp
(
jpiMk2
LC
)
, k ∈ {0, LC − 1} (IV.7)
où LC est la longueur de la séquence CAZAC avec LC = 2
n, M ∈ N
est un nombre premier avec LC parmi les nombres entiers inférieurs à LC et
k ∈ {0, LC − 1} est l’indice de l’échantillon. Soient Lpr = LFFT + LCP la
longueur du préambule et C la séquence CAZAC de taille LC = LFFT/2. Le
termeC ik représente l’échantillon de la séquence CAZAC porté par la k-ième sous-
porteuse et transmis par l’antenne d’émission Ti. Nous notons c(m) le correspon-
dant de C(k) dans le domaine temporel après une IFFT. Il convient de souligner
que c(m) est aussi une séquence CAZAC de longueur LC [6]. Cette séquence c(m)
est représentée par l’équation IV.8 :
c(m) =
1
LC
LC−1∑
k=0
C(k).e
j

 2pi
LC

mk
,m ∈ [0, LC − 1] (IV.8)
Les différentes structures de préambules sont détaillées ci-après.
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IV.2.2.1 Première structure de préambule compact (Pr_Compact_1)
Chaque préambule contient une séquence CAZAC (C) mappée sur les sous-
porteuses paires, et le −conjugue´ de C (−C∗) est mappé sur les sous-porteuses
impaires. La structure de préambule dans le domaine fréquentiel est présentée
dans la figure IV.6. La taille de chaque séquence est LC avec LC =
(
LFFT
2
)
.
��� −���∗    ���  −���∗                        ���−��  −���−��∗  
 
 
 
 
 
 
 
 
 
 
 
 ����  −����∗    ����  −����∗                         ���−���  −���−���∗  
 
 
 
 
 
 
 
��� −���∗    ���  −���∗                        ���−��  −���−��∗  
Émetteur 1 
Émetteur 2 
Émetteur �� 
��� Sous-porteuses 
Fig. IV.6 – Schéma de préambules de synchronisation pour Pr_Compact_1 dans le do-
maine fréquentiel sur les différentes antennes d’émission
Bien qu’étant construite dans le domaine fréquentiel, la combinaison conserve
de bonnes propriétés de corrélation dans le domaine temporel. La fonction de cor-
rélation de ce préambule est présentée dans la figure IV.7. La figure IV.8 représente
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Fig. IV.7 – Fonction d’autocorrélation du préambule de Pr_Compact_1, LFFT=256
les parties réelle et imaginaire du préambule de synchronisation dans le domaine
temporel. L’allure du préambule dans le domaine temporel présente de bonnes
propriétés de corrélation comme indique la figure IV.7.
Les séquencesC(k) et−C∗(k) sont exprimées selon les équations IV.9 et IV.10
respectivement :
C(k) = exp
(
j
piMk2
LC
)
= cos
(
piMk2
LC
)
+ jsin
(
piMk2
LC
)
(IV.9)
−C∗(k) = −exp
(
−j piMk
2
LC
)
= −cos
(
piMk2
LC
)
+ jsin
(
piMk2
LC
)
(IV.10)
Soit XTiu (k) le préambule envoyé sur l’antenne d’émission Ti, ce préambule
peut être exprimé, dans le domaine fréquentiel, comme :
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Fig. IV.8 – Représentation du préambule dans le domaine temporel de Pr_Compact_1,
LFFT = 256
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XTiu (k) =


CTi
(
k
2
)
si k mod 2 = 0
−C∗Ti
(
k − 1
2
)
si k mod 2 6= 0
k ∈ {0, LFFT − 1}
(IV.11)
Les résultats de simulation de cette structure sont présentés dans le chapitre V
et ont été publiés dans [7]. Dans cette méthode, la probabilité d’acquisition de
synchronisation temporelle est supérieure à 90% pour les systèmesMIMO-OFDM
2× 2 avec un SNR > −5 dB.
IV.2.2.2 Deuxième structure de préambule compact (Pr_Compact_2)
Dans cette structure, nous avons divisé le préambule de synchronisation en
deux parties de taille Lc =
LFFT
2
chacune. La première partie est constituée d’une
séquence CAZAC C tandis que la deuxième partie contient le −conjugue´ de la
séquence C comme indiqué dans la figure IV.9. La fonction d’autocorrélation de
ce préambule est présentée dans la figure IV.10.
Comme pour la configuration précédente, différents préambules sont répartis
sur les antennes d’émission et chaque préambule contient une séquence CAZAC
et son conjugué.
Nous présentons, dans la figure IV.11, les partie réelle et imaginaires du pré-
ambule de synchronisation dans le domaine temporel avec une FFT de tailleLFFT =
256. Dans cette figure, nous pouvons remarquer qu’il existe des valeurs réelles qui
sont nulles, ce qui entraîne des lobes secondaires pour la fonction d’autocorréla-
tion qui est présentée dans la figure IV.10.
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Fig. IV.9 – Schéma de préambules de synchronisation pour la Pr_Compact_2 dans le
domaine fréquentiel sur les différentes antennes d’émission
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Fig. IV.10 – Fonction d’autocorrélation du préambule de Pr_Compact_2, LFFT=256
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Fig. IV.11 – Représentation du préambule dans le domaine temporel de Pr_Compact_2,
LFFT = 256
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Nous avons utilisé les mêmes séquences que celles du cas précédent (équa-
tions IV.9 et IV.10). Soit XTiu le préambule envoyé sur l’antenne d’émission Ti
dans le domaine fréquentiel :
XTiu (k) =


CTi(k) si 0 ≤ k ≤ LC − 1
−C∗Ti(k − LC) si LC ≤ k ≤ LFFT − 1
(IV.12)
IV.2.2.3 Troisième structure de préambule compact (Pr_Compact_3)
Cette structure est inspirée de la première structure. Nous proposons de géné-
rer un préambule qui est constitué de séquences C et du conjugué de la séquence
C noté C∗. Les échantillons de ces deux dernières séquences sont distribués sur
les sous-porteuses paires et impaires respectivement comme indiqué dans la fi-
gure IV.12.
L’IFFT du préambule de cette structure est présentée dans la figure IV.14.
L’enveloppe complexe de la partie réelle de cette structure, dans le domaine tem-
porel, est divisée en deux parties identiques et symétriques. Comme pour la pre-
mière structure (Pc_Compact_1), cette combinaison possède de bonnes proprié-
tés de corrélation, permettant ainsi de détecter le pic de corrélation en réception.
La fonction d’autcorrélation de ce préambule est présentée dans la figure IV.13.
Nous avons généré les séquences C(k) et C∗(k) selon les équations IV.13
et IV.14 respectivement :
C(k) = exp
(
j
piMk2
LC
)
= cos
(
piMk2
LC
)
+ jsin
(
piMk2
LC
)
(IV.13)
C∗(k) = exp
(
−j piMk
2
LC
)
= cos
(
piMk2
LC
)
− jsin
(
piMk2
LC
)
(IV.14)
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Fig. IV.12 – Schéma des préambules de synchronisation pour Pr_Compact_3 dans le
domaine fréquentiel sur les différentes antennes d’émission
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Fig. IV.13 – Fonction d’autocorrélation du préambule de Pr_Compact_3, LFFT=256
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Fig. IV.14 – Représentation du préambule dans le domaine temporel de Pr_Compact_3,
LFFT = 256
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Le préambule de synchronisation de cette structure est de taille Lpr = LFFT +
LCP = 2.LC + LCP . Soit X
Ti
u le préambule envoyé sur l’antenne d’émission Ti
dans le domaine fréquentiel :
XTiu (k) =


CTi
(
k
2
)
si k mod 2 = 0
C∗Ti
(
k − 1
2
)
si k mod 2 6= 0
k ∈ {0, LFFT − 1}
(IV.15)
IV.2.2.4 Quatrième structure de préambule compact (Pr_Compact_4)
Cette structure est basée sur la méthode de préambule compact Pr_Compact_2.
Le schéma du préambule de cette structure, dans le domaine fréquentiel, est pré-
senté dans la figure IV.15. Il est divisé en deux parties, l’une contient les échan-
tillons de C et l’autre contient ceux de C∗. Chaque partie est de taille
LFFT
2
, la
taille totale du préambule est Lpr = LFFT + LCP = 2.LC + LCP .
La fonction d’autocorrélation du préambule de synchronisation dans le do-
maine temporel est présentée dans la figures IV.16. Dans cette figure, la fonction
d’autocorrélation présente des pics secondaires d’amplitudes de 18% de la taille
normalisée du pic de corrélation. Cette fonction de corrélation ne présente pas de
bonnes propriétés de corrélation comme celles des méthodes de préambule com-
pact Pr_Compact_1 et Pr_Compact_3.
Une représentation de la structure du préambule de synchronisation dans le do-
maine temporel est présentée dans la figure IV.17. Dans cette figure, nous avons
représenté les parties réelle et imaginaire du préambule de cette structure.
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Fig. IV.15 – Schéma de préambules de synchronisation pour Pr_Compact_4 dans le
domaine fréquentiel sur les différentes antennes d’émission
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Fig. IV.16 – Fonction d’autocorrélation du préambule de Pr_Compact_4, LFFT=256
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Fig. IV.17 – Représentation du préambule dans le domaine temporel de Pr_Compact_4,
LFFT = 256
95
CHAPITRE IV. LES MÉTHODES PROPOSÉES
SoitXTiu est le préambule envoyé sur l’antenne d’émission Ti dans le domaine
fréquentiel. Ce préambule est exprimé par :
XTiu (k) =


CTi(k) si 0 ≤ k ≤ LC − 1
C∗Ti(k − LC) si LC ≤ k ≤ LFFT − 1
(IV.16)
IV.2.2.5 Algorithme de détection de pic de synchronisation
La méthode de préambule compact consiste à transmettre un seul préambule
au début de chaque trame. Ce préambule est constitué de séquences CAZAC ayant
des agencements différents. Soit xTiu (m) le résultat de l’IFFT du préambule X
Ti
u
( IV.11, IV.12, IV.15 et IV.16) qui peut être exprimé :
xTiu (m) =
1
LFFT
LFFT−1∑
k=0
XTiu (k).e
j

 2pi
LFFT

mk
,m ∈ {0, LFFT − 1} (IV.17)
La fonction d’autocorélation du préambule de synchronisation dans le do-
maine temporel est donnée par :
Rxu(p) =
LFFT−1∑
m=0
(
xu(m).x
∗
u(m− p)
)
=
1
L2FFT
LFFT−1∑
m=0
LFFT−1∑
k=0

Xu(k).ej

 2pi
LFFT

mk
×X∗u(k − p).e
−j

 2pi
LFFT

(m−p)k


=
1
L2FFT
LFFT−1∑
m=0
LFFT−1∑
k=0
Xu(k).X
∗
u(k − p).

LFFT−1∑
k=0
e
j

 2pi
LFFT

pk


︸ ︷︷ ︸
=LFFT
=
1
LFFT
LFFT−1∑
k=0
Xu(k).X
∗
u(k − p)
(IV.18)
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Dans l’équation IV.18, nous trouvons que la fonction d’autocorrélation du
préambule dans le domaine temporel est équivalente à celle dans le domaine fré-
quentiel, ce qui montre les bonnes propriétés de ces différentes structure.
Soit rj(t) le signal reçu sur l’antenne Rj . Ce signal peut être exprimé par :
rj(t) =
Nt∑
i=1
L∑
l=1
(
hlij(t) ∗ si(t)
)
+ wj(t) (IV.19)
où hlij est un canal à L trajets multiples entre l’antenne d’émission Ti et celle
de la réception Rj , si(t) est le signal OFDM transmis et wj est le bruit blanc ad-
ditif Gaussien (AWGN) du signal.
A la réception, une séquence locale seqj , de taille LC , peut être générée selon
la configuration de préambule retenue sur chaque antenne de réception Rj . La
fonction de corrélation R est réalisée entre le signal reçu rj et la séquence locale
seqj . Cette fonction de corrélation, dans le cas d’une séquence locale, est donnée
par :
Rrj ,seqj(k) =
LFFT−1∑
n=0
(
rj(k).seq
∗
j (n+ k)
)
(IV.20)
où k est l’indice de l’échantillon correspondant à l’indice temporel.
La synchronisation temporelle est estimée par le terme ˆindk. Ce terme est
donné par :
ˆindk = argmax
n
{‖Rrj ,seqj(k)‖} (IV.21)
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Le ˆindk représente l’estimation de la synchronisation temporelle avec k don-
nant l’indice de début de la trame reçue. Le début du premier symbole OFDM est
obtenu par le placement relatif de la fenêtre de la FFT.
IV.2.3 Méthodes de zéro padding
La méthode de zéro padding consiste à diviser le préambule en quatre parties
identiques. La taille de chaque partie LC est égale à la taille du CP :
LC = LCP =
LFFT
4
Pour les quatre parties, nous pouvons transmettre les séquences de synchroni-
sation dans une ou deux parties. Les autres parties sont mises à zéro. En se basant
sur cette approche, nous proposons les deux méthodes suivantes :
IV.2.3.1 Première structure de zéro padding (Z_Pad_1)
Cette structure repose sur une des structures qui sont présentées dans la par-
tie IV.2.3. La structure générale du préambule dans le domaine fréquentiel est
représentée dans la figure IV.18.
Fig. IV.18 – Schéma général du préambule de synchronisation de la Z_Pad_1 dans le
domaine fréquentiel
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Dans cette configuration, une seule partie contient une séquence de synchro-
nisation de type CAZAC et de taille LC . Les autres parties contiennent des zéros.
Un CP de taille LCP est ajouté, dans le domaine temporel, au début de la séquence
de synchronisation. La taille du préambule est :
Lpr = 4.LC + LCP = 5.LC
La structure générale sur les différentes antennes d’émission dans un système
MIMO-OFDM est présentée dans la figure IV.19.
Fig. IV.19 – Schéma de préambules de synchronisation de Z_Pad_1 dans le domaine
fréquentiel sur les différentes antennes d’émission
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L’équation du préambule dans le domaine fréquentiel (XTiu ) peut être exprimée
par :
XTiu (k) =


0 si 0 ≤ k ≤ 3LFFT
4
− 1
CTi(k − 3LFFT
4
) si
3LFFT
4
≤ k ≤ LFFT − 1
(IV.22)
La fonction d’autocorrélation du préambule de synchronisation de cette struc-
ture est présentée dans la figure IV.20. Cette fonction présente de bonnes proprié-
tés de corrélation, ces propriétés assurent de bonnes estimation de trame au niveau
des récepteurs.
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Fig. IV.20 – Fonction d’autocorrélation de la Z_Pad_1, LFFT=256
100
IV.2. LES TECHNIQUES PROPOSÉES POUR LA SYNCHRONISATION TEMPORELLE
A la réception, une fonction de corrélation entre le signal reçu et une séquence
locale de taille LFFT ou bien de taille LFFT + LCP est appliquée pour estimer le
début de trames reçues.
La figure IV.21 représente les parties réelle et imaginaire de la structure du
préambule de synchronisation dans le domaine temporel.
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Fig. IV.21 – Représentation du préambule dans le domaine temporel de Z_Pad_1,
LFFT = 256
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IV.2.3.2 Deuxième méthode de zéro padding (Z_Pad_2)
Cette structure utilise le zéro padding de façon quelque peu différente. Le pré-
ambule est divisé en quatre parties, deux d’entre elles contiennent les séquences
de synchronisation, les deux autres sont à zéro. La structure de préambule est
donnée dans la figure IV.22. La figure IV.23 représente la structure générale des
préambules sur les différentes antennes d’émission.
Fig. IV.22 – Schéma général du préambule de synchronisation de Z_Pad_2 dans le do-
maine fréquentiel
Soit XTiu le préambule envoyé sur l’antenne d’émission Ti dans le domaine
fréquentiel :
XTiu (k) =


CTi(k) si 0 ≤ k ≤ LFFT
4
− 1
CTi(k − LFFT
2
) si
LFFT
2
≤ k ≤ 3LFFT
2
− 1
0 si


LFFT
4
≤ k ≤ LFFT
2
− 1
3LFFT
2
≤ k ≤ LFFT − 1
(IV.23)
La figure IV.24 représente la fonction d’autocorrélation du préambule de syn-
chronisation. Cette fonction de corrélation présente d’autres pics secondaires. La
figure IV.25 présente l’envelope des parties réelles et complexes du préambule
dans le domaine temporel.
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Fig. IV.23 – Schéma de préambules de synchronisation de Z_Pad_2 dans le domaine
fréquentiel sur les différentes antennes d’émission
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Fig. IV.24 – Fonction de corrélation de la Z_Pad_2, LFFT = 256
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Fig. IV.25 – Représentation du préambule dans le domaine temporel de Z_Pad_2,
LFFT = 256
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IV.3 Conclusion
Dans ce chapitre, nous avons proposé plusieurs méthodes pour la synchronisa-
tion temporelle où un préambule de synchronisation est ajouté au début de chaque
trame de symboles OFDM. Ces différentes méthodes sont basées sur différentes
séquences comme les séquences d’Hadamard et les séquences CAZAC qui ont de
bonnes propriétés de corrélation.
A la réception, une fonction d’autocorrélation ou d’intercorrélation est appli-
quée pour estimer le pic de la synchronisation en temporel. Dans le cas d’un canal
à trajets multiples, après la corrélation, nous obtenons plusieurs pics de corréla-
tion. Dans le chapitre V nous étudions les performances des méthodes proposées
dans ce chapitre.
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Après avoir décrit les différentes méthodes dans le chapitre IV, nous allons
évaluer leurs performances et les comparer avec d’autres méthodes proposées dans
la littérature. Les méthodes sont évaluées en terme de probabilité d’acquisition de
synchronisation et selon le rapport signal à bruit (SNR).
V.1 Simulation des méthodes de préambule court
La méthode de préambule court, présentée dans la section IV.2.1 est évaluée
avec différentes séquences. Les paramètres et les résultats de simulation de cette
méthode proposant deux structures sont présentés dans les sections suivantes :
V.1.1 Paramètres de simulations
Les paramètres de simulation de cette méthode sont précisés dans les deux
tableaux V.1 et V.2. Certains paramètres sont utilisés dans le système LTE (Long
Term Evolution) [1], comme le délai entre les différents trajets multiples et la
puissance de chaque trajet.
Tableau. V.1 – Paramètres de simulation de la méthode de préambule court
Paramètre de simulation Valeur
MIMO-OFDM 2× 2
Taille de FFT/IFFT 1024
Taille de l’intervalle de garde (CP) LCP = LFFT/4 = 256
Type du canal Rayleigh à trajets-multiples et
AWGN
Type de séquences de synchronisation Hadamard, CAZAC, Gold et ZCZ
Taille du code dans chaque séquence de syn-
chronisation (LC)
512
Nombre de trajets-multiples 9
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Tableau. V.2 – Puissance moyenne et délai du canal de propagation (méthodes de préam-
bule court)
Délai de propagation entre les différents trajets-
multiples en microsecondes [1]
[0.0, 0.03, 0.15, 0.31, 0.37, 0.71,
1.09, 1.73, 2.51]
La puissance de chaque trajet multiple en dB [1] [0.0, -1.5, -1.4, -3.6, -0.6, -9.1, -7.0,
-12.0 ,-16.9]
V.1.2 Résultats de simulations de Pr_Court_1
Cette structure consiste à envoyer un préambule qui est composé de différentes
séquences courtes (Hadamard, CAZAC, ZCZ, TCH et Gold). Cette structure de
préambule de synchronisation est présentée dans la figure V.1.
�� �1 �2  �� �1 �2  ��  Symbole OFDM   
 
�� �3 �4  �� �3 �4  ��  Symbole OFDM   
 
 
Séquence 1 Séquence 1 Trame OFDM  
 
Préambule sur l’antenne d’émission ��  
 
 
 
 
 
 
Séquence 2 Séquence 2 Trame OFDM 
 
Préambule sur l’antenne d’émission ��   
Fig. V.1 – Préambules de synchronisation pour un système 2× 2 (Pr_Court_1)
Nous avons simulé la méthode Pr_Court_1 avec les séquences d’Hadamard,
CAZAC, ZCZ pour un système MIMO-OFDM 2× 2.
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V.1.2.1 Simulation avec les séquences d’Hadamard
La première méthode proposée dans la section IV.2.1.1, figure V.1, a été simu-
lée en utilisant les paramètres résumés dans les deux tableaux V.1 et V.2. Afin de
comparer les performances de notre méthode avec la proposition de W. Jian [2],
des simulations ont été réalisées avec une longueur de FFT égale à 1024. La fi-
gure V.2 présente une comparaison entre la probabilité d’acquisition de synchro-
nisation de ces deux méthodes.
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Fig. V.2 – Probabilité d’acquisition de la synchronisation temporelle de méthode de pré-
ambule court Pr_Court_1
Nous pouvons remarquer que toutes les trames OFDM peuvent être récupérées
avec un rapport signal à bruit (SNR) −5 dB ≤ SNR ≤ 0 dB pour la méthode
Pr_Court_1 avec un seuil de détection égale à 95% du seuil normalisé, tandis que
l’acquisition de probabilité de synchronisation PSY NC de la méthode proposée
dans [2] utilisant les codes Loosely Synchronous (LS) permet la détection des
trames OFDM à partir d’un SNR ≥ 0 dB.
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V.1.2.2 Simulation avec d’autres séquences
Dans cette section, la structure de préambule et les paramètres de simulation
sont identiques au cas précédent, seules les séquences et seuils de détection dif-
fèrent.
Les figures V.3 et V.4 permettent de comparer l’efficacité de différentes sé-
quences (Hadamard, CAZAC, Gold et ZCZ), qui sont décrites dans le chapitre III.
Dans la figure V.3, le seuil de détection est fixé à 96%. La probabilité de synchro-
nisation temporelle PSY NC = 99% pour un SNR de −2 dB pour les séquences
d’Hadamard et CAZAC. La PSY NC = 98% pour un SNR de 0 dB pour les sé-
quences de Gold et ZCZ. Les résultats de simulation de séquences d’Hadamard
et CAZAC présentent de bonnes performances par rapport aux autres différentes
séquences.
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Fig. V.3 – Probabilité d’acquisition de la synchronisation temporelle en fonction de SNR
et un seuil de détection à 96%, de méthode de préambule court Pr_Court_1
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Dans la figure V.4, le seuil de détection est fixé à 97%. La PSY NC > 99%
pour un SNR de 2 dB pour les deux types de séquences Hadamard et CAZAC.
La PSY NC = 98% pour le même SNR pour les séquences de Gold et ZCZ. Dans
cette figure, nous trouvons que les séquences Hadamard et CAZAC sont plus per-
formantes par rapport aux séquence de Gold et ZCZ.
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Fig. V.4 – Probabilité d’acquisition de la synchronisation temporelle en fonction de SNR
et un seuil de détection à 97%, de méthode de préambule court Pr_Court_1
Le CP inséré au début de chaque préambule de synchronisation permet de
compenser les interférences entre symboles et d’augmenter l’efficacité de la pro-
babilité de l’acquisition de synchronisation temporelle (PSY NC) en réception. A la
réception une fonction de corrélation est appliquée entre le signal reçu (rj) et une
séquence locale. Deux approches ont été présentée, la première consiste à corréler
rj avec une séquence locale qui contient un CP, et l’autre consiste à corréler rj
avec une séquence locale qui ne contient le CP. Les figures V.5 et V.6 représentent
une comparaison entre les performances de séquences d’Hadamard et CAZAC
pour ces deux approches pour différents seuil de détection.
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Fig. V.5 – Probabilité d’acquisition de la synchronisation temporelle en fonction de SNR
et un seuil de détection à 96%, de méthode de préambule court Pr_Court_1
Ces résultats de simulations montrent que la PSY NC est plus grande si la cor-
rélation est effectuée entre le signal reçu (rj) et une séquence locale augmentée
d’un CP (séquence locale + le CP).
Les notations sur les figures :
sequenceX avec CP : corrélation du signal reçu (rj) et une séquence locale (seqj)
avec le CP.
sequenceX sans CP : corrélation du signal reçu (rj) et une séquence locale (seqj)
sans le CP.
où sequenceX ∈ {Hadamard, CAZAC}
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Fig. V.6 – Probabilité d’acquisition de la synchronisation temporelle en fonction de SNR
et un seuil de détection à 98%, de méthode de préambule court Pr_Court_1
V.1.3 Résultats de simulations de Pr_Court_2
La deuxième méthode proposée dans la section IV.2.1.2 a été simulée en uti-
lisant les mêmes paramètres les tableaux V.1 et V.2 mais avec un seul symbole de
synchronisation. Les résultats de simulation de cette méthode sont présentés dans
la figure V.7.
Dans cette figure, nous comparons les performances de séquences d’Hada-
mard et CAZAC. Le seuil de détection est fixé à 91%. La PSY NC = 1 à un SNR ≥
−5 dB pour les séquences d’Hadamard et la PSY NC = 1 à un SNR ≥ −4 dB
pour les séquences CAZAC.
Cette approche est comparée avec la méthode proposée dans [3]. La figure V.7
montre la probabilité d’acquisition pour la synchronisation temporelle en fonc-
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Fig. V.7 – Probabilité d’acquisition de la synchronisation temporelle dans un canal de à
trajets-multiples + AWGN, seuil = 91%, de méthode de préambule court Pr_Court_2
tion du SNR dans un canal de Rayleigh à trajets multiples (différent du modèle de
canal utilisé en LTE) et un canal AWGN. Le seuil de détection du pic de synchro-
nisation est fixé à 89% du pic de corrélation normalisée.
Il est remarqué, dans [3], que la probabilité d’acquisition de la synchronisation
temporelle est égale à 1 pour un SNR ≥ −5 dB, tandis que dans notre approche,
la probabilité d’acquisition de la synchronisation temporelle est égale à 1 à partir
d’un SNR ≥ −6 dB pour les séquences d’Hadamard et la PSY NC = 1 à partir
d’un SNR ≥ −4 dB pour les séquences CAZAC. Si le seuil de détection est
ramené à 89%, la probabilité d’acquisition de la synchronisation temporelle peut
être plus efficace pour une faible valeur de SNR comme le montre la figure V.8.
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Fig. V.8 – Probabilité d’acquisition de la synchronisation temporelle dans un canal à tra-
jets multiples + AWGN, seuil = 89%, de méthode de préambule court Pr_Court_2
La figure V.9 représente une comparaison de performance de différentes sé-
quences de synchronisation pour différents seuils de détection. Soient les quatres
types de séquence, CAZAC, Hadamard, Gold et ZCZ, sont simulées avec les deux
différents seuils de détection, 96% et 97%. Dans cette figure, nous remarquons
que pour un seuil de détection égal à 96%, les séquences CAZAC et Hadamard
présentent une synchronisation parfaite à partir d’un SNR ≥ 4 dB, autrement,
à partir d’un SNR ≥ 6 dB, ces deux séquences présentent une synchronisation
parfaite pour un seuil de détection égal à 96%.
Dans la même figure, nous trouvons que les autres types de séquences, Gold
et ZCZ, présentent de bonnes performances pour les deux différents seuils de dé-
tection, 96% et 97% à partir d’un SNR ≥ 4 dBet6 dB respectivement, mais dans
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Fig. V.9 – Comparaison de la probabilité d’acquisition de la synchronisation temporelle
de méthode de préambule court Pr_Court_2 avec différents seuils et séquences
ces pour ces deux types de séquences, nous ne trouvons pas une synchronisation
parfaite même pour un SNR ≥ 10 dB.
Après les résultats de simulations dans la figure V.9, nous trouvons que les
séquences CAZAC et Hadamard présentent de bonnes performances par rapport
aux autres types de séquences et surtout pour les systèmes MIMO-OFDM.
V.2 Simulation desméthodes de préambule compact
Cette section présente les résultats de simulation des quatre propositions pré-
sentés en IV.2.2. Ces résultats sont exprimés en pourcentage de bonne réception
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de trames selon les valeurs de SNR.
V.2.1 Paramètres de simulations
Les simulations ont été réalisées en utilisant les paramètres présentés dans
les deux tableaux V.3 et V.4. Le tableau V.3 présente la structure d’un système
MIMO-OFDM, la taille de la FFT et les types de séquences utilisées.
Tableau. V.3 – Paramètres de simulations de méthodes de préambule compact
Paramètres de simulations Valeur
Système MIMO-OFDM jusqu’à 8× 8
Taille de FFT/IFFT (LFFT ) 1024, 512 et 256
Taille du Préfixe cycliques (LCP ) LFFT/4
Type du canal Canal de Rayleigh à trajets mul-
tiples et canal AWGN
Type de séquences CAZAC
Taille de séquences orthogonales (LC) LFFT/2
Nombre de symboles de synchronisation 1
Nombre de trajets multiples 6
SNR moyen sur toute la trame OFDM (Préam-
bule + symboles OFDM)
de 0 dB à 25 dB
Le modèle de canal de Rayleigh à trajets multiples est proposé par le groupe
IEEE 802.11 [4]. Ce canal a été adopté pour simuler 6 trajets multiples qui sont
espacés de TS , où TS désigne la période d’échantillonnage.
Une comparaison est faite entre notre méthode et celle proposée dans [5] en
utilisant les paramètres de simulation des tableaux V.3 et V.4. Hung-Chin Wang
et Chin-Liang Wang présentent dans [5] une méthode de synchronisation pour
un système MIMO-OFDM distribué. Cette méthode consiste à envoyer le préam-
bule dans le domaine fréquentiel, les séquences de synchronisation sont portées
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Tableau. V.4 – Puissance moyenne du canal de Rayleigh à trajets multiples (méthodes de
préambule compact)
Délai de prorogation entre les différents trajets
multiples [1]
[0.Ts, 1.Ts, 2.Ts, 3.Ts, 4.Ts, 5.Ts]
La puissance de chaque trajet multiple en dB
[1]
[0.8111, 0.1532, 0.0289, 0.0055,
0.0010, 0.0002]
par des sous-bandes adjacentes. Ces sous-bandes adjacentes sont espacées par des
bandes de garde pour réduire les interférences entre les sous-bandes. Dans [5] les
séquences de synchronisation sont chargées sur une sous-bande de manière équi-
distante (par exemple, sous-bande 1 et sous-bande Nt) comme indiqué dans la
figure II.7.
L’approche des auteurs [5] présente plusieurs inconvénients, elle est limitée
par le nombre des antennes et la taille du préambule. Supposons que la taille de
préambule soit fixe, si le nombre des antennes augmente donc la taille des sous-
bandes doit être diminuée. Dans notre méthode de préambule compact, la taille de
préambule n’est pas liée directement au nombre des antennes. Quel que soit les
nombres des antennes d’émission, la taille de préambule est égale à la taille de la
FFT.
V.2.2 Résultats de simulations de laméthode de préambule com-
pact
L’idée principale de la méthode proposée est de détecter l’arrivée de paquets
afin de détecter le début du symbole OFDM. Pour détecter le pic de synchroni-
sation, une fonction de corrélation Rrj ,seqj est réalisée entre le signal reçu rj et
une séquence locale seqj à l’antenne de réception Rj . La fonction générale de
corrélation est rappelée dans l’équation V.1 suivante :
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Rrj ,seqj(k) =
Lseq∑
n=0
(
rj(k) ∗ seq∗j (n+ k)
)
(V.1)
où Lseq est la taille de la séquence de corrélation et n est l’indice de l’échan-
tillon qui correspondant à l’indice temporel.
L’estimation de la synchronisation temporelle ( ˆindk) est donnée par :
ˆindk = argmax
k
{‖Rrj ,seqj(k)‖} (V.2)
L’ ˆindk sera considéré comme le point de synchronisation temporelle ou le dé-
but d’une trame. Le début du premier symbole OFDM est obtenu par le placement
relatif de la fenêtre de la FFT. Sur chaque antenne de réception Rj , une fonction
de corrélation Rrj ,seqj dans le domaine temporel est calculée afin de détecter le
pic de synchronisation.
V.2.2.1 Résultats de simulations de Pr_Compact_1
La première méthode de préambule compact, section IV.2.2.1 consiste à en-
voyer un préambule qui est constitué d’une séquence CAZAC et de son "- conju-
gué" comme indique la figure V.10.
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Fig. V.10 – Structure de préambule dans le domaine fréquentiel sur chaque antenne
d’émission - Pr_Compact_1
oùLFFT est la longueur du préambule,C est la séquence CAZAC oùC
i
k repré-
sente le kième échantillon de la séquence CAZAC dans le domaine des fréquences
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Fig. V.11 – Probabilité d’acquisition de synchronisation temporelle de méthode de pré-
ambule compact Pr_Compact_1 avec LFFT = 1024
transmis sur l’antenne d’émission Ti et ∗ désigne le conjugué. La séquence CA-
ZAC C est mappée sur les sous-porteuses impaires tandis que le −conjugue´ de
C est mappé sur les sous-porteuses impaires.
Les figures V.11 et V.12 présentent les probabilités d’acquisition de cette ap-
proche pour différentes tailles de FFT (LFFT = 1024, LFFT = 512 respecti-
vement.) et différentes structures des systèmes SISO-OFDM (1 × 1) et MIMO-
OFDM (2× 2, 4× 4 et 8× 8).
La figure V.11 montre que la probabilité d’acquisition (PSY NC) s’approche
de 1 pour les deux systèmes SISO-OFDM et MIMO-OFDM 2 × 2 à partir d’un
SNR > −5 dB. Pour un système MIMO-OFDM 4×4, la PSY NC ≥ 97% à partir
d’un SNR > 0 dB. La PSY NC ≥ 92% pour un système MIMO-OFDM 8 × 8 à
partir d’un SNR > 0 dB.
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Fig. V.12 – Probabilité d’acquisition de synchronisation temporelle de méthode de pré-
ambule compact Pr_Compact_1 avec LFFT = 512
La figure V.12 représente la probabilité d’acquisition (PSY NC) pour une sé-
quence de synchronisation de taille LFFT = 512. Cette figure montre que la
PSY NC s’approche de 1 pour les deux systèmes SISO-OFDM et MIMO-OFDM
2 × 2 à partir d’un SNR > −5 dB. Pour les systèmes MIMO-OFDM 4 × 4,
la PSY NC ≥ 95% à partir d’un SNR > 0 dB. Autrement, pour les systèmes
MIMO-OFDM 8× 8, la PSY NC ≥ 85% à partir d’un SNR > 0 dB.
Après l’analyse de résultats de simulation dans les deux figures V.11et V.12,
nous trouvons que les performances de la synchronisation temporelle se dégradent
avec la taille de la séquence de synchronisation.
Une comparaison entre notre approche et un autre schéma de synchronisa-
tion proposé dans [5], est présentée dans la figure V.13 (avec les paramètres des
tableaux V.3 et V.4).
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Fig. V.13 – Comparaison entre Pr_Compact_1 et la méthode de préambule de sous-
bande dans [5],LFFT = 256
Dans cette figure, nous avons simulé des systèmes MIMO-OFDM 2 × 2 et
3 × 3 avec un préambule de synchronisation de taille LFFT = 256. Cette figure
montre que notre approche a de bonnes performances par rapport à la méthode
dans [5], surtout à faible SNR. La probabilité d’acquisition dans notre approche
est PSY NC ≥ 90% à partir d’un SNR ≥ 5 dB pour les cas MIMO-OFDM
2× 2 et 3× 3, tandis que la méthode proposée dans [5] montre que la probabilité
d’acquisition est comprise entre 50% et 75% à partir d’un SNR ≥ 5 dB pour les
les cas MIMO-OFDM 2× 2 et 3× 3.
V.2.2.2 Résultats de simulations de Pr_Compact_2
Cette méthode consiste à envoyer un préambule constitué de deux parties, dont
une partie contient une séquence CAZAC et l’autre partie contient le "-conjugué"
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de la séquence CAZAC, comme l’indique la figure V.14.
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Fig. V.14 – Structure de préambule dans le domaine fréquentiel sur chaque antenne
d’émission - Pr_Compact_2
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Fig. V.15 – Performances de la synchronisation temporelle de la méthode de préambule
compact Pr_Compact_2, LFFT = 1024
Les résultats des probabilités d’acquisition de la synchronisation temporelle
sont présentés dans les figures V.15 et V.16 pour différentes taille de (LFFT =
1024 et LFFT = 512 respectivement). Différentes structures SISO-OFDM (1× 1)
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et MIMO-OFDM (2× 2, 4× 4 et 8× 8) sont considérées.
La figure V.15 montre que la probabilité d’acquisition (PSY NC) pour les sys-
tèmes SISO-OFDM et MIMO-OFDM 2×2 s’approche de 1 à partir d’un SNR >
−5 dB. Pour les systèmes MIMO-OFDM 4 × 4, la PSY NC ≥ 95% à partir d’un
SNR ≥ 0 dB, tandis que pour un système MIMO-OFDM 8×8 la PSY NC ≥ 90%
à partir d’un SNR ≥ 3 dB.
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Fig. V.16 – Performances de la synchronisation temporelle de la méthode de préambule
compact Pr_Compact_2, LFFT = 512
La figure V.16 présente la probabilité d’acquisition de la synchronisation tem-
porelle pour un FFT de taille LFFT = 512. La PSY NC subit une dégradation assez
importante, pour les systèmes SISO, MIMO 2× 2 et 4× 4, par rapport aux résul-
tats présentés dans la figure V.15 pour une taille de FFT LFFT = 1024. La PSY NC
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s’approche de 1 à partir d’un SNR ≥ 0 dB pour les systèmes SISO-OFDM et
MIMO-OFDM 2× 2. Pour les systèmes MIMO-OFDM 4× 4, la PSY NC ≥ 95%
à partir d’un SNR ≥ 0 dB. Cette PSY NC ≥ 90% à partir d’un SNR ≥ 10 dB
pour les systèmes MIMO-OFDM 8 × 8. Par conséquent, la valeur du pic de cor-
rélation d’un préambule de taille LFFT = 1024 est plus grande que celle d’un
préambule de taille LFFT = 512, ce qui permet une meilleure détection du pic de
synchronisation. L’intercorrélation entre les préambules est également plus faible.
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Fig. V.17 – Comparaison entre Pr_Compact_2 et la méthode de préambule de sous-
bande dans [5], LFFT = 256
Une autre comparaison entre cette structure et celle proposée dans [5], est pré-
sentée dans la figure V.17. Dans cette figure, les résultats de simulation montrent
l’efficacité de notre méthode vis à vis de celle de [5], surtout pour un faible SNR
tout en utilisant les paramètres de simulation présentés dans les tableaux V.3 et V.4
(canal de Rayleigh).
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Dans cette figure, la probabilité d’acquisition PSY NC de notre approche est
PSY NC ≥ 90% à partir d’un SNR ≥ 0 dB pour les systèmes MIMO-OFDM
2 × 2, et PSY NC ≥ 90% à partir d’un SNR ≥ 5 dB pour les systèmes MIMO-
OFDM 3 × 3, tandis que la méthode proposée dans [5] montre que la probabilité
d’acquisition est comprise entre 50% et 75% à partir d’un SNR ≥ 5 dB pour les
mêmes systèmes MIMO-OFDM.
V.2.2.3 Résultats de simulations de Pr_Compact_3
Dans cette section, nous présentons les résultats de simulation de la méthode
de préambule compact Pr_Compact_3. Cette méthode est rappelée dans la fi-
gure V.18.࡯૙࢏    ࡯૙࢏∗ ࡯૚࢏    ࡯૚࢏∗               ࡯ࡸࡲࡲࢀ૛ ି૚࢏  ࡯ࡸࡲࡲࢀ૛ ି૚࢏∗          …………………..      
 
Fig. V.18 – Structure de préambule dans le domaine fréquentiel sur chaque antenne
d’émission - Pr_Compact_3
Les paramètres de simulations sont décrits dans les deux tableaux V.3 et V.4.
Les figures V.19 et V.20 présentent la probabilité d’acquisition de la synchroni-
sation temporelle en fonction du SNR selon différentes tailles de FFT, LFFT =
1024, LFFT = 512 respectivement.
La figure V.19 montre que la probabilité d’acquisition PSY NC est accrue par
rapport aux autres structures utilisées pour une taille de FFT LFFT = 1024. Dans
cette figure, la PSY NC s’approche de 1 pour les systèmes SISO-OFDM et MIMO-
OFDM 2 × 2 à partir d’un SNR ≥ 0 dB, pour le même SNR, la PSY NC ≥ 95%
pour les systèmes MIMO-OFDM 4× 4. Pour les systèmes MIMO-OFDM 8× 8,
la PSY NC > 95% à partir d’un SNR ≥ 5 dB.
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Fig. V.19 – Performances de probabilité de la synchronisation temporelle de la méthode
de préambule compact Pr_Compact_3, LFFT = 1024
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Fig. V.20 – Performances de probabilité de la synchronisation temporelle de la méthode
de préambule compact Pr_Compact_3 (LFFT = 512)
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Fig. V.21 – Comparaison entre Pr_Compact_3 et la méthode de préambule de sous-
bande dans [5], LFFT = 256
Dans la figure V.20, où LFFT = 512, la PSY NC s’approche de 1 pour les
systèmes SISO-OFDM et MIMO-OFDM 2× 2 à partir d’un SNR ≥ 0 dB. Pour
les systèmes MIMO-OFDM 4× 4, la PSY NC > 92% à partir d’un SNR ≥ 0 dB.
La PSY NC > 80% à partir d’un SNR ≥ 5 dB pour les systèmes MIMO-OFDM
8 × 8. Nous remarquons toujours une dégradation des performances lorsque la
longueur du préambule de synchronisation se décroît.
La figure V.21 montre une comparaison de la probabilité d’acquisition de
synchronisation temporelle PSY NC entre notre approche et la méthode proposée
dans [5] pour les mêmes paramètres de simulations qui ont été considérés dans
la section V.2.2. Comme précédemment, notre méthode de préambule compact
Pr_Compact_3 présente une meilleure détection de la synchronisation tempo-
relle à faible SNR et une taille de FFT réduite.
131
CHAPITRE V. LES RÉSULTATS DE SIMULATION
V.2.2.4 Résultats de simulations de Pr_Compact_4
La quatrième méthode de préambule compact est rappelée dans la figure V.22.
Cette structure consiste à diviser le préambule de synchronisation en deux parties
égales dont la première partie contient une séquence CAZAC C de taille LFFT/2
et l’autre partie contient le conjugué de C.࡯૙࢏  ࡯૚࢏   ࡯ࡸࡲࡲࢀ૛ ି૚࢏  ࡯૙࢏∗  ࡯ࡸࡲࡲࢀ૛ ି૚࢏∗     ………        ………….. 
 
Fig. V.22 – Structure de préambule dans le domaine fréquentiel sur chaque antenne
d’émission - Pr_Compact_4
Les figures V.23 et V.24 présentent les résultats de simulation de cette structure
avec différentes LFFT . Les résultats de simulation présentés dans la figure V.23
nous permettent de vérifier que le point de synchronisation temporelle peut être ré-
cupéré pour un faible SNR pour un FFT de taille LFFT = 1024. Pour les systèmes
SISO-OFDM, la PSY NC s’approche de 1 à partir d’un SNR ≥ −5 dB, pour un
même SNR,la PSY NC > 95% pour les systèmes MIMO-OFDM 2 × 2. Pour les
systèmes MIMO-OFDM 4 × 4, la PSY NC > 97% à partir d’un SNR ≥ 5 dB.
Cette approche ne présente pas de bonnes performance pour les système MIMO-
OFDM 8× 8.
La figure V.24 présente les résultats de simulation avec un FFT de tailleLFFT =
512. En comparant ces résultats avec les résultats de simulation pour une taille de
FFT égale à 1024, nous trouvons une faible dégradation entre les deux résultats et
notamment avec un système MIMO-OFDM 4× 4 et 8× 8.
Nous avons comparé notre approche avec la méthode proposée dans [5], pour
une taille de FFT LFFT = 256, utilisant les systèmes MIMO-OFDM 2×2 et 3×3.
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Fig. V.23 – Performances de probabilité de la synchronisation temporelle de la méthode
de préambule compact Pr_Compact_4 (LFFT = 1024)
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Fig. V.24 – Performances de probabilité de la synchronisation temporelle de la méthode
de préambule compact Pr_Compact_4 (LFFT = 512)
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Fig. V.25 – Comparaison entre Pr_Compact_4 et la méthode de préambule de sous-
bande dans [5], LFFT = 256
Ces résultats de simulations sont présentés dans la figure V.25. La probabilité de
synchronisation de notre approche est PSY NC ≥ 90% pour les deux systèmes
MIMO-OFDM 2 × 2 et 3 × 3 à partir d’un SNR ≥ 0 dB, par ailleurs, celle de
la méthode proposée dans [5] est entre 50% et 75% à partir d’un SNR ≥ 5 dB
pour les mêmes systèmes MIMO-OFDM. Nous pouvons noter que notre approche
présente toujours de meilleurs résultats que celle de [5].
V.2.3 Les performances de la méthode de préambule compact
Nous avons simulé une nouvelle méthode, qui nous l’appelé "méthode de
préambule compact". Cette méthode est divisé en quatre structure différentes.
Les résultats de simulation de ces quatre structure présentent des bonne perfor-
mances contre d’autres méthodes. La combinaison d’une séquence CAZAC avec
son conjugué ou bien avec son "-conjugué", présente une structure de préambule,
dans le domaine temporel, intéressante pour avoir un pic de corrélation impor-
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tante. La fonction d’autocorrélation de la première et la troisième méthode de pré-
ambule compact (Pr_Compact_1 et Pr_Compact_3) est meilleure que celle de
Pr_Compact_2 et Pr_Compact_4. La répartition du conjugué (ou le -conjugué)
de séquence CAZAC sur les sous-porteuses impaires, dans le domaine fréquentiel,
présente une petite dégradation de la performances de détection de synchronisa-
tion, mais dans tous les cas, cette méthode apporte de très bonnes performances
contre certaines méthodes présentées dans cette section.
Les deux figures V.26 et V.27 présentent une comparaison entre les quatres
méthodes de préambule compact entre elles pour différents combinaison de de
système MIMO.
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Fig. V.26 – Comparaison entre les quatres méthodes de préambule compact, LFFT =
1024, MIMO-OFDM 2× 2
Dans la figure V.26, nous trouvons que pour les deux méthodes de préam-
bule compact Pr_Compact_1 et Pr_Compact_2 présentent une synchronisation
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Fig. V.27 – Comparaison entre les quatres méthodes de préambule compact, LFFT =
1024, MIMO-OFDM 4× 4
parfaite pour un SNR ≥ 5 dB, les deux autre méthodes présentent une synchro-
nisation parfaite pour un SNR ≥ 6 dB sous les même conditions de simulations.
Pour un système de transmission MIMO-OFDM 4 × 4, Pr_Compact_1 et
Pr_Compact_3 présentent une synchronisation parfaite pour un SNR ≥ 10 dB,
ainsi que les deux autres méthodes peuvent avoir une probabilité de synchronisa-
tion temporelle égale à 98% pour le même SNR.
Dans ces deux figure, nous avons constaté qu’une dégradation de performance
de la probabilité de synchronisation temporelle se présente quand les nombres des
antennes dans un système MIMO augmente.
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V.3 Résultats de simulations des méthodes de zéro
padding
La méthode de zéro padding, présentée dans la section IV.2.3, consiste à di-
viser le préambule en quatre parties identiques, chaque partie étant de taille égale
à celle du préfixe cyclique CP . Nous avons étudié deux structures pour cette
approche. Les simulations ont été réalisées en utilisant les paramètres donnés
dans les tableaux V.3 et V.4. Dans cette section, nous avons simulé des systèmes
MIMO-OFDM jusqu’à 16× 16.
V.3.1 Résultats de simulations de Z_Pad_1
Pour réaliser la synchronisation temporelle, le préambule de synchronisation,
présenté dans la section IV.2.3.1, est transmis selon la figure V.28 dans le domaine
fréquentiel. Cette méthode consiste à insérer une séquence CAZAC, dans le do-
maine fréquentiel, dans une partie de préambule, les trois autres parties étant à
zéro.
Fig. V.28 – Structure générale de préambule de (Z_Pad_1) dans le domaine fréquentiel
Les deux figures V.29 et V.30 présentent la probabilité d’acquisition PSY NC
pour des FFT de tailles LFFT = 1024 et LFFT = 256 respectivement.
Dans la figure V.29, la taille de la FFT est LFFT = 1024, les résultats de
simulation montrent que pour des systèmes MIMO-OFDM 2 × 2 et 4 × 4, la
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Fig. V.29 – Performances de probabilité de la synchronisation temporelle de la méthode
de zero padding Z_Pad_1, LFFT = 1024
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Fig. V.30 – Performances de la synchronisation temporelle de la méthode de zero padding
Z_Pad_1, LFFT = 512
138
V.3. RÉSULTATS DE SIMULATIONS DES MÉTHODES DE ZÉRO PADDING
PSY NC > 97% à partir d’un SNR ≥ −10 dB et cette probabilité s’approche
de 1 à partir d’un SNR ≥ −7 dB. Pour des systèmes MIMO-OFDM 8 × 8,
la PSY NC > 96% à partir d’un SNR ≥ −5 dB. Tandis que, pour un système
MIMO-OFDM 16× 16, la PSY NC > 82% à partir d’un SNR ≥ −5 dB.
La figure V.30 présente les résultats de simulation pour une FFT de taille
LFFT = 512. Nous notons une légère dégradation de performance vis à vis du
cas LFFT = 1024, la séquence de CAZAC étant plus courte ainsi que le CP.
Nous avons aussi comparé nos résultats avec ceux de dans [5] avec les mêmes
paramètres de simulations. Ces résultats de simulation sont présentés dans la fi-
gure V.31.
−5 0 5 10 150.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Synchronisation temporelle, LFFT=256
SNR en dB
Pr
ob
ab
ili
té 
d’
ac
qu
isi
tio
n
 
 
MIMO 2x2
MIMO 3x3
Hung−Chin−Wang 2x2
Hung−Chin−Wang 3x3
Fig. V.31 – Comparaison entre la méthode de zero padding Z_Pad_1 et la méthode de
préambule de sous-bande dans [5], LFFT = 256
Cette figure montre que l’approche Zéro Padding présente de bonnes per-
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formances vis à vis de [5] surtout pour un faible SNR. Dans notre approche, la
PSY NC ≥ 95% à partie d’un SNR ≥ −5 dB pour les systèmes MIMO-OFDM
2× 2 et 3× 3, tandis que la méthode proposée dans [5] montre que la probabilité
d’acquisition est comprise entre 50% et 75% à partir d’un SNR ≥ 5 dB pour les
les cas MIMO-OFDM 2× 2 et 3× 3.
Le tableau V.5 présente une synthèse de différents résultats obtenus, selon les
configurations MIMO et taille de FFT.
Tableau. V.5 – Comparaison de la probabilité d’acquisition avec différents systèmes
MIMO-OFDM et différentes longueurs de FFT de la méthode Z_Pad_1
La probabilité d’acquisition de la première méthode de Zéro Padding
Système MIMO-OFDM PSY NC Pour un SNR LFFT
MIMO-OFDM 2x2
>99% >-7 dB 1024
>99% >-5 dB 512
MIMO-OFDM 4x4
>99% >-7 dB 1024
>95% >-5 dB 512
MIMO-OFDM 8x8
>96% >-5 dB 1024
>95% >0 dB 512
MIMO-OFDM 16x16
>82% >-5 dB 1024
>80% >-5 dB 512
Dans ce tableau, nous trouvons que cette méthode présente de bonnes perfor-
mances pour les systèmes MIMO-OFDM 2 × 2 pour un faible SNR. Par consé-
quence, une petite dégradation de performance de cette méthode se présente quand
le nombre des antennes du système MIMO se diminue ou la taille du préambule
de synchronisation se diminue.
V.3.2 Résultats de simulations de Z_Pad_2
Cette méthode consiste à diviser le préambule en quatre parties dans le do-
maine fréquentiel : deux parties contiennent des séquences CAZAC pour la syn-
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chronisation, les deux autres contiennent des zéros comme indiqué dans la figure
V.32.
Fig. V.32 – Structure générale du préambule de synchronisation de la méthode de zéro
padding Z_Pad_2
Les résultats de simulation pour différentes longueurs de FFT, LFFT = 1024
et LFFT = 512, sont donnés dans les figures V.33 et V.34 respectivement.
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Fig. V.33 – Performances de la synchronisation temporelle de la méthode de zero padding
Z_Pad_2, LFFT = 1024
Le tableau V.6 donne la synthèse des probabilités d’acquisition selon les confi-
gurations MIMO-OFDM et taille de FFT. Dans ce tableau, la probabilité de syn-
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Fig. V.34 – Performances de la synchronisation temporelle de la méthode de zero padding
Z_Pad_2, LFFT = 512
chronisation, pour un système MIMO-OFDM 2 × 2, est plus grand que 95% à
partir d’un SNR de -4 dB pour une taille de LFFT = 1024, 512. Pour un sys-
tème MIMO-OFDM 4 × 4, nous trouvons la même valeur de la probabilité de
synchronisation mais à partir d’un SNR de 0 dB. Autrement, nous pouvons obser-
ver l’influence de la longueur de la séquence, ainsi que la dégradation lorsque le
nombre d’antennes est très important.
Nous avons aussi simulé cette approche pour une FFT de taille LFFT = 256
et pour des systèmes MIMO-OFDM 2 × 2 et 3 × 3. Les résultats de simulation
sont comparées avec celles de [5]. Ces résultats sont présentés dans la figure V.35.
Comme précédemment, notre approche reste plus performante que celle de [5]
mais les performances sont réduites vis à vis des cas LFFT = 1024 et LFFT =
512. Nous remarquons que pour un SNR égale à 0 dB, cette approche présente
une probabilité de synchronisation temporelle plus grande que 98% pour les deux
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Tableau. V.6 – Comparaison de la probabilité d’acquisition de différents systèmes
MIMO-OFDM et différentes longueurs de FFT de la méthode Z_Pad_2
La probabilité d’acquisition de la deuxième méthode de Zéro Padding
Système MIMO-OFDM PSY NC Pour un SNR LFFT
MIMO-OFDM 2x2
>95% >-5 dB 1024
>95% >-4 dB 512
MIMO-OFDM 4x4
>95% >0 dB 1024
>94% >0 dB 512
MIMO-OFDM 8x8
>90% >0 dB 1024
>88% >0 dB 512
MIMO-OFDM 16x16
>82% >5 dB 1024
>63% >5 dB 512
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Fig. V.35 – Comparaison entre Z_Pad_2 et la méthode de préambule de sous-bande
dans [5], LFFT = 256
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systèmes MIMO-OFDM 2× 2 et 3× 3, tandis que la méthode dans [5] présente
une probabilité de synchronisation PSY NC = 60%, 49% pour les deux systèmes
MIMO-OFDM 2× 2 et 3× 3 respectivement pour la même valeur du SNR.
V.4 Conclusion
Dans le chapitre IV, nous avons proposé de nouvelles approches pour la syn-
chronisation temporelle pour les systèmes MIMO-OFDM. Différents types de sé-
quences, étudiées dans le chapitre III, sont simulées avec différentes configura-
tions MIMO-OFDM (de 2× 2 jusqu’à 16× 16). Les résultats de simulation de la
probabilité d’acquisition de synchronisation sont présentés dans ce chapitre.
Selon les résultats de simulation avec différents systèmes MIMO-OFDM, les
méthodes de préambule compact présentent de bons résultats notamment dans les
cas MIMO-OFDM 4 × 4 et 8 × 8. Les séquences CAZAC sont des séquences
orthogonales et complexes, elles présentent de bonnes caractéristiques de corréla-
tion dans les canaux à trajets multiples.
A la réception, la fonction de corrélation est appliquée pour détecter le pic de
corrélation. L’amplitude du pic est liée à la taille de la séquence de synchronisa-
tion ou du préambule de synchronisation. Dans nos méthodes proposées, la taille
du préambule de synchronisation est égale à la taille de la FFT. Suite aux simula-
tions, nous remarquons une dégradation des performances quand la longueur du
préambule décroît.
Nous avons comparé notre approche avec d’autres méthodes existantes.Les
résultats des simulations montrent que nos méthodes de préambule compact sont
plus performantes (en termes de la probabilité d’acquisition) que les méthodes
existantes notamment la méthode proposée par Chin dans [5].
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Nous avons proposé la méthode de zéro padding, cette méthode consiste à di-
viser le préambule de synchronisation en quatre parties de même longueur. Dans
la première structure de cette méthode, nous avons ajouté une séquence CAZAC
dans une seule partie de ce préambule, dans le domaine fréquentiel. Nous avons
aussi développé une deuxième structure de cette méthode qui consiste à insérer
une séquence CAZAC dans deux parties du préambule de synchronisation. Ces
deux structures présentent de très bonnes détections de trames pour des faibles
SNR (-15 dB,-10 dB et -5 dB) par rapport aux méthodes existantes. Nous avons
simulé ces deux structures avec différentes longueurs de FFT. Les résultats de si-
mulation montrent une légère dégradation de performance de détection de trames
quand la longueur de FFT décroît, car à la réception, nous avons appliqué une
fonction de corrélation du signal reçu avec une séquence locale, cette séquence a
la même taille de LFFT . Tant que la taille de cette séquence est grande, donc la
valeur de pic de corrélation est assez importante, nous pouvons le récupérer parmi
les autres pics de corrélation en présence d’un canal à trajets multiples.
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CHAPITRE VI
CONCLUSIONS ET PERSPECTIVES
VI.1 Conclusions
La technique OFDM est devenue une technique populaire pour la transmission
sans fil. Cette technique a été adoptée dans plusieurs normes sans fil telles que la
norme 802.11a. L’OFDM convertit les données en un ensemble de sous-canaux
parallèles. Les sous-porteuses sont séparées par une fréquence minimale requise
pour maintenir l’orthogonalité dans les domaines temporel et fréquentiel.
Plusieurs antennes peuvent être utilisées, à la fois, à l’émission et à la récep-
tion, ce réseau d’antennes est appelé MIMO. Un système MIMO est utilisé pour
augmenter la capacité du canal, d’où différentes données sont transmises sur dif-
férentes antennes d’émission, ou bien, la technique MIMO est utilisée pour aug-
menter et améliorer la performance du système de transmission en utilisant les
codes de blocs d’espace-temps (STBC).
Les signaux transmis subissent des réflexions sur les obstacles, des distorsions
qui affectent l’amplitude, la phase et la fréquence du signal. Ces signaux se pro-
pagent dans des canaux sélectifs en fréquence et à trajets multiples. A la réception,
le retard entre deux versions du même signal induit des interférences entre sym-
boles (ISI). Malgré les avantages des techniques MIMO et OFDM, le problème
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de synchronisation, entre les émetteurs et les récepteurs, reste présent. Ce pro-
blème est divisé en deux parties. La première partie concerne la synchronisation
d’horloge (ou la synchronisation fréquentielle) à la réception, et la deuxième par-
tie concerne la synchronisation de trames (ou la synchronisation temporelle) qui
consiste à trouver le début de trame et le début des symboles utiles dans chaque
trame.
Cette thèse a porté sur la synchronisation temporelle dans les systèmesMIMO-
OFDM. L’objectif principal de cette thèse est d’étudier les techniques de synchro-
nisation, les erreurs de synchronisation temporelle dans ces systèmes, les effets de
décalage temporel sur la synchronisation, les performances des systèmes MIMO-
OFDM dans un canal à trajets multiples par rapport au SNR et par rapport au
nombre des antennes MIMO, puis de comparer les résultats avec d’autres mé-
thodes proposées dans la littérature.
Le chapitre II, présente une introduction générale des différents systèmes de
transmission et de différentes méthodes de synchronisation existantes.
Dans cette thèse, nous avons étudié les caractéristiques et les performances de
plusieurs séquences, dans le chapitre III, qui sont déjà utilisées dans le domaine de
synchronisation pour les systèmes OFDM et MIMO-OFDM et d’autres systèmes.
Les caractéristiques les plus importantes sont les deux fonctions d’autocorrélation
et d’inter-corrélation. Après une comparaison de ces deux fonctions pour chacune
des séquences, nous avons trouvé que les séquences CAZAC sont les plus adap-
tées aux nos besoins. Ces séquences sont complexes, orthogonales et possèdent
de bonnes fonctions de corrélation. Ce chapitre se termine par une comparaison
entre les propriétés de corrélation de différentes séquences de synchronisation.
Le chapitre IV s’intéresse aux méthodes de synchronisation temporelle. Dans
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ce chapitre, nous avons proposé différentes méthodes pour la synchronisation tem-
porelle. Dans la littérature, la plupart des méthodes de synchronisation sont basées
sur l’insertion de préambules au début de chaque trame envoyée. Ces préambules
sont constitués de données connues afin d’estimer le début de trames et le début de
symboles OFDM. Pour détecter le préambule, une fonction de corrélation est ap-
pliquée à la réception, cette fonction peut être une corrélation avec une séquence
locale ou bien une corrélation avec le préambule lui-même.
Après une étude approfondie des séquences de synchronisation, nous avons
proposé plusieurs méthodes pour la synchronisation temporelle. Ces méthodes
consistent à envoyer au début de chaque trame OFDM un préambule de synchro-
nisation qui contient des séquences connues. L’insertion de préambules sera effec-
tuée dans le domaine temporel ou bien dans le domaine fréquentiel. A la réception,
une fonction de corrélation est appliquée afin de détecter le pic de synchronisation
et de récupérer les symboles OFDM. Les résultats de simulation complets de ces
méthodes proposées ainsi que les résultats de simulation d’autres méthodes sont
présentés dans le chapitre V.
Le chapitre V traite les résultats de simulation de différentes méthodes pro-
posées afin d’étudier les performances de systèmes MIMO-OFDM dans un canal
à trajets multiples avec un AWGN. Dans ce chapitre, les résultats de simulation
montrent que toutes nos méthodes proposées présentent de bonnes performances
contre d’autres méthodes existantes, dans un canal à trajets multiples et la pré-
sence d’un bruit blanc additif gaussien (AWGN). Ces méthodes présentent des
bonnes performances en termes de la probabilité d’acquisition et pour un faible
SNR et avec des systèmes MIMO jusqu’à 16× 16.
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VI.2 Perspectives
Dans ce travail, nous avons étudié le problème de la synchronisation tem-
porelle pour les systèmes MIMO-OFDM en se basant sur différentes méthodes
proposées dans le chapitre IV. Nos suggestions pour les futurs travaux peuvent
inclure les éléments suivants :
1. Pour réduire les effets de CFO, une synchronisation fréquentielle est im-
portante, cette synchronisation est préférable avant la réception des don-
nées. Par conséquent, les données utiles sont précédées de données prédéfi-
nies, qui sont appelées le préambule. Notamment, il serait intéressant d’éva-
luer les performances de ces méthodes pour la synchronisation fréquentielle
dans les systèmes MIMO-OFDM.
2. L’estimation de canal est un élément essentiel dans de nombreux systèmes
de communication sans fil. Cette estimations de canal est également tirée de
préambule de synchronisation. Par conséquent, il serait intéressant de tester
la robustesse de ces méthodes dans l’estimation du canal et l’égalisation,
afin de comparer leurs performances par rapport aux autres méthodes exis-
tantes.
3. Ces méthodes de synchronisation présentent de bonnes performances en
termes du SNR dans des canaux sélectifs en fréquence. Donc, les futures
travaux peuvent tester les performances de ces méthodes avec d’autres types
de canaux.
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Résumé 
 
L'évolution rapide dans les systèmes de communications sans-
fil couplée à l'utilisation de téléphones mobiles, des services 
satellite, de l'internet sur les réseaux sans fil et les réseaux 
locaux nécessitent un débit de données très élevé et une 
grande fiabilité. Ces débits ont augmenté rapidement dans les 
nouvelles applications de transmission de données de nouvelle 
génération. Pour répondre aux contraintes de la limitation du 
spectre disponible, les systèmes à porteuses multiples (OFDM), 
permettent une haute efficacité spectrale à cause de 
l'orthogonalité et un débit total s'approchant du débit de 
Nyquist. Par ailleurs, un système de réseaux des antennes à 
multi-entrées et multi-sorties (MIMO) apporte des gains 
importants, à la fois, pour les liens et les capacités du réseau, 
sans transmission de puissance supplémentaire ou sans 
consommation de la bande passante. La combinaison de ces 
deux systèmes (MIMO et OFDM) permet d’exploiter la 
robustesse de la liaison sur des canaux sélectifs en fréquence 
et sur des canaux non corrélés en espace. Une des 
problématiques de cette combinaison réside dans les méthodes 
de synchronisation. La synchronisation se divise en deux 
parties, la synchronisation temporelle et la synchronisation 
fréquentielle. La synchronisation temporelle se fait, d'une part 
par la synchronisation grossière qui consiste à estimer le début 
de chaque trame reçue, et d'autre par la synchronisation fine 
qui détecte le début de chaque symbole OFDM dans la trame 
reçue. Le principe de la synchronisation fréquentielle est de 
trouver le déphasage entre la fréquence à l'émission et la 
fréquence locale du récepteur. 
 
Dans une première partie, nous avons proposé des méthodes 
pour la synchronisation temporelle en se basant sur des 
séquences de synchronisation connues au niveau du récepteur. 
Nous avons réalisé une étude des différentes séquences 
existantes afin de comparer les efficacités de chacune de ces 
séquences pour la synchronisation dans un système MIMO-
OFDM.  
 
Dans une deuxième partie, un travail de simulation sous Matlab 
a été réalisé afin d'étudier les performances de nos méthodes 
proposées dans des canaux sélectifs en fréquence et à trajets-
multiples. Les résultats de simulations de ces méthodes 
expriment la probabilité d’acquisition de synchronisation 
temporelle selon le SNR. 
 
N° d’ordre : D14-03 
Abstract 
 
The current wireless communication systems, mobile phones, 
satellite services and wireless internet networks require a very 
high data rate and a highly reliable degree. These rates have 
increased rapidly in the new applications of data transmission of 
new generation. To take into account the spectrum limitations, 
the OFDM has been proposed thanks the orthogonality 
between sub-carriers and the data rate that approaches to the 
Nyquist-Shannon sampling rate. Furthermore, the antennas 
technic (MIMO) can provide significant various gains, a diversity 
gain that improves the link reliability and the spatial multiplexing 
gain where different data streams are transmitted over different 
antennas. The combination of these two systems (MIMO and 
OFDM) allows to exploit the robustness of the link on the 
frequency-selective channels and uncorrelated channels in 
space.One of the issue in the combination MIO-OFDM resides 
on the synchronization methods. The synchronization is divided 
into sub parts, timing synchronization and frequency 
synchronization. Timing synchronization is also divided into two 
parts, firstly, the coarse timing synchronization is used to 
estimate the beginning of each received frame, and secondly, 
the fine timing synchronization which detects the beginning of 
each OFDM symbol in the received frame. The principle of the 
frequency synchronization is to find the shifted phase between 
the transmitted frequency and the local frequency at the 
receiver. 
 
In a first part, we have proposed different methods for timing 
synchronization based on synchronization sequences known at 
the receiver. We did a study for various existing sequences to 
compare the efficiencies of each of these sequences in timing 
synchronization for MIMO-OFDM systems. 
 
In a second part, Matlab’s simulations were conducted to study 
the performance of our proposed methods in multi-paths 
frequency-selective channels. Simulations results show the 
acquisition timing synchronization probability in terms of SNR. 
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