Abstract. Many studies in various research areas have designs that involve repeated measurements over time of a continuous variable across a group of subjects. A frequent and serious problem in such studies is the occurrence of missing data. In many cases, missing data are caused by an event that leads to a premature termination of the series of repeated measurements on some subjects. When the probability of the occurrence of this event is related to the subject-specific underlying trend of the variable of interest, this missingness process is called informative censoring or informative drop-out. Standard likelihood-based methods (for example, linear mixed models) fail to give consistent estimates. In such cases, one needs to apply methods that simultaneously model the observed data and the missingness process. In this article, we review a method proposed by Touloumi et al. (1999 , Statistics in Medicine 18: 1215-1233 to adjust for informative drop-out in longitudinal data analysis. We also present the jmre1 command, which can be used to fit the proposed model. The estimation method combines the restricted iterative generalized least-squares method with a nested expectation-maximization algorithm. The method is implemented mainly using Stata's matrix programming language, Mata. Our example is derived from the epidemiology of the HIV infection.
Introduction
In many research areas, some studies collect longitudinal data on a continuous response variable for each participating subject. One major drawback in such studies, where the main objective is to estimate the rate of change of the response variable, is that the series of repeated measurements is prematurely terminated for some subjects because of the occurrence of an event resulting in highly unbalanced datasets.
Several methods to analyze such unbalanced data are available, provided that missing data are missing at random. Following the terminology of Little and Rubin (2002) , conditionally on covariates, missing data can be classified as missing completely at random, when the missingness mechanism does not depend upon the response vector Y; missing at random (MAR), when the probability of nonresponse depends on the observed part of the response (Y 0 ) but not on the unobserved part (Y m ); and missing nonignorable, when the probability of nonresponse depends on the unobserved outcomes. Wu and Carroll (1988) introduced the term informative right-censoring for the special case of nonignorable missing data where the hazard of the terminating event is related to the subject-specific underlying trend of the response variable. However, from now on, we will use the term informative drop-out instead of informative censoring to avoid confusion with the common use of the term censoring in the survival analysis literature. It should be noted though that in many cases, the event that causes the termination of longitudinal measurements in a nonignorable way is death or disease progression and not drop-out of some individuals from a study. Laird (1988) discussed the impact of various missingness processes on inference about the response variable with the main conclusion being that likelihood-based approaches can provide valid inferences, ignoring the missingness process only when data are missing completely at random or MAR. However, serious biases can occur when missingness is nonignorable. In such cases, one needs to apply methods that simultaneously model the response variable and the missingness process. Little (1995) summarized various methods to jointly model the response variable and the informative drop-out process, and he outlined possible extensions. One specific class of such models was derived by extending the so-called parametric conditional linear model (Wu and Carroll 1988; Wu and Bailey 1989) , assuming a linear random-effects model for the longitudinal measurements of the response variable and a lognormal model for the terminating event, linked by shared or jointly distributed random parameters (Schluchter 1992; Faucett and Thomas 1996; Touloumi et al. 1999 ).
To our knowledge, there is no official nor user-written Stata command for modeling longitudinal data subject to informative drop-out, with the exception of a model proposed by Diggle and Kenward (1994) and shared random-effects models, which can be fit using gllamm (Rabe-Hesketh, Skrondal, and Pickles 2002) . In this article, we describe the joint multivariate random-effects (JMRE) model introduced by Touloumi et al. (1999) , and we present the jmre1 command. For illustrative purposes, we apply jmre1 to a dataset with longitudinal measurements of an immunologic marker (CD4 cell count) taken over a sample of HIV infected individuals, where death or AIDS onset lead to premature termination of CD4 cell-count measurements in a nonignorable way (that is, informative drop-out).
Background
T be the sequence of measurements of the continuous response variable (called marker from now on) on subject i (i = 1, 2, . . . , m). Let X i be the n i × p design matrix associated with the fixed effects (b) of the marker, and let Z i be the corresponding n i × π design matrix associated with the random effects (β i ) of the marker. We assume the following linear mixed model for the longitudinal marker's measurements:
where e i are the within-subject residuals, assumed to be independent and normally distributed with mean 0 and variance-covariance matrix σ 2 I ni , where I n denotes the n × n identity matrix. In addition, we assume that the random effects or betweensubjects residuals β i follow the joint multivariate normal distribution with mean 0 and variance-covariance matrix Σ m (superscripts m and d will be used appropriately where needed to denote marker or informative drop-out related parts of the model, respectively). In a typical scenario, Z consists of a column of ones and a column taking the values of the times of measurement so that there is a random intercept and a random coefficient of time (random slope). Similarly, X consists of the same two columns corresponding to a fixed intercept and a fixed slope. There may be additional columns in X corresponding to fixed effects of other covariates on intercept and/or slope. This kind of random effects model is often referred to as the linear growth-curve model or the Laird and Ware model (Laird and Ware 1982) . Under the MAR assumption, the mixed model can be fit using Stata's xtmixed command.
Repeated measurements of the response variable are terminated either because of development of a terminating event or because of loss to follow-up or study termination. In the former case, the terminating event could be, for example, death. If the probability of death is related to the underlying marker's evolution, the event is considered informative (that is, informative drop-out). In the latter case, it is usually assumed that the resulting missing measurements are at random and thus ignorable in a maximum likelihood analysis. In this case, the actual time of the terminating event is not observed either. We treat these censored event times as noninformative according to the usual survival analysis assumption.
For each subject i, let T s i denote event time (for example, death time), and let C i denote the censoring time (for example, study termination before the occurrence of the event). Note that other kinds of termination of the study may be viewed as informative. In general, T refers to the time to the event whose occurrence is assumed to be informative, whereas censoring refers to reasons for termination that are not considered as informative. The observed "survival" data consist of T i = min(T s i , C i ) and an indicator variable, δ i , taking the value of 1 if T i = T s i (that is, the terminating event is observed) and 0 otherwise (that is, the terminating event is not yet observed). To model event times, we used an accelerated failure-time lognormal model of the form log(T
where x d i is the design vector of ν explanatory variables for the event time and e d i are the errors assumed to follow the normal distribution with mean 0 and standard deviation σ d . This model, independently of the marker, can be estimated using Stata's tobit or streg command.
To allow for informative drop-out in the marker's measurements, we assume that subject-level random coefficients β i (for example, subject-specific baseline value and rate-of-change deviations from the corresponding population average) and the survival model's residuals, e d i (deviations from mean log event time), jointly follow the multivariate normal distribution:
md is a π ×1 vector of the covariances of the marker's random coefficients (β i ) with the survival model's residuals. If σ md = 0, then the marker's missing measurements due to the occurrence of the terminating event are at random; otherwise, the marker's missing data are informative.
Fitting procedure
The model can be written as
where
and Z For uncensored event-times data (that is, T i = T s i for all subjects), all model parameters could be estimated using standard software for mixed models, provided that it has the required flexibility in the definition of the distribution of the random effects and level-1 errors. For example, MLn or MLwiN (for more information, see http://www.cmm.bris.ac.uk/MLwiN/index.shtml) implementing the iterative generalized least-squares (IGLS) and restricted iterative generalized least-squares (RIGLS) algorithms could be used. For a detailed description of IGLS and RIGLS, see Goldstein (2003) .
With censored survival data, however, the standard RIGLS method has to be modified to obtain unbiased estimates of the model parameters. To deal with censored survival data, a version of the expectation-maximization (EM) algorithm was applied, considering censored survival observations as missing data. At each iteration, the survival part of the response variable and the survival component of the residuals cross-product are replaced for the censored observations by their conditional expectations given the observed data and the current parameter estimates (E step), and then new parameters are obtained via RIGLS (M step). The estimation of these conditional expectations is based on multivariate normal theory (Johnson and Wichern 2007) and properties of the truncated normal distribution (Johnson et al. 1970) . Initial values of the model parameters were obtained by treating censored survival times (T i = C i ) as known survival times and applying the RIGLS method.
The null hypothesis σ md = 0 (that is, noninformative drop-out) can be tested via the likelihood-ratio test, estimating the likelihood of the joint model and that of the model in which σ md (or some of its elements) are constrained to 0.
Standard errors of the fixed-effects parameters (as obtained from RIGLS in the M step of the algorithm) can be underestimated because of the replacement of censored survival times by their conditional expectations during the fitting procedure, ignoring the uncertainty of these expectations. A modified multiple-imputation (MI) method can be used to adjust the standard errors of the estimated fixed-effects parameters of the markers' trajectories for missing survival data (Rubin 1978; Touloumi et al. 2003) .
The method consists of creating N pseudo-complete datasets where censored survival times have been replaced by random draws from the truncated normal distribution with mean and variance conditional on the marker's data and based on parameters' estimates at convergence. Fitting the model to each pseudo-complete dataset, one can estimate the empirical between-datasets variance for each fixed parameter. This between-datasets variance, weighted by (N + 1)/N to adjust for a finite number of samples, is then added to the within variance estimated from the previously fit joint model at its convergence to obtain the adjusted variance-covariance matrix of the fixed-effects parameters. It has been shown (Touloumi et al. 2003 ) that estimates obtained by this version of the MI method are similar to the ones obtained by the Louis (1982) method, with the MI method being less computationally intensive.
Most steps of the estimation procedure, including the whole RIGLS algorithm, have been implemented using Stata's matrix language, Mata.
3 The jmre1 command
Syntax
The jmre1 command for Stata fits the JMRE model, as described in section 2.1. The syntax of jmre1 is the following:
, comprising a column of the marker's measurements and the logarithm of the observed or censored event time for each level-2 unit.
indepvars are covariates for the evolution of the marker (X i ). jmre1 does not automatically introduce a constant term in the regressors (intercept); thus a constant term should be explicitly included among indepvars.
We highly recommend that you use the accompanying datajoint1 command (see section 3.5) to generate the joint response variable and to appropriately manipulate remaining data. In this case, the name of the response variable will be JY, and all covariates' names start with M or D for the marker or drop-out model, respectively, with just M and D being the corresponding intercepts.
Finally, because of extensive manipulation of the data during the fitting procedure, jmre1 uses a preserve and a restore command; thus jmre1 cannot be used if data are already preserved.
Options
remark(varlist) defines the random effects for the marker's model. At least one variable is required, which in most cases will be the intercept term ( M if the data are generated by datajoint1; see section 3.5). This is a required option.
dropout(varlist) defines the structure of the lognormal drop-out model. The first variable should be the event indicator variable (1 means observed, 0 means censored in the usual survival analysis sense). Remaining variables define the independent covariates of the survival model. jmre1 does not add an intercept automatically as most Stata commands do, so the user should (almost always) explicitly enter the drop-out model's constant variable ( D if the data are generated by datajoint1; see section 3.5). This is a required option.
id(varlist) defines ID variables for identifying subjects (level-2 units). This is a required option.
timevar(varname) indicates the constant term in the drop-out model. If left blank, the default is timevar( D), which is the corresponding variable created by datajoint1. This is a required option.
redrop(varname) indicates the drop-out model's constant variable ( D if the data are generated by datajoint1; see section 3.5). The default is redrop( D).
l1(varname) indicates the constant term in the marker model. The default is l1( M), which is the corresponding variable created by datajoint1 (see section 3.5).
maxi(#) denotes the maximum number of iterations for the EM algorithm. The default is maxi(40).
tol(#) denotes the tolerance criterion for declaring convergence. The default is tol(0.01), which means that the model has converged when relative differences in all model parameters between successive iterations are less than 0.01 (that is, 1%).
burnin(#) specifies the number of "burn-in" iterations. The default is burnin (2), which means that the command will perform two simple RIGLS or IGLS iterations before invoking the nested EM algorithm.
trace(#) specifies to display all model parameters (fixed-effects parameters and random parameters) after each iteration. Random parameters are shown as a column vector created by the elements of the estimated variance-covariance matrix of the random effects (in lower triangular representation) and the estimated level-1 variance in the marker model.
restr specifies to use the RIGLS method instead of the default IGLS method. For normally distributed data, RIGLS is equivalent to restricted maximum likelihood and IGLS to maximum likelihood estimation.
corr0(varname1 varname2 varname3 varname4 ... ) indicates pairs of variables that denote that the corresponding elements in the variance-covariance matrix are constrained to zero. The variance-covariance matrix includes the random effects of the marker model and the residuals of the lognormal drop-out model.
level(#) denotes the level of significance for the confidence intervals.
mi(#) requests corrected standard errors of fixed effects by using the modified MI method. The suggested number of MIs is five (that is, mi (5)). This correction is required to account for the uncertainty when replacing censored survival times with their expectations. Given that this procedure can be time consuming, it can be invoked only once a final model has been chosen and not during all stages of a model selection procedure. If not specified or if specified as mi (0), standard errors remain uncorrected.
Saved results
jmre1 saves the following in e(): All predicted statistics, except for xb and stdp, are calculated for the marker part of the model and the corresponding observations. For xb and stdp, one can use the equation() option to specify the desired part of the model (drop-out or marker).
The datajoint1 utility command
The datajoint1 command makes the appropriate manipulation of the data, which is required before fitting a jmre model. datajoint1 using marker file, dfile(drop-out file) markervalue(varname) markertime(varname) dropevent(varname) droptime(varname) id (varlist) covariates(varlist) clear saving(filename) replace
The datajoint1 command takes the name of a Stata data file (marker file), which contains longitudinal measurements of a continuous variable (marker) along with the time the measurement was taken (markertime()). The file should also include an identifier variable for each subject. Each subject should typically have more than one marker's measurements, although subjects with only one measurement are allowed.
A second file (drop-out file), provided in dfile(), contains the same identifier variable and has one record per subject. Required variables are a binary variable indicating whether the informative censoring event (dropevent()) has occurred and the time (droptime()) of the occurrence of the event (if the event has occurred) or the censoring time (here the word censoring has the usual survival analysis meaning). This file can also contain other baseline, non-time-dependent variables. The command checks the data for some basic requirements, but it is the user's responsibility to correctly prepare marker file and drop-out file.
Options dfile(drop-out file) specifies the name of the file that contains data on the informative drop-out event along with other time-constant covariates. This is a required option.
markervalue(varname) specifies the name of the variable that contains the longitudinal values of the marker. This is a required option.
markertime(varname) specifies the name of the variable that contains the time each marker's measurement was taken. This is a required option.
dropevent(varname) specifies the indicator variable for the occurrence of the informative drop-out event. This is a required option.
droptime(varname) specifies the event or censoring time. This is a required option.
id(varlist) specifies the subject's identifier variables. This is a required option.
covariates(varlist) specifies other baseline, non-time-dependent variables that will probably be used to model the marker's trend or the informative drop-out mechanism. These variables should only be included in the drop-out file.
clear specifies to clear the data in memory, even though they have not yet been saved to disk.
saving(filename) specifies the name of the file to be created.
replace specifies that the file specified in the saving() option may be replaced if it already exists.
Example
The data for this example are derived from an HIV/AIDS cohort study (CASCADE Collaboration 2003) . This study had two main objectives: 1) to estimate the rate of decline of the immunological marker called CD4 cell count after infection with the HIV-1 virus and 2) to evaluate the effect of potential prognostic factors (such as age, mode of infection-risk group, sex, etc.) on the initial levels of this marker and its subsequent rate of decline. The period of interest starts at the date of infection or, more precisely, the date of seroconversion and stops at the date a patient started antiretroviral treatment (ART), developed clinical AIDS, or died. Censoring the series of longitudinal CD4 cell-count measurements at the date of ART initiation should probably be considered a MAR mechanism because physicians' decisions regarding treatment are usually based on observed values of CD4 cell count. On the other hand, premature termination of measurements due to AIDS onset or death could be informative because the probability of AIDS onset or death is likely related to an individual's underlying trend of CD4 cell-count evolution. Hence, in the following analysis, death or AIDS onset will be treated as an informative (nonignorable) event, whereas all other causes of measurements' termination (end of study, loss to follow-up, censoring due to ART initiation) will be considered noninformative (ignorable) events.
The original dataset consisted of data on 5,739 individuals, but here we are using a random sample of 400 individuals. We have prepared two datasets: one containing multiple records per individual with longitudinal CD4 cell-count measurements and the other containing one record per individual with just two covariates (age at seroconversion and risk group) along with information about the drop-out mechanism. In the following output, we describe the variables of these two files and list their contents for the first three individuals.
(Continued on next page)
. Variables study id and patient id are study identifiers and patient identifiers, respectively (data are derived from a multicenter study), and are both required to uniquely identify a patient. cd4 is the CD4 cell-count measurement in its original scale (cells/µL), and sqrt cd4 is the corresponding square-root-transformed values. Finally, time is the time in years of the CD4 cell-count measurement since seroconversion. AD is a binary variable having the value of 1 if an individual developed AIDS or died and 0 otherwise. ADtime contains the time of AIDS development or death when AD equals 1 or contains the time of end of follow-up or censoring due to ART initiation if AD equals 0. agesero and expo are categorical variables containing information about age at seroconversion and risk group, respectively.
Preparing the "joint" dataset
We will now use the datajoint1 command to prepare our "joint" dataset for the final analysis . datajoint1 using cd4, dfile(surv) markervalue(sqrt_cd4) markertime(time) > id(study_id patient_id) dropevent(AD) droptime(ADtime) > covariates(agesero expo) saving(jointdata) clear replace file jointdata.dta saved
The command creates two indicator variables named M and D to separate records that correspond to marker models and to drop-out models, respectively. For each covariate specified in the covariates() option, two new variables with the same names but prefixed with M and D have been created. The new variables whose names start with M have the same values as the original ones but only for records corresponding to the marker model (that is, those where M equals one). New variables whose names start with D have been created in a similar way for records corresponding to the dropout model. Variable JY is the joint response variable. Within each patient's block of records, JY has the corresponding value of the dependent variable of the marker model (that is, the square root of CD4 cell count, sqrt cd4) for the first N-1 records and has the logarithm of the event or censoring time for the Nth patient's record. Finally, a new variable (named Mtime in this case) has been created containing the time of marker's measurements only for records corresponding to the marker model. The following list shows the actual data for the first three patients (some variables have been omitted):
. list patient_id _M _D _JY _Mtime _Magesero _Dagesero in 1/35, abbreviate(10) > noobs sepby(study_id patient_id) Note that for patient 1,531, for example, the last value of JY is the logarithm of his event or censoring time [that is, log(6.387408) = 1.854329]. It is highly recommended that the user not alter the file created at all. In case new variables (or recoding of existing variables) are required, these should be created on the original surv file followed by a new run of the datajoint1 command.
Fitting the JMRE model using the jmre1 command
We will now fit a JMRE model to the data described above. The marker model will include a random intercept and a random slope (that is, time coefficient). Fixed effects will include intercept and slope and their interactions with age at seroconversion and risk group. Consequently, the model will allow for the estimation of the average initial marker levels and their subsequent rate of change for the reference category (fixed intercept and slope, respectively), and the average deviations of these quantities according to age at seroconversion categories and risk group. The inclusion of a random intercept and a random slope implies that each individual is allowed to have initial marker values and a subsequent rate of change that deviate from the corresponding average values for the covariate pattern the individual belongs to. The random-effects variance-covariance matrix Σ m is unstructured (there are no constraints defined via the corr0() option), allowing the variances of the random intercept and slope, along with their correlation, to be freely estimated.
The drop-out model will have the same prognostic factors as the marker model, allowing the average (log-transformed) time to death or AIDS onset to be different according to age at seroconversion and risk group. In general, we recommend that the user fit various simple lognormal survival models, using the streg command, to select a set of significant predictors. Then the user should use these predictors when fitting the JMRE model.
. xi: jmre1 _JY _M i._Magesero*_Mtime i._Mexpo*_Mtime, remark(_M _Mtime) > dropout(AD _D i._Dagesero i._Dexpo) timevar(_Mtime) id(study_id patient_id) > restr (output omitted )
The part following the jmre1 command follows the usual Stata conventions with two exceptions: 1) the intercept term ( M) is explicitly entered and 2) the depvars part corresponds only to the marker model. The command uses the old xi: syntax and does not yet support factor notation. The drop-out model is practically declared within the dropout() option, where the first variable is the binary variable for the drop-out event (AD) and the remaining variables denote the corresponding covariates. As in the marker model, the intercept term ( D) is also entered explicitly. Options redrop() and l1() have been omitted; thus they have their default values ( D and M, respectively). The required timevar() option declares the variable containing the time of the marker's measurements. Finally, we added the restr option to use the RIGLS estimation algorithm.
The results of the previous command are shown in the following output: The output first lists the name of the joint response variable, the number of individuals, the number of marker measurements in the dataset, and the restricted (because we used the restr option) log likelihood. Then the usual Stata estimation-command table follows, which includes results for the drop-out model and the marker model fixed effects. Finally, the estimates for the random parameters are given: first, the variance-covariance matrix for the random effects of the marker model's and the drop-out model's residuals, and then the estimate of the variance of the level-1 marker's residuals. One could list the correlation matrix of the random effects instead of the variance-covariance matrix, as shown below:
. matrix list e(corr_re) symmetric e(corr_re) [3, 3] _D _M _Mtime _D 1 _M .01603141 1 _Mtime .66250274 -.44050773 1
The drop-out model's residuals have a relatively high positive correlation with the marker model's random slopes [Corr( D, Mtime) = 0.663]. This means that individuals with higher (less steep) slopes tend to develop AIDS or die later. The correlation with the initial values of the marker is still positive but much lower. To evaluate the significance of these findings, we could fit a JMRE model with these two correlations constrained to zero and compare with the previous unconstrained model via the likelihood-ratio test. The test will be valid because the two models share the same fixed-effects structure (thus the fitting through the restricted algorithm does not cause any problems), and because the parameters being tested are correlations, thus the null hypothesis does not lie on the boundary of the parameter space. Before proceeding with the fit of the constrained model, we are storing the estimation results of the current model:
. estimates store FullModel Now we can fit the constrained model. The only change compared with the previous jmre1 command is the addition of the corr0( D M D Mtime) option. This option specifies that the correlation of the drop-out residuals with the marker's random intercept ( D and M) as well as with the marker's random slope ( D and Mtime) should be constrained to zero. This is equivalent to fitting the marker and drop-out models separately (that is, ignoring the informative drop-outs). The age effect on the marker's slope (coefficients I MaX Mti~2, I MaX Mti~3, I MaX Mti~4) is now attenuated and not significant (compare with the output of the unconstrained model)
. xi: jmre1 _JY _M i._Magesero*_Mtime i._Mexpo*_Mtime, remark(_M _Mtime) > dropout(AD _D i._Dagesero i._Dexpo) timevar(_Mtime) id(study_id patient_id) > restr corr0(_D _M _D _Mtime) (output omitted ) We can now save the new estimates and compare the last two models using the likelihood-ratio test, as follows:
. estimates store ConstrModel . estimates restore FullModel (results FullModel are active now)
. local FMll = e(ll) . estimates restore ConstrModel (results ConstrModel are active now)
. local CMll = e(ll) . display -2*(`CMll´-`FMll´) 249.68
. display chi2tail(2, -2*(`CMll´-`FMll´)) 6.063e-55
The unconstrained model has a significantly higher likelihood (likelihood-ratio chisquared = 249.68, degrees of freedom = 2, p-value < 0.001), indicating that the correlations being tested do significantly differ from zero. The significance implies that premature termination of the marker's measurements due to AIDS or death is informative (informative drop-out mechanism).
Note that the lrtest command is not fully supported; it does not work when the models under comparison differ in random-effects parameters. When it is used for testing fixed-effects parameters, it is the user's responsibility to make sure both models have been fit without the restr option. (Likelihood-ratio tests between models that differ in their fixed-effects structure are not valid when the models have been fit with the RIGLS algorithm.)
We can also use the mi() option to adjust the standard errors of the fixed-effects estimates to account for the uncertainty when replacing censored survival times (due to study termination, loss to follow-up, or ART initiation) with their expectations. We will use five imputed datasets because this is the minimum recommended value.
. xi: jmre1 _JY _M i._Magesero*_Mtime i._Mexpo*_Mtime, remark(_M _Mtime) > dropout(AD _D i._Dagesero i._Dexpo) timevar(_Mtime) id(study_id patient_id) > restr mi (5 The inflation of the standard errors is almost negligible in the marker model and relatively small in the drop-out model.
Postestimation
We will now use the predict postestimation command to informally (that is, graphically) examine the distributions of the marker's random effects (the marker's level-1 residuals) and graphically compare the previously fit constrained and unconstrained models. We start by obtaining empirical Bayes estimates of the marker's random intercept and random slope (also known as Note the names and the variable labels of the newly created variables. To examine their distributions, we will preserve the dataset and keep only the first record of each individual (see figure 1) . (The BLUPs are constant within each patient's block of records and missing at the last record, which corresponds to the drop-out model.)
. preserve . by study_id patient_id: keep if _n==1 (4677 observations deleted)
. histogram eb_M, scheme(s2mono) (bin=20, start=-17.303648, width=1.6328218) . restore . preserve . by study_id patient_id: keep if _n==1 (4677 observations deleted) . histogram eb_Mtime, scheme(s2mono) (bin=20, start=-3.5219173, width=.33129596) . restore
Or for the BLUPs of the marker's level-1 residuals:
. predict resid, residuals (5077 real changes made) . histogram resid, scheme(s2mono) (bin=36, start=-16.156229, width=1.0067631) Now we will use predicted values based on fixed-effects estimates from both the constrained and the unconstrained (full) models to graphically display (see figure 2 ) the predicted average evolution of CD4 cell count by age at seroconversion groups. Risk group will be kept constant to keep the graph simple. We are also using the fillin command to add some missing covariate patterns. Finally, note that we are backtransforming the predictions to the original scale:
. preserve . drop _I* . replace _Mtime = round(_Mtime,0. 
Years since Seroconversion
Graphs by Age at SC(M) Figure 2 . Average predicted CD4 cell-count evolution by age at seroconversion (risk group = heterosexuals/males); predictions based on models with ("full") or without ("constrained") adjustment for informative drop-outs
You can see that the constrained model, which does not make any adjustment for the informative drop-out, estimates less steep CD4 cell-count declines than does the unconstrained model. The differences between the two models are more pronounced at older ages, where informative drop-out is more severe (that is, more persons die or develop AIDS).
Conclusion
We presented the new Stata jmre1 command, which implements the joint multivariate random-effects model (Touloumi et al. 1999) . The model adjusts the estimates for the longitudinal evolution of a continuous marker when the series of its measurements are subject to informative drop-out. That is, the model adjusts the estimates when the series of the marker's measurements is prematurely terminated by an event whose probability is related to subject-specific parameters of the underlying marker's trend.
The estimation procedure is based on a combination of the EM algorithm with the RIGLS or IGLS method and is implemented mainly using Stata's matrix language, Mata. It has been shown that the model itself, if correctly specified, yields estimates of minimal bias with close to nominal coverage probabilities (Touloumi et al. 1999; Touloumi et al. 2003) . It has also been shown that an expanded bivariate version of the same model (that is, two continuous markers modeled simultaneously in the presence of informative dropout) is fairly robust to at least moderate deviations of its distributional assumptions (Pantazis and Touloumi 2007) ; therefore, we believe that the current model will be equally robust.
The Stata implementation we presented in this article is much more user friendly compared with the initial implementation (see the appendix in Touloumi et al. [2002] ) in the MLn statistical software package. We have also provided a utility command (datajoint1) that facilitates the required data preparation.
During the development of these commands, we compared jmre1 with the prior implementation of the same model in MLn; differences in the estimates were in the order of the convergence tolerance. We also performed simulations where we observed that if the drop-out is not informative, the results for the marker model from jmre1 are coinciding with those obtained by xtmixed. Similarly, when we constrained the correlations between the random effects of the marker model and the residuals of the drop-out model to zero in the jmre1 command (that is, forcing the model to ignore the informative drop-out effects), the obtained results for the marker model were the same as those produced by a corresponding random-effects model fit through the xtmixed command (results not shown).
However, our implementation of the RIGLS algorithm that was required in the estimation procedure is not fully optimized; thus convergence with big datasets can be slow. For example, the fit of the full model in the previously given example dataset (400 individuals with 4,677 marker measurements in total) required approximately 45 seconds using an Intel Core 2 Quad Q9450 PC clocked at 2.66 GHz. We plan to fully optimize the code in an updated version using all the computational details given in Goldstein and Rasbash (1992) . We also plan to expand our implementation to the bivariate version of the JMRE model (Pantazis and Touloumi 2005) to allow simultaneous modeling of two continuous markers in the presence of informative drop-out.
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