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                                    上 田 澄 江
 線形計画問題の実装化について述べる．
  主問題： Max o土κ
       subject toλκ＝ろandκ≧O
  双対問題：Minがツ
       subject to．4‘ツー。≧O




            D＝〔〃y－o〕／／κ〕∈沢舳，  〔〕：対角行列
            ∫＝〃ツー。∈”
            £＝ろ一ル∈Rm
の形をしている．
 通常のプログラミング手法によればこの係数行列に対して（m＋m）2のメモリと，分解と求解に際し
て（（m＋m）3＋2（m＋n）一3）／3と（m＋m）2回の計算を要する．これはλ＝〔γ：0〕Z－1とQR，LU，SVD
分解などによってλをnu11space decompositionすれば（Tanabe（ユ98ユ，1988）），mmのメモリとたか
だかm3＋m2（m－m）十m（m－m）2＋（m－m）3回の計算量となる．特にλがスパースであるときには，行
列の積形式を用いてLU分解を行うことによりスパース性がかたり保存され，リスト構造による需要素
のアクセス回避に伴って演算量・精度の面で，大規模問題の場合には効果的である（大附他（1976））．ピ
ボット選択は，新たたm－inが起こりにくく，また精度の低下を招かたいようにすることが重要となっ
てくる．ここでは非零要素数が最小の列で，かつその中の絶対値最大の要素をピボットとして選択した．
 行列λが蜜の場合には，一般的なハウスホルダー変換やグラム・シュミット法による分解を用いるの
が得策である．
例：M・・（貞灼）
subject toλκ＝ろandκ≧0
