In this paper, we study the reflected backward stochastic differential equations driven by G-Brownian motion with two reflecting obstacles, which means that the solution lies between two prescribed processes. A new kind of approximate Skorohod condition is proposed to derive the uniqueness and existence of the solutions. The uniqueness can be proved by a priori estimates and the existence is obtained via a penalization method.
However, the processes A + , A − and K here are mixed together, and the above Skorohod condition is not applicable. In this paper, we write A for A + − A − − K and replace the Skorohod condition by a new kind of Approximate Skorohod Condition, which turns into the martingale condition when there is only one obstacle.
The uniqueness of the solutions is obtained by a priori estimates requiring some delicate analysis. In order to prove the existence, we consider the following G-BSDEs parameterized by n = 1, 2, · · · ,
where A n,+ t = t 0 n(Y n s − L s ) − ds, A n,− t = t 0 n(Y n s − U s ) + ds. The objective, similar to the classical case studied by Cvitanic and Karaztas [3] , is to show that the sequence (Y n , Z n , A n ), where A n = A n,+ −A n,− −K n , converges to a triple of processes (Y, Z, A), and that (Y, Z, A) is a solution to the doubly reflected G-BSDE. To this end, the dominated convergence theorem and the property of weakly compactness played crucial role in Cvitanic and Karaztas [3] . However, these tools are not available under the G-expectation framework.
Our proof is divided into two stages. Stage 1. We establish the uniform estimates for Y n under the norm · S α G , and prove that (Y n − U ) + and (Y n − L) − converge to 0 under the norm · S α G . These properties hold true under the assumption that the upper and lower obstacles belong to the space S β G (0, T ) and they are separated by some generalized G-Itô process (see (A3'). The latter implies that the limit Y (if exists) lies between the upper and lower obstacles.
Stage 2. We show that the sequences A n,+ T , A n,− T , K n T (resp. Z n ) are uniformly bounded under the norm · L α G (resp. · H α G ). For this purpose, we prove that (Y n − U ) + converges to 0 with the explicit rate 1 n , which requires that the upper obstacle is a generalized G-Itô process. Based on the above analysis, we obtain the convergence of (Y n , Z n , A n ), and consequently the existence of the doubly reflected G-BSDE.
Recall that, the G-expectation can be represented as the supremum of the linear expectation under the probability P over all P ∈ P, where P is a collection of mutually singular martingale measures. Therefore, the G-expectation theory shares many similarities with the quasi-sure analysis by Denis and Martini [5] and the second order BSDEs by Soner, Touzi and Zhang [28] and Matoussi, Possamaï and Zhou [18] . Compared with these works, one advantage of the G-expectation framework is that the solution to the G-BSDEs is a (generalized) G-Itô process, and that the decomposition of (generalized) G-Itô processes is unique. This amounts to say that the derivatives ∂ t u, ∂ x u and the second order derivative ∂ 2
x u of a function u(t, x) are all well defined in the G-expectation space, which is crucial to give the probabilistic representations for (path dependent) fully nonlinear PDEs. In other words, the solutions of G-BSDEs have strong regularity and can be universally defined in the spaces of the G-framework, which enhances the results in [28] and [18] .
The problem considered in this paper is closely related to Matoussi, Piozin and Possamaï [17] , which studied the second order BSDEs with general reflections, but it is formulated in a quite different way.
1) The solution (Y, Z, A) to the doubly reflected G-BSDE is defined in the G-framework, in which the processes have strong regularity and remarkable properties. As is mentioned above, in the Gframework, the unique decomposition of Itô processes implies that the derivative ∂ 2
x u is well defined, which embodies the advantages of the G-expectation compared to the linear expectations.
2) In [17] and the corrigendum [19] , the process V (corresponding to the process A in this paper) is defined and characterized by the Skorohod condition individually for each probability P in P. In this paper, the process A and the corresponding approximate Skorohod condition are given universally with respect to all probabilities P in P.
This paper is organized as follows. In Section 2, we present some notions and results on Gexpectation and G-BSDEs as preliminaries. In Section 3, we first state the definition of solution to doubly reflected G-BSDE and establish some a priori estimates from which we can derive the uniqueness of the solution. We then introduce the penalization method to prove the existence of the solution in Section 4.
Preliminaries
In this section, we review notations and results in the G-expectation framework, which are concerned with the G-Itô calculus and BSDE driven by G-Brownian motion. For simplicity, we only consider the one-dimensional case. For more details, we refer to the papers [13] , [14] , [23] , [24] , [25] .
Let Ω = C 0 ([0, ∞); R), the space of real-valued continuous functions starting from the origin, be endowed with following norm,
Let B be the canonical process on Ω. Set
In this paper, we always assume that G is non-degenerate, i.e., σ 2 > 0. In fact, the (conditional) G-expectation for ξ ∈ L ip (Ω) can be calculated as follows. Assume that ξ can be represented as
Then, for t ∈ [t k−1 , t k ), k = 1, · · · , n,
where, for any k = 1, · · · , n, u k (t, x; x 1 , · · · , x k−1 ) is a function of (t, x) parameterized by (x 1 , · · · , x k−1 ) such that it solves the following fully nonlinear PDE defined on [t k−1 , t k ) × R:
x; x 1 , · · · , x k−1 ) = u k+1 (t k , x; x 1 , · · · , x k−1 , x), k < n and u n (t n , x; x 1 , · · · , x n−1 ) = ϕ(x 1 , · · · , x n−1 , x). Hence, the G-expectation of ξ isÊ 0 [ξ].
For each p ≥ 1, the completion of L ip (Ω) under the norm ξ L p G := (Ê[|ξ| p ]) 1/p is denoted by L p G (Ω). The conditional G-expectationÊ t [·] can be extended continuously to the completion L p G (Ω). The canonical process B is the 1-dimensional G-Brownian motion in this space.
For each fixed T ≥ 0, set Ω T = {ω ·∧T : ω ∈ Ω}. We may define L ip (Ω T ) and L p G (Ω T ) similarly. Besides, Denis, Hu and Peng [4] proved that the G-expectation has the following representation. P is called a set that representsÊ.
Let P be a weakly compact set that representsÊ. For this P, we define the capacity
A set A ∈ B(Ω T ) is called polar if c(A) = 0. A property holds "quasi-surely" (q.s.) if it holds outside a polar set. In the following, we do not distinguish the two random variables X and
The following theorem can be regarded as Doob's maximal inequality under G-expectation.
. For T > 0 and p ≥ 1, the following spaces will be frequently used in this paper. 
We now introduce some basic results of G-BSDEs. Consider the following type of G-BSDE
satisfy the following properties:
(H1) There exists some β > 1 such that for any y, z ∈ R, f (·, ·, y, z), g(·, ·, y, z) ∈ M β G (0, T );
(H2) There exists some L > 0 such that
For simplicity, we denote by S α
Hu et al [13, 14] established the existence and uniqueness result for Equation (2.1) as well as the comparison theorem.
Theorem 2.4 ( [13] ) Assume that ξ ∈ L β G (Ω T ) and f, g ij satisfy (H1) and (H2) for some β > 1.
where the constant C depends on α, T , σ and L.
Below is a generalization of Proposition 3.5 in [13] .
Theorem 2.5 Let f satisfy (H1) and (H2) for some β > 1. Assume
Proof. Applying Itô's formula to |Y t | 2 , we have
By simple calculation, we can obtain
On the other hand, noting that
we getÊ
By symmetry of K and A, we get the desired result.
Theorem 2.6 ( [14] ) Let (Y l t , Z l t , K l t ) t≤T , l = 1, 2, be the solutions of the following G-BSDEs:
where processes {V l t } 0≤t≤T are assumed to be right-continuous with left limits (RCLL), q.s., such that
Compared to the classical BSDE, there appears, in the BSDE driven by G-Brownian motion, an additional nonincreasing G-martingale K, which exhibits the uncertainty of the model. The difficulty in the analysis of G-BSDE mainly lies in the appearance of this component. Song [30] proved that, the nonincreasing G-martingale could not be form of
. More generally, he proved the following result.
Remark 2.8 A process of the following form is called a generalized G-Itô process:
where η ∈ M 1 G (0, T ), ζ ∈ H 1 G (0, T ) and K is a non-increasing G-martingale. Theorem 2.7 shows that the decomposition for generalized G-Itô processes is unique.
G-BSDE with two reflection barriers
In this section, we give the formulation of the doubly reflected BSDE driven by G-Brownian motion. Particularly, the approximate Skorohod condition is introduced to guarantee the uniqueness of the solutions, which will be proved via some a priori estimates given later.
Formulation of doubly reflected BSDE driven by G-Brownian motion
We formulate the doubly reflected BSDE driven by G-Brownian motion in details. For simplicity, we only consider the case of 1-dimensional G-Brownian motion. But our results and methods still hold for the case d > 1. We are given the following data: the generators f and g, the lower obstacle process {L t } t∈[0,T ] , the upper obstacle process {U t } t∈[0,T ] and the terminal value ξ.
Here f and g are maps
Below, we list the assumptions on the data of the doubly reflected G-BSDEs. There exists some β > 2 such that (A1) for any y, z, f (·, ·, y, z), g(·, ·, y, z) ∈ S β G (0, T );
T ], q.s. and the upper obstacle is a generalized G-Itô process of the following form
Remark 3.1 Notice that the Assumptions (A1)-(A4) are quite similar to the ones in [3] since the non-increasing G-martingale K is equal to 0 when G reduces to a linear function.
We call a triple of processes (Y, Z, A) with Y, A ∈ S α G (0, T ), Z ∈ H α G (0, T ), for some 2 ≤ α ≤ β, a solution to the doubly reflected G-BSDE with the data (ξ, f, g, L, U ) if the following properties hold:
Condition (ASC α ): We say a pair of processes (Y, A) with Y, A ∈ S α G (0, T ) satisfies the approximate Skorohod condition with order α (with respect to the obstacles L, U ) if there exist non-decreasing processes {A n,+ } n∈N , {A n,− } n∈N and non-increasing G-martingales {K n } n∈N , such that
Below is the main result of this paper, which gives the wellposedness of the doubly reflected G-BSDE. 
Remark 3.3 Recall that, in the classical case (see [3] ), the Skorohod condition below is required to guarantee the uniqueness of the solution (Y, Z, A) to the doubly reflected BSDE with parameters (ξ, f, L, U ):
Therefore, a more natural definition of the solution to the G-RBSDE (ξ, f, g, L, U ) is a triple of processes (Y, Z, A) satisfying (Si), (Sii) and the following Skorohod condition. Condition (SC): The process A is decomposed as A =Ã − K withÃ a finite variation process and K a non-increasing G-martingale, such that
whereÃ + ,Ã − are two non-decreasing processes and A = A + − A − .
Since the Skorohod condition is stronger than the approximate Skorohod condition, it follows from Theorem 3.2 that the solution satisfying Condition (SC) is unique. The existence of the solutions satisfying Condition (SC) is equivalent to prove the decomposition of the process A in Theorem 3.2 :
A =Ã − K, whereÃ a finite variation process satisfying the Skorohod condition and K a non-increasing G-martingale.
The existence and uniqueness of this decomposition are both interesting problems, which will be considered in future.
Remark 3.4 Suppose that U ≡ ∞, i.e., the doubly reflected G-BSDE is reduced to the reflected G-BSDE with a lower obstacle. We can show that A ∈ S α G (0, T ) is non-decreasing and satisfies the martingale condition, that is,
which is the definition of solution to reflected G-BSDE with a lower obstacle (see [16] ).
In fact, let {A n,+ } n∈N , {A n,− } n∈N and {K n } n∈N be the approximation sequences for A. It is clear that A n,− ≡ 0 for any n ∈ N. Note that {A n,+ − K n } is non-decreasing and
It is easy to check that
whereÃ n = A n,+ − K n . Applying Lemma 3.7 below yields the desired result. By a similar analysis as above, if L ≡ −∞, the definition of solution to doubly reflected G-BSDE can be reduced to the one of the upper obstacle case studied in [15] .
Remark 3.5 For some results, we will replace the Assumptions (A1), (A3) by the following weaker ones.
(A1') For any y, z, f (·, ·, y, z), g(·, ·, y, z) ∈ M β G (0, T );
T ], q.s. and there exists a generalized G-Itô process I such that L ≤ I ≤ U , where
with b I ∈ M β G (0, T ), σ I ∈ H β G (0, T ), K I 0 = 0 and K I ∈ S β G (0, T ) a non-increasing G-martingale. Remark 3.6 Since the generator g plays the same role as f , in the following of this paper, we only consider the case that g = 0.
Some a priori estimates
In this subsetion, we give a priori estimate for the solution of the reflected G-BSDE, which implies the uniqueness of the solution to doubly reflected G-BSDE. In the following of this paper, we denote by C a constant depending on α, T, κ, σ, but not on n, which may vary from line to line.
Let us denote by V ar T 0 (A) the total variation of a process A on [0, T ]. We first introduce the following lemma.
where C is independent of n. Then, we haveÊ
Proof. We first show that A is a finite variation process. Let
Since sup t∈[0,T ] |A t − A n t | converges to 0 under the norm · L 1 G , we may choose a subsequence, still denoted by A n , such that sup t∈[0,T ] |A t − A n t | converges to 0, q.s. It follows that, for any a ∈ A Hence, it follows from the assumption thatÊ[|V ar T 0 (A)| α ] ≤ C. It remains to prove that for any Y ∈ S p G (0, T ), with p = α α−1 , we have
By simple calculation, we havê
Letting n tend to infinity yields thatÊ[I] → 0, for any m ∈ N. Then, letting m approach to infinity, we obtain thatÊ[II] → 0 by Lemma 3.2 in [13] . The proof is complete. 
Then there exists a constant C := C(α, T, κ, σ) > 0 such that
e rt = (|Ŷ t | 2 ) α/2 e rt , we have From the assumption of f 1 , we have 
Recalling the definition of approximate Skorohod condition, we have 
The proof is complete.
Proof of the main result
In this section, we will focus on the penalization method in order to get the existence of solutions to doubly reflected G-BSDEs. For n ∈ N, consider the following family of G-BSDEs By a similar analysis as in the proof of Theorem 5.1 in [16] , for some 2 ≤ α < β, we get that
The proof is complete. Now, we prove our main result.
