We consider the following impulsive boundary value problem,
Introduction
In the few past years, boundary value problems for impulsive differential equation have been studied (see [1, 5, 7] ). They discussed the existence of solutions for first-order impulsive equations by the use of upper and lower solution methods. Dong [3] researched the periodic boundary value problem for second-order impulsive equations. Liu and Yu [6] considered the boundary value condition x (0) = 0, x(1) = m−2 j=1 α j x(η j ) with m−2 j=1 α j = 1 by making use of the coincidence degree which was developed by Gaines and Mawhin [4] .
We are concerned with the m-point boundary value problem for the nonlinear impulsive differential equation: 
We will use the continuation theorem of coincidence degree [2] to show a general theorem for the existence of solutions to the problem (1.1)-(1.2) and then use it to get concrete existence conditions in Section 3. This paper is motivated by [2, 3, 6, 8, 9] .
Preliminary lemmas
At first, we recall some notations and present a series of useful lemmas with respect to the problem (1.1)-(1.2) that is important in the proof of our results. Consider an operator equation
where L : domL ∩ X → Z is a linear operator, N : X → Z is a nonlinear operator, X and Z are Banach spaces. If dimKer L = dim(Z/ Im L) < ∞, and ImL is closed in Z, then L will be called a Fredholm mapping of index zero. And at the same time, there exist continuous projectors P : X → X and Q : Z → Z such that Im P = Ker L, ImL = Ker Q. It follows that L| domL∩Ker P : domL ∩ Ker P → Im L is reversible. We denote the inverse of this map by K p .
Let Ω be an open and bounded subset of X. The map N will be called L-compact on Ω if QN(Ω) is bounded and K p (I − Q) : Ω → X is compact. Since Im Q is isomorphic to Ker L, there exists an isomorphism J : ImQ → Ker L. Lemma 2.1 (continuation theorem [4] ). Suppose that L is a Fredholm operator of index zero and N is L-compact on Ω, where Ω is an open bounded subset of X. If the following conditions are satisfied:
Then the operator equation (2.1) has at least one solution in dom L ∩ Ω.
In the following, in order to obtain the existence theorem of (1.1)-(1.2) we first introduce the following:
And for every z = (y,c) ∈ Z, denote its norm by
We can prove that X and Z are Banach spaces.
(2.4)
Assume that L is defined as above and m−2 j=1 α j = 1. Then L is a Fredholm mapping of index zero. Furthermore, for the problem (1.1)- (1.2) , (2.6)
Proof. Firstly, it is easily seen that (2.5) holds. Next we will show that (2.5) holds. Since problem
has solution x(t) satisfying ( In fact, if (2.7) has solution x(t) such that (1.2), then from (2.7) we have In view of (1.2), we have 
12)
where c ∈ R is an arbitrary constant, then it is clear that x(t) is a solution of (2.7) and satisfies (1.2). Hence, (2.5) holds. Take the projector Q : Z → Z as follows: 
Main results
By applying Lemma 2.1, a general theorem for the existence of solutions to the problem (1.1)-(1.2) is obtained. And concrete existence conditions for the same problem are also obtained.
For any subset G ⊂ R 2 , let
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Theorem 3.1. Assume that the following conditions are satisfied:
(1) let G ⊂ R 2 be an open bounded subset such that for every λ ∈ (0,1), each possible solution x(t) of the auxiliary system
Then the BVP (1.1)-(1.2) has at least one solution x(t) satisfying (x(t),x (t)) ∈ G, for t ∈ J.
Proof. By Lemma 2.2, we know that L is a Fredholm operator of index zero, and the problem (3.2) can be written as Lx = λNx. Set
Then Ω is open and bounded. To use Lemma 2.1, we show at first N is L-compact on Ω. Defining a projector In fact, we have K p L = I − P, thus for any x ∈ dom L, K p Lx = x − x (0)t, so (3.6) holds. Again from (2.13) and (3.6), we have
(3.7)
By using the Ascoli-Arzela theorem, we can prove that QN(Ω) is bounded and
At last, we will prove that (i), (ii) of Lemma 2.1 are satisfied. Note that x ∈ ∂Ω, if and only if (x(t),x (t)) ∈ G, for t ∈ J, and either (x(s),x (s)) ∈ ∂G, for some s ∈ J, or (x(t i0 + 0),x (t i0 + 0)) ∈ ∂G, for some i 0 = {1, 2,...,k}, then the assumption (i) follows from condition (1) .
Let J : ImQ → Ker L : (ct,0,...,0) → ct be the isomorphism. Then
(3.8)
Take an isomorphism g :
in view of (2), h(c) = 0, for c ∈ ∂ G 1 , then JQNx = 0, x ∈ ∂Ω ∩ Ker L, that is, condition (2) yields (ii) of Lemma 2.1, and the proof is finished.
Remark 3.2.
A similar result is given in [3] for the periodic boundary value problems (see Theorem 3.1 therein). However, there is something wrong in its proof. For a subset G ⊂ R 2n , define
Then Ω ∩ Ker L = {x ∈ R n : (x,0) ∈ G}, which is not the set G 1 = {x ∈ R n : there exists y ∈ R such that (x, y) ∈ G} defined by the author. For example, take G = {(x, y) ∈ R 2 : x 2 + (y − 1) 2 < 4}. We have 
