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Abstract
Structured statistical estimation problems are often solved by Conditional Gradient (CG) type methods
to avoid the computationally expensive projection operation. However, the existing CG type methods
are not robust to data corruption. To address this, we propose to robustify CG type methods against
Huber’s corruption model and heavy-tailed data. First, we show that the two Pairwise CG methods are
stable, i.e., do not accumulate error. Combined with robust mean gradient estimation techniques, we
can therefore guarantee robustness to a wide class of problems, but now in a projection-free algorithmic
framework. Next, we consider high dimensional problems. Robust mean estimation based approaches may
have an unacceptably high sample complexity. When the constraint set is a `0 norm ball, Iterative-Hard-
Thresholding-based methods have been developed recently. Yet extension is non-trivial even for general
sets with O(d) extreme points. For setting where the feasible set has O(poly(d)) extreme points, we
develop a novel robustness method, based on a new condition we call the Robust Atom Selection Condition
(RASC). When RASC is satisfied, our method converges linearly with a corresponding statistical error,
with sample complexity that scales correctly in the sparsity of the problem, rather than the ambient
dimension as would be required by any approach based on robust mean estimation.
1 Introduction
We are motivated to solve the following structural statistical estimation problem robustly:
β∗ = argmin
β
E
(x,y)∼D
fβ (x, y) s.t. β ∈ conv(A) =M (1)
where the parameter of interest β ∈ Rd, conv(A) is the convex hull of a finite set of atoms A [CRPW12], f(·)
is a loss function parametrized by β, and the observation-response pair (x, y) follows a joint distribution D.
This formulation appears frequently in machine learning and signal processing applications, such as LASSO,
sparse logistic regression, structural SVM, signal decomposition, compressive sparse signal estimation, sparse
signal denoising, change point detection, and so on [RSW15, GM16, LJJ15, LJJSP12, RW14, RATL15].
When we have access to a set of samples G = {xi, yi}Ni=1 from the distribution D, we can safely resort to
solving the corresponding Empirical Risk Minimization (ERM) problem:
β̂ = argmin
β
1
|G|
∑
i∈G
fβ (xi, yi) s.t. β ∈ conv(A) =M. (2)
While the ERM problem can be solved with projected gradient descent type methods, projecting onto the
constraint set conv(A) could be computationally expensive [Jag13, GM16]. As a result, the projection-free
type algorithm, especially the Frank-Wolfe / Conditional Gradient (CG) type algorithms, have received
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tremendous attention recently, for avoiding the projection operation. CG type methods rely on the Linear
Minimization Oracle (LMO) (see Section 2.2). Compared to projection onto conv(A), which involves a
quadratic program, LMO, as a linear optimization, in certain cases is simpler to solve. For example, for the
flow polytope, marginal polytope, matroid polytope, and permutation polytope, LMO is computationally less
expensive than projection [GM16, LJJ15]. Thus for such tasks, the CG type method achieves the state of the
art computational speeds [JTFF14, LJJSP12, GM16, HLTCR18, LZC+19, HK12, HL16, RSW15, KLJS15].
While CG methods are computationally efficient, they are not robust under data corruption. In fact
solving the ERM directly is not plausible when we only have access to a corrupted data set instead of the
clean data set G. Consider the standard Huber’s Corruption model (detailed in Section 2.3), where an
adversary can arbitrarily corrupt  fraction of the data. Such corruption can turn β̂ arbitrarily away from
β∗, even when  is marginally small. Then how to solve problem 1 with corrupted data? Much recent
work has focused on this problem in a variety of settings [CCM13, LLC19, PSBR18, DKK+18, LSLC18].
However, no work we are aware of has developed robust project-free methods. Moreover, sparsity in an
atomic norm – natural for CG-based methods – remains outside the scope of several recent methods. For
example, [CCM13, LSLC18, LLC19] require sparsity in the standard basis; and more general approaches
that robustify the gradient using recent advances in robust mean estimation succeed in the low-dimensional
setting [PSBR18, DKK+18], but their sample complexity is polynomial in d regardless of the structure of the
feasible set; this can be prohibitive in high dimensional settings.
Contributions We summarize our contributions as follows:
• We show that the two classical Pairwise CG methods are stable, i.e., small error in each iteration does not
accumulate (Section 4.2). To capture this, we introduce a robustness notion named Robust Atom Selection
Condition (RASC) ( Section 4.1). Although RASC is tailored for CG methods, we show that it can be
implied by various standard robustness notions, which means RASC is not a stronger condition. As long
as RASC is satisfied, we can guarantee two classical pairwise CG methods converges linearly with the
corresponding statistical error (Section 4.2)
• Combine the stability of the Pairwise CG with robust mean gradient estimation techniques (Section 3.1),
we can can guarantee robustness to a wide class of problems, but now in a projection-free algorithmic
framework.
• Under high dimensional setting, robust mean estimation based approaches [PSBR18] may have an prohibitive
sample complexity, and recent Iterative-Hard-Thresholding-based methods [LLC19] cannot be extended
beyond the feasible set with more than O(d) extreme points. When the feasible set has O(poly(d)) extreme
points, we develop a novel robustness method by directly robustifiying the Linear Minimization Oracle
(Section 3.2) for standard Huber’s adversarial corruption model and heavy tail corruption model on both the
explanatory variables and response variable (Section 2.3). Our method reduce the sample complexity from
O(d) (as would be required by any approach requiring robust gradient estimation) to O(log d). Specifically,
we match the minimax-rate for linear regression over `1 ball. ( Section 4.3)
Related work To avoid the computationally expensive projection operation, projection free algorithm, such
as the conditional gradient methods and its variants have their popularity as the solver for constrained convex
optimization problem [Wol70, Jag13, LJJSP12, RSW15, LJJ15, BSR17, GM16]. The vanilla conditional
gradient method, also known as the Frank-Wolfe method, named after Frank and Wolfe, has been known to
have sub-linear convergence rate for convex and smooth problem. Lacoste-Simon and Jaggi show that a few
variants of the conditional gradient methods converges linearly for strongly convex and smooth function, and
convex constraint set [LJJ15]. Recently Garber and Meshi improve the result by refining the convergence
rate and simplifying the algorithm [GM16].
Unlike projected gradient descend type methods, whose stability under data corruption has been well
studied [PSBR18, LLC19, LSLC18], the stability of CG type methods are largely unknown. Recent CG
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type works allow us to solve the LMO inexactly [AZHHL17, LZC+19]. Bounding such progress deviation
mainly involves manipulation of the constant in their descend lemma, while bounding deviation incurred by
data corruption requires setting up a different descend lemma, which is fundamentally more complicated.
Meanwhile recent asynchronous CG type methods ascribes the asynchronous error to the gradient staleness
[WSD+16, ZLDC19]. Our analysis techniques are also different. Reasons include but not limited to, the
progress deviation incurred by using slightly outdated gradient, which is known to be still informative
[RRWN11], is different from the deviation incurred by data corruption; and while they only focus on sublinear
convergent vanilla CG, we are interested in linear convergent pairwise CG, whose analysis techniques are
much more delicate.
Another related line of research is robust statistics. Traditional robust statistics leverages variants
of Huber loss to deal with outliers in the response variables. And there has been a long history on
dealing with arbitrary corruptions in explanatory variables and response variables. Variants of Least
Trimmed Squares [Rou84, ACG13, VMX17, YLA18, SS18] solve alternating minimization, which only have
local convergence guarantees, and cannot handle arbitrary corruptions. Recent years witness a line of
research on dealing with sparse regression with outliers in explanatory variables and response variables
[CCM13, FWZ16, LM16, LL17, LM17, Gao17, LSLC18, LLC19]. However, their techniques are restricted
to the sparsity constraint. Among them, [LSLC18, LLC19] proposed a robust version of iterative hard
thresholding to deal with sparsity constraint in high dimensions, which leverages the idea of robust gradient
descent. The robust gradient descent methods [CSX17, YCRB18, PSBR18, DKK+18] propose to use a
robust mean estimator on the gradient samples, and then perform projected gradient descent. Without
the consideration of low dimensional structure, their sample complexity would depends on the ambient
dimension, which could turn out to be infeasible for high dimensional problems. Though [LLC19] overcomes
the dependence on the ambient dimension by leveraging the sparsity of hard thresholding, their technique
cannot be directly extended to more complex constraint eq. (1), since hard thresholding on Atomic Norm is
NP hard. Consider one dimensional atoms, and hard thresholding operation on the corresponding atomic
norm is equivalent to sub-set sum problem, which is known to be NP-complete.
2 Preliminary
2.1 Notation
Unless otherwise specified, we use bold lower case letter to denote vectors (e.g. v), bold capital letter to
represent matrices (e.g. A) except that G is solely used to represent population gradient, and calligraphic
font latter to represent set (e.g. A). A bracket number i in the subscript is used to index element i in a
vector. For example vi(j) means the j-th element of the vector vi. ‖ · ‖ represents `2 norm for vectors and
Frobenius norm for matrices unless specified otherwise. ‖ · ‖∗ indicates the trace norm for a matrix.
We use conv(A) to represent the convex hull of set A, i.i.d. as the short-hand for independent and
identically distributed, and card(β) as the minimum number of elements in A we need in order to represent
β, where A should be clear from context if not explicitly mentioned.
We call a function f α strongly convex overM if ∀β,y ∈M, f(y) ≥ f(β) + 〈∇f(β),y−β〉+ α2 ‖y−β‖2
. Similarly, f is β-smooth if f(y) ≤ f(β) + 〈∇f(β),y − β〉+ β2 ‖y − β‖2,∀β,y ∈M.
2.2 Conditional Gradient Method
Conditional gradient (CG) method, also known as the Frank-Wolfe (FW) method named after its inventors, is
naturally suitable for solving problem 1. For general convex constrained optimization problem minβ∈M F (β),
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the vanilla CG method proceeds in each iteration by computing:
Uk = argmin
U∈M
〈∇F (βk−1),U〉, (3)
βk = (1− ηk)βk−1 + ηkUk. (4)
The computational complexity hence depends on that of the linear optimization steps as in Equation (3). For
a wide class of constraintsM such as flow polytope, marginal polytope, matroid polytope, and permutation
polytope, the linear optimization, compared to the projection, is of relatively low computational complexity
[Jag13, GM16]. As an example, whenM is ‖X‖∗ ≤ 1 and X ∈ Rd×d, the linear optimization step returns
uvT , where u,v are left and right singular vector. Hence the linear optimization step takes O(d2) time,
compared to O(d3) for a projection.
Despite being projection free, the original CG method only converges sub-linearly for strongly convex loss
function due to the zig-zaging phenomenon [LJJ15]. Several variants of the CG algorithm, such as the Away
Step Conditional Gradient (AFW) and Pairwise Conditional Gradient (PCG), are therefore introduced and
analyzed to improve the convergence performance under the strongly convex setting [Wol70, LJJ15]. The
main idea is that, besides computing Equation (3) to obtain a Frank Wolfe direction, we also obtain an Away
direction by computing
Uk = argmax
a∈Sk−1
〈∇F (βk−1),a〉, (5)
where Sk−1 is the a set of the active atoms to represent βk−1: Sk−1 = {ai|βk−1 =
∑
λiai, λi > 0,ai ∈ A}.
We summarize the Pairwise Conditional Gradient method in Algorithm 1 [LJJ15, GM16]. We call the atom
found by Equation (3) the Frank-Wolfe-Atom (FW Atom), and the atom found by Equation (5) the
Away-Atom.
Although Algorithm 1 has been shown to converge exponentially fast [LJJ15], its memory complexity
is much worse than standard CG due to maintaining the convex decomposition, and its convergence rate
inexplicitly depends on the dimension [GM16]. To overcome these two drawbacks, Garber and Meishi
proposed Decomposition Invariant Pairwise Conditional Gradient (DICG) method [GM16] for constrainsM
that satisfies the following assumption
Assumption 1. (For DICG [GM16])M can be described algebraically as {β ∈ Rd|β ≥ 0,Aβ = b}, and
all vertices ofM lie on the hypercube {0, 1}d.
DICG is summarized in Algorithm 2. Although DICG is not designed for arbitrary atomic set constraint,
it covers the vast majority of the important applications, such as Marginal polytope, Flow polytope, Perfect
Matchings polytope, and so on. In the remaining part of this paper, we will show how one can robustify
these two Pairwise Conditional Gradient type algorithms.
Algorithm 1 Pairwise Conditional Gradient
(PCG) [LJJ15]
1: Let β1 be a vertex in A = {ai}i
2: for t = 1, · · · , T do
3: Maintain
∑
i∈kt a
i
tai as the convex decom-
position of βt
4: v+t = argmina∈A〈∇F (βt),a〉
5: jt = argmaxj∈kt〈∇F (βt),aj〉
6: v−t = ajt
7: Linear-search a step-size ηt ∈ (0, ajtt )
8: βt+1 = βt + ηt(v
+
t − v−t )
9: end for
Algorithm 2 Decomposition-invariant Pairwise Con-
ditional Gradient (DICG) [GM16]
1: input: sequence of step-sizes {ηt}t≥1
2: Let β1 be a vertex in A = {ai}i
3: for t = 1, · · · , T do
4: v+t = argmina∈A〈∇F (βt),a〉
5: Define g: g(i) = ∇F (βt)(i) if xt(i) > 0 else
−∞
6: v−t = argmina∈A〈g˜(i),a〉
7: let δt be the smallest natural such that 2−δt ≤ ηt,
and η˜t = 2−δt .
8: βt+1 = βt + η˜(v
+
t − v−t )
9: end for
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2.3 Classical Corruption Model
We introduce two classical corruption models as a running example to demonstrate our robustness results.
Yet we emphasize that our framework is more general and not restricted to these two models.
Let zi = (xi, yi) be the tuple of the explanatory random variable and the response random variable. There
are two wide-accepted corruption model [PSBR18, LLC19]:
Definition 1. (-corrupted samples) Let {zi, i ∈ G} be i.i.d. observation from a distribution. A collection
of samples {zi, i ∈ S} is -corrupted if an adversary chooses an arbitrary  fraction of samples from G and
modify them with arbitrary values.
Definition 2. (heavy-tailed samples) For a distribution D of a random variable x ∈ Rd with mean
E(x) and covariance Σ, we say that D has bounded 2k-th moment if there is a constant C2k such that
E|〈v,β − E(x)〉|2k ≤ C2kE(|〈v,x− E(x)〉|2)k for any v ∈ Rd.
2.4 Robust Mean Estimation
Our work horse, the Robust Linear Minimization Oracle, relies on one dimensional robust mean estimators.
Here we define two classical ones, tailored for the two corruption models above.
Definition 3. Given a set S sample of one dimensional random variable X, we can estimate E[X] by
(1) Median of Mean (MOM): Median of Mean estimator partitions S into k blocks, computes the sample
mean of within each block, and then take the median of these means.
(2) Trimmed Mean (TrM): Trimmed Mean estimator removes the largest and smallest α fraction of S
and calculates the mean of the remaining terms.
3 Algorithm Design
In this section, we describe how to robustify the PCG and the DICG methods.
3.1 Robust Mean Estimation to Robustify PCG and DICG
The crux to set up the robustness of PCG and DICG is to setup Robust Atom Selection Condition (RASC)
(Section 4.1). One can obtain RASC by performing multi-dimensional robust (sparse) mean estimation
methods [LRV16, HS16, DBS17] to estimate the gradient at iteration t, to obtain a robust gradient G˜t, as in
several previous work [LLC19, PSBR18], and then use G˜t to estimate a FW-Atom and Away-Atom. The
robust gradient estimated by these works has been proven to satisfy a corresponding robustness condition
(such as Robust Descend Condition in [LLC19]), and we establish that these robustness condition implies
RASC, as detailed in Section 4.1 and Appendix Appendix C. Since RASC is satisfied, the linear convergence
property of PCG and DICG is maintained (Section 4.2).
Since the analysis of using Robust Mean Estimation to robustify PCG and DICG can be thought of as a
special case of using Robust Linear Minimization Oracle (RLMO) to robustify PCG and DICG, we left the
details to Appendix Appendix A, and focus on RLMO.
3.2 Robust Linear Minimization Oracle to Robustify PCG and DICG
As an alternative, Robust Linear Minimization Oracle set up RASC with sample complexity advantages (see
Corollary 1) compared to Section 3.1 when |A| is polynomial in d.
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Unlike what is typical in previous work which robustifying the gradient [LLC19, PSBR18], Robust Linear
Minimization Oracle (RLMO) directly pick the FW-atoms and Away-atoms in a robust way. Bypassing
gradient robustification is feasible because CG methods use the gradient only when computing the FW-atoms
and the Away-atoms. Then naturally, instead of gradient robustness condition, the key to establish the
robustness of PCG and DICG is to select the corresponding atoms up to a robustness condition, which we
name Robust Atom Selection Condition (RASC) as detailed in Section 4.1. It is worth noting that RLMO is
one way to establish RASC, but not the only way.
RLMO is described in Algorithm 3. Given a set of atoms A, and a target vector g, the Linear Minimization
Oracle (LMO) as in vanilla CG returns argmina∈A〈a,g〉. Since g is in fact the empirical mean of a random
vector G, i.e. g = 1N
∑N
i gi, then 〈a,g〉 =
〈
a, 1N
∑N
i gi
〉
is just the empirical mean of a random variable
〈a,G〉. To obtain a robust estimator of the mean of 〈a,G〉, we can use a robust one dimensional mean
estimator (such as MOM or TrM as in Section 2.4), instead of the empirical mean estimator. After performing
the robust one dimensional mean estimator to estimate 〈a,G〉 for all a ∈ A, we pick the smallest one. To
use the RLMO to find the Away-Atoms, one can just negate the target vectors. This constitute the Robust
Linear Minimization Oracle.
Algorithm 3 Robust Linear Minization Oracle (RLMO)
1: input: (1) A set of atoms A = {ai}|A|i (2) A set of i.i.d. samples {gi}Ni
2: Initialize with a one dimensional robust mean estimation function R
3: for i = 1, · · · , |A| do
4: Pass {〈gj ,ai〉|j ∈ [N ]} to R. Let the return value as ri
5: end for
6: Return argmini ri.
Findnig the correct FW-Atoms and Away-Atoms is the key to the convergence of the original CG methods
[LJJ15, Jag13]. For PCG and DICG, we show that they converge linearly to the optimal if they are able to
find FW-Atoms and Away-Atoms that are good enough - formally defined as RASC as in Section 4.2. RLMO
can find FW-Atoms and Away-Atoms that satisfies RASC (Section 4.1). Replacing LMO with RLMO, we
describe Robust-PCG and Robust-DICG as in Algorithm 4 and 5.
Algorithm 4 Robust Pairwise Conditional Gradient
(Robust-PCG)
1: Input: sequence of step-sizes {ηt}t≥1
2: Init. the RLMO with a one dimensional robust
mean estimation function R
3: Let β1 be a vertex in A = {ai}i
4: for t = 1, · · · , T do
5: Maintain the convex decomposition βt =∑
i∈Kt c
i
tai where cit > 0
6: i+ = RLMO(A, {∇fi(βt)}Ni=1, )
7: i− = RLMO
({ai}i∈Kt , {−∇fi(βt)}Ni=1)
8: v+t = ai+ , v
−
t = ai−
9: Trim the step-size η˜t = min(ηt, ai
−
t )
10: βt+1 = βt + η˜t(v
+
t − v−t )
11: end for
Algorithm 5 Robust Decomposition-invariant
Pairwise Conditional Gradient (Robust-DICG)
1: Input: sequence of step-sizes {ηt}t≥1
2: Init. the RLMO with a one dimensional robust
mean estimation function R
3: Let β1 be a vertex in A = {ai}i
4: for t = 1, · · · , T do
5: v+t = RLMO(A, {∇fi(βt)}Ni=1)
6: Define {gi}Ni=1: gt(j) = ∇fi(βt)(j) if xt(j) >
0 else −∞
7: v−t = RLMO(A, {−gi}Ni=1)
8: let δt be the smallest natural such that 2−δt ≤
ηt, and η˜t = 2−δt .
9: βt+1 = βt + η˜t(v
+
t − v−t )
10: end for
Choice of hyper-parameters. There are two hyper-parameters. The choice of the hyper-parameter
for the one dimensional robust mean estimation (1-d robustifier) is made clear in Proposition 1 and the
corresponding general proposition in the appendix. The choice of the learning rate follows the convergence
theorems (Theorem 1 and 13 in the appendix). The learning rate will be geometrically decreasing with respect
to iteration t, similar to [GM16]. One can choose the constant factor in the learning rate as in [GM16]. The
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geometrically decreasing part in our learning rate follows the sub-optimality F (βt)− F (β∗), where F (β) is
the population function: E(x,y)fβ(x, y). While we do not have access to F (βt)− F (β∗), we have access to
a robust estimate of the duality gap for free: 〈∇F (βt),βt − v+t 〉 because this is an intermediate result of
RLMO. Such a duality gap is a certificate of the sub-optimality [GM16, HK12], and can be used to estimate
F (βt)− F (β∗).
4 Theoretical Analysis
We begin by introducing the Robust Atom Selection Condition (RASC), the key robustness notion to setup
the convergence of the CG methods, and what Robust LMO introduced in Section 3.2 guarantees. In the
next subsection we introduce our meta theorems: as long as RASC is satisfied, DICG and PCG converges
linearly with a corresponding statistical error. In the final subsection, we demonstrate our sample complexity
advantages, by reducing the sample complexity from order d to order log |A|, and achieving the minimax
statistical rate for sparse linear regression over `1 ball.
4.1 Robust Atom Selection Condition
Informally, let d be the ideal moving direction when we have access to the correct population gradient, and
d˜t is a moving direction estimation. We call d− d˜t the the perturbation of moving direction. Intuitively,
requiring ‖d− d˜t‖2 to be small is a natural condition to establish the robustness for an algorithm, and similar
idea appears in a recent work [PSBR18]. However, this is equivalent to requiring d− d˜t to be small along any
direction in Rd. In contrast, we will show that pair-wise conditional gradient methods only requires d− d˜t to
be small along the direction of the population gradient Gt. We will make it formal and call it the Robust
Atom Selection Condition (RASC).
As a reminder, we say a FW-atom v+ is computed with respect to a gradient G if v+t = argminv∈A〈G,v〉.
And similar for the Away-Atom.
Definition 4. ((θ, ψ) - Robust Atom Selection Condition (RASC)). Let the Gt be the population
gradient (the ground truth gradient) evaluated at the βt. Let v+t and v
−
t be the FW-Atom and Away-Atom
computed with respect Gt. Let v˜+t and v˜
−
t be the FW-Atom estimation and Away-Atom estimation computed
by a robust procedure (e.g. RLMO). Let dt = v+t − v−t , and d˜t = v˜+t − v˜−t to denote the respective
moving direction of the pairwise Conditional Gradient method. We say the estimation v˜+t and v˜
−
t satisfy the
(θ, ψ)-Robust Atom Selection Condition (RASC), if:
|〈Gt,dt − d˜t〉| ≤ 4θ‖βt − β∗‖2 + 4ψ.
The constant θ and ψ are important to characterize RASC, as θ impact the convergence to βˆ, and ψ
affects ‖βˆ − β∗‖ (e.g. statistical error). RASC has two important properties:
(1) The output of RLMO satisfies RASC. We left the precise general theorems and the proof in the
Appendix Appendix B.1 and Appendix B.2, but show a special case for linear regression below.
(2) RASC is not stronger than standard robustness notions. In fact, standard robustness notions,
such as Robust Descend Condition (RDC) [LLC19] and Robust Mean Estimation Condition (RMEC)
[PSBR18] imply RASC. It means RASC is not a stronger condition than RDC or RMEC, and hence more
likely to be satisfied. We left the precise theorems and the proof in the Appendix Appendix C.
Note that the first property is important to complete the entire flow of analysis. For the ease of presentation,
we use linear regression as an running example, and later in this section we will show that this matches the
minimax statistical rate.
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Model 1. (linear regression) For Problem 1, consider linear regression: y = 〈β∗,x〉 + ξ, where the
observation x is a random variable with finite covariance Σx (i.e. ‖Σx‖op ≤ ∞), β∗ is in convex hull of atom
set A with a finite diameter D, and ξ is zero mean with finite variance σ. Let the gradient evaluated at βt be
gt, and its mean be Gt (the population gradient).
Proposition 1. (RLMO implies RASC for linear regression)
A. Under Linear Regression Model 1 and -corruption model (Definition 1), we further assume that the
sample are drawn from a sub-Gaussian distribution. Let dt,v+,v−, d˜t, v˜+, v˜− as defined in Definition 4.
Given n = Ω(log |A|) independent samples of x, the RLMO with TrM as the robustifier ( Section 3.2) with
α =  , will output d˜t that satisfy RASC with probability at least 1− |A|−3:
|〈Gt,dt − d˜t〉| = O
(
D
(
 log(n|A|) +
√
log |A|
n
)
· (‖βt − β∗‖2 + σ)
)
B. Under Model 1 and heavy-tail model (Definition 2), Let dt,v+,v−, d˜t, v˜+, v˜− as defined in Definition 4.
Given n = Ω(log |A|) independent samples of x, the RLMO with MOM as the robustifier (see Section 3.2)
with K = d18 log |A|e , will output d˜t at iteration t that satisfy RASC with probability at least 1− |A|−3:
|〈Gt,dt − d˜t〉| = O
(
D
√
log |A|
n
(
‖Σx‖op‖βt − β∗‖2 +
√
σ2‖Σx‖op
))
We leave the proof of the above proposition to Appendix Appendix B.2 and Appendix B.1.
4.2 Stability Guarantee for DICG and PCG
As long as the (θ, ψ)-RASC is satisfied, with a sufficiently small θ, PCG and DICG converges linearly towards
the order of ψ. We present the main theorem of DICG here and left the theorem about PCG and their proofs
in the Appendix Appendix D and Appendix E. For notation simplicity, let F (β) as the population function:
E(x,y)fβ(x, y).
Theorem 1. (Stability for DICG method) Suppose the constraint setM satisfies Assumption 1, F is
αl strongly convex and αu Lipschitz smooth. Let βt be the output of the DICG algorithm after iteration t,
with a robust procedure to find v˜+t , v˜
−
t that satisfy the (θ, ψ)-RASC, where θ ≤ αl16√card(β∗) . For a constant
C3 ∈ (0, 1), and a choice of the step size (made precise in Appendix D), we have
‖βt − β∗‖2 ≤ (1− C3)t 2
αl
‖β0 − β∗‖+ ψ√
2αu
4.3 Sample Complexity Advantages
The statistical error, i.e., ‖βˆ − β∗‖2 is dominated by ψ in RASC as shown in the Theorem above. Informally,
when |A| is polynomial in dimension d, we reduce the sample complexity from order d to order log |A| (see
Theorem 7 and Theorem 2 in the appendix). We again use linear regression as a running example, and show
that our statistical rate is optimal [RWY11] for linear regression over `1 ball of radius D, compared with
[PSBR18] which is sub-optimal.
Corollary 1. (Matching the minimax statistical rate for linear regression over `1 ball)
A. Under the same conditions as in Proposition 1-A and Theorem 1, given n = Ω(card(β∗) log d+D log d)
and  ≤ 1/(D log(nd)), RLMO satisfies RASC with ψ = O
(
Dσ
(
 log(nd) +
√
log d/n
))
, and hence Robust-
DICG (Algorithm 5) will converge to βˆ such that ‖βˆ − β∗‖2 = O(σD
√
log d/n).
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(a) (b) (c) (d)
Figure 1: (a) For sparse linear regression with 10% of outliers, Robust-PCG converges linearly at different
level of observation noise. (b) For sparse linear regression with heavy-tail sensing matrix and heavy tail noise,
the statistical error of Robust-PCG roughly matches that of LASSO on sub-Gaussian sensing matrix and
sub-Gaussian noise. Repeated 30 times and mean is shown. (c) A sample signal that is constituted by 25
Haar Discrete Wavelet, but only 31 out of the 500 dimensions are zeros. (d) Linear convergence of sparse
Haar Discrete Wavelet signal reconstruction using Robust-PCG.
B. Under the same conditions as in Proposition 1-B and Theorem 1, given n = Ω(card(β∗) log d+D log d),
RLMO satisfies RASC with ψ = O
(
Dσ
√
log d/n
)
, and hence Robust-DICG (Algorithm 5) will converge to
βˆ such that ‖βˆ − β∗‖2 = O(σD
√
log d/n).
We leave the proof to the Appendix. Extension to the general linear model is straight forward as in
[LLC19].
5 Illustrative Experiments
We illustrate the claimed robustness of our algorithms with two numerical simulations. We focus on the high
dimensional setting, and solve minβ∈conv(A) ‖Aβ − y‖22, as this is the focus of our analysis.
For the first simulation, we let the atoms be {ei, 1 ≤ i ≤ d}∪{−ei, 1 ≤ i ≤ d} where ei are standard basis.
Hence this constitutes a LASSO problem, which is the standard test-bed for high-dimensional robustness
algorithm [LLC19]. Note that in this setting, the Robust-PCG and Robust-DICG method are equivalent
[GM16]. We consider both the Huber’s -contamination model, and the heavy-tail model. We evaluated the
performance of the algorithms by ‖βT − β∗‖, or referred to as as xdist, where βT is the final output of the
algorithms, and β∗ is the ground truth signal. In Figure 1(a) we show that Robust-PCG converges linearly
in various level of observation noise, and converges to the machine precision when only outliers are presented
but not observation noise, which coincides our theory. In Figure 1(b) We consider a log-normal distribution,
which is a typical example of heavy tails scenario (see Section 2.3). We fix all other parameters and vary the
sample size. Robust-PCG significantly improves over vanilla Lasso on log-normal data, and has almost the
same performance as Lasso on sub-Gaussian data. We leave the setting of parameters to the appendix.
For the second simulation, we try to reconstruct a signal β that is sparse on Discrete Haar Wavelet
under the Huber’s -contamination model. Robust-IHT cannot handle this scenario, since the atoms are not
orthogonal, and enclosing the atoms into the design matrix will render the problem non-strongly convex. In
Figure 1(c) we show an example of such signal, which has 469 nonzero entries out of 500 dimensions, but
is constituded by only 25 Haar Discrete Wavelet. In Figure 1(d) we show that Robust-PCG still converges
linearly, under various level of observation noise, and converges to the machine precision when only outliers are
presented but not observation noise, which coincides our theory. We explain the precise setting of parameters
9
in detail in the appendix.
References
[ACG13] Andreas Alfons, Christophe Croux, and Sarah Gelper. Sparse least trimmed squares regression
for analyzing high-dimensional large data sets. The Annals of Applied Statistics, pages 226–248,
2013.
[AZHHL17] Zeyuan Allen-Zhu, Elad Hazan, Wei Hu, and Yuanzhi Li. Linear convergence of a frank-wolfe
type algorithm over trace-norm balls. In Advances in Neural Information Processing Systems,
pages 6191–6200, 2017.
[BSR17] Nicholas Boyd, Geoffrey Schiebinger, and Benjamin Recht. The alternating descent conditional
gradient method for sparse inverse problems. SIAM Journal on Optimization, 27(2):616–639,
2017.
[CCM13] Yudong Chen, Constantine Caramanis, and Shie Mannor. Robust sparse regression under
adversarial corruption. In International Conference on Machine Learning, pages 774–782, 2013.
[CRPW12] Venkat Chandrasekaran, Benjamin Recht, Pablo A. Parrilo, and Alan S. Willsky. The convex
geometry of linear inverse problems. Foundations of Computational Mathematics, 12:805–849,
2012.
[CSX17] Yudong Chen, Lili Su, and Jiaming Xu. Distributed statistical machine learning in adversarial
settings: Byzantine gradient descent. Proceedings of the ACM on Measurement and Analysis of
Computing Systems, 1(2):44, 2017.
[DBS17] Simon S Du, Sivaraman Balakrishnan, and Aarti Singh. Computationally efficient robust
estimation of sparse functionals. arXiv preprint arXiv:1702.07709, 2017.
[DKK+18] Ilias Diakonikolas, Gautam Kamath, Daniel M Kane, Jerry Li, Jacob Steinhardt, and Alis-
tair Stewart. Sever: A robust meta-algorithm for stochastic optimization. arXiv preprint
arXiv:1803.02815, 2018.
[FWZ16] Jianqing Fan, Weichen Wang, and Ziwei Zhu. A shrinkage principle for heavy-tailed data:
High-dimensional robust low-rank matrix recovery. arXiv preprint arXiv:1603.08315, 2016.
[Gao17] Chao Gao. Robust regression via mutivariate regression depth. arXiv preprint arXiv:1702.04656,
2017.
[GM16] Dan Garber and Ofer Meshi. Linear-memory and decomposition-invariant linearly convergent
conditional gradient algorithm for structured polytopes. In Advances in neural information
processing systems, pages 1001–1009, 2016.
[HK12] Elad Hazan and Satyen Kale. Projection-free online learning. arXiv preprint arXiv:1206.4657,
2012.
[HL16] Elad Hazan and Haipeng Luo. Variance-reduced and projection-free stochastic optimization. In
International Conference on Machine Learning, pages 1263–1271, 2016.
[HLTCR18] Roberto Henschel, Laura Leal-Taixé, Daniel Cremers, and Bodo Rosenhahn. Fusion of head
and full-body detectors for multi-object tracking. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops, pages 1428–1437, 2018.
[HS16] Daniel Hsu and Sivan Sabato. Loss minimization and parameter estimation with heavy tails.
The Journal of Machine Learning Research, 17(1):543–582, 2016.
10
[Jag13] Martin Jaggi. Revisiting frank-wolfe: Projection-free sparse convex optimization. ICML, 2013.
[JTFF14] Armand Joulin, Kevin Tang, and Li Fei-Fei. Efficient image and video co-localization with
frank-wolfe algorithm. In European Conference on Computer Vision, pages 253–268. Springer,
2014.
[KLJS15] Rahul G Krishnan, Simon Lacoste-Julien, and David Sontag. Barrier frank-wolfe for marginal
inference. In Advances in Neural Information Processing Systems, pages 532–540, 2015.
[LJJ15] Simon Lacoste-Julien and Martin Jaggi. On the global linear convergence of frank-wolfe op-
timization variants. In Advances in Neural Information Processing Systems, pages 496–504,
2015.
[LJJSP12] Simon Lacoste-Julien, Martin Jaggi, Mark Schmidt, and Patrick Pletscher. Block-coordinate
frank-wolfe optimization for structural svms. arXiv preprint arXiv:1207.4747, 2012.
[LL17] Guillaume Lecué and Matthieu Lerasle. Robust machine learning by median-of-means: theory
and practice. arXiv preprint arXiv:1711.10306, 2017.
[LLC19] Liu Liu, Tianyang Li, and Constantine Caramanis. High dimensional robust m-estimation:
Arbitrary corruption and heavy tails. arXiv preprint arXiv:1901.08237, 2019.
[LM16] Gabor Lugosi and Shahar Mendelson. Risk minimization by median-of-means tournaments.
arXiv preprint arXiv:1608.00757, 2016.
[LM17] Gabor Lugosi and Shahar Mendelson. A remark on" robust machine learning by median-of-
means". arXiv preprint arXiv:1712.06788, 2017.
[LRV16] Kevin A Lai, Anup B Rao, and Santosh Vempala. Agnostic estimation of mean and covariance.
In 2016 IEEE 57th Annual Symposium on Foundations of Computer Science (FOCS), pages
665–674. IEEE, 2016.
[LSLC18] Liu Liu, Yanyao Shen, Tianyang Li, and Constantine Caramanis. High dimensional robust sparse
regression. arXiv preprint arXiv:1805.11643, 2018.
[LZC+19] Qi Lei, Jiacheng Zhuo, Constantine Caramanis, Inderjit S Dhillon, and Alexandros G Dimakis.
Primal-dual block generalized frank-wolfe. In Advances in Neural Information Processing Systems,
pages 13866–13875, 2019.
[PSBR18] Adarsh Prasad, Arun Sai Suggala, Sivaraman Balakrishnan, and Pradeep Ravikumar. Robust
estimation via robust gradient estimation. arXiv preprint arXiv:1802.06485, 2018.
[RATL15] Daniel Romero, Dyonisius Dony Ariananda, Zhi Tian, and Geert Leus. Compressive covariance
sensing: Structure-based compressive sensing beyond sparsity. IEEE signal processing magazine,
33(1):78–93, 2015.
[Rou84] Peter J Rousseeuw. Least median of squares regression. Journal of the American statistical
association, 79(388):871–880, 1984.
[RRWN11] Benjamin Recht, Christopher Re, Stephen Wright, and Feng Niu. Hogwild: A lock-free approach
to parallelizing stochastic gradient descent. In Advances in neural information processing systems,
pages 693–701, 2011.
[RSW15] Nikhil Rao, Parikshit Shah, and Stephen Wright. Forward–backward greedy algorithms for
atomic norm regularization. IEEE Transactions on Signal Processing, 63(21):5798–5811, 2015.
[RW14] Cristian R Rojas and Bo Wahlberg. On change point detection using the fused lasso method.
arXiv preprint arXiv:1401.5408, 2014.
11
[RWY11] Garvesh Raskutti, Martin J Wainwright, and Bin Yu. Minimax rates of estimation for high-
dimensional linear regression over `q-balls. IEEE transactions on information theory, 57(10):6976–
6994, 2011.
[SS18] Yanyao Shen and Sujay Sanghavi. Iteratively learning from the best. arXiv preprint
arXiv:1810.11874, 2018.
[VMX17] Daniel Vainsencher, Shie Mannor, and Huan Xu. Ignoring is a bliss: Learning with large noise
through reweighting-minimization. In Conference on Learning Theory, pages 1849–1881, 2017.
[Wol70] Philip Wolfe. Convergence theory in nonlinear programming. Integer and nonlinear programming,
pages 1–36, 1970.
[WSD+16] Yu-Xiang Wang, Veeranjaneyulu Sadhanala, Wei Dai, Willie Neiswanger, Suvrit Sra, and
Eric Xing. Parallel and distributed block-coordinate frank-wolfe algorithms. In International
Conference on Machine Learning, pages 1548–1557, 2016.
[YCRB18] Dong Yin, Yudong Chen, Kannan Ramchandran, and Peter Bartlett. Byzantine-robust distributed
learning: Towards optimal statistical rates. In Proceedings of the 35th International Conference
on Machine Learning, volume 80 of Proceedings of Machine Learning Research, pages 5650–5659.
PMLR, 10–15 Jul 2018.
[YLA18] Eunho Yang, Aurélie C Lozano, and Aleksandr Aravkin. A general family of trimmed estimators
for robust high-dimensional data analysis. Electronic Journal of Statistics, 12(2):3519–3553,
2018.
[ZLDC19] Jiacheng Zhuo, Qi Lei, Alexandros G Dimakis, and Constantine Caramanis. Communication-
efficient asynchronous stochastic frank-wolfe over nuclear-norm balls. arXiv preprint
arXiv:1910.07703, 2019.
12
A Appendix: Robust mean estimation to robustify PCG and DICG
In this appendix section we introduce in detail the algorithms described in Section 3.1, and how to establish
the convergence guarantee in a projection free framework.
Algorithm 6 Robust Pairwise Conditional Gradient (Robust-PCG-2)
1: Input: sequence of step-sizes {ηt}t≥1
2: Init. A multivariate dimensional robust mean estimation function R
3: Let β1 be a vertex in A = {ai}i
4: for t = 1, · · · , T do
5: Maintain the convex decomposition βt =
∑
i∈Kt c
i
tai where cit > 0 using R
6: From {∇fi(βt)}Ni=1 obtain a robust gradient estimate G˜t.
7: v+t = argmina∈A〈G˜t,a〉
8: jt = argmaxj∈kt〈G˜t,aj〉
9: v−t = ajt
10: Trim the step-size η˜t = min(ηt, ai
−
t )
11: βt+1 = βt + η˜t(v
+
t − v−t )
12: end for
Algorithm 7 Robust Decomposition-invariant Pairwise Conditional Gradient (Robust-DICG-2)
1: Input: sequence of step-sizes {ηt}t≥1
2: Init. A multivariate dimensional robust mean estimation function R
3: Let β1 be a vertex in A = {ai}i
4: for t = 1, · · · , T do
5: From {∇fi(βt)}Ni=1 obtain a robust gradient estimate G˜t using R
6: v+t = argmina∈A〈G˜t,a〉
7: Define g: g(i) = G˜t if xt(i) > 0 else −∞
8: v−t = argmina∈A〈g˜(i),a〉
9: let δt be the smallest natural such that 2−δt ≤ ηt, and η˜t = 2−δt .
10: βt+1 = βt + η˜t(v
+
t − v−t )
11: end for
Note that in line 6 in Algorithm 6 and line 5 in Algorithm 7, we keep the R as a placeholder. One can
make use of any multi-dimensional robustifier and obtain the corresponding guarantee. In the following we
use the robustifiers (Algorithm 2 and Algorithm 3) as in [PSBR18] as a running example.
Denote the estimator generated by Algorithm 2 and Algorithm 3 in [PSBR18] as G˜t. One can simply
apply the Lemma 1 and Lemma 2 from [PSBR18] (and bound the covariance of the gradient as in Theorem 2)
to obtain that ‖Gt − G˜t‖ ≤ θ‖β − β∗‖+ ψ. This is call the Gradient Estimator condition as in Definition 1
in [PSBR18]. We call this condition Robust Mean Estimation Condition.
We show in Theorem 11 that Robust Mean Estimation Condition implies RASC. Denote v˜+t = argminv∈A〈G˜t,v〉
and v˜−t = argmaxv∈active set of βt〈G˜t,v〉, then
|〈Gt, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉| ≤ 4θD‖β − β∗‖2 + 4Dψ
Now we can just apply the stability theorem of DICG and PCG respectively to obtain the linear
convergence.
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B Appendix: More about Robust Atom Selection Condition (RASC)
- the missing proof in section 4.1
In the main text we informally mention that Robust Linear Minimization Oracle (RLMO) can set up Robust
Atom Selection Condition (RASC) for us. In this appendix section, we are going to make it precise.
We will split into two settings: the heavy tail setting, and the Huber’s corruption model setting. We will
first state a general theorem (RLMO implies RASC), and specifically address the linear regression case as an
example.
B.1 RLMO implies RASC under heavy tail model
Theorem 2. (RLMO implies RASC under heavy-tail-model) For Problem 1 with D being the diameter
of the constraint set M, denote the ground truth gradient at iteration t as g ∈ Rd. Denote its mean as
G. Suppose its covariance Σ = E[(g − G)(g − G)T ] is decaying with respect to t under operator norm:
‖Σ‖op ≤ C1‖βt − β∗‖2 + C2. Given n > d72 log |A|e independent samples of g, denoted as {gi}ni=1, the
Robust Linear Optimization Oracle with Median of Mean as the one-dimensional robustifier (as in Section
2.4 and 3.2) with K = d18 log |A|e , will output v˜+ and v˜− that satisfy RASC:
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉| ≤ 48D‖Σ‖op
√
dlog |A|e
n
≤ 48D
√
dlog |A|e
n
(C1‖βt − β∗‖2 + C2)
with probability at least 1− |A|−3.
We need concentration lemma in order to setup this theorem.
Lemma 3. (Proposition 5 in [HS16] restate) Let x be a random variable with mean µ and variance
σ2 ≤ ∞, and let S be a set of n independent copies of x. Assume k ≤ n/2. With probability at least
1 − e−k/4.5, the estimate µ˜ returned by the Median of Mean algorithm (as in Section 2.4) on input (S, k)
satisfies µ˜ − µ ≤ σ√8k/n. Therefore, if k = d4.5 log(1/δ)e and n ≥ d18 log(1/δ)e, then with probability at
least 1− δ,
|µ˜− µ| ≤ 6σ
√
dlog(1/δ)e
n
.
Corollary 2. Suppose a random vector g has mean G, and its covariance Σ = E[(g − G)(g − G)T ] is
bounded: ‖Σ‖op ≤ ∞. Let v be a vector in domainM with diameter D. That is, maxv∈M ‖v‖ = D. Suppose
we are given n > d72 log de independent samples of gTv, and try to estimate GTv. After performing the
Median of Mean (as in Section 2.4) with K = d18 log de to n independent samples of gTv, we would have x˜
as an estimator of GTv, such that with probability at least 1− d−4
∣∣x˜−GTv∣∣ ≤ 12D‖Σ‖op√dlog de
n
.
Proof. By the linearity of expectation, we know that E[gT v] = E[GT v]. We then bound the variance:
sup
v∈Ω
E[(gTv −GTv)2]
= sup
v∈Ω
[
vTE[(g −G)(g −G)T ]v]
=D2‖Σ‖2op
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By Lemma 3, we know that if k = d18 log de and n ≥ d72 log de, then with probability at least 1− d−4, the
output of the MOM algorithm for x˜ will satisfy
∣∣x˜−GTv∣∣ ≤ 12D‖Σ‖op√dlog de
n
.

Proof. (Proof for Theorem 2: RLMO implies RASC under heavy-tail-model)
For each atom vi ∈ A, we invoke Corollary 2, and have∣∣r˜i −GTvi∣∣ ≤ 12D‖Σ‖op√dlog |A|e
n
(6)
each with probability at least 1− |A|−4, where r˜i is the MOM method output. By taking union bound over
all i, we know that equation 6 holds for all i with probability at least 1− |A|−3. That is, with probability at
least 1− |A|−3 we have
sup
i
∣∣r˜i −GTvi∣∣ ≤ 12D‖Σ‖op√dlog |A|e
n
. (7)
Since r˜i is the median of mean of a set of {gTj vi}nj=1, there is a corresponding sub set Gi of {gi}ni=1, such that
r˜i =
 1
|Gi|
∑
j∈|Gi|
gj
T vi.
Consider finding the FW-atom, and denote the return value of the RLMO as i∗ = argmini r˜i. Then ri∗
corresponds to the gradient
(
1
|Gi∗ |
∑
j∈|Gi∗ | gj
)
.
ri∗ =
 1
|Gi∗ |
∑
j∈|Gi∗ |
gj
T vi∗ denote= GT1 vi.
We said ri∗ corresponds to the gradient
(
1
|Gi∗ |
∑
j∈|Gi∗ | gj
)
, and denote the gradient as G1. Let the
corresponding atom as v˜+ = vi∗ . Suppose v+ = vk. Then we denote G2 =
(
1
|Gk|
∑
j∈|Gk| gj
)
. We do the
same thing and obtain the Away-Atom v˜−. Denote the gradient corresponding to v˜− as G3, and denote the
gradient correpsonding to v− as G4.
Before we proceed and get RASC, we need to understand the property of the v˜+ and v˜− that we found.
They have two properties. The first one, is that according to the way that we pick v˜, we have
〈G1, v˜+〉 ≤ 〈G2,v+〉
〈G3, v˜−〉 ≥ 〈G4,v−〉
The second one, is that
|〈G−G1, v˜+〉| = |GTvi∗ − ri∗ | ≤ 12D‖Σ‖op
√
dlog |A|e
n
(8)
where the equality follows from the definition of Gi) and the inequality follows from Equation 7). Similarly
we have
|〈G−G3, v˜−〉| ≤ 12D‖Σ‖op
√
dlog |A|e
n
. (9)
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Now we are ready to set up RASC. We want to bound
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉|
Simply re-organize the terms:
〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉
=〈G, v˜+ − v+〉+ 〈G,−v˜− + v−〉
We first consider the first term, as the second term follows a similar treatment. Then
2〈G, v˜+ − v+〉
=〈G−G1, v˜+ − v+〉+ 〈G−G2, v˜+ − v+〉+ 〈G1, v˜+ − v+〉+ 〈G2, v˜+ − v+〉
≤〈G−G1, v˜+ − v+〉+ 〈G−G2, v˜+ − v+〉+ 〈G2 −G1,v+〉+ 〈G2 −G1, v˜+〉
=2〈G, v˜+ − v+〉+ 2〈G1,−v˜+〉+ 2〈G2,v+〉
=2〈G−G1, v˜+〉 − 2〈G−G2,v+〉
Hence we have
|〈G, v˜+ − v+〉|
≤|〈G−G1, v˜+〉|+ |〈G−G2,v+〉|
≤24D‖Σ‖op
√
dlog |A|e
n
Similarly we can show a good bound for the second term:
〈G, v˜− − v−〉 ≤ |〈G−G3, v˜+〉|+ |〈G−G4,v+〉| ≤24D‖Σ‖op
√
dlog |A|e
n
where G3 and G4 are the mean gradient corresponding to v˜− and v−.
Hence overall we can setup that
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉| ≤ 48D‖Σ‖op
√
dlog |A|e
n
.

Now let’s see constrained linear regression as a running example.
As long as we can bound the covariance of the gradient, we can apply the general theorem to estab-
lish RASC. In the following lemma, we bound the covariance of the gradient.
Lemma 4. Consider linear regression: y = 〈β∗,x〉+ ξ, where the observation x is a random variable comes
from a distribution with bounded covariance Σx (i.e. ‖Σx‖op ≤ ∞) under the heavy tail model Definition 2,
and ξ is zero mean heavy tail noise with variance σ. Let the gradient evaluated at βt be gt, and its mean be
Gt. Then gt has a bounded covariance:
‖E(gt −Gt)(gt −Gt)T ‖op = O
(‖Σx‖2op‖βt − β∗‖22 + σ2‖Σx‖op)
Proof. Note that this directly follows from the proof of Proposition A.2 in [LLC19]. But we provide the
details here for completeness. Omit the sub-script t, The population gradient evaluated at iteration t is
g = x(xTβ − y),
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where y = 〈β∗,x〉+ ξ. Denote β − β∗ as ∆. Then
‖E(g −G)(g −G)T ‖op
=‖E(xxT∆− xξ − Σx∆)(xxT∆− xξ − Σx∆)T ‖op
≤‖E
[(
xxT − Σx
)
∆∆T
(
xxT − Σx
)T ] ‖op + ‖E [ξxxT ] ‖op
≤ sup
v
vTE
[(
xxT − Σx
)
∆∆T
(
xxT − Σx
)T ]
v + σ2‖Σx‖op
= sup
v
〈
∆∆T ,E
[(
xxT − Σx
)
vvT
(
xxT − Σx
)T ]〉
+ σ2‖Σx‖op
≤‖∆‖22 sup
v1,v2
E
[
vT1
(
xxT − Σx
)
v2
]2
+ σ2‖Σx‖op (by Holder’s Inequality)
≤2‖∆‖22
(
sup
v1,v2
E
[
vT1
(
xxT
)
v2
]2
+ ‖Σx‖2op
)
+ σ2‖Σx‖op (by (a− b)2 ≤ 2a2 + 2b2)
≤2(Cdummy + 1)‖Σx‖2op‖∆‖22 + σ2‖Σx‖op (by the bounded 4-th moment assumption)

Theorem 5. (Proposition 1-B restate.) Under Model 1 and the heavy-tail model (Definition 2), given
n > d72 log |A|e independent samples of x, the Robust Linear Optimization Oracle with Median of Mean as
the one-dimensional robustifier (as in Section 2.4 and 3.2) with K = d18 log |A|e , will output v˜+ and v˜− at
iteration t that satisfy RASC:
|〈Gt, v˜+ − v˜−〉 − 〈Gt,v+ − v−〉| = O
(
D
√
dlog |A|e
n
(
‖Σx‖op‖βt − β∗‖2 +
√
σ2‖Σx‖op
))
with probability at least 1− |A|−3.
Proof. Combine Lemma 4 and Theorem 2, we have
|〈Gt, v˜+ − v˜−〉 − 〈Gt,v+ − v−〉|
=O
(
D
√
dlog |A|e
n
√
‖Σx‖2op‖βt − β∗‖22 + σ2‖Σx‖op
)
≤O
(
D
√
dlog |A|e
n
(
‖Σx‖op‖βt − β∗‖2 +
√
σ2‖Σx‖op
))

B.2 RLMO implies RASC under arbitrary-corruption-model
As we have seen how we can setup RLMO implies RASC under heavy tail model, it is almost the same for
Huber’s corruption model, except that we now need to setup concentration of the gradient estimation using
the trimmed mean algorithm. Luckily, this have been setup by previous work.
Lemma 6. (Restating Lemma A.2 in [LLC19]) Suppose a random vector g has mean G. For some
vector v in domainM with diameter D, i.e., maxv∈Ω ‖v‖ = D, gTv is νD-sub-exponential with mean GTv.
Given n = Ω(log(1/δ)) -corrupteded samples as described in Section 2.3, we want to estimate GTv. After
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performing the Trimmed-Mean operation (as in Section 2.4) with to the n independent samples of gTv, we
would have x˜ as an estimator of GTv, such that with probability at least 1− δ∣∣x˜−GTv∣∣ = O(νD( log(n(1/δ)) +√dlog(1/δ)e
n
))
.
Theorem 7. (RLMO implies RASC under arbitrary corruption) For Problem 1 with D being the
diameter of the constraint setM, denote the ground truth gradient at iteration t as g ∈ Rd, with mean G.
Suppose for all v ∈ A, gTv is νD-sub-exponential with ν ≤ C1‖βt − β∗‖+ C2 for some constant C1 and C2.
Given n = Ω(log |A|) independent samples of g, denoted as {gi}ni=1, the Robust Linear Optimization Oracle
with trimmed mean as the one-dimensional robustifier (as in Section 2.4 and 3.2) will output v˜+ and v˜− that
satisfy RASC:
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉| ≤ CdummyD
(
 log(n|A|) +
√
dlog |A|e
n
)
· (C1‖βt − β∗‖+ C2)
with probability at least 1− |A|−3
Proof. For each atom vi ∈ A, we apply Theorem 6 with δ = |A|−4, and have∣∣r˜i −GTvi∣∣ ≤ CdummyνD( log(n|A|) +√dlog |A|e
n
)
, (10)
each with probability at least 1 − |A|−4, where r˜i is the output of the trimmed mean estimator. We use
Cdummy to get rid of the big-oh notation.
The remaining of the proof follows similarly to that in Theorem 2 above. We have
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉| ≤ CdummyνD
(
 log(n|A|) +
√
dlog |A|e
n
)
.
Plug in the condition ofr ν and we finish the proof. 
Now let’s see constrained linear regression as a running example.
Under heavy-tail model, we bound the covariance and then apply the general theorem. Under Huber’s
corruption model, we bound the sub-Gaussian parameter in order to apply the general theorem.
Lemma 8. Under Model 1 and -corruption model (Definition 1), we further assume that the samples are
sub-Gaussian. Let the gradient evaluated at βt be gt, and its mean be Gt. Then gTt v is νD-sub-exponential
for any v ∈ A, with
ν = O
(√
‖βt − β∗‖22 + σ2
)
Proof. This directly follows from the proof of Proposition A.1 in [LLC19]. 
Theorem 9. (Proposition 1-A restate) Under Model 1 and -corruption model (Definition 1), we further
assume that the samples are sub-Gaussian. Given n > Ω(log |A|) independent samples of x, the Robust Linear
Optimization Oracle with Trimmed Mean as the one-dimensional robustifier (as in Section 2.4 and 3.2) , will
output v˜+ and v˜− that satisfy RASC:
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉| = O
(
D
(
 log(n|A|) +
√
dlog |A|e
n
)
· (‖βt − β∗‖2 + σ)
)
with probability at least 1− |A|−3.
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Proof. Combining above lemmas,
|〈G, v˜+ − v˜−〉 − 〈G,v+ − v−〉|
=O
(
D
√
‖βt − β∗‖22 + σ2
(
 log(n|A|) +
√
dlog |A|e
n
))
≤O
(
D
(
 log(n|A|) +
√
dlog |A|e
n
)
· (‖βt − β∗‖2 + σ)
)

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C Appendix: Robust Descent Condition and the Robust Mean Es-
timation Condition implies RASC
Now we setup that RASC can be implied from the Robust Descend Condition and the Robust Mean Estimation
Condition.
Claim 10. (Generalized Robust Descend Condition [LLC19] implies RASC) Suppose the function
F is α-strongly convex. If one can find a gradient estimator ∇˜t for the ground truth gradient Gt evaluated
at point βt such that supv∈A〈∇˜t − Gt, v〉 ≤ θ‖βt − β∗‖ + ψ, and suppose v˜+t = argminv∈A〈∇˜t,v〉 and
v˜−t = argmaxv∈active set of βt〈∇˜t,v〉, then v˜+t and v˜−t satisfy RASC:
|〈Gt, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉| ≤ 4θ‖βt − β∗‖2 + 4ψ
Proof.
〈Gt, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉
=〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉+ 〈G˜t, v˜+t − v˜−t 〉
≤〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉+ 〈G˜t,v+t − v−t 〉 (By definition of v˜+t and v˜−t )
=〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt − G˜t,v+t − v−t 〉
≤4θ‖β − β∗‖2 + 4ψ (By the generalized RDC )

If we let A be the atoms of `1 norm, the bound on supv∈A〈∇˜t −Gt, v〉 is ‖∇˜t −Gt‖∞, which is the exact
condition as the Proposition A.1 in [LLC19]. Note that the conversion from RDC to RASC does not incur
extra factor on ψ, and therefore maintain the similar high dimension performance as RDC.
Claim 11. (Robust Mean Estimation Condition [PSBR18] implies RASC) Suppose the function
F is α-strongly convex and let D = argmaxβ,y∈conv(A) ‖β − y‖. If one can find a gradient estimator ∇˜t for
the ground truth gradient Gt evaluated at point βt such that ‖∇˜t −Gt‖2 ≤ θ‖β − β∗‖ + ψ, and suppose
v˜+t = argminv∈A〈∇˜t,v〉 and v˜−t = argmaxv∈active set of βt〈∇˜t,v〉, then v˜+t and v˜−t satisfy RASC:
|〈Gt, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉| ≤ 4θD‖β − β∗‖2 + 4Dψ
Proof.
〈Gt, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉
=〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉+ 〈G˜t, v˜+t − v˜−t 〉
≤〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt,v+t − v−t 〉+ 〈G˜t,v+t − v−t 〉 (By definition of v˜+t and v˜−t )
=〈Gt − G˜t, v˜+t − v˜−t 〉 − 〈Gt − G˜t,v+t − v−t 〉
≤‖Gt − G˜t‖2
(‖v˜+t − v˜−t ‖2 + ‖v+t − v−t ‖2) (By the Cauthy’s inequality)
≤4D‖Gt − G˜t‖2 (By the definition of D)

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A few example for the diameter D: for `2 norm ball, D =
√
2. The diameter D is usually seen as a
constant (Garber and Meshi offered a detailed discussion [GM16]). Invoking the Robust Mean Estimation
Condition scarifies the high dimensional performance anyway [PSBR18], so such an extra factor is not crucial.
Again, as a caveat, although we introduce them as deterministic conditions, they usually have a probability
nature. That is, we usually say a robustness condition holds with a certain probability. However in our proof,
we are able to make sure that these conditions hold with high probability, and therefore the reader can see
them as quasi-deterministic conditions, for the ease of understanding.
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D Appendix: Stability for Decomposition-invariant Pairwise Con-
ditional Gradient
The Decomposition-invariant Pairwise Conditional Gradient (DICG) (Algorithm 2 is proposed in [GM16].
Although it has a slightly stronger assumption on the constraint set (see [GM16]) compared to the original
linear convergence Frank Wolfe variants [LJJ15], they get rid of the dependency of the dimension in the
convergence rate, and get rid of the exponential dependency on the atomic set for pairwise Frank Wolfe in
the convergence rate [LJJ15]. Besides, we also do not have to maintain an active set for current iterate β,
which reduce the memory complexity.
In this section we will setup that we can also robustify DICG algorithm.
For notation simplicity, let F (β) as the population function: E(x,y)fβ(x, y); let ht = F (βt)− F (β∗) be
the function sub-optimal gap; and let v+t , v
−
t be the FW-Atom and Away-Atom computed with respect to
∇F (βt). Let card(β∗) be the minimum number of atoms we need to represent β∗.
Theorem 12. (Restating Theorem 1) Suppose F is αl strongly convex and αu Lipschitz smooth, andM
satisfies Assumption 1. Let ht = F (βt)− F (β∗). Let βT be the output of the DICG algorithm after iteration
T , with a robust procedure to find v˜+t , v˜
−
t such that
〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉 ≤ 4θ‖βt − β∗‖2 + 4ψ,
where
θ ≤ αl
16
√
card(β∗)
.
Let R = κ32card(β∗)D2 . Let the stepsize
ηt =
( √2√
2−R −
2R
2−R
)t
R√
αl
h
1/2
0 +
αlψ
16α2uD
4card(β∗)
 .
Then DICG converges linearly towards ψ.
‖βt − β∗‖2 ≤
( √
2√
2−R −
2R
2−R
)t
2
αl
‖β0 − β∗‖+ 1
2αuD2
ψ√
card(β∗)
Proof.
ht+1 = F (βt + η˜t(v˜
+
t − v˜−t ))− F (β∗)
≤ ht + η˜t(v˜+t − v˜−t ) · ∇F (βt) +
η˜t
2αuD
2
2
(by smoothness)
≤ ht + ηt
2
(v˜+t − v˜−t ) · ∇F (βt) +
ηt
2αuD
2
2
Suppose we are updating using v+ and v−, then we basically replacing the v˜+t , v˜
−
t by v+ and v− respectively,
and this is the original DICG. The original DICG converges, as in the Lemma 3 in [GM16]:
ht+1 ≤ht + ηt
2
(v+t − v−t ) · ∇F (βt) +
ηt
2αuD
2
2
≤ht − ηt
√
αl
2
√
2card(β∗)
h
1/2
t + η
2
t
αuD
2
2
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Combined with these two inequalities, we have
ht+1 ≤ht + ηt
2
(v˜+t − v˜−t ) · ∇F (βt) +
ηt
2αuD
2
2
≤ht − ηt
√
αl
2
√
2card(β∗)
h
1/2
t + η
2
t
αuD
2
2
+
1
2
ηt
(〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉)
where 12ηt
(〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉) is the residual incurred by using inaccurate atoms. By
the Robust-Atom-Estimation-Condition and Lipschitz smoothness, we have
〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉 ≤4θ‖βt − β∗‖2 + 4ψ
≤4θ
√
2
αl
h
1/2
t + 4ψ
Plug-in and re-arrange:
0 ≤ η2t
αuD
2
2
+
[
2θ
√
2
αl
h
1/2
t + 2ψ −
√
αl
2
√
2card(β∗)
h
1/2
t
]
ηt + ht − ht+1
Let ηt = Zh
1/2
t+1, where Z =
√
αl√
32card(β∗)
· 1αuD2 .
0 ≤
[
Z2αuD
2
2
− 1
]
ht+1 +
[
2θ
√
2
αl
h
1/2
t + 2ψ −
√
αl
2
√
2card(β∗)
h
1/2
t
]
Zh
1/2
t+1 + ht
This is a quadratic equation with respect to h1/2t+1. Since h
1/2
t+1 is not smaller than zero for sure, and[
Z2αuD
2
2 − 1
]
< 0, h1/2t+1 has to be smaller than the larger root.
h
1/2
t+1 ≤
[
2θ
√
2
αl
h
1/2
t + 2ψ −
√
αl
2
√
2card(β∗)
h
1/2
t
]
Z
2− Z2αuD2
+
√[
2θ
√
2
αl
h
1/2
t + 2ψ −
√
αl
2
√
2card(β∗)
h
1/2
t
]2
Z2 + (4− 2Z2αuD2)ht
2− Z2αuD2
i≤
2 ·
[
2θ
√
2
αl
h
1/2
t + 2ψ −
√
αl
2
√
2card(β∗)
h
1/2
t
]
Z +
√
(4− 2Z2αuD2)ht
2− Z2αuD2
=
[
4θ
√
2
αl
−
√
αl√
2card(β∗)
]
Z +
√
(4− 2Z2αuD2)
2− Z2αuD2 h
1/2
t +
4ψZ
2− Z2αuD2
and the inequality i comes from the fact that
√
a+ b ≤ √a + √b for positive a and b. Plug-in Z =√
αl√
32card(β∗)
· 1αuD2 . Then we have
Z2αuD
2 =
αl
32card(β∗)αuD2
=
1
32card(β∗)D2
· κ < 1.
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Denote Z2αuD2 as R. And the convergence rate:[
4θ
√
2
αl
−
√
αl√
2card(β∗)
]
Z +
√
(4− 2Z2αuD2)
2− Z2αuD2
=
1
2−R ·
[
4θ
√
2
αl
−
√
αl√
2card(β∗)
]
·
√
αl√
32card(β∗)
· 1
αuD2
+
√
2
2−R
≤ 1
2−R ·
[
4
√
αl
8
√
2card(β∗)
−
√
αl√
2card(β∗)
]
·
√
αl√
32card(β∗)
· 1
αuD2
+
√
2
2−R
=
1
2−R ·
[
− αl
16card(β∗)D2
]
· κ+
√
2
2−R
=− 2R
2−R +
√
2√
2−R
<1
And the residual
4ψZ
2− Z2αuD2 ≤
4ψZ
2
≤
√
αl
αu
√
8card(β∗)
ψ
≤
√
αl
αu
√
8
ψ
Therefore we have
h
1/2
t ≤
( √
2√
2−R −
2R
2−R
)t
h
1/2
0 +
1−( √2√
2−R −
2R
2−R
)t √αl
αu
√
8
ψ
≤
( √
2√
2−R −
2R
2−R
)t
h
1/2
0 +
√
αl
αu
√
8
ψ
By strong convexity, we know that ‖βt − β∗‖2 ≤
√
2
αl
h
1/2
t . Hence we have
‖βt − β∗‖2 ≤
( √
2√
2−R −
2R
2−R
)t√
2
αl
h
1/2
0 +
ψ√
2αu

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E Appendix: Stability for Pairwise Conditional Gradient
In this section, we offer analysis of the Robust Pairwise Conditional Gradient (PCG) method [LJJ15]. The
robust analysis of PCG follows the original assumptions required by the global convergence of PCG [LJJ15],
where the affine-invariant notion of smoothness and convexity are introduces. We begin by introducing these
definition, as proposed by Lacoste-Julien and Jaggi [LJJ15].
Definition 5. (Affine Invariant Smoothness) A function f is affine invariant smooth if there exists a
constant Cf such that
Cf = sup
β,s∈M,γ∈[0,1]
y=β+γ(s−β)
2
γ2
(f(y)− f(β)− 〈∇f(β),y − β〉) (11)
Definition 6. (Geometric Strong Convexity Constant) We first define the positive step-size quantity
to be
γA(β,β∗) =
〈−∇f(β),β∗ − β〉
〈−∇f(β), sf (β)− vf (β)〉
where sf (β) is the standard FW atom and vf (β) is the worst case away atom:
sf (β) = argmin
v∈A
〈∇f(β),v〉
sf (β) = argmin
v∈A
〈∇f(β),v〉
And the Geometric Strong Convexity Constant of a function f is defined by
µAf = inf
β∈M
inf
β∗∈M
s.t.〈∇f(β),β∗−β〉<0
2
γA(β,β∗)2
(f(β∗)− f(β) + 〈−∇f(β),β∗ − β〉)
Definition 7. (Curvature Constant) The curvature constant for function f is
CAf = sup
β,s,v∈M,γ∈[0,1]
y=β+γ(s−v)
2
γ2
(f(y)− f(β)− 〈∇f(β),y − β〉) (12)
We would like to refer the readers to the seminar work by Lacoste-Julien and Jaggi [LJJ15] for a detailed
discussion of these constant and their relation to the standard notion of convexity and smoothness.
For notation simplicity, let F (β) as the population function: E(x,y)fβ(x, y); let ht = F (βt)− F (β∗) be
the function sub-optimal gap; and let v+t , v
−
t be the FW-Atom and Away-Atom computed with respect to
∇F (βt).
Theorem 13. Let CAf be the curvature constant of F (β), µ
A
f be the geometric strong convexity constant, and
αl be the strong convexity constant. Let κ =
µAf
CAf
. Let βT be the output of the robust PCG algorithm after T
iteration, with a robust procedure to find v˜+t , v˜
−
t such that
〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉 ≤ 4θ‖βt − β∗‖2 + 4ψ,
where
θ ≤ 2−
√
2
8
√
αlµAf .
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Let the step size be ηt =
[ √
2√
2−κ − 2κ2−κ
]t√
κ
CAf
h
1/2
0 + 4
κ
CAf
. Then the sub-optimality ht decreases geometrically
towards ψ
‖βt − β∗‖ ≤
[ √
2√
2− κ −
2κ
2− κ
]t√
2
αl
h
1/2
0 + 4
√
2κ
αlCAf
Proof. For notation simplicity, denote γ¯ = γA(βt,β∗). By the definition of the geometric strong convexity
constant, we have
γ¯2
2
µAf ≤F (β∗)− F (βt) + 〈−∇F (βt),β∗ − βt〉
=− ht + γ¯ 〈−∇F (βt), sf (βt)− vf (βt)〉
∗≤− ht + γ¯
〈−∇F (βt),v+t − v−t 〉
where the ∗ step follows from the definition of sf (·) and vf (·). Note that this is hence a quadratic function
with respect to γ¯, and regardless of the range of γ¯, we have
ht ≤− γ¯
2
2
µAf + γ¯
〈−∇F (βt),v+t − v−t 〉
≤
〈−∇F (βt),v+t − v−t 〉2
2µAf
.
Note that
〈−∇F (βt),v+t − v−t 〉 is positive. Then we have〈−∇F (βt),v+t − v−t 〉 ≥√2µAf ht
By the definition of curvature-constant (Note that this is pretty much similar to lipschitz smoothness), as
in Equation (12), we have
F (βt+1) ≤ F (βt) + ηt〈∇F (βt), d˜t〉+ η
2
t
2
CAf , (13)
where d˜t is the forward direction computed by our robust estimation, such as robust linear minimization
oracle. That is, d˜t = v˜+t − v˜−t .
Since our robust atom selection procedure satisfies
|〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉| ≤ 4θ‖βt − β∗‖2 + 4ψ.
Combined with the fact that F is αl-strongly convex, we have
|〈∇F (βt), v˜+t − v˜−t 〉 − 〈∇F (βt),v+t − v−t 〉| ≤ 4θ
√
2
αl
h
1/2
t + 4ψ.
Then we have
〈∇F (βt), v˜+t − v˜−t 〉 ≤4θ
√
2
αl
h
1/2
t + 4ψ + 〈∇F (βt),v+t − v−t 〉
≤
(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
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Plug in Equation 13 and we have the following descend inequality:
ht+1 ≤ ht + ηt
[(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
]
+
η2t
2
CAf .
Plugin ηt = B · h1/2t+1, where B =
√
κ
CAf
:
0 ≤
(
B2
2
CAf − 1
)
· ht+1 +B
[(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
]
· h1/2t+1 + ht. (14)
Note that (14) is a quadratic inequality with respect to h1/2t+1. Then we can upper bound h
1/2
t+1 by the larger
root of the quadratic inequality:
h
1/2
t+1 ≤
B
[(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
]
2−B2CAf
+√
B2
[(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
]2
+ (4− 2B2CAf )ht
2−B2CAf
i≤
2B
[(
4θ
√
2
αl
−
√
2µAf
)
h
1/2
t + 4ψ
]
+
√
(4− 2B2CAf )ht
2−B2CAf
=
2B
(
4θ
√
2
αl
−
√
2µAf
)
+
√
(4− 2B2CAf )
2−B2CAf
h
1/2
t +
8Bψ
2−B2CAf
The inequality i comes from the fact that
√
a+ b ≤ √a+√b for positive a and b.
Plugin B =
√
κ
CAf
, and assume that θ ≤ 2−
√
2
8
√
αlµAf . Then we have
2B
(
4θ
√
2
αl
−
√
2µAf
)
+
√
(4− 2B2CAf )
2−B2CAf
≤− 2κ
2− κ +
√
2√
2− κ
≤1. (by lemma 14)
The residual
8Bψ
2−B2CAf
≤ 4Bψ = 4
√
κ
CAf
ψ
Note that µAf might depend negatively as the dimension, but not positively. That is, it is possible that as
the dimension increases, the µAf decreases [GM16]. And C
A
f does not change with the dimension [LJJ15].
Therefore the 4
√
κ
CAf
term is not increasing with dimension.
Therefore,
h
1/2
t+1 ≤
[ √
2√
2− κ −
2κ
2− κ
]
h
1/2
t + 4
√
κ
CAf
ψ
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which means
h
1/2
t ≤
[ √
2√
2− κ −
2κ
2− κ
]t
h
1/2
0 + 4
√
κ
CAf
ψ.
By strong convexity, we know that ‖βt − β∗‖2 ≤
√
2
αl
h
1/2
t . Hence we have
‖βt − β∗‖ ≤
[ √
2√
2− κ −
2κ
2− κ
]t√
2
αl
h
1/2
0 + 4
√
2κ
αlCAf
ψ
Solve for the step size and we know that
ηt =
[ √
2√
2− κ −
2κ
2− κ
]t√
κ
CAf
h
1/2
0 + 4
κ
CAf
ψ.

Remark 1. Note that we do not have to discuss the drop step as in [LJJ15], since we concretely parametrize
the step-size, instead of line-searching for one.
F Appendix: the Missing proof of Corollary 1
Corollary 3. ((Corollary 1) restate: matching the minimax statistical rate for linear regression
over `1 ball)
A. Under the same conditions as in Proposition 1-A and Theorem 1, given n = Ω(card(β∗) log d+D log d)
and  ≤ 1/(D log(nd)), RLMO satisfies RASC with ψ = O
(
Dσ
(
 log(nd) +
√
log d/n
))
, and hence Robust-
DICG (Algorithm 5) will converge to βˆ such that ‖βˆ − β∗‖2 = O(σD
√
log d/n).
B. Under the same conditions as in Proposition 1-B and Theorem 1, given n = Ω(card(β∗) log d+D log d),
RLMO satisfies RASC with ψ = O
(
Dσ
√
log d/n
)
, and hence Robust-DICG (Algorithm 5) will converge to
βˆ such that ‖βˆ − β∗‖2 = O(σD
√
log d/n).
Proof. Combining Proposition 1 and Theorem 1, we can show this corollary. For both Corollary 1-A and
Corollary 1-B, the sample size required is n = Ω(card(β∗) log d + D log d). In fact Ω(card(β∗) log d comes
from the stability theorem where we require θ to be lower bounded.

G Appendix: Technical Lemmas
Lemma 14. for 0 ≤ κ ≤ 1
√
2√
2− κ −
2κ
2− κ ≤ 1
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Proof. Let x = 2− κ. Then x ∈ [1, 2].
√
2√
2− κ −
2κ
2− κ
=
√
2√
x
− 4− 2x
x
=
√
2
x
− 4
x
+ 2
The above quantity is quadratic with respect to 1/
√
x, and we know that 1/
√
x ∈ [1/√2, 1]. It’s easy to
check that that maximum is taken when x = 2. Hence
max
x∈[1,2]
√
2
x
− 4
x
+ 2 = 1− 2 + 2 ≤ 1.

H Appendix: Experiment Setup
We mainly describe the setup of the experiments discussed in Section 5.
When showing linear convergence in solving LASSO (as in Figure 1(a)), we set the number of samples to
be 300, the dimension to be 500, and the sparsity to be 20. The observation noise follows N(0, σ), and σ
equals 0, 0.001, 0.01, 0.1 respectively.
For the heavy-tail scenario (as in Figure 1(b)), we set the dimension to be 1000 and vary the sample size
as shown in the figure. We set the sparsity to be 10 and the variance of the noise to be 0.01. We sample
both the observation matrix and the observation noise from a standard log-normal distribution. For the
corresponding lasso case, we fix the dimension and the observation noise level, but sample the observation
matrix and the observation noise from a standard normal distribution.
When showing linear convergence in solving Haar signal recovery (as in Figure 1(d)), we set the number
of samples to be 300, the dimension to be 500, and the sparsity over discrete Haar wavelet to be 25. The
observation noise follows N(0, σ), and σ equals 0, 0.001, 0.01, 0.1 respectively.
29
