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a b s t r a c t
This paper is concerned with a class of finite-dimensional discrete spatiotemporal systems
of the form
x1(m+ 1, n) = f1(x1(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = f2(x2(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = fk(xk(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), xk(m, n+ 1)),
where k > 0 is an integer, fi : Rk+2 → R is a real function for all i = 1, 2, . . . , k,
m ∈ N0 = {0, 1, 2, . . .} and n ∈ Z = {. . . ,−1, 0, 1, . . .} (or, n ∈ N0 in some special cases).
Definitions of chaos of this system in the sense of Devaney and of Li–Yorke are given. Some
sufficient conditions for this system to be stable and some illustrative examples for this
system to be chaotic in the sense of Devaney and of Li–Yorke, respectively, are derived.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In engineering applications, such as digital filtering, imaging, and spatial vibrations, discrete spatiotemporal systemshave
been an important subject of investigation. Recently, stability and chaos in one-dimensional discrete spatiotemporal systems
(1d discrete spatiotemporal systems, or two-directional (2D) discrete systems, or one-dimensional and two-directional
discrete systems (1d–2Ddiscrete systems)) and two-dimensional discrete spatiotemporal systems (2d–2Ddiscrete systems)
have been studied in e.g. [1–6], and stability and control in finite-dimensional discrete spatiotemporal systems (kd–2D
discrete systems) have also been discussed in e.g. [7].
Chen et al. [3] initiated the study of chaos in the sense of Devaney for a certain type of 1d–2D discrete system by taking
an approach different from [1]. Thereafter, using a similar method, Tian and Chen [4] studied chaos in the sense of Li–Yorke
in a class of 1d–2D discrete systems or coupled map lattices. Recently, Tian and Chen [6] discussed stability and chaos in the
sense of Devaney for a class of 2d–2D discrete systems. In this paper, along the same lines, stability and chaos in the sense
of Devaney and of Li–Yorke for a class of kd–2D discrete systems are studied and some new results are obtained, which
generalize the corresponding results given in [3,4,6].
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Consider the following kd–2D discrete system:
x1(m+ 1, n) = f1(x1(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = f2(x2(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = fk(xk(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), xk(m, n+ 1)),
(1)
where k > 0 is an integer, fi : Rk+2 → R are real functions for all i = 1, 2, . . . , k, m ∈ N0 = {0, 1, 2, . . .} and n ∈ Z (or
n ∈ N0 in some special cases). Here and throughout, (f1, f2, . . . , fk) are called the system functions of system (1).
If fi(x0, x1, x2, . . . , xk, xk+1) ≡ ui(x1, x2, . . . , xk, xk+1) for all i = 1, 2, . . . , k and all (x0, x1, . . . , xk+1) ∈ Rk+2, then system
(1) becomes
x1(m+ 1, n) = u1(x1(m, n), x2(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = u2(x1(m, n), x2(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = uk(x1(m, n), x2(m, n), . . . , xk(m, n), xk(m, n+ 1)),
(2)
wherem ∈ N0 and n ∈ Z (or n ∈ N0). In particular, if k = 2 and ui(x0, x1, x2, x3) = gi(xi, x3, xj) for i, j = 1, 2 with i 6= j and
any point (x0, x1, x2, x3) ∈ R4, then system (2) becomes the following one, discussed in [6]:{
x1(m+ 1, n) = g1(x1(m, n), x1(m, n+ 1), x2(m, n))
x2(m+ 1, n) = g2(x2(m, n), x2(m, n+ 1), x1(m, n)). (3)
If k = 1 and f1(x0, x1, x2) = f (x1, x2) for (x0, x1, x2) ∈ R3, then system (1) becomes the following one, discussed in [3]:
x(m+ 1, n) = f (x(m, n), x(m, n+ 1)). (4)
If k = 1 and
f1(x0, x1, x2) = (1− ε)f (x1)+ 0.5ε{f (x0)+ f (x2)}
for (x0, x1, x2) ∈ R3 and an ε ∈ [0, 1], then system (1) is reduced to
x(m+ 1, n) = (1− ε)f (x(m, n))+ 0.5ε{f (x(m, n− 1))+ f (x(m, n+ 1))}, (5)
which is studied in [4]. In addition, for constants λi,j ∈ [0, 1] satisfying λi,0 + · · · + λi,k+1 = 1 for all i = 1, 2, . . . , k, if
fi(x0, x1, . . . , xk+1) = λi,0g(x0) + · · · + λi,k+1g(xk+1) for all i = 1, 2, . . . , k, and for a function g : R → R, then system (1)
becomes a finite-dimensional coupled map lattice (kd CML). Therefore, system (1) is quite general.
Let Nt = {t, t + 1, . . .} for all t ∈ Z = {. . . ,−1, 0, 1, . . .} and denote
Ω = {(0, n)|n ∈ Z}, Ω+ = {(0, n)|n ∈ N0}.
For any given sequences φ1 = {φ1(m, n)}, φ2 = {φ2(m, n)}, . . . , φk = {φk(m, n)} defined on Ω , it is easy to construct by
induction a solution of system (1) of the form
x =
xm =
· · · x1(m,−1) x1(m, 0) x1(m, 1) · · ·· · · x2(m,−1) x2(m, 0) x2(m, 1) · · ·· · · · · · · · · · · · · · ·
· · · xk(m,−1) xk(m, 0) xk(m, 1) · · ·


∞
m=0
= {xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 ,
which is said to be a solution of system (1) with the initial conditionΦ , where AT denotes the transpose of matrix A and
x0 = Φ =
{
(x1(0, n), x2(0, n), . . . , xk(0, n))T
}∞
n=−∞ , xi(0, n) = φi(0, n), i = 1, . . . , k.
Similarly, for any given sequences ψ1 = {ψ1(m, n)}, . . . , ψk = {ψk(m, n)} defined onΩ+ (orΩ), it is easy to construct
by induction a solution of system (2) of the form
x =
xm =
x1(m, 0) x1(m, 1) · · ·x2(m, 0) x2(m, 1) · · ·· · · · · · · · ·
xk(m, 0) xk(m, 1) · · ·


∞
m=0
= {xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=0}∞m=0 ,(
or x = {xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0) ,
which is said to be a solution of system (2) with the initial condition Ψ = (ψ1, . . . , ψk), where x0 = {(ψ1(0, n),
. . . , ψk(0, n))T}∞n=0 (or {(ψ1(0, n), . . . , ψk(0, n))T}∞n=−∞).
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2. Definitions of chaos
For completeness, several definitions given in [3,4,6,8,9] are introduced in this section.
Let (X, d) be a metric space and g : X → X be a map. The (positive or forward) orbit O(x0) of point x0 ∈ X is defined to
be the following set of points:
O(x0) = {xn = gn(x0)}∞n=0 = {x0, g(x0), g2(x0), g3(x0), . . .},
where g0(x0) = x0 and xn+1 = gn+1(x0) = g(gn(x0)) = g(xn) for all n ∈ N0.
Let x ∈ X and ε be a positive number. Then, an ε-open ball Bε(x) at x is defined as Bε(x) = {y ∈ X |d(x, y) < ε}.
Definition 2.1. Let g : X → X be a map on a metric space (X, d) and x ∈ X . If there exists a positive integer n such that
gn(x) = x, then x is called a periodic point of g and n is called a period of x. If gn(x) = x and gk(x) 6= x for all k = 1, . . . , n−1,
then x is called a primitive n-periodic point and n is called the prime period of x. In particular, if n = 1, then x is called a
fixed point of the map g .
If, for any point a ∈ X and any neighborhood U of the point a, g has a periodic point in U , then it is said that g has a dense
set of periodic points (in X).
If, for any two non-empty open subsets U and V of X , there is an integer k > 0 such that gk(U)
⋂
V 6= ∅, then g is said
to be (topologically) transitive.
If there is a δ > 0 such that for every point x ∈ X and every neighborhood G of x, there exist a point y ∈ G and an integer
n > 0 such that d(gn(x), gn(y)) ≥ δ, then it is said that g has sensitive dependence on initial conditions.
Definition 2.2. Let g : X → X be a map on a metric space (X, d). The map g is said to be chaotic in the sense of Devaney
(on X or (X, d)) if
1. g is transitive;
2. g has a dense set of periodic points;
3. g has sensitive dependence on initial conditions.
According to [4,8], chaos in the sense of Li–Yorke is defined as follows.
Definition 2.3. Let g : X → X be a map in a metric space (X, d). The map g is said to be chaotic in the sense of Li–Yorke (on
(X, d)) if:
(1) there is an integerM > 0 such that for any integer p ≥ M , g has a primitive periodic point x ∈ X of prime period p;
(2) there exists an uncountable set S ⊆ X containing no periodic points of g such that
(i) g(S) ⊆ S,
(ii) for every x, y ∈ S with x 6= y, lim supk→∞ d(gk(x), gk(y)) > 0,
(iii) for every x ∈ S and any periodic point y of g , lim supk→∞ d(gk(x), gk(y)) > 0;
(3) there exists an uncountable set S0 ⊆ S such that lim infk→∞ d(gk(x), gk(y)) = 0 for every x, y ∈ S0.
Definition 2.4. Let h : X → Y be a map from a metric space (X, d) into a metric space (Y , d˜). The map h is said to be a
homeomorphism if it is one-to-one and onto, and both h and h−1 are continuous. In particular, if h is one-to-one and onto,
and h and h−1 are both uniformly continuous, then h is said to be a uniform homeomorphism.
The following definitions and result are taken from [3,4].
Definition 2.5. Let (X, d) and (Y , d˜) be two metric spaces, and e : X → X and g : Y → Y be two maps. Maps e and g are
said to be (topologically) conjugate if there exists a homeomorphism h : X → Y such that h ◦ e = g ◦ h, where ◦ denotes
the composition of two maps. In particular, if there exists a uniform homeomorphism h : X → Y such that h ◦ e = g ◦ h,
then e and g are said to be uniformly conjugate.
Lemma 2.1. Let (X, d) and (Y , d˜) be two metric spaces, e : X → X and g : Y → Y be two maps. If e and g are uniformly
conjugate, then e is chaotic in the sense of Devaney or in the sense of Li–Yorke on X if and only if g is chaotic in the sense of
Devaney or in the sense of Li–Yorke on Y , respectively.
Definition 2.6. Let (X, d) and (Y , d˜) be two metric spaces and h : X → Y be a one-to-one and onto map. If there exist two
positive constants, α, β > 0, such that
αd(x, y) ≤ d˜(˜x, y˜) ≤ βd(x, y), for all x, y ∈ X,
where x˜ = h(x) and y˜ = h(y), then (X, d) is said to be equivalent to (Y , d˜) (with respect to themap h). In particular, if X = Y
and h(x) ≡ x for all x ∈ X , then d is said to be equivalent to d˜.
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3. Concepts for kd–2D discrete systems
Let k be a positive integer, R∞k and R
∞
k+ be two sets of all real sequences defined by
R∞k =
{ {(a1,n, a2,n, . . . , ak,n)T}∞n=−∞∣∣ a`,n ∈ R; ` = 1, 2, . . . , k; n ∈ Z} ,
R∞k+ =
{ {(a1,n, a2,n, . . . , ak,n)T}∞n=0∣∣ a`,n ∈ R; ` = 1, 2, . . . , k; n = 0, 1, . . .} .
Let I be a bounded subset of R, Ik+1 = I × I × · · · × I , Ik+2 = Ik+1 × I , and
I∞k =
{{(a1,n, a2,n, . . . , ak,n)T}∞n=−∞|a`,n ∈ I, ` = 1, 2, . . . , k; n ∈ Z} ⊆ R∞k ,
I∞k+ =
{{(a1,n, a2,n, . . . , ak,n)T}∞n=0|a`,n ∈ I, ` = 1, 2, . . . , k; n = 0, 1, . . .} ⊆ R∞k+.
Obviously, different metrics can be defined on I∞k and I
∞
k+. For example, for any x = {x`,n|` = 1, 2, . . . , k; n ∈ Z}, x˜ ={˜x`,n|` = 1, 2, . . . , k; n ∈ Z} ∈ I∞k , one may define
d1(x, x˜) =
k∑
`=1
∞∑
n=−∞
|x`,n − x˜`,n|
2|n|
, (6)
or
d2(x, x˜) = sup{|x`,n − x˜`,n| : ` = 1, 2, . . . , k; n ∈ Z}. (7)
Similarly, for any two points x = {x`,n}, x˜ = {˜x`,n} ∈ I∞k+, one may define
d+1 (x, x˜) =
k∑
`=1
∞∑
n=0
|x`,n − x˜`,n|
2n
, (8)
or
d+2 (x, x˜) = sup{|x`,n − x˜`,n| : ` = 1, 2, . . . , k; n = 0, 1, 2, . . .}. (9)
Then, it is easy to prove that d1 and d2 (or d+1 and d
+
2 ) define two metrics on I
∞
k (or I
∞
k+).
In the following, for convenience, (I∞k , d) (or (I
∞
k+, d)) is used to denote a metric space with any metric d, including d1
and d2 (or d+1 and d
+
2 ) defined above.
Let fi : Ik+2 → I be real functions, i = 1, 2, . . . , k, and x = {xm}∞m=0 be a solution of system (1) with the initial conditions
Φ = {(φ1(0, n), φ2(0, n), . . . , φk(0, n))T}∞n=−∞, where φ1(0, n), φ2(0, n), . . . , φk(0, n) ∈ I for all n ∈ Z and
xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞ ∈ I∞k , m = 0, 1, . . . . (10)
Then,
x0 = {(φ1(0, n), φ2(0, n), . . . , φk(0, n))T}∞n=−∞ = Φ. (11)
Denote
xm+1 = {(x1(m+ 1, n), x2(m+ 1, n), . . . , xk(m+ 1, n))T}∞n=−∞ = F(xm), (12)
where for all i = 1, 2, . . . , k and (m, n) ∈ N0 × Z ,
xi(m+ 1, n) = fi(xi(m, n− 1), x1(m, n), x2(m, n), . . . , xk(m, n), xi(m, n+ 1)).
Then, system (1) is equivalent to the following system:
xm+1 = F(xm), x0 ∈ I∞k , (13)
where F : I∞k → I∞k is a map. The map F defined in (12) is said to be induced by system (1) or the system functions
(f1, f2, . . . , fk), and (f1, f2, . . . , fk, F) is said to be a group of maps associated with systems (1) and (13).
Obviously, a sequence {x`(m, n)|` = 1, 2, . . . , k; (m, n) ∈ N0 × Z} is a solution of system (1) if and only if the sequence
{xm}∞m=0 is a solution of system (13), where xm ∈ I∞k is defined in (10) for allm ∈ N0.
Similarly, let fi : Ik+1 → I be functions, i = 1, 2, . . . , k, and x = {xm}∞m=0 be a solution of system (2) with the initial
conditions Ψ = {(ψ1(0, n), ψ2(0, n), . . . , ψk(0, n))T}∞n=0, where ψ1(0, n), ψ2(0, n), . . . , ψk(0, n) ∈ I for all n ∈ N0 and
xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=0 ∈ I∞k+, m = 0, 1, . . . . (14)
Then, system (2) is equivalent to the following system:
xm+1 = {(x1(m+ 1, n), x2(m+ 1, n), . . . , xk(m+ 1, n))T}∞n=0 = F(xm), (15)
where F : I∞k+ → I∞k+ is a map induced by (2), x0 = Ψ , and for all i = 1, 2, . . . , k and m, n ∈ N0, xi(m + 1, n) =
ui(x1(m, n), x2(m, n), . . . , xk(m, n), xi(m, n+ 1)).
Obviously, {x`(m, n)|` = 1, 2, . . . , k;m, n ∈ N0} is a solution of system (2) if and only if the sequence {xm}∞m=0 is a
solution of system (15), where xm ∈ I∞k+ is defined by (14).
In order to study the stability and chaos of system (13) or system (15), it is convenient to consider system (13) or system
(15) on a metric space.
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Definition 3.1. Let I be a bounded subset of R and d be a metric of I∞k (or I
∞
k+). If for any given ε > 0, there exists a δ > 0
such that for any x = {x`,n}, x˜ = {˜x`,n} ∈ I∞k (or x = {x`,n}, x˜ = {˜x`,n} ∈ I∞k+), d(x, x˜) < δ implies |x`,n − x˜`,n| < ε for all
` = 1, . . . , k and n ∈ Z (or ` = 1, . . . , k and n ∈ N0), then d is called a forward metric of I∞k (or I∞k+).
If, for any given ε > 0, there exists a δ > 0 such that for any x = {x`,n}, x˜ = {˜x`,n} ∈ I∞k , satisfying |x`,n − x˜`,n| < δ for
all ` = 1, 2, . . . , k and n ∈ Z implies d(x, x˜) < ε, then d is called a backward metric of I∞k . A backward metric d of I∞k+ can
be similarly defined.
If d is a forward and also a backward metric of I∞k (or I
∞
k+), then d is said to be an F–B or bi-directional metric of I
∞
k
(or I∞k+).
Obviously, for any bounded subset I of R, d1 defined by (6) and d+1 defined by (8) are backward metrics but not forward
metrics of I∞k and I
∞
k+, respectively; d2 defined by (7) and d
+
2 defined by (9) are two F–B metrics of I
∞
2 and I
∞
2+, respectively.
Since system (1) (or system (2)) may always be equivalently written as the discrete system (13) (or system (15)) defined
on a subset of R∞k (or R
∞
k+), it is natural to discuss someproperties such as stability and chaos of system (1) (or (2)) by studying
the corresponding properties of system (13) (or (15)). On the other hand, as seen in current literature, stability of system (1)
(or system (2)) can also be studied by employing a method used in [3,5].
In order to contrast one another, some definitions are given in pairs as follows.
Definition 3.2. Let J ⊆ R, x˜∗ = {(˜x∗1,n, . . . , x˜∗k,n)T}∞n=−∞ ∈ J∞k be a point, and F : J∞k → J∞k be a map. If x˜∗ is a solution of the
equation
F(x) = x, x ∈ J∞k , (16)
then x˜∗ is said to be a fixed point or an equilibrium point of the map F , or of system (13) with the system function F .
A fixed point or an equilibrium point of system (15) can be defined similarly.
Definition 3.3. Let J ⊆ R. Then (x∗1, . . . , x∗k)T ∈ Jk is said to be a fixed point or an equilibrium point of system (1) (or its
system functions (f1, f2, . . . , fk)) if
x∗1 = f1(x∗1, x∗1, . . . , x∗k , x∗1)
x∗2 = f2(x∗2, x∗1, . . . , x∗k , x∗2)· · · · · · · · · · · ·
x∗k = fk(x∗k , x∗1, . . . , x∗k , x∗k).
(17)
A fixed point or an equilibrium point of system (2) can be defined similarly.
It is easy to verify that if (x∗1, . . . , x
∗
k)
T ∈ Jk is a fixed point of system (1) (or system (2)), then x˜∗ = {(˜x∗1,n, . . . , x˜∗k,n)T =
(x∗1, . . . , x
∗
k)
T}∞n=−∞ (or x˜∗ = {(˜x∗1,n, . . . , x˜∗k,n)T = (x∗1, . . . , x∗k)T}∞n=0) is a fixed point of system (13) (or system (15)) induced
by system (1) (or system (2)).
Definition 3.4. Let I be a bounded subset of R, F : I∞k → I∞k be a map on the metric space (I∞k , d), and x˜∗ =
{(˜x∗1,n, . . . , x˜∗k,n)T}∞n=−∞ ∈ I∞k be a fixed point of system (13). If, for any ε > 0, there exists a δ > 0 such that for any
Φ = {(φ1,n, φ2,n, . . . , φk,n)T}∞n=−∞ ∈ I∞k with d(Φ, x˜∗) < δ, the solution x = {xm}∞m=0 of system (13) with the initial point
Φ satisfies d(xm, x˜∗) < ε for all m ∈ N1, where xm is defined in (10) for all m ∈ N0, then system (13) is said to be stable
about the fixed point x˜∗. The stability of system (15) about a fixed point can be similarly defined.
Definition 3.5. Let I be a bounded subset of R, fi : Ik+2 → I be functions, i = 1, 2, . . . , k, and (x∗1, x∗2, . . . , x∗k)T ∈ Ik be a fixed
point of system (1). If, for any ε > 0, there exists a δ > 0 such that for any sequenceΨ = {(φ1,n, φ2,n, . . . , φk,n)T}∞n=−∞ ∈ I∞k
with |φi,n − x∗i | < δ for all n ∈ Z and i = 1, 2, . . . , k, the solution
x = {xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0
of system (1) with the initial condition Ψ satisfies |xi(m, n) − x∗i | < ε for all (m, n) ∈ N1 × Z and i = 1, 2, . . . , k, then
system (1) is said to be stable about the fixed point (x∗1, x
∗
2, . . . , x
∗
k)
T. The stability of system (2) about a fixed point can be
similarly defined.
Recently, in [3,4,6], the concepts of chaos in the sense of Devaney and of Li–Yorke for a class of 1d–2Ddiscrete systems and
2d–2D discrete systems were introduced. In this paper, we will further study chaos in the sense of Devaney (or of Li–Yorke)
for the kd–2D discrete system (1). In the following, based on the relationship between systems (1) and (13) (or systems (2)
and (15)), definitions of chaos in the sense of Devaney and of Li–Yorke for the kd–2D discrete system (1) (or system (2)) are
given.
Definition 3.6. Let I be a bounded subset of R, fi : Ik+2 → I be functions, i = 1, 2, . . . , k, and F : I∞k → I∞k be a map on the
metric space (I∞k , d) induced by system (1). If the map F (or system (13)) is transitive or has a dense set of periodic points
or has sensitive dependence on initial conditions on I∞k , then system (1) (or the system functions (f1, . . . , fk)) is said to be
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transitive or have a dense set of periodic points or have sensitive dependence on initial conditions (on I∞k with the metric d
or on (I∞k , d))), respectively.
Similarly, it can be defined that system (2) is transitive or has a dense set of periodic points or has sensitive dependence
on initial conditions.
Definition 3.7. Let I be a bounded subset of R, fi : Ik+2 → I be functions, i = 1, 2, . . . , k, and F : I∞k → I∞k be amap induced
by system (1) on the metric space (I∞k , d). If the map F is chaotic (on (I
∞
k , d)), i.e., if system (13) is chaotic (on (I
∞
k , d)), then
system (1) is said to be chaotic (on (I∞k , d)). In particular, if F (or system (13)) is chaotic in the sense of Devaney or in the
sense of Li–Yorke on (I∞k , d), then system (1) is said to be chaotic in the sense of Devaney or in the sense of Li–Yorke (on
(I∞k , d)), respectively.
Similarly, it can be defined that system (2) is chaotic in the sense of Devaney or in the sense of Li–Yorke on (I∞k , d) (or
(I∞k+, d)).
Definition 3.8. Let J and J be two subsets of R, hi : J → J be a homeomorphism, i = 1, 2, . . . , k, and fi : Jk+2 → J and
ui : Jk+2 → J be functions, i = 1, 2, . . . , k. If, for any x0, x1, . . . , xk+1 ∈ I and any i = 1, 2, . . . , k,
ui(hi(x0), h1(x1), . . . , hk(xk), hi(xk+1)) = hi(fi(x0, x1, . . . , xk, xk+1)), (18)
then (f1, . . . , fk) and (u1, . . . , uk) are said to be h-conjugate, where h = (h1, h2, . . . , hk).
It is obvious that if (f1, . . . , fk) and (u1, . . . , uk) are h-conjugate, then (u1, . . . , uk) and (f1, . . . , fk) are h−1-conjugate,
where h = (h1, . . . , hk) and h−1 = (h−11 , . . . , h−1k ).
4. Stability and chaos
In this section, main results on the stability and chaos of systems (1) and (13) (or systems (2) and (15)) are established.
Theorem 4.1. Let I be a bounded subset of R, (x∗1, . . . , x
∗
k)
T ∈ Ik be a fixed point of system (1), fi : Ik+2 → I be functions,
i = 1, 2, . . . , k, and F : I∞k → I∞k be a map induced by system (1) on a metric space (I∞k , d). If d is an F–B metric
of I∞k , then system (1) is stable about the fixed point (x
∗
1, . . . , x
∗
k)
T if and only if system (13) is stable about the fixed point
x˜∗ = {(˜x1,n, . . . , x˜k,n)T = (x∗1, . . . , x∗k)T}∞n=−∞ ∈ I∞k .
Proof. Necessity. It is proved that for any ε > 0 there exists a δ > 0 such that for any Ψ = {(φ1(0, n), φ2(0, n), . . . ,
φk(0, n))T}∞n=−∞ ∈ I∞k with d(Ψ , x˜∗) < δ, the solution x = {xm = {(x1(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of system (13) with
the initial condition Ψ satisfies d(xm, x˜∗) < ε for allm ∈ N1.
Since d is a backward metric of I∞k , there exists a ρ > 0 such that for any point y = {(y1,n, y2,n, . . . , yk,n)T}∞n=−∞ ∈ I∞k
with |yi,n − x∗i | < ρ for all n ∈ Z and i = 1, 2, . . . , k, one has d(y, x˜∗) < ε.
From the given conditions, it follows that there exists an η ∈ (0, ρ) such that for anyΨ = {(φ1(0, n), φ2(0, n), . . . , φk(0,
n))T}∞n=−∞ ∈ I∞k with |φi(0, n) − x∗i | < η for all n ∈ Z and i = 1, 2, . . . , k, the solution x = {xm =
{(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of system (1) with the initial conditionΨ satisfies |xi(m, n)− x∗i | < ρ for all
(m, n) ∈ N1 × Z and i = 1, 2, . . . , k.
Moreover, in view of the condition that d is a forward metric of I∞k , there exists a δ > 0 such that for any point
x0 = Φ = {(α1,n, . . . , αk,n)T}∞n=−∞ ∈ I∞k with d(Φ, x˜∗) < δ, one has |αi,n − x∗i | < η for all n ∈ Z and i = 1, 2, . . . , k.
Hence, the solution x = {xm = {(x1(m, n), x2(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of system (13) with the initial condition Φ
satisfies |xi(m, n)− x∗i | < ρ for all (m, n) ∈ N1 × Z and i = 1, 2, . . . , k.
Thus, d(xm, x˜∗) < ε for all m ∈ N1. Consequently, system (13) is stable about the fixed point x˜∗ = {(˜x1,n, . . . , x˜k,n)T =
(x∗1, . . . , x
∗
k)
T}∞n=−∞ ∈ I∞k .
Sufficiency. It is proved that for any ε > 0 there exists a δ > 0 such that for any point Ψ =
{(φ1(0, n), φ2(0, n), . . . , φk(0, n))T}∞n=−∞ ∈ I∞k with |φi(0, n) − x∗i | < δ for all n ∈ Z and i = 1, 2, . . . , k, the solution
x = {xm = {(x1(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of system (1) with the initial condition Ψ satisfies |xi(m, n)− x∗i | < ε for
all (m, n) ∈ N1 × Z and i = 1, 2, . . . , k.
Since d is a forward metric of I∞k , there exists a θ > 0 such that for any point y = {(y1,n, . . . , yk,n)T}∞n=−∞ ∈ I∞k with
d(y, x˜∗) < θ , one has |yi,n − x∗i | < ε for all n ∈ Z and i = 1, 2, . . . , k.
From the given conditions, there exists a number η ∈ (0, θ) such that for any sequence Φ = {(α1(0, n), . . . , αk(0,
n))T}∞n=−∞ ∈ I∞k with d(Φ, x˜∗) < η, the solution x = {xm = {(x1(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of system (13) with the
initial conditionΦ satisfies d(xm, x˜∗) < θ for allm ∈ N1.
Therefore, in view of the condition that d is a backwardmetric of I∞k , there exists a constant δ > 0 such that for any point
x0 = Ψ = {(φ1(0, n), φ2(0, n), . . . , φk(0, n))T}∞n=−∞ ∈ I∞k with |φi(0, n)− x∗i | < δ for all n ∈ Z and all i = 1, 2, . . . , k, one
has d(Ψ , x˜∗) < η. Hence, the solution x = {xm = {(x1(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 of (1) with the initial condition Ψ
satisfies d(xm, x˜∗) < θ for allm ∈ N1.
Thus, |xi(m, n)− x∗i | < ε for all (m, n) ∈ N1×Z and all i = 1, 2, . . . , k. Consequently, system (1) is stable about the fixed
point (x∗1, . . . , x
∗
k)
T.
The proof is completed. 
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From Theorem 4.1, the following result holds obviously.
Corollary 4.1. Let I be a bounded subset of R, (x∗1, . . . , x
∗
k)
T ∈ Ik be a fixed point of system (2), ui : Ik+1 → I be functions,
i = 1, 2, . . . , k, and F : I∞k → I∞k be a map on I∞k induced by system (2). If d is an F–B metric of I∞k , then system (2)
is stable about the fixed point (x∗1, . . . , x
∗
k)
T if and only if system (13) induced by system (2) is stable about the fixed point
x˜∗ = {(˜x1,n, . . . , x˜k,n)T = (x∗1, . . . , x∗k)T}∞n=−∞ ∈ I∞k .
The following result can be similarly proved.
Theorem 4.2. Let I be a bounded subset of R, (x∗1, . . . , x
∗
k)
T ∈ Ik be a fixed point of system (2), ui : Ik+1 → I be functions,
i = 1, 2, . . . , k, and F : I∞k+ → I∞k+ be a map on I∞k+ induced by system (2). If d is an F–B metric of I∞k+, then system (2)
is stable about the fixed point (x∗1, . . . , x
∗
k)
T if and only if system (15) induced by system (2) is stable about the fixed point
x˜∗ = {(˜x1,n, . . . , x˜k,n)T = (x∗1, . . . , x∗k)T}∞n=0 ∈ I∞k+.
Consider another kd–2D discrete system of the form
x1(m+ 1, n) = g1(x1(m, n− 1), x1(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = g2(x2(m, n− 1), x1(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = gk(xk(m, n− 1), x1(m, n), . . . , xk(m, n), xk(m, n+ 1)),
(19)
where (m, n) ∈ N0 × Z . If gi(x0, x1, . . . , xn, xn+1) = vi(x1, . . . , xn, xn+1) for all i = 1, 2, . . . , k and (x0, x1, . . . , xn, xn+1)T ∈
Rk+2, then system (19) becomes
x1(m+ 1, n) = v1(x1(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = v2(x1(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = vk(x1(m, n), . . . , xk(m, n), xk(m, n+ 1)).
(20)
Assume that systems (19) and (20) are equivalent to the following two systems, respectively:
xm+1 = G(xm), xm = {(x1(m, n), . . . , xk(m, n))T}∞n=−∞ ∈ R∞k , m ∈ N0, (21)
and
xm+1 = V (xm), xm = {(x1(m, n), . . . , xk(m, n))T} ∈ R∞k or R∞k+, m ∈ N0, (22)
Let I and I be two bounded subsets of R, d and d be twometrics on I∞k and I
∞
k , respectively, and hi : I → I be a one-to-one
and onto function, i = 1, 2, . . . , k. Define a map H : I∞k → I∞k as follows:
H(x) = {(h1(x1,n), h2(x2,n), . . . , hk(xk,n))T}∞n=−∞ = z ∈ I∞k , (23)
for any x = {(x1,n, x2,n, . . . , xk,n)T}∞n=−∞ ∈ I∞k . In the following, the map H : I∞k → I∞k is said to be induced by the function
h = (h1, h2, . . . , hk).
Lemma 4.1. If I and I are two bounded subsets of R, hi : I → I is a one-to-one and onto function, i = 1, 2, . . . , k, and (I∞k , d) is
equivalent to a metric space (I
∞
k , d)with respect to the map H : I∞k → I∞k induced by h = (h1, h2, . . . , hk), then H is a uniform
homeomorphism.
Proof. From (23) and the given conditions, H is a one-to-one and onto map and there exist two positive constants a and b
such that
ad(x, y) ≤ d(H(x),H(y)) ≤ bd(x, y)
for all x, y ∈ I∞k . Hence, for any ε > 0, there exists a number δ = ε/2b such that for any two points x, y ∈ I∞k with
d(x, y) < δ,
d(H(x),H(y)) ≤ bd(x, y) < ε.
Hence, H is uniformly continuous on I∞k . Similarly, one can prove that H−1 is uniformly continuous on I
∞
k . Therefore, H is a
uniform homeomorphism. The proof is completed. 
Lemma 4.2. Let I and I be two bounded subsets of R and hi : I → I be a homeomorphism, i = 1, 2, . . . , k. Assume that
(I
∞
k , d) is equivalent to (I
∞
k , d) with respect to the map H : I∞k → I∞k induced by h = (h1, h2, . . . , hk). If the functions
(g1, . . . , gk) : Ik+2 → I and (f1, . . . , fk) : Ik+2 → I are h-conjugate, and (f1, . . . , fk, F) and (g1, . . . , gk,G) are two groups of
maps associated with systems (1) and (19), respectively, then F : I∞k → I∞k induced by (1) and G : I∞k → I∞k induced by (19)
are uniformly conjugate (with respect to the map H).
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Proof. From Lemma 4.1 and the given conditions, H is a uniform homeomorphism. For any x = {(x1(n), . . . , xk(n))T}∞n=−∞
∈ I∞k ,
F(H(x)) =
{(f1(h1(x1(n− 1)), h1(x1(n)), . . . , hk(xk(n)), h1(x1(n+ 1)))
· · · · · ·
fk(hk(xk(n− 1)), h1(x1(n)), . . . , hk(xk(n)), hk(xk(n+ 1)))
)}∞
n=−∞
=
{(h1(g1(x1(n− 1), x1(n), . . . , xk(n), x1(n+ 1)))
· · · · · ·
hk(gk(xk(n− 1), x1(n), . . . , xk(n), xk(n+ 1)))
)}∞
n=−∞
= H(G(x)).
Hence, G and F are uniformly H-conjugate. The proof is completed. 
In the following, a relationship between systems (1) and (19) is established.
Theorem 4.3. Let I and I be two bounded subsets of R and hi : I → I be a homeomorphism, i = 1, 2, . . . , k. Assume that
(I
∞
k , d) is equivalent to (I
∞
k , d) with respect to the map H : I∞k → I∞k induced by h = (h1, h2, . . . , hk). If the functions
(g1, . . . , gk) : Ik+2 → I and (f1, . . . , fk) : Ik+2 → I are h-conjugate, then system (1) is chaotic in the sense of Devaney (or
Li–Yorke) on (I∞k , d) if and only if system (19) is chaotic in the sense of Devaney (or Li–Yorke) on (I
∞
k , d).
Proof. Let (f1, f2, . . . , fk, F) and (g1, g2, . . . , gk,G) be two groups of maps associated with their corresponding systems.
Then, F and G are two maps defined in (I∞k , d) and (I
∞
k , d), respectively. In view of Lemmas 4.1 and 4.2, and the given
conditions, H is a uniform homeomorphism, and G and F are uniformly conjugate with respect to H . Hence, in view of
Lemma 2.1, system (13) is chaotic in the sense of Devaney or of Li–Yorke on (I∞k , d) if and only if system (21) is chaotic in
the sense of Devaney or of Li–Yorke on (I
∞
k , d). Hence, system (1) is chaotic in the sense of Devaney or of Li–Yorke on (I
∞
k , d)
if and only if system (19) is chaotic in the sense of Devaney or of Li–Yorke on (I
∞
k , d). The proof is completed. 
Corollary 4.2. Let I and I be two bounded subsets of R and hi : I → I be a homeomorphism, i = 1, 2, . . . , k. Assume that
(I
∞
k , d) is equivalent to (I
∞
k , d) with respect to the map H : I∞k → I∞k induced by h = (h1, h2, . . . , hk). If the functions
(v1, . . . , vk) : Ik+1 → I and (u1, . . . , uk) : Ik+1 → I are h-conjugate, then system (2) is chaotic in the sense of Devaney (or
Li–Yorke) on (I∞k , d) if and only if system (20) is chaotic in the sense of Devaney (or Li–Yorke) on (I
∞
k , d).
Similarly to the above proof, the following result can be established.
Theorem 4.4. Let I and I be two bounded subsets of R and hi : I → I be a homeomorphism, i = 1, 2, . . . , k. Assume that
(I
∞
k+, d) is equivalent to (I∞k+, d) with respect to the map H : I∞k+ → I∞k+ induced by h = (h1, h2, . . . , hk). If the functions
(v1, . . . , vk) : Ik+1 → I and (u1, . . . , uk) : Ik+1 → I are h-conjugate, then system (2) is chaotic in the sense of Devaney (or
Li–Yorke) on (I∞k+, d) if and only if system (20) is chaotic in the sense of Devaney (or Li–Yorke) on (I
∞
k+, d).
5. Illustrative examples
In this section, examples are given to illustrate that system (1) is chaotic in the sense of Devaney and also in the sense of
Li–Yorke under certain conditions.
5.1. Chaos in the sense of Devaney
Consider a kd–2D discrete system of the form
x1(m+ 1, n) = f1(x1(m, n− 1), x1(m, n), . . . , xk(m, n), x1(m, n+ 1))
x2(m+ 1, n) = f2(x2(m, n− 1), x1(m, n), . . . , xk(m, n), x2(m, n+ 1))
· · · · · · · · · · · ·
xk(m+ 1, n) = fk(xk(m, n− 1), x1(m, n), . . . , xk(m, n), xk(m, n+ 1))
(24)
wherem ∈ N0, n ∈ Z , I = [0, 1), fi : Ik+2 → I are functions, i = 1, 2, . . . , k,f1(x0, x1, . . . , xk, xk+1) =
〈
c1,0x0 + c1,1x1 + · · · + c1,kxk + c1,k+1xk+1
〉
· · · · · · · · · · · ·
fk(x0, x1, . . . , xk, xk+1) =
〈
ck,0x0 + ck,1x1 + · · · + ck,kxk + ck,k+1xk+1
〉
,
(25)
and ci,j are non-negative integers, i = 1, 2, . . . , k, j = 0, 1, . . . , k+ 1, with ci,k+1 > 0 for all i = 1, 2, . . . , k, and 〈x〉 denotes
the decimal part of the real number x ∈ R.
C. Tian et al. / Computers and Mathematics with Applications 56 (2008) 2515–2527 2523
In particular, the following systems,x1(m+ 1, n) =
〈
c1,1x1(m, n)+ · · · + c1,kxk(m, n)+ c1,k+1x1(m, n+ 1)
〉
· · · · · · · · · · · ·
xk(m+ 1, n) =
〈
ck,1x1(m, n)+ · · · + ck,kxk(m, n)+ ck,k+1xk(m, n+ 1)
〉
,
(26)
{
x1(m+ 1, n) =
〈
c1,1x1(m, n)+ c1,2x1(m, n+ 1)+ c1,3x2(m, n)
〉
x2(m+ 1, n) =
〈
c2,1x2(m, n)+ c2,2x2(m, n+ 1)+ c2,3x1(m, n)
〉 (27)
and
xm+1,n =
〈
a0xm,n + a1xm,n+1 + · · · + arxm,n+r
〉
, (28)
xm+1,n =
〈
axm,n + bxm,n+1
〉
, (29)
are special cases of system (24), where a0, a1, . . . , ar , a, b are non-negative integers.
In the following, it is proved that system (24) is chaotic in the sense of Devaney on (I∞k , d1), where d1 is defined by (6).
First, it is proved that system (24) is transitive on (I∞k , d1).
For any non-empty open sets U, V ⊆ I∞k and any point a = {(a1,i, . . . , ak,i)T}∞i=−∞ ∈ U , there exists a constant θ > 0
such that
Bθ (a) =
{
y = {(y1,i, . . . , yk,i)T}∞i=−∞ ∈ I∞k
∣∣ d1(a, y) < θ} ⊆ U .
It is obvious that there exists an integerM > 0 such that(
· · · + 1
2M+1
+ 1
2M
)
+
(
1
2M
+ 1
2M+1
+ · · ·
)
=
−M∑
i=−∞
1
2|i|
+
∞∑
i=M
1
2i
<
θ
4k
.
Hence, in view of the definition of d1, one has{
y = {(y1,i, . . . , yk,i)T}∞i=−∞ ∈ I∞k
∣∣ |ys,i − as,i| < θ4k , ys,j ∈ [0, 1),
s = 1, 2, . . . , k; i = −M + 1, . . . , 0, . . . ,M − 1; |j| ≥ M
}
⊆ Bθ (a).
Similarly, for any point b = {(b1,i, . . . , bk,i)T}∞i=−∞ ∈ V , there exist an integer J > 0 and a constant η > 0 such that
Bη(b) ⊆ V and{
y = {(y1,i, . . . , yk,i)T}∞i=−∞ ∈ I∞k
∣∣ |ys,i − bs,i| < η4k , ys,j ∈ [0, 1),
s = 1, 2, . . . , k; i = −J + 1, . . . , 0, . . . , J − 1; |j| ≥ J
}
⊆ Bη(b).
Let S ≥ max{M, J} be an integer and λ = min{θ, η}. Then,{
y = {(y1,i, . . . , yk,i)T}∞i=−∞ ∈ I∞k
∣∣ |ys,i − as,i| < λ4k , ys,j ∈ [0, 1),
s = 1, 2, . . . , k; i = −S + 1, . . . , 0, . . . , S − 1; |j| ≥ S
}
⊆ Bθ (a) ⊆ U,{
y = {(y1,i, . . . , yk,i)T}∞i=−∞ ∈ I∞k
∣∣ |ys,i − bs,i| < λ4k , ys,j ∈ [0, 1),
s = 1, 2, . . . , k; i = −S + 1, . . . , 0, . . . , S − 1; |j| ≥ S
}
⊆ Bη(b) ∈ V . (30)
LetW > max{S, cs,0, cs,k+1, s = 1, 2, . . . , k} be a sufficiently large prime number and A = {j/W |j = 0, 1, . . . ,W − 1} =
{0, 1/W , 2/W , . . . , (W −1)/W } such that for any i = −S+1, . . . ,−1, 0, 1, . . . , S−1 there exist integers us,i, vs,i, us,−S ∈
{0, 1, . . . ,W − 1}with s = 1, 2, . . . , k such that∣∣∣us,−S
W
− as,−S
∣∣∣ < λ
4k
,
∣∣∣us,i
W
− as,i
∣∣∣ < λ
4k
,
∣∣∣vs,i
W
− bs,i
∣∣∣ < λ
4k
, s = 1, . . . , k. (31)
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Let F : I∞k → I∞k be a map induced by system (24). In view of (24), for any integer n > 0 and any x =
{(x1,i, . . . , xk,i)T}∞i=−∞ ∈ I∞k , assume that
F(x) =


〈
c1,0x1,n−1 +
k∑
i=1
c1,ixi,n + c1,k+1x1,n+1
〉
· · ·〈
ck,0xk,n−1 +
k∑
i=1
ck,ixi,n + ck,k+1xk,n+1
〉


∞
n=−∞
=
{
(x(1)1,n, x
(1)
2,n, . . . , x
(1)
k,n)
T
}∞
n=−∞
= x(1),
F 2(x) =
{
(x(2)1,n, x
(2)
2,n, . . . , x
(2)
k,n)
T
}∞
n=0
= x(2),
F r(x) =
{
(x(r)1,n, x
(r)
2,n, . . . , x
(r)
k,n)
T
}∞
n=−∞
= x(r), r = 1, 2, . . . , (32)
where
x(1)s,n =
〈
cs,0xs,n−1 +
k∑
i=1
cs,ixi,n + cs,k+1xs,n+1
〉
, s = 1, 2, . . . , k, n ∈ Z,
x(2)s,n =
〈
cs,0x
(1)
s,n−1 +
k∑
i=1
cs,ix
(1)
i,n + cs,k+1x(1)s,n+1
〉
=
〈
cs,0
〈
cs,0xs,n−2 +
k∑
i=1
cs,ixi,n−1 + cs,k+1xs,n
〉
+
k∑
i=1
cs,i
〈
ci,0xi,n−1 +
k∑
j=1
ci,jxj,n + ci,k+1xi,n+1
〉
+ cs,k+1
〈
cs,0xs,n +
k∑
i=1
cs,ixi,n+1 + cs,k+1xs,n+2
〉〉
=
〈
c2s,0xs,n−2 +
k∑
i=1
cs,i(−1)xi,n−1 +
k∑
i=1
cs,i(0)xi,n +
k∑
i=1
cs,i(1)xi,n+1 + c2s,k+1xs,n+2
〉
,
where cs,i(−1), cs,i(0), cs,i(1) are non-negative integers for all s, i = 1, 2, . . . , k, and by induction, for an integer r > 0 and
some integers cs,i(j) ≥ 0 for s, i = 1, 2, . . . , k and j = −r + 1, . . . , r − 2, r − 1,
x(r)s,n =
〈
crs,0xs,n−r +
k∑
i=1
cs,i(−r + 1)xi,n−r+1 +
k∑
i=1
cs,i(−r + 2)xi,n−r+2
+ · · · +
k∑
i=1
cs,i(r − 1)xi,n+r−1 + crs,k+1xs,n+r
〉
, s = 1, . . . , k, n ∈ Z .
Obviously, for any real numbers a, b ∈ R, 〈a + b〉 = 〈〈a〉 + 〈b〉〉, and for any j1,i, j2,i, . . . , jk,i ∈ {0, 1, . . . ,W − 1} with
i ∈ {−r,−r + 1, . . . , 0, . . . , r − 1, r},〈
crs,0
js,−r
W
+
k∑
i=1
cs,i(−r + 1) ji,−r+1W + · · · +
k∑
i=1
cs,i(r − 1) ji,r−1W
〉
∈ A,〈
k∑
i=1
cs,i(−r + 1) ji,−r+1W + · · · +
k∑
i=1
cs,i(r − 1) ji,r−1W + c
r
s,k+1
js,r
W
〉
∈ A.
Hence, for any r1, r1, r2, r2, . . . , rk, rk ∈ {0, 1, . . . ,M − 1}, there exist integers
j1,−r−1, j1,r+1, j2,−r−1, j2,r+1, . . . , jk,−r−1, jk,r+1 ∈ {0, 1, . . . ,W − 1}
such that for any s = 1, 2, . . . , k,〈
crs,0js,−r−1
W
+
r−1∑
t=−r+1
k∑
i=1
cs,i(t)ji,t
W
+ c
r
s,k+1js,r
W
〉
= rs
W
,
〈
crs,0js,−r
W
+
r−1∑
t=−r+1
k∑
i=1
cs,i(t)ji,t
W
+ c
r
s,k+1js,r+1
W
〉
= r s
W
. (33)
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Therefore, for any fixed integers vs,±S, vs,±(S+1), vs,±(S+2), . . . ∈ {0, 1, . . . ,W − 1}with s = 1, 2, . . . , k, there exist integers
us,+S, us,±(S+1), us,±(S+2), . . . ∈ {0, 1, . . . ,W − 1} for any s = 1, 2, . . . , k, such that〈
cSs,0us,−S−1
W
+
k∑
i=1
cs,i(1− S)ui,−S
W
+ · · · +
k∑
i=1
cs,i(S − 1)ui,S−2
W
+ c
S
s,k+1us,S−1
W
〉
= vs,−1
W
,〈
cSs,0us,−S
W
+
k∑
i=1
cs,i(−S + 1)ui,1−S
W
+ · · · +
k∑
i=1
cs,i(S − 1)ui,S−1
W
+ c
S
s,k+1us,S
W
〉
= vs,0
W
,〈
cSs,0us,1−S
W
+
k∑
i=1
cs,i(−S + 1)ui,2−S
W
+ · · · +
k∑
i=1
cs,i(S − 1)ui,S
W
+ c
S
s,k+1us,S+1
W
〉
= vs,1
W
,
and, in general,〈
cSs,0us,−S+m
W
+
S−1∑
j=−S+1
k∑
i=1
cs,i(j)ui,j+m
W
+ c
S
s,k+1us,S+m
W
〉
= vs,m
W
, m ∈ Z .
Let us = {(u1,i/W , u2,i/W , . . . , uk,i/W )T}∞i=−∞, vs = {(v1,i/W , v2,i/W , . . . , vk,i/W )T}∞i=−∞. Then, u ∈ U , v ∈ V , and
F S(u) = v. Hence, system (24) is transitive on (I∞k , d1).
Second, it is proved that system (24) has a dense set of periodic points.
Lemma 5.1. For any integer n ∈ N0, let An be the set of all solutions of the following equations:
F(x0) = x1, F(x1) = x2, . . . , F(xn−1) = xn, F(xn) = x0, (34)
where xi = {(x1(i, n), x2(i, n), . . . , xk(i, n))T}∞n=−∞ ∈ I∞k for all i = 0, 1, . . . , n. Then, the set A =
⋃∞
n=0 An of periodic points
of F is dense on (I∞k , d1), where d1 is defined by (6) and F : I∞k → I∞k is a map induced by system (24).
Proof. Since (f1, . . . , fk, F) is a group of maps associated with systems (13) and (24), Eq. (34) is equivalent to the following
equations: for all s = 1, 2, . . . , k andm ∈ Z ,
xs(1,m) = 〈cs,0xs(0,m− 1)+ cs,1x1(0,m)+ · · · + cs,kxk(0,m)+ cs,k+1xs(0,m+ 1)〉,
· · ·
xs(n,m) =
〈
cs,0xs(n− 1,m− 1)+
k∑
j=1
cs,jxj(n− 1,m)+ cs,k+1xs(n− 1,m+ 1)
〉
,
xs(0,m) = 〈cs,0xs(n,m− 1)+ cs,1x1(n,m)+ · · · + cs,kxk(n,m)+ cs,k+1xs(n,m+ 1)〉.
Hence, by the iterative method, for allm = . . . ,−1, 0, 1, . . . , one has
xs(0,m) =
〈
cn+1s,0 xs(0,m− n− 1)+
n∑
i=−n
k∑
j=1
cs,j(i)xj(0,m+ i)+ cn+1s,k+1(m)xs(0,m+ n+ 1)
〉
, (35)
where cs,j(i) defined as above are non-negative integers for all s, j = 1, . . . , k and i = −n,−n+ 1, . . . , n− 1, n.
Let a = {(a1,n, a2,n, . . . , ak,n)T}∞n=−∞ ∈ I∞k and ε be any small positive number, and Bε(a) ⊆ I∞k be any open ball of radius
ε at the center a. Define a sequence of sets as follows:
VM =
{
{(b1,n, b2,n, . . . , bk,n)T}∞n=−∞ ∈ I∞k
∣∣ |bi,j − ai,j| < ε4k , bi,m ∈ [0, 1),
i = 1, . . . , k; j = −M, . . . , 0, . . . ,M;m = ±(M + 1),±(M + 2), . . .
}
,
whereM ∈ N0. Then, from the definition of the metric d1 given in (6), there exists a sufficiently large prime numberM0 > 0
such that for any b = {(b1,j, . . . , bk,j)T}∞j=−∞ ∈ VM0 , d1(a, b) < ε, i.e., VM0 ⊆ Bε(a) ⊆ I∞k .
Take n = M0. LetW > max{cs,0, cs,k+1| s = 1, 2, . . . , k} > 0 be a sufficiently large prime number and
B =
{
j
W
∣∣∣∣ j = 0, 1, . . . ,W − 1} = {0, 1W , 2W , . . . , W − 1W
}
.
Similarly to the above proof, there exists a point b = {(b1,i, . . . , bk,i)T}∞i=−∞ ∈ I∞k with bi,j ∈ B for all i = 1, 2, . . . , k and
j ∈ {. . . ,−1, 0, 1, . . .} such that
|bi,j − ai,j| < ε4k , i = 1, 2, . . . , k, j = −n,−n+ 1, . . . , 0, . . . , n− 1, n,
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and b = {(b1,i, . . . , bk,i)T}∞i=−∞ is a solution of (34) (or (35)), i.e., b ∈ Bε(a), F n+1(b) = b, and b is an (n+ 1)-periodic point
of the map F . Hence, the set A =⋃∞n=0 An of periodic points of F is dense in I∞k . The proof is thus completed. 
In view of Lemma 5.1 and its proof, it is clear that system (24) has a dense set of periodic points.
Third, similarly to the above proof, it can be shown that system (24) has sensitive dependence on initial conditions.
Therefore, system (24) is chaotic in the sense of Devaney on (I∞k , d1).
In addition, one can prove similarly that system (26) is also chaotic in the sense of Devaney on (I∞k , d1) or (I
∞
k+, d
+
1 ), where
the backward metric d+1 is defined in (8).
As a special case of system (24), one can see that the 3d–2D discrete system
xm+1,n =
〈
xm,n−1 + 2xm,n + 3ym,n + 2zm,n + xm,n+1
〉
ym+1,n =
〈
3ym,n−1 + 2xm,n + ym,n + 2zm,n + 3ym,n+1
〉
zm+1,n =
〈
zm,n−1 + xm,n + ym,n + zm,n + zm,n+1
〉
is chaotic in the sense of Devaney on (I∞3 , d1).
Similarly, as a special case of system (26), one can see that the 3d–2D discrete system
xm+1,n =
〈
2xm,n + 3ym,n + 2zm,n + xm,n+1
〉
ym+1,n =
〈
2xm,n + ym,n + 2zm,n + 3ym,n+1
〉
zm+1,n =
〈
xm,n + ym,n + zm,n + zm,n+1
〉
is chaotic in the sense of Devaney on (I∞3 , d1) and also on (I
∞
3+, d
+
1 ).
5.2. Chaos in the sense of Li–Yorke
As another example, consider a kd–2D discrete system (or kd coupled map lattice or kd CML) of the form
xs(m+ 1, n) = fs(xs(m, n− 1), x1(m, n), . . . , xk(m, n), xs(m, n+ 1)), (36)
wherem ∈ N0, n ∈ Z (or n ∈ N0 in some special cases), s = 1, 2, . . . , k, e : I → I is a real function, I ⊆ R, and
fs
(
x(0), x(1), . . . , x(k), x(k+1)
) = as,0e(x(0))+ as,1e(x(1))+ · · · + as,ke(x(k))+ as,k+1e(x(k+1)),
for any (x(0), x(1), . . . , x(k), x(k+1))T ∈ Rk+2 and constants as,0, . . . , as,k+1 ∈ [0, 1] with as,0 + · · · + as,k+1 = 1 for all
s = 1, 2, . . . , k.
In particular, if as,0 = 0 for all s = 1, 2, . . . , k, then system (36) becomes
xs(m+ 1, n) = as,1e(x1(m, n))+ · · · + as,ke(xk(m, n))+ as,k+1e(xs(m, n+ 1)), (37)
wherem ∈ N0, n ∈ Z (or n ∈ N0), s = 1, 2, . . . , k, and as,1 + as,2 + · · · + as,k+1 = 1 for all s = 1, 2, . . . , k.
In the following, it is verified that if the function e : I → I is chaotic on I in the sense of Li–Yorke, then system (36) is
chaotic in the sense of Li–Yorke on (I∞k , d1) or (I
∞
k , d2), where themetric d1 is defined in (6) and the F–Bmetric d2 is defined
in (7).
To begin, it is proved that system (36) is chaotic in the sense of Li–Yorke on (I∞k , d1).
First, it is proved that there exists an integerM > 0 such that for any integer p ≥ M , the map F : I∞k → I∞k induced by
(36) has a primitive periodic point of period p.
Since e : I → I is chaotic on I in the sense of Li–Yorke, there exists an integer M > 0 such that for any integer p ≥ M ,
there exists a primitive p-periodic point θ ∈ I of e such that ep(θ) = θ and ei(θ) 6= θ for all i ∈ {1, 2, . . . , p− 1}.
For any fixed integer p ≥ M , let θ ∈ I be a primitive p-periodic point of the function e and Ψ = {(φ(1)0,n, . . . , φ(k)0,n)T =
(θ, . . . , θ)T}∞n=−∞ be a sequence defined by φ(s)0,n = θ for all n ∈ Z and s = 1, 2, . . . , k, and let x = {xm =
{(x1(m, n), . . . , xk(m, n))T}∞n=−∞}∞m=0 be a solution of system (36) with the initial condition Ψ . Then, xs(0, n) = θ for all
n = . . . ,−1, 0, 1, . . . and all s = 1, 2, . . . , k, with
F(x0) =

a1,0e(x1(0, n− 1))+
k∑
s=1
a1,se(xs(0, n))+ a1,k+1e(x1(0, n+ 1))
· · · · · · · · · · · ·
ak,0e(xk(0, n− 1))+
k∑
s=1
ak,se(xs(0, n))+ ak,k+1e(xk(0, n+ 1))

∞
n=−∞
=
(· · · e(θ) e(θ) · · ·
· · · · · · · · · · · ·
· · · e(θ) e(θ) · · ·
)
= {(e(θ), . . . , e(θ))T}∞n=−∞ 6= x0,
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where x0 = {(θ, . . . , θ)T}∞n=−∞. In general, F t(x0) 6= x0 for all t ∈ {1, 2, . . . , p− 1} and
F p(x0) = {(ep(θ), . . . , ep(θ))T}∞n=−∞ = {(θ, . . . , θ)T}∞n=−∞ = x0,
i.e., x0 = {(x1(0, n), . . . , xk(0, n))T = (θ, . . . , θ)T}∞n=−∞ ∈ I∞k is a primitive p-periodic point of F induced by system (36)
for any integer p ≥ M .
Second, under the given conditions, there exists an uncountable subset J ⊆ I such that:
(i) J contains no periodic point of e;
(ii) e(J) ⊆ J;
(iii) for any points x, y ∈ J with x 6= y, lim supk→∞ |ek(x)− ek(y)| > 0;
(iv) for every x ∈ J and any periodic point y of e, lim supk→∞ |ek(x)− ek(y)| > 0;
(v) there exists an uncountable set J0 ⊆ J such that lim infk→∞ |ek(x)− ek(y)| = 0 for every x, y ∈ J0.
Define two subsets, S0, S ⊆ I∞k , as follows:
S = {x = {(β, . . . , β)T} ∈ I∞k ∣∣β ∈ J} , S0 = {y = {(γ , . . . , γ )T} ∈ I∞k ∣∣ γ ∈ J0} .
It is obvious that S0 and S are uncountable, S0 ⊆ S, S contains no periodic point of F , and F(S) ⊆ S.
For any two different points, x = {(β, . . . , β)T}∞n=−∞, y = {(γ , . . . , γ )T}∞n=−∞ ∈ S, one has β, γ ∈ J with β 6= γ and
lim sup
t→∞
d1(F t(x), F t(y)) = k lim sup
t→∞
∞∑
n=−∞
|et(β)− et(γ )|
2|n|
> 0.
For any point x ∈ S and any periodic point y ∈ I∞k of F with x = {(β, . . . , β)T}∞n=−∞, y = {(x1,n, . . . , xk,n)T}∞n=−∞, where
xs,n ∈ I , n ∈ Z and s = 1, 2, . . . , k, one has β ∈ J . Let p > 0 be a period of y and F t(y) = yt = {(yt1,n, . . . , ytk,n)T}∞n=−∞. Then,
lim sup
t→∞
d1(F t(x), F t(y)) > 0.
Otherwise, assume the contrary that lim supt→∞ d1(F t(x), F t(y)) = 0. Then, in view of F t(x) = {(at1,n, . . . , atk,n)T =
(et(β), . . . , et(β))T}∞n=−∞ for all integers t > 0, F 0(y) = y and F p(y) = yp = y, there exists a constant x∗ ∈ I such
that y0s,n = x∗ for all n ∈ Z and s = 1, 2, . . . , k. Hence, x∗ is a p-periodic point of e. Thus lim supt→∞ |et(β) − et(x∗)| > 0.
Therefore, lim supt→∞ d1(F t(x), F t(y)) > 0, which is a contradiction.
For any two different points, x = {(β, . . . , β)T}∞n=−∞, y = {(γ , . . . , γ )T}∞n=−∞ ∈ S0, one has β, γ ∈ J0 with β 6= γ and
lim inf
t→∞ d1(F
t(x), F t(y)) = k lim inf
k→∞
∞∑
n=−∞
|et(β)− et(γ )|
2|n|
= 0.
From the above proof, F is chaotic in the sense of Li–Yorke, and so system (36) is chaotic in the sense of Li–Yorke on
(I∞k , d1).
Similarly, one can prove that system (36) is chaotic in the sense of Li–Yorke on (I∞k , d2).
In addition, if as,0 = 0 for all s = 1, 2, . . . , k, then one can prove that system (37) is also chaotic in the sense of Li–Yorke
on (I∞k+, d
+
1 ) or (I
∞
k+, d
+
2 ), where the metric d
+
1 or d
+
2 is defined in (8) or (9), respectively.
As a special case, let e(x) = 4x(1− x) for x ∈ I = [0, 1] and k = 3. Then, e is a chaotic map on I in the sense of Li–Yorke
and so the following 3d–2D discrete system{xm+1,n = 2ym,n(1− ym,n)+ zm,n(1− zm,n)+ xm,n+1(1− xm,n+1)
ym+1,n = xm,n(1− xm,n)+ 2zm,n(1− zm,n)+ ym,n+1(1− ym,n+1)
zm+1,n = xm,n(1− xm,n)+ ym,n(1− ym,n)+ 2zm,n+1(1− zm,n+1)
is chaotic in the sense of Li–Yorke on I∞k with metric d, where d is the backward metric d1 defined by (6) or the F–B metric
d2 defined by (7).
Remark 5.1. It is easy to verify that the main results obtained in [3,4,6] are special cases of the above ones.
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