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Classical and quantum stochastic thermodynamics
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Universidade de Sa˜o Paulo, Instituto de F´ısica, Rua do Mata˜o, 1371, 05508-090 Sa˜o Paulo, SP, Brazil
The stochastic thermodynamics provides a framework for the description of systems that are out
of thermodynamic equilibrium. It is based on the assumption that the elementary constituents
are acted by random forces that generate a stochastic dynamics, which is here represented by a
Fokker-Planck-Kramers equation. We emphasize the role of the irreversible probability current,
the vanishing of which characterizes the thermodynamic equilibrium and yields a special relation
between fluctuation and dissipation. The connection to thermodynamics is obtained by the definition
of the energy function and the entropy as well as the rate at which entropy is generated. The
extension to quantum systems is provided by a quantum evolution equation which is a canonical
quantization of the Fokker-Planck-Kramers equation. An example of an irreversible systems is
presented which shows a nonequilibrium stationary state with an unceasing production of entropy.
A relationship between the fluxes and the path integral is also presented.
I. INTRODUCTION
Thermodynamics was conceived as a discipline based
on principles and laws that refer to macroscopic quan-
tities such as the principles of energy conservation and
of entropy increase, which are the first and second laws
of thermodynamics. Although these two principles are
valid for systems in equilibrium as well as for systems out
of equilibrium, the initial development of the discipline
lead to the establishing of a theory of thermodynamics of
system in equilibrium. This was possible because the en-
ergy of a system in thermodynamic equilibrium is related
functionally to the entropy, which allows the definition of
temperature.
The derivation of the thermodynamics from the micro-
scopic laws of motion was the aim of the kinetic theory.
One of its consequences was the development of the equi-
librium statistical mechanics advanced by Gibbs. The
statistical mechanics is based on the description of sys-
tem by the probability distribution that bears the name
of Gibbs, which for a system in contact with a heat reser-
voir is proportional to e−E/kT , where E is the energy
function and T , the temperature. The crucial property
of the equilibrium distribution is that the probability de-
pends on the states of the system only through the energy
function. This property, along with the Gibbs expression
for the entropy, leads to the relation between energy and
entropy, mentioned above, which characterizes the ther-
modynamic equilibrium.
The entropy of an isolated system in equilibrium re-
mains invariant. But if it is not in equilibrium, its en-
tropy increases and the increase, in this case, is not due
to the flux of entropy because the system is isolated. En-
tropy is being created spontaneously and in this sense it
differs from the energy which is a conserved quantity. If
a system is not isolated then the variation of the entropy
S with time is the algebraic sum of two terms,
dS
dt
= Π− Φ, (1)
where Π is the rate in which entropy is being created, the
rate of entropy production, and Φ is the flux of entropy.
The production of entropy is related to irreversible
processes occurring inside the system which are under-
stood as processes that are more likely to occur than their
time-reverse counterparts. Thermodynamic equilibrium
is thus characterized as the state where a process and
its time reversal are equally probable. This characteriza-
tion of equilibrium, embodied in the stochastic thermo-
dynamics, is a dynamical definition, being more compre-
hensible than the static definition given above in terms
of the Gibbs distribution. The stochastic thermodynam-
ics [1–32] provides an approach to out of equilibrium an
equilibrium thermodynamics that takes into account the
dynamical characterization of the irreversible processes
by assuming that a system evolves in time according to
a microscopic stochastic dynamics.
The elementary constituents of a system are assumed
to be acted by random forces in addition to the usual
deterministic forces. As a consequence the trajectory fol-
lowed by a particle is not in general deterministic. There
are many possible trajectories that a particle may follow
from a given point, each one with a certain probability of
occurrence. The approach we follow here uses a represen-
tation of the dynamics in terms of the probability of the
occurrence of a state at a certain instant of time, which
is assumed to be governed by an evolution equation.
The main features of the approach that we follow here
are: (1) a stochastic dynamics which is here represented
by a Fokker-Planck-Kramers equation [33–36]; (2) the
assignment of an energy function; (3) the definition of
entropy as having the same form as the Gibbs entropy;
(4) a proper definition of the rate of entropy production.
The first part of this text is dedicated to the classical
case. In the second part we extend the results obtained
in the first part to the quantum case. In particular, we
use as the evolution equation a quantum version of the
Fokker-Planck-Kramers equation. In this case, the prob-
ability density is replaced by the probability density op-
erator, usually called density matrix. In a third part we
generalize the results for the case of many degrees of free-
dom and present an example of a system that displays a
nonequilibrium stationary state with an unceasing pro-
duction of entropy.
2II. EVOLUTION EQUATION
Our object of study is a system of particles that inter-
act among themselves and may also be subject to exter-
nal forces. In addition each particle is acted by random
forces, the origin of which may be internal or external
to system. The system evolves in time according to the
Newton equation of motion. Due to random forces, the
trajectory is not uniquely defined. There are many possi-
ble trajectories starting from a given state, each one with
a certain probability.
If the system is at a given state at the initial time, one
may ask for the probability that it is at a given state at
a later time. An answer to this question is provided by
the Fokker-Planck-Kramers (FPK) equation which gives
the time evolution of the probability density ρ(x, p, t).
We will focus initially on a system with just one degree
of freedom in which case x is the position and p is the
momentum of the particle, and both quantities constitute
the state of the system. The probability that at time t
the state of the system is inside dxdp around (x, p) is
ρ(x, p, t)dxdp.
In contrast to the equilibrium statistical mechanics for
which the probability density is constant in time, here it
depends on time. If we wish that the system reaches ther-
mal equilibrium for long times, usually called thermaliza-
tion, then the solution of the evolution equation for long
times must be a Gibbs equilibrium distribution, which
is characterized by depending on (x, p) only through the
energy function associated to the system.
The FPK equation is given by
∂ρ
∂t
= − p
m
∂ρ
∂x
− ∂fρ
∂p
+
Γ
2
∂2ρ
∂p2
, (2)
where m is the mass of the particle, f is the ordinary
force acting on the particle and Γ is a constant that is
associated to the stochastic forces. The force f is under-
stood to be a sum of an internal force F c, considered to
be a conservative force, and a dissipative force D,
f = F c +D. (3)
The property of the dissipative forceD that distinguishes
it from the other forces is that it is an odd function of
the momentum.
A derivation of the FPK equation (2) can be obtained
from a Langevin equation and can be found in reference
[36]. The Langevin equation leading to (2) is the equa-
tion of motion for a particle of mass m moving along a
straight line which in addition to the ordinary force f is
also under the action of a stochastic force with zero mean
and variance proportional to Γ.
An essential property of the FPK equation, and for
that matter of any equation that governs the time evolu-
tion of a probability distribution, is that it preserves the
normalization of ρ, that is,∫
ρ(x, p, t) dxdp = 1, (4)
for any instant of time, where the integration is per-
formed on the whole space of states. If ρ is normalized
at the initial time, it remains normalized forever. The
demonstration of this fundamental property of the FPK
equation is given in the appendix A.
As F c is a conservative force, we may write F c =
−(∂H/∂x), p/m = (∂H/∂p), where
H =
p2
2m
+ V (x) (5)
is the energy function, which is the sum of the kinetic
energy and the potential energy V . The first term and
the one involving F c of the FPK equation become
− p
m
∂ρ
∂x
− ∂F
cρ
∂p
= −∂H
∂p
∂ρ
∂x
+
∂H
∂x
∂ρ
∂p
. (6)
The right-hand side of this equation is written in the
abbreviated form as
∂H
∂x
∂ρ
∂p
− ∂H
∂p
∂ρ
∂x
= {H, ρ}, (7)
which is called the Poisson brackets. Replacing this result
in the equation (2), the FPK equation acquires the form
∂ρ
∂t
= {H, ρ} − ∂J
∂p
, (8)
where
J = Dρ− Γ
2
∂ρ
∂p
. (9)
The FPK equation (2) can also be written in the form
∂ρ
∂t
= −∂Jx
∂x
− ∂Jp
∂p
, (10)
where Jx = p/m and Jp = F
cρ + J . In this form, the
FKP equation is understood as a continuity equation and
Jx and Jp are understood as the components of the prob-
ability current. This is the form that allowed us to show
the property (4), as presented in the appendix A. The
part J of the component Jp is the irreversible probabil-
ity current, which plays a fundamental role in the present
approach. We remark that without J the FPK equation
reduces to the Liouville equation of classical statistical
mechanics [37],
∂ρ
∂t
= {H, ρ}. (11)
III. THERMODYNAMIC EQUILIBRIUM
The FPK equation as it stands may or may not de-
scribe a system that for long times will be in thermo-
dynamic equilibrium. For long times the solution of the
FPK equation is its stationary solution, that is, the so-
lution obtained by setting to zero the right-hand side of
the equation, in which case J may or may not vanish.
3A system in thermodynamic equilibrium may be said
to be the one described by a Gibbs distribution. How-
ever, this is a static definition. We need here a dynamic
characterization of thermodynamic equilibrium. This is
provided by characterizing the thermodynamic equilib-
rium as the stationary state such that the irreversible
current vanishes. Therefore, the equilibrium distribution
ρe obeys the condition
Dρe − Γ
2
∂ρe
∂p
= 0, (12)
and in addition
{H, ρe} = 0. (13)
The solution of this last condition leads to the result
that ρe is a function of H , that is, ρe depends on x and p
through the energy function H(x, p). This characterizes
any Gibbs equilibrium distribution.
The condition (12) is understood as the relation be-
tween dissipation, described by D, and noise or fluctua-
tions, described by Γ. That is, in equilibrium there must
be a relation between dissipation and fluctuations. We
wish to describe a system in contact with a heat reservoir
at a temperature T , in which case the appropriate Gibbs
equilibrium distribution is [37]
ρe =
1
Z
e−βH , (14)
where β = 1/kT and k is the Boltzmann constant. Re-
placing (14) in equation (12), we find
D = −γp, (15)
where γ is the constant that connects Γ with tempera-
ture,
Γ = 2mγkT. (16)
Notice that D is the usual type of dissipation force pro-
portional to the velocity.
IV. ENERGY, HEAT AND ENTROPY
A thermodynamic system may have its energy chang-
ing in time. The energy variation is due to the exchange
of heat or work with the environment. Here we will treat
the case where the external forces are absent so that the
variation in energy is only due to the exchange of heat.
The energy U of a thermodynamic system, sometimes
called internal energy, is the average of the energy func-
tion introduced above, that is,
U =
∫
Hρdxdp, (17)
and may depend on time as ρ depends on time. The
variation of U with time is
dU
dt
=
∫
H
∂ρ
∂t
dxdp. (18)
Replacing the time derivative of ρ by using the FPK
equation in the form (8), we find
dU
dt
= −
∫
H
∂J
∂p
dxdp. (19)
The term involving the Poisson brackets, vanishes after
an integration by parts has been performed. Here and in
the following, whenever we do an integration by parts,
the integrated term is assumed to vanish. As shown in
the appendix A, this is so because we are considering
that at the limits of integration the probability density
vanishes rapidly. Performing the integral in (19) by parts,
we find
dU
dt
=
∫
J
∂H
∂p
dxdp. (20)
The right-hand side of this equation is interpreted as the
rate at which heat is introduced into the system, or the
flux of heat Φq,
Φq =
∫
J
∂H
∂p
dxdp. (21)
Thus we may write
dU
dt
= Φq, (22)
an equation that may be understood as the conservation
of energy. Notice that the flux of heat Φq involves the
irreversible part of the probability current.
From thermodynamics, we know that heat is related to
entropy through the Clausius equation dQ = TdS, valid
for systems in equilibrium, where dQ is the infinitesi-
mal heat exchanged with the system and dS is the in-
finitesimal increase of the entropy S. Clausius equation
is equivalent to the equation Φq = T (dS/dt) which could
be used to define entropy. However, this equation is of
no use here because it is valid only for system in equilib-
rium. The appropriate way to define entropy of a system
is to use the Gibbs form
S = −k
∫
ρ ln ρ dxdp, (23)
which is a generalization of the Boltzmann entropy S =
k lnW where W is the number of accessible states. Al-
though, S given by (23) is usually used for system in
equilibrium, here we are assuming that this form is also
appropriate for systems out of equilibrium.
V. ENTROPY PRODUCTION
If the probability ρ is found as a function of time by
solving the FPK equation, then S is obtained as a func-
tion of time. Deriving (23) with respect to time, we find
dS
dt
= −k
∫
∂ρ
∂t
ln ρ dxdp. (24)
4There is another part involving the time derivative of ln ρ
but it vanishes if we take into account that ρ is normal-
ized at any time, a result given by equation (4).
Replacing the time derivative of ρ in (24), by using the
FPK equation in the form (8), we find
dS
dt
= k
∫
∂J
∂p
ln ρ dxdp. (25)
Again the part involving the Poisson brackets vanishes by
an integration by parts. The entropy is not a conserved
quantity like the energy and as a consequence its varia-
tion with time is not equal to the flux of entropy. In other
terms, the right-hand side of (14) cannot be identified as
the flux of entropy. In addition to the flux of entropy,
there is another contribution related to the creation of
entropy. This contribution is the rate of how entropy is
being generated or created, which is called the rate of
entropy production, denoted by Π. Thus we variation of
the entropy of a system with time is written as
dS
dt
= Π− Φ, (26)
where Φ is the flux of entropy from the system to the
outside. The next step is to define or postulate the ex-
pression for one of the two quantities, Π or Φ. Once one
of them is given, the other is obtained by observing that
their difference should be equal to the right-hand side of
(25).
The rate of entropy production Π is a quantity that
vanishes when the thermodynamic equilibrium sets in
and gives a measure of the deviation from equilibrium.
As we have seen above, the vanishing of the irreversible
probability current J is a condition for the the thermo-
dynamic equilibrium. Since the entropy production is a
nonnegative quantity and vanishes when J vanishes, it
should be related to J2. The expression for the Π that
we are about to introduce meets this two conditions.
Let ρ0 be the probability distribution that makes the
irreversible probability current J to vanish. Writing J in
the form
J
ρ
= D − Γ
2
∂ ln ρ
∂p
, (27)
this condition is equivalent to
D =
Γ
2
∂ ln ρ0
∂p
. (28)
The probability ρ0 does not need to be necessarily the
equilibrium probability distribution ρe because we are
not requiring that {H, ρ0} vanishes as it occurs with ρe.
In analogy with the right-hand side of equation (25), we
define the rate of entropy production by
Π = k
∫
∂J
∂p
(ln ρ− ln ρ0)dxdp. (29)
If we integrate by parts and use the relation
J
ρ
=
Γ
2
∂
∂p
(ln ρ0 − ln ρ), (30)
that follows from (27) and (28), we reach the expression
Π =
2k
Γ
∫
J2
ρ
dxdp. (31)
We see that the rate of entropy production is the integral
of an expression proportional to J2, as desired. It is
nonnegative and vanishes in equilibrium, when J = 0,
that is,
Π ≥ 0, (32)
which is a brief statement of the second law of thermo-
dynamics.
The flux of entropy Φ is obtained from dS/dt = Π−Φ
by using the expressions (25) and (29),
Φ = −k
∫
∂J
∂p
ln ρ0 dxdp. (33)
Performing an integration by parts and using (28), we
find
Φ =
2k
Γ
∫
JDdxdp. (34)
The flux of entropy can also be written as
Φ =
2k
Γ
〈D2〉+ k〈∂D
∂p
〉, (35)
after the replacement of J , given by (8) in (34) and per-
forming an integration by parts in the second term. This
is an interesting form for the flux of entropy because it
can be understood as an average over the probability dis-
tribution ρ, which is not the case of the rate of entropy
production.
From the expressions for the flux of entropy Φ and the
rate of entropy production Π, we draw an important con-
clusion concerning the Liouville equation (11). Since this
equation can be understood a the FPK equation without
the irreversible probability current J , and since Φ and
Π vanishes if J = 0, it follows that the Liouville equa-
tion predicts no entropy production nor flux of entropy,
and the entropy S is constant in time. If the Liouville
equation is employed to describe a closed system that ap-
proaches equilibrium, but initially is out or equilibrium,
then this prediction of the Liouville equation is in contra-
diction with thermodynamics which predicts an increase
of entropy with time.
Let us consider in the following that D and Γ are re-
lated by (12) where ρe is the canonical Gibbs distribu-
tion (14) so that the FPK equation describes a system
in contact with a thermal reservoir and at equilibrium.
Replacing the results (15) and (16) in (9), the expression
for the irreversible probability current becomes
J = −γ
(
pρ+mkT
∂ρ
∂p
)
. (36)
5Replacing the expression for D given by (12) in the equa-
tion (34), we find
Φ = k
∫
J
∂ ln ρe
∂p
dxdp = − 1
T
∫
J
∂H
∂p
dxdp. (37)
Comparing with (21), we see that the entropy flux and
the heat flux are related by
Φ = − 1
T
Φq. (38)
Using equations (22) and (26) we get the following rela-
tion
dU
dt
− T dS
dt
= −TΠ, (39)
valid at any time. Near equilibrium, Π vanishes faster
then the other two time derivatives and
dU
dt
= T
dS
dt
, (40)
or dU = TdS which is the Clausius relation, valid at
thermodynamic equilibrium. We remark that T here is
the temperature of the heat reservoir. The temperature
of the system is (∂U/∂S) = T ∗ if U could be written as
a function of S. In out of equilibrium, when Π 6= 0, this
is not possible, but in equilibrium, in view of the relation
dU = TdS, then U becomes a function of S. The relation
dU = TdS is translated into T = (∂U/∂S), which implies
T = T ∗, and T becomes also the temperature of the
system.
It is worth mentioning that the variation in time of the
free energy F , defined by F = U − TS, at T constant, is
dF
dt
= −TΠ. (41)
which follows form (39). Since Π ≥ 0, then dF/dt ≤ 0
and F decreases monotonically towards its equilibrium
value. This inequality can also be viewed as the H theo-
rem of Boltzmann. Defining the Boltzmann H by
H =
∫
ρ ln
ρ
ρe
dxdp, (42)
we see that it is equal to −βF plus a constant. Then, it
follows from dF/dt ≤ 0 that dH/dt ≥ 0, which is the H
theorem of Boltzmann.
VI. WORK
The specific systems that we have consider so far are
those that exchange only heat with the environment and
are described by the FPK equation (8). Now we wish to
consider the case where the systems are also subject to
external forces. The appropriate way to treat this case
is to add to the ordinary force appearing in the FPK
equation (2) an external force F e, so that f now reads
f = F c + F e +D. (43)
Repeating the reasoning leading to (8) from (2), we reach
the evolution equation
∂ρ
∂t
= {H, ρ} − ∂F
eρ
∂p
− ∂J
∂p
, (44)
where J is the irreversible probability current, given by
(36), which is the one appropriate for the contact with a
heat reservoir at a temperature T .
Due to the presence of the external force, the variation
in time of the energy has another contribution in addition
to the flux of heat,
dU
dt
= Φq − Φw, (45)
where Φq is the heat flux into the system and Φw is the
work performed by the system per unit time against the
the external forces, or power.
To determine the variation of energy with time, we
proceed in the same way as we did to derive (22) from
the evolution equation (2), but now we use the evolution
equation (44). The result is the equation (45) where Φq
is the expression (21) and the power Φw is
Φw = −
∫
F eρ
∂H
∂p
dxdp. (46)
The equation (25) for the variation of entropy with
time remains unchanged by the addition of the external
force. To see this we replace the expression (44) into (24).
The term involving the Poisson brackets vanishes as we
have already seen. The term involving the external force
is
k
∫
∂F eρ
∂p
ln ρdxdp = −k
∫
F e
∂ρ
∂p
dxdp, (47)
where we have performed an integration by parts. But
this integral also vanishes if we assume that F e does not
depend on p.
The rate of entropy production is defined by (31), and
considering that the expression for dS/dT remains un-
changed, as we have just seen, so does the expression (35)
for the entropy flux. As these relations are not modified
by the presence of the external force, then the relation
Φ = −Φq/T , as expressed by equation (38), between the
entropy flux and the heat flux, valid for a system is in
contact we a heat reservoir at a temperature T , also re-
mains unchanged.
Taking into account that dS/dt = Π − Φ and that
dU/dt = Φq − Φw, we reach the following relation
dU
dt
− T dS
dt
= −Φw − TΠ. (48)
Considering a process in which T is constant, then the
left hand side is dF/dt where F = U − TS is the free
energy, that is,
dF
dt
= −Φw − TΠ. (49)
6Integrating in time, between t1 and t2, we find
∆F = −W − T
∫ t2
t1
Πdt. (50)
where W is the work performed by the external force,
W =
∫ t2
t1
Φw dt, (51)
which is the time integration of the power Φw. Since
Π ≥ 0, it follows that
∆F ≤ −W, (52)
that is, the variation of the free energy is smaller than
the work done on the system. The equality holds in an
equilibrium process, when Π = 0.
The following remark is in order. When the system
is in contact with a heat reservoir at a certain temper-
ature T , it does not mean that T is the temperature of
the system, as we have pointed out in the remark just
below equation (40). If the rate of entropy production is
nonzero, no temperature could be assigned to the system
and F = U −TS could not be, strictly speaking, the free
energy of the system although U and S are the energy
and entropy of the system. But we may suppose that for
t ≤ t1 and t ≥ t2, the system is in equilibrium, in which
case Π is nonzero only for t1 < t < t2. Within this sce-
nario, T can be considered the temperature of the system
at time t1 and at time t2, and F at these two instants
of time will be the free energy of the system, and the
relation ∆F in (50) will represent the difference in the
free energies of the system.
The derivations that we have just carried out, such as
that of the inequality (52), made no restriction on the
type of external force. It could be a nonconserved force
or a time dependent force. This latter type of external
force happens, for instance, when the system is driven at
our will.
VII. HARMONIC OSCILLATOR
Let us apply the results we have found so far to the
case of a harmonic oscillator for which F c = −Kx and
H =
p2
2m
+
1
2
Kx2. (53)
It is in contact with a heat reservoir at a temperature T
so that the FPK equation is
∂ρ
∂t
= − p
m
∂ρ
∂x
+Kx
∂ρ
∂p
+ γ
∂pρ
∂p
+
mγ
β
∂2ρ
∂p2
. (54)
The FPK equation can be solved exactly by assuming
the following Gaussian form for the probability distribu-
tion
ρ =
1
Z
e−(ax
2+bp2+2cxp)/2, (55)
where the parameters a, b, c depend on time and
Z =
2π√
ab− c2 . (56)
The solution is given in the appendix B, where we find
the parameters a, b, and c as functions of time.
From the probability distribution (55), we determine
the covariances,
〈x2〉 = b
ab− c2 , (57)
〈p2〉 = a
ab− c2 , (58)
〈xp〉 = −c
ab− c2 , (59)
and other properties. The energy is
U =
1
2m
〈p2〉+ K
2
〈x2〉, (60)
and the entropy is found by using its definition and is
S = k + ln 2π − 1
2
ln(ab − c2). (61)
To determine dS/dt, Π and Φ, we need to find J , which
is defined by (36). In the present case it reads
J =
mγ
β
(cx+ bp− β
m
p)ρ. (62)
From J we find
dS
dt
=
kmγ
β
b− kγ, (63)
Φ =
kβγ
m
〈p2〉 − kγ, (64)
Π =
kβγ
m
〈p2〉+ kmγ
β
b− 2kγ, (65)
and it becomes clear that dS/dt = Π− Φ.
From the asymptotic values of the parameter a, b, and
c, given in the appendix B, which are a = Kβ, b = β/m,
and c = 0, we find the equilibrium values of the various
quantities which are 〈xp〉 = 0,
1
2m
〈p2〉 = 1
2
K〈x2〉 = 1
2β
=
1
2
kT, (66)
U =
1
β
= kT, (67)
S = k + ln 2π − 1
2
ln
Kβ2
m
, (68)
7dS/dt = 0, Φ = 0, and Π = 0. As the parameters a, b,
and c decay exponentially to their asymptotic values, so
do the properties obtained above.
We remark that the probability distribution ap-
proaches the equilibrium probability distribution
ρe =
1
Z
e−βH , (69)
whereH is the energy function (53), and the system ther-
malizes properly.
VIII. QUANTUM EVOLUTION EQUATION
To extend the stochastic approach developed above to
the quantum case we need to provide a quantum version
of the evolution equation. One way of setting up the
quantum version is to use a procedure known as canon-
ical quantization, which amounts to replace the Poisson
brackets of classical mechanics by a quantum commuta-
tor. For the case of just one degree of freedom that we
are considering here, the Poisson brackets between A and
B are given by
{A,B} = ∂A
∂x
∂B
∂p
− ∂B
∂x
∂A
∂p
. (70)
The canonical quantization is obtained by performing the
replacement
{A,B} → 1
ih¯
[Aˆ, Bˆ], (71)
where h¯ is the Planck constant and the quantities Aˆ and
Bˆ on the right are understood as quantum operators, and
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ.
From the quantization rule above, we obtain two useful
rules. The first is obtained by setting A = x in the
Poisson brackets, which gives
{x,B} = ∂B
∂p
. (72)
Using the quantization rule, we obtain
∂B
∂p
→ 1
ih¯
[xˆ, Bˆ]. (73)
In an analogous way, if we set B = p, we find
{A, p} = ∂A
∂x
, (74)
and using the quantization rule, we obtain
∂A
∂x
→ 1
ih¯
[Aˆ, pˆ]. (75)
We remark that xˆ and pˆ on the right-hand sides of (73)
and (75) are quantum operators representing the posi-
tion and the momentum of a particle, and we recall that
according to quantum mechanics [xˆ, pˆ] = ih¯.
The last two rules are useful in the transformation of
a differential equation such as the FPK equation into a
quantum equation. It should be remarked however that
the equation obtained by this procedure is not a math-
ematical derivation of the quantum equation from the
classical equation. In fact, the opposite is true. From the
quantum equation one reaches the classical equation by
taking the classical limit. Thus, the quantization rules
should be used as a guide to find a quantum equation
which at the end should be introduced as a postulate.
It is usual to use the hat symbol to denote a quantum
operator as we have done above. But from now on we
will drop the hat symbol and denote an operator by a
letter without the hat. Thus the position and momentum
operator, for instance, will be denoted by x and p.
Let us consider the FPK equation in the form (8). Ac-
cording to the quantization rules, the quantum evolution
equation is
∂ρ
∂t
=
1
ih¯
[H, ρ]− 1
ih¯
[x, J ], (76)
where now, ρ,H , and J are quantum operators. Since the
quantum operators can be represented by matrices most
properties of quantum operators are better understood
if stated in terms of matrices. For instance the density
operator ρ, which is the quantum version of the proba-
bility density distribution, holds the following property:
its diagonal elements are nonnegative and the sum of the
diagonal elements, its trace, equals the unity,
Trρ = 1. (77)
The operator H is the quantum energy function, or the
Hamiltonian, given by
H =
1
m
p2 + V, (78)
where V is a function of x. We remark that without J
the equation reduces to the quantum Liouville equation
of quantum statistical mechanics.
The property (77) is the analogue of the normalization
of the probability density that we used before and thus it
should be preserved in time. To see that this is the case
let us take the trace of the right-hand side of equation
(76). There are two terms to be considered and both
vanish because each one is the trace of a commutator,
and the trace of a commutator vanishes. Therefore, the
left hand side, which is the time derivative of the trace
of ρ, vanishes and ρ should be constant in time.
The trace of a commutator vanishes because Tr(AB) =
Tr(BA). This is a particular case of the cyclic property
of the trace Tr(ABC) = Tr(BCA). This cyclic property
allows us to write the following property
Tr([A,B]C) = Tr(A[B,C]), (79)
that we will employ further on.
8IX. ENERGY AND ENTROPY
The average U = 〈H〉 of the energy function H with
respect to the density operator ρ is given by
U = Tr(Hρ), (80)
and is the quantum analog of the integral in (17). Deriv-
ing it with respect to time,
dU
dt
= Tr
(
H
∂ρ
∂t
)
, (81)
and using the evolution equation (76), we find
dU
dt
= − 1
ih¯
Tr(H [x, J ]), (82)
where the term involving the commutator [H, ρ] vanishes
owing to the property (79). Using again this same prop-
erty we get
dU
dt
=
1
ih¯
Tr([x,H ]J). (83)
The right-hand side is interpreted as the heat flux into
the system
Φq =
1
ih¯
Tr([x,H ]J), (84)
and
dU
dt
= Φq. (85)
The definition of entropy for the quantum case is that
introduced by von Neumman,
S = −kTr(ρ ln ρ), (86)
and corresponds to the extension of the Gibbs entropy to
the quantum case. Deriving this equation with respect
to time we find
dS
dt
= −kTr
(
∂ρ
∂t
ln ρ
)
, (87)
where the term involving the derivative of ln ρ vanishes
in view of the normalization property (77). Using the
evolution equation, we find
dS
dt
=
k
ih¯
Tr([x, J ] ln ρ), (88)
where again the term involving the commutator [H, ρ]
vanishes owing to the property (79).
X. RATE OF ENTROPY PRODUCTION
The right-hand side of the equation (88) is not equal
to to the flux of entropy because the entropy is not a
conserved quantity. There is another source of entropy
which comes from dissipation inside the system. Thus as
before the time variation of the entropy has two term,
dS
dt
= Π− Φ, (89)
where Π is the rate of entropy production and Φ is the
flux of entropy from the system to the outside.
Guided by the classical version, the production of en-
tropy is defined as follows. The quantum irreversible
current J has not been defined yet but it is expressed
in terms of the density operator, that is, J(ρ). Let us de-
note by ρ0 the quantity such that J(ρ0) = 0. If the com-
mutator of ρ0 with H also vanishes then ρ0 is identified
as the density at thermodynamic equilibrium. However,
here we do not demand that this commutator vanishes.
The rate of entropy production is defined as
Π =
k
ih¯
Tr{[x, J ](ln ρ− ln ρ0}, (90)
and it becomes clear that Π vanishes whenever J van-
ishes. Taking into account (88) and (89), the expression
for the flux of entropy Φ is
Φ = − k
ih¯
Tr{[x, J ] ln ρ0}. (91)
Let us assume that the irreversible current J , which
has not yet been specified, is so defined that the evolution
equation describes a system in contact with a heat reser-
voir at temperature T . In thermodynamic equilibrium J
vanishes and ρ0 should be identified as corresponding to
the Gibbs canonical distribution which in the quantum
case reads
ρ0 =
1
Z
e−βH , (92)
where
Z = Tr(e−βH). (93)
Replacing ρ0 in the expressions for Π and Φ, we find
Π =
k
ih¯
Tr{[x, J ](ln ρ+ βH}, (94)
Φ =
kβ
ih¯
Tr([x, J ]H). (95)
Now let us compare equations (95) and (84). We see
that Φ and Φq are related by
Φ = − 1
T
Φq, (96)
which is the thermodynamic relation that should exist
between the flux of entropy Φ and the heat flux Φq when
a system is in contact with a heat reservoir at a temper-
ature T . Other thermodynamic relations that we have
obtained for the classical case, such those given by equa-
tions (39) and (40), can also be shown to be valid in the
quantum case.
9XI. IRREVERSIBLE CURRENT
The quantum irreversible current J has not yet been
specified. Here we will choose it by applying the rules
of the canonical quantization to the expression (9). The
form chosen for the irreversible current is
J =
1
2
(D†ρ+ ρD)− Γ
2
1
ih¯
[x, ρ], (97)
where D is a quantum operator representing the dissipa-
tive force and Γ is a real constant as in the classical case.
Notice that we have written a symmetrized form for the
product of the dissipative force and the density operator.
In one of the products, we have used the Hermitian con-
jugate of D, denoted D†, so that the whole expression is
Hermitian.
The matrix A† that represents the Hermitian conju-
gate of an operator is obtained from the matrix A that
represent the operator by transposing the elements of
the matrix and taking the complex conjugate of each ele-
ment. If Aij and (A
†)ij represent an element of these two
matrices then (A†)ij = (Aji)
∗. A Hermitian operator is
the operator which is equal to its Hermitian conjugate.
An important property of such an operator is that its
eigenvalue are real.
If we wish to describe a system that at long times
reaches the thermodynamic equilibrium then D and Γ
should have a relation such that J vanishes when ρ is the
equilibrium density operator ρe. Imposing the vanish of
J when ρ is replaced by ρe we find the condition
1
2
(D†ρe + ρeD) =
Γ
2
1
ih¯
[x, ρe]. (98)
The solution for D is
D =
Γ
2
1
ih¯
ρ−1e [x, ρe] =
Γ
2
1
ih¯
(ρ−1e xρe − x), (99)
which is understood as the relation between dissipation,
described by D, and noise or fluctuations, described by
Γ. In equilibrium there must be a relation between dis-
sipation and fluctuations.
That (99) is a solution can be verified by substitution
and using the property that the Hermitian conjugate of a
product of two operators equals the product of the conju-
gate of each operator in the inverse order. In the present
case, (ρeD)
† = D†ρe because ρe is Hermitian.
Next we seek for J that could describe the contact of
the system with a heat reservoir. In this case
ρe =
1
Z
e−βH , (100)
which replace in (99) gives
D =
Γ
2
1
ih¯
(eβHxe−βH − x). (101)
This form of dissipation is certainly not the form of the
classical dissipation found above which is proportional to
the momentum. However, at high temperatures this is
the case. If we expand the terms between parentheses in
the right-hand side of (101) up to terms of order β, we
find D = −γp where γ = Γβ/2m, or
Γ =
2γm
β
. (102)
For an arbitrary temperature, the dissipation, according
to the present approach, is not proportional to the mo-
mentum and is given by (101), which we write, by using
(102), as
D = −γg, (103)
where
g = − m
ih¯β
(eβHxe−βH − x). (104)
Replacing the irreversible current (97) into the evolu-
tion equation (76) we may write it in the more explicit
form
∂ρ
∂t
=
1
ih¯
[H, ρ] +
γ
2ih¯
[x, g†ρ+ ρg]− γm
βh¯2
[x, [x, ρ]], (105)
which we call the quantum FPK equation.
XII. QUANTUM HARMONIC OSCILLATOR
For a quantum Harmonic oscillator the energy function
is
H =
1
2m
p2 +
1
2
mω2x2, (106)
where ω is the frequency of oscillations. To find the so-
lution of the quantum FPK equation from which we may
determine the thermodynamic properties it is necessary
to know the explicit expression of the dissipation force
D = −γg, that is, we need to know g as a function of
x and p. For the harmonic oscillator we show in the
appendix C that
g = ap+ ibx, (107)
where a and b are real numbers given by
a =
1
βh¯ω
sinhβh¯ω, b =
m
βh¯
(coshβh¯ω − 1). (108)
A solution of the quantum FPK equation (105) can be
obtained by a method similar to that used in the classical
case, which is to assume a solution of the form
ρ =
1
Z
e−(ax
2+bp2+cxp+cpx)/2, (109)
where a, b, and c are real constant that depends on time.
Here we will limit ourselves to write down the equations
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for the covariances and determine their asymptotic val-
ues, which are the values at thermodynamic equilibrium.
The time dependent solution can be found in the refer-
ence [30]. Multiplying the quantum FPK equation suc-
cessively by x2, p2, and xp, and taking the trace, we
obtain the following equations for the covariances
d
dt
〈p2〉 = −mω2(〈px〉 + 〈xp〉) + h¯bγ − 2aγ〈p2〉+ 2γm
β
,
(110)
d
dt
〈x2〉 = 1
m
(〈px〉+ 〈xp〉), (111)
d
dt
〈xp〉 = 1
m
〈p2〉 −mω2〈x2〉 − aγ
2
(〈px〉 + 〈xp〉). (112)
The equation for 〈px〉 is not needed because 〈xp〉−〈px〉 =
ih¯.
At the stationary state, which is a state of thermody-
namic equilibrium we find
〈xp〉 = −〈xp〉 = ih¯
2
, (113)
1
2m
〈p2〉 = 1
2
mω2〈x2〉 = 1
2
h¯ω
(
1
eβh¯ω − 1 +
1
2
)
. (114)
From these results one reaches the expected expression
for the average energy of a quantum oscillator,
〈H〉 = h¯ω
(
1
eβh¯ω − 1 +
1
2
)
. (115)
We remark that the probability distribution ap-
proaches the equilibrium probability distribution
ρe =
1
Z
e−βH , (116)
where H is the quantum energy function (106), and the
system thermalizes properly.
XIII. MULTIPLE DEGREES OF FREEDOM
Up to this point, we have considered systems with just
one degree of freedom. Here we wish to consider the case
of a system with multiple degrees of freedom. The deriva-
tions of the results for the present case parallel those ob-
tained for one degree of freedom and will not be shown
in full detail. We restrict ourselves to the classical case
but the quantum case can be obtained in a way similar
to the case of one degree of freedom and can be found in
reference [30].
An appropriate treatment of a system with many de-
grees of freedom begins with the generalization of the
FKP equation (44) for this case. As we have seen, this
equation describes a system in contact with a heat reser-
voir and is subject to an external force. The generaliza-
tion that we give below is the one appropriate to describe
a system in contact with multiple reservoirs at distinct
temperatures and subject to several forces. We denote
by xi a Cartesian component of the position and by pi
the respective component of the momentum related to a
certain degree of freedom. The energy function is a sum
of kinetic energy and a potential energy,
H =
∑
i
p2i
2m
+ V. (117)
The FPK equation, which governs the time evolution of
the probability density ρ, now reads
∂ρ
∂t
= {H, ρ} −
∑
i
∂F ei ρ
∂pi
−
∑
i
∂Ji
∂pi
, (118)
where F ei are the Cartesian components of the external
force, which may be nonconservative and time dependent,
and
Ji = Diρ− Γi
2
∂ρ
∂pi
(119)
are the components of the dissipative probability current.
We choose the dissipation forceDi to be of the usual form
Di = −γpi and Γi = 2mkTi so that we may interpret
the FPK equation of describing a system in contact with
several heat reservoirs at temperatures Ti. Therefore,
Ji = −γ
(
piρ+mkTi
∂ρ
∂pi
)
(120)
In the absence of external forces and if all heat baths
have the same temperature Ti = T , then the stationary
state is a state of thermodynamic equilibrium because in
this case Ji vanishes for all i. Indeed, if we replace the
Gibbs probability distribution
ρe =
1
Z
e−βH (121)
where β = 1/kT , in the expression for Ji we see that
it vanishes. We remark that the Poisson brackets also
vanish.
The time variation of the energy U = 〈H〉 has the same
form of equation (45),
dU
dt
= Φq − Φw, (122)
but now Φq is a sum of the heat fluxes coming from each
reservoir, that is,
Φq =
∑
i
Φqi, (123)
where each heat flux has the form (21), with J replaced
by Ji,
Φqi =
∫
Ji
∂H
∂pi
dxdp. (124)
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Using the relation ∂H/∂pi = pi/m and performing an
integration by parts, the heat flux can be written as
Φqi = −γ
(
1
m
〈p2i 〉 − kTi
)
. (125)
It becomes clear that if kTi/2 is larger than the average
kinetic energy 〈p2i 〉/2m then Φqi > 0, and heat flows into
the system, otherwise, heat flows from the system to the
heat reservoir.
The expression for the power Φw is similar to that of
equation (46) but now there is a sum over all components
of the force
Φw = −
∑
i
∫
F ei ρ
∂H
∂pi
dxdp. (126)
Using again the relation ∂H/∂pi = pi/m and performing
an integration by parts, the power can be written as
Φw = − 1
m
∑
i
〈F ei pi〉. (127)
It is useful to understand that the forces F ei are being
acted by an external agent which is a power device. The
role played by the power device in relation to the transfer
of mechanical work is analogous to the role played by the
heat reservoir in relation to the transfer of heat. We
see from (127) that the power has the usual form of a
force multiplied by the velocity. If F ei and pi have the
same sign, work is performed by the power device onto
the system, otherwise, the system performs work on the
power device.
The heat flux and the power in (122) might be un-
derstood as functions of the time so that we may write
Φq = dQ/dt and Φw = dW/dt in which case equation
(122) reduces to the form
dU = dQ− dW, (128)
which is the usual way of writing the conservation of
energy. However, it should be remarked that both dQ
and dW are not in general exact differential, although
dU is. The concepts of exact and inexact differentials
are commented in the appendix D.
The variation of entropy with time is
dS
dt
= Π− Φ, (129)
where the rate of entropy production Π and the entropy
flux Φ are generalization of the equations (31) and (35)
for the present case,
Π =
1
mγ
∑
i
1
Ti
∫
J2i
ρ
dξ, (130)
where the integration extends over the space of states,
and
Φ =
∑
i
γ
Ti
(
1
m
〈p2i 〉 − kTi
)
. (131)
In view of the equation (125), we see that the flux of
entropy is related to the heat fluxes by
Φ = −
∑
i
Φqi
Ti
. (132)
Using this relation, we may derive again all the results
involving the free energy obtained in section VI, including
the inequality 52.
XIV. NONEQUILIBRIUM STEADY STATE
Here we wish to show by an example that the present
approach is indeed capable of describing systems display-
ing nonequilibrium steady states. That is, for long times
the systems reaches a stationary state in which the irre-
versible currents are nonzero and entropy is permanently
being created. One way of setting a system in a nonequi-
librium steady state is to place the system in contact
with heat reservoirs with different temperatures. An-
other possibility is to place the system under the action
of a power device. The two possibilities are embodied in
the development made in the previous section.
We examine a system with two degrees of freedom. The
potential energy is harmonic and the energy function is
H =
1
2m
(p21 + p
2
2) +
1
2
K(x21 + x
2
2)− Lx1x2, (133)
so that the conservative forces are linear, F1 = −Kx1 +
Lx2 and F2 = −Kx2+Lx1. In addition to the conserva-
tive forces, the system is under the action of a noncon-
servative external force given by
F e1 = −cx2, F e2 = cx1. (134)
According to equation (127),
Φw =
c
m
〈x2p1〉 − c
m
〈x1p2〉, (135)
which is minus the power performed by the power device.
Each degree of freedom is understood as being coupled
to one of the two heat reservoirs at the temperatures T1
and T2. The fluxes of heat associated to each reservoir
are given by (125) and are
Φq1 = − γ
m
(〈p21〉 −mkT1), (136)
Φq2 = − γ
m
(〈p22〉 −mkT2). (137)
From the two heat fluxes we determine the entropy flux
by means of the relation (132)
Φ = −Φq1
T1
− Φq2
T2
. (138)
From now on we wish to determine the above quantities
in the steady state. In the steady state Π = Φ and in
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view of the relation (138), it suffices to determine the heat
fluxes Φqi and the power Φw. To find these quantities we
need the covariances 〈xipj〉 and 〈p2i 〉 at the steady state.
Therefore, we should solve the FPK equation (118), with
the energy function H given by (133) and external forces
given by (134).
In view of the fact that the forces, conservative and
nonconservative, are linear, it is possible to solve the
FPK equation exactly. The solution is carried out in
the appendix E where the covariances at the stationary
state are determined. Replacing the covariances in the
expressions (135), (136), and (137), we find
Φw = −2c
m
C, (139)
Φq1 = −c− L
m
C, Φq2 = −c+ L
m
C, (140)
where
C = C0(L∆T + 2cT ), (141)
T = (T1 + T2)/2, ∆T = T1 − T2, and
C0 = mγk
2(mγ2K + L2 − c2) . (142)
The range of values of c are such that the denominator
be positive.
In the steady state the production of entropy equals
the entropy flux which, from (138) is given by
Π = Φ =
C0
T1T2m
(2cT + L∆T )2 (143)
which is clearly nonnegative.
Let us analyze the results we have just found for L > 0.
The various possibilities for the heat fluxes and power are
shown in table I. In all cases where c 6= 0, except one,
energy is being dissipated, that is, work is performed onto
the system (Φw < 0) which in turn releases it in the form
of heat to one or to both heat reservoirs. The exception
is the case in which the system perform works (Φw >
0) in which case heat flows from the hotter reservoir to
the colder reservoir through the system, and the whole
system functions as a heat engine.
XV. PATH INTEGRAL
The approach to the stochastic thermodynamics that
we have developed here is based on the FPK equation
which is understood as an equation that governs the time
evolution of the probability distribution ρ. The solution
of the evolution equation gives ρ at any instant of time.
For convenience here we denote a state by ξ which is
understood as the collection of positions and momenta
of the particles of the system.
TABLE I: Heat fluxes and power for the case of the system
defined by the energy function (133) and by the external force
(134), where ∆T = T1 − T2. The convention for the fluxes
are: if Φq1 is positive, heat flows from the reservoir 1 to the
system, if Φq2 is positive, heat flows from the reservoir 2 to
the system, if Φw is positive, the system performs work on
to the external device. Notice that Φw = Φq1 + Φq2. We are
considering here L > 0 and |c| < L, and that T1 ≥ T2.
∆T c C Φw Φq1 Φq2
0 + + - + -
0 - - - - +
+ 0 + 0 + -
+ + + - + -
+ - + + + -
+ - - - - +
If we solve the FPK equation considering that at the
initial time t0 it was in a certain state ξ0, then ρ(ξ, t) is
understood as the conditional probability of finding the
system in state ξ at time t, given that it was in the state
ξ0 at time t0, and we denote it by P (ξ, t|ξ0, t0).
Let us consider now a discretized trajectory, that is, a
trajectory for which the system is at state ξ0 at an initial
time t0, in ξ1 at time t1, in ξ2 at time t2, ..., and in ξn
at the final time tn. The probability of the occurrence of
this discretized trajectory is a successive product of
P (ξℓ, tℓ|ξℓ−1, tℓ−1), (144)
from ℓ = 1 until ℓ = n, multiplied by the probability
P (ξ0, t0). Omitting the reference to the instants of time,
the trajectory probability is
P (ξn|ξn−1) . . . P (ξ2|ξ1)P (ξ1|ξ0)P (ξ0). (145)
From now on we consider that the time intervals between
two successive instants of time are the same and equal to
τ . It is understood that τ is small enough so that the
trajectory approaches a continuous trajectory.
Generally speaking the probability of a trajectory is a
joint probability, which we denote by
P (ξn, ξn−1, . . . , ξ2, ξ1, ξ0). (146)
The identification of (146) with (145) defines a type of
stochastic dynamics associated with the name of Markov
and the approach we are using here, with the FKP
equation as the evolution equation, is thus a Markovian
stochastic dynamics.
The probability distribution (146) is a joint probability
distribution. If we integrate in all variables except one
one them, we find the probability of this variable. For
instance, if we integrate in ξ0, ξ1, . . . , ξn−1, we find the
probability of ξn = ξ at time tn = t, which is ρ(ξ, t), that
is,
ρ(ξ) =
∫
...
∫
P (ξ, ξn−1, ..., ξ0)dξn−1...dξ0. (147)
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In which circumstance should we use the path prob-
ability (146)? If we wish to find the average U of the
energy function H(ξ) at time t, for instance, it suffices
to use the probability distribution ρ(ξ, t). However, if
we wish to find the average of the mechanical work, we
should use the path probability because the work is a
path integral.
Let L be the work along a certain trajectory of the
force with components fi,
L =
∑
i
∫
path
fidxi (148)
where the index ’path’ serves to remember that the in-
tegral is an integral along a certain trajectory. In a dis-
cretized form, the path integral is written the sum∫
path
fidxi = f
0
i a
0
i + f
1
i a
1
i + . . .+ f
n
i a
n
i , (149)
where f ℓi is the value of fi at the ℓ-th step, and a
ℓ
i is
the increment in xi at the ℓ-th step. In this discretized
form we see clearly that the path integral depends on
ξ0, ξ1, . . . , ξn, and to find its average we should use the
path probability (146). This amounts to multiply the
right-hand side of (149) by the right-hand side of (146)
and integrate in all variables, ξ0, ξ1, . . . , ξn. The result
of this procedure is indicated by an index ’path’ in the
signs of the average. Therefore, the average of L which
we call W is written as
W = 〈L〉path (150)
Although we call work both L and W , it should be un-
derstood that L is the actual work and W its average.
The path integral (148) can be written as a time inte-
gral of the power as is well known. A trajectory may be
defined parametrically by given ξi, and thus xi and pi, as
functions of this parameter which we take to be the time
t. In terms of this parameter, the integral (148) becomes
a time integral,
L =
∑
i
∫ t2
t1
fi
pi
m
dt (151)
where we have replaced dxi/dt by the velocity pi/m. This
expression is written as
L =
∫ t2
t1
φdt (152)
where φ is the power at time t, and given by
φ =
∑
i
fi
pi
m
(153)
Taking the average of the expression (152) we find
〈L〉path =
∫ t2
t1
〈φ〉dt (154)
where in the right-hand side the average is the usual av-
erage taken by the use of the probability density ρ(ξ, t)
at time t because φ depends only on ξ at time t. Thus
the average over a path integral is transformed into an
average over the ordinary probability density. The inte-
grand on the right-hand side of (154) is understood as
the average power,
Φw = 〈φ〉 =
∫ ∑
i
fi
pi
m
ρdξ (155)
which coincides with the power of the external force given
by the equivalent forms (127) or (126), if we recall that
fi = −F ei . Since W is the average of L, we may write
W =
∫ t2
t1
Φwdt (156)
The result (156) or its equivalent form (154) where L
and φ are given by (148) and (153), respectively, can im-
mediately be generalized by replacing fi(ξ) by any other
function of ξ. Let us suppose that it is replaced by Ji/ρ
where Ji is the irreversible current given by (119)
Ji = Diρ− Γi
2
∂ρ
∂pi
(157)
The path integral of this quantity is
Ψ =
∑
i
∫
path
Ji
ρ
dxi (158)
and the associated flux according to the result above is
Φq =
1
m
∑
i
〈1
ρ
Jipi〉 = 1
m
∑
i
∫
Jipidξ (159)
which is the heat flux as given by (124). The quantity
Q =
∫ t2
t1
Φqdt (160)
is thus the heat exchanged between the two instants of
time, and according to the results above may be written
as the path average
Q = 〈Ψ〉path. (161)
Let us consider that a system in contact with a heat
bath at a temperature T is acted by external forces dur-
ing a certain interval of time. The following equality
relating the free energy to the work performed by the
system during this interval of time has been shown to be
valid [6],
e−β∆F = 〈e−βL〉path. (162)
Therefore, if the right-hand side of equation (162) is
measured, we may obtain ∆F . Using the inequality
〈eη〉 ≥ e〈η〉, valid for any random variable η, we find
∆F ≤ −〈L〉path = −W, (163)
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which should be compared with the equation (52).
Before we end this section it is appropriate to place a
discussion on the experimental measurement of the sev-
eral quantities presented in the theory. The quantities
that are mensurable are those that we call state func-
tions, that is, quantities that are functions of the random
variables, in the present case the positions and momenta,
and themselves random variables. A experimental result
obtained for a state function E, be it the value of one
trial or the arithmetic average of several trials, should
be compared with the average predicted by the theory
which is written as
〈E〉 =
∫
E(ξ)ρ(ξ)dξ (164)
such as the energy, or as a path average as is the case of
the mechanical work.
Let us consider the case of the entropy which is
S = −k
∫
ρ(ξ) ln ρ(ξ)dξ (165)
which sometimes is written as
S = 〈−k ln ρ〉 (166)
Although one may write in this form, this expression is
merely an abbreviation of the expression on the right-
hand side of (165) and cannot be understood as the av-
erage of a state function merely because −k ln ρ is not a
state function. Although, sometimes −k ln ρ is called an
instantaneous entropy, it is not a mensurable quantity.
This point can be better understood if we try to calcu-
late the entropy from a Monte Carlo simulation. One
immediately realizes that it is impossible to determine
ln ρ along a Monte Carlo run and an alternative should
be used.
The observation made above with respect to the aver-
age (166) is extended to the average in (161) because Ji/ρ
is not a state function and it is not a mensurable quan-
tity. This is paradoxical because no one denies that heat
Q is mensurable. However, a moment of reflection will
reveal that heat is measured through the work dissipated
and not as the quantity Ψ above.
XVI. DISCUSSION AND CONCLUSION
We have developed an approach to the stochastic ther-
modynamics based on the use of the FPK equation,
which governs the time evolution of the probability dis-
tribution. The main feature of the approach in addition
to the evolution equation is the assignment of an energy
function, the definition of entropy and the introduction of
an expression for the rate of production of entropy. Ac-
cording to the approach, these quantities are well defined
quantities in equilibrium or out of equilibrium. This is in
contrast to other quantities of thermodynamics such as
the temperature, which is defined only when the system
is in thermodynamic equilibrium.
The evolution equation contains the mechanism of dis-
sipation and stochastic fluctuation or noise which leads
the system toward equilibrium, if an appropriate relation
exists between dissipation and noise. The mechanism
is included in the irreversible current by the term con-
taining the dissipative force and the term containing the
quantity Γ, which is a measure of the noise. If the ther-
modynamic equilibrium sets in, the irreversible current
vanishes. In out of equilibrium the irreversible current is
nonzero and the production of entropy, which is related
to the square of the irreversible currents is greater than
zero. The rate of entropy production is thus a measure
of the deviation of a system from thermodynamic equi-
librium and of the irreversibility.
We have considered systems with a continuous space of
states in which case the appropriate evolution equation
is the FPK equation. However, the present approach
can be extended to a discrete space of states in which
case the evolution equation is called a master equation
[29, 31]. It can be applied to systems of interacting par-
ticles with different species including reactions among
them [31]. We did not treat the case where the param-
eters taking place in the evolution equation depends on
time but the present approach can also be applied for
instance to the case where the temperature oscillate pe-
riodically in time [39, 40]. In this case, for long times
the system may not properly reaches a stationary state
in the sense of being independent of time but may reach
a state with a probability that oscillates in time.
Stochastic thermodynamics is sometimes called a dis-
cipline whose quantities are defined at the level of single
trajectories. This denomination emphasizes the fluctu-
ation aspect of the theory, which is a relevant feature
in systems with few degrees of freedom, the main ap-
plication of the theory. In this respect the theory looks
like statistical mechanics, which incorporates fluctuations
and may also be applied to small systems. Thus, an alter-
native name to discipline would be stochastic mechanics
avoiding the term thermodynamics which is usually as-
sociated to macroscopic systems.
The emphasis on trajectories and path integralsl is a
distinguish feature as is used for instance in the Jarzynski
equality (162) The present approach, on the other hand,
the emphasis rests on the fluxes and currents of various
types but a relationship between fluxes and path inte-
grals exists as shown in section XV, revealing the equiva-
lence between the two approaches. The present approach
also emphasizes the connection with the laws of thermo-
dynamics, particularly the second law expressed by the
nonnegativity of the rate of entropy production.
The present approach to the quantum stochastic ther-
modynamics is based on the quantum evolution equation
which is a canonical quantization of the FPK equation.
It differs from other approaches such as those based on
the Lindblad operators [41]. However, the present quan-
tum FPK equation has similarity with the quantum mas-
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ter equation derived by Dekker [42] and by Caldeira and
Leggett [43, 44]. The main features of the quantum FPK
equation that distinguishes from other approaches is that
it is centered on the irreversible density current operator,
the analog of the classical irreversible probability current,
which plays a fundamental role in defining the fluxes of
various type as well as the rate of entropy production.
The similarity of the quantum evolution equation to the
classical counterpart is useful because the generalization
of the concepts of classical stochastic thermodynamics,
such as those associated to the current of probability, to
the quantum case become easier. A final distinguishing
feature is that a system described by the quantum FPK
equation thermalizes properly. That is, for long times the
system approaches the equilibrium state, if, of course, the
relationship (99) between noise and fluctuation is obeyed.
Appendix A
The FPK equation (2) can be written in the form
∂ρ
∂t
= −∂Jx
∂x
− ∂Jp
∂p
, (A1)
where Jx and Jp are the components of the probability
current, and given by
Jx =
p
m
, Jp = Fρ− Γ
2
∂ρ
∂p
, (A2)
Let us integrate both sides of the equation (A1) in a
region R of the space (x, p) delimited by a boundary line,
d
dt
∫
R
ρ dxdp = −
∫
R
∂Jx
∂x
dxdp−
∫
R
∂Jp
∂p
dxdp. (A3)
The first integral can be integrated in x,
∫
R
∂Jx
∂x
dxdp =
∫
[Jx(x2, p)− Jx(x1, p)]dp. (A4)
For simplicity we are considering that R is a convex re-
gion so that there are two values of x at the boundary
of R for a given p, which we are denoting by x1(p) and
x2(p). In an analogous way we write the second integral
as ∫
R
∂Jp
∂p
dxdp =
∫
[Jp(x, p1)− Jp(x, p2)]dx. (A5)
If Jx and Jp vanish at the boundary then both integrals
vanish and
d
dt
∫
R
ρ dxdp = 0, (A6)
from which follows that the integral is a constant that we
set equal to unity, ∫
R
ρ dxdp = 1. (A7)
This result is extended to the case where the region R is
the whole space of states, in which case we demand that
Jx and Jp vanish at infinity, a requirement that is pro-
vided by demanding that ρ vanishes rapidly at infinity.
Let us consider now the case of an integral of the type
∫
A
∂B
∂x
dxdp, (A8)
where the integral is over the whole space of states. If we
perform and integration by parts the result is
∫
∂AB
∂x
dxdp−
∫
∂A
∂x
Bdxdp. (A9)
Assuming that AB vanishes rapidly at the limits of in-
tegration as we did above, the first integral vanishes and
we are left with the result∫
A
∂B
∂x
dxdp = −
∫
∂A
∂x
Bdxdp. (A10)
Appendix B
Here we solve the FPK equation for the case of a har-
monic force F c = −Kx. The equation is
∂ρ
∂t
= − p
m
∂ρ
∂x
+Kx
∂ρ
∂p
+ γ
∂pρ
∂p
+
mγ
β
∂2ρ
∂p2
, (B1)
and it can be solved exactly by assuming the following
Gaussian form for the probability distribution
ρ =
1
Z
e−(ax
2+bp2+2cxp)/2, (B2)
where the parameters a, b, c and Z depend on time.
Replacing this form in the equation (B1), we see that
the left and right-hand sides will only have terms of the
types x2, p2 and xp. Equating the respective coefficients
of these terms we find equations for the parameters a, b,
and c. There is no need to seek an equation for Z because
this quantity can be obtained from the three parameters
a, b, and c. This follows from the normalization of (B2),
which gives
Z =
∫
e−(ax
2+bp2+2cxp)/2dxdp =
2π√
ab− c2 . (B3)
Replacing the Gaussian distribution (B2) in the FPK
equation we may find the equations for the three parame-
ters. However, the equations are too complicated and we
will instead seek for equations that determine the covari-
ances 〈x2〉, 〈p2〉, and 〈xp〉. Before that we should write
down the relations between the covariances and the three
parameters, which are are obtained from the probability
distribution (B2), and are
〈x2〉 = b
ab− c2 , (B4)
16
〈p2〉 = a
ab− c2 , (B5)
〈xp〉 = −c
ab− c2 . (B6)
Inverting these relations we find
a =
〈p2〉
〈x2〉〈p2〉 − 〈xp〉2 , (B7)
b =
〈x2〉
〈x2〉〈p2〉 − 〈xp〉2 , (B8)
c =
−〈xp〉
〈x2〉〈p2〉 − 〈xp〉2 . (B9)
It remains now to determine the covariances as func-
tions of time. To find the equations for the covariances
we proceed as follows. We multiply both sides of the
FPK equation successively by x2, p2 and xp, and inte-
grate in x and p. Performing appropriate integration by
parts, we find
d
dt
〈x2〉 = 2
m
〈xp〉, (B10)
d
dt
〈p2〉 = −2K〈xp〉 − 2γ〈p2〉+ 2mγ
β
, (B11)
d
dt
〈xp〉 = 1
m
〈p2〉 −K〈x2〉 − γ〈xp〉. (B12)
The stationary solution of this equation is 〈x2〉 =
1/Kβ, 〈p2〉 = m/β, and 〈xp〉 = 0. Taking these re-
sult into account, we define variables that are deviations
of the covariances from their stationary values as follows,
A = 〈x2〉−1/Kβ, B = 〈p2〉−m/β, and C = 〈rp〉. These
variables obey the set of linear equations
dA
dt
=
2
m
C, (B13)
dB
dt
= −2KC − 2γB, (B14)
dC
dt
=
1
m
B −KA− γC, (B15)
which we write in matrix form
d
dt


A
B
C

 =


0 0 2/m
0 −2γ −2K
−K 1/m −γ




A
B
C

 . (B16)
The solution for each variable is of the type eλt where
λ is an eigenvalue of the square matrix above. They are
λ1 = −γ +
√
γ2 − 4K/m, (B17)
λ2 = −γ, (B18)
λ3 = −γ −
√
γ2 − 4K/m, (B19)
and are all negative. The general solution is
A = A1e
λ1t +A2e
λ2t +A3e
λ3t, (B20)
B = B1e
λ1t +B2e
λ2t +B3e
λ3t, (B21)
C = C1e
λ1t + C2e
λ2t + C3e
λ3t, (B22)
and the coefficients are not all independent, but are re-
lated by
λiAi =
2
m
Ci, (B23)
λiBi = −2KCi − 2γBi, (B24)
λiCi =
1
m
Bi −KAi − γCi. (B25)
Thus only three, say A1, A2, and A3 can be chosen to
be independent, and they are determined by the initial
conditions.
It is worth determining the solution for long times. In
this case the solution is dominated by the largest eigen-
value, which is λ1. The covariances are
〈x2〉 = 1
Kβ
+A1e
λ1t, (B26)
〈p2〉 = m
β
+B1e
λ1t, (B27)
〈xp〉 = C1eλ1t, (B28)
from which we find the three parameters
a = Kβ − a1eλ1t, (B29)
b =
β
m
− b1eλ1t, (B30)
c = −c1eλ1t, (B31)
where a1 = K
2β2A1, b1 = β
2B1/m
2, c1 = Kβ
2C1/m.
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Appendix C
We wish to determine here in an explicit form the dissi-
pative force D = −γ for the quantum harmonic oscillator
were
g = − m
ih¯β
(eβHxe−βH − x), (C1)
and
H =
1
2m
p2 +
1
2
mω2x2, (C2)
To this end we start with the following identity [38]
eβHxe−βH = x+ β[H,x] +
β2
2
[H, [H,x]]+
+
β3
3!
[H, [H, [H,x]]] + . . . (C3)
Using the notation
An = [H, [H, . . . [H,x] . . .]], (C4)
where the numbers of commutator is equal to n, the iden-
tity above is written as
eβHxe−βH =
∞∑
n=0
βn
n!
An, (C5)
where A0 = x. The quantities An obeys the recursive
relations
An+1 = [H,An]. (C6)
To determine An is easier if we use the relations
[H,x] = − ih¯
m
p, (C7)
[H, p] = imω2h¯x, (C8)
which are obtained by using the commutation relation
[x, p] = ih¯. From these relations we get the two useful
rules,
[H, [H,x] = h¯2ω2x, (C9)
[H, [H, p] = h¯2ω2p. (C10)
The first two coefficients of the expansion are
A0 = x, A1 = − ih¯
m
p. (C11)
Next, with the two rules above in mind, we observe that
A2 will be proportional to x and A3 will be proportional
to p, and, in general, An will be proportional to x if n is
even, and it will be proportional to p if n is odd.
Let us consider the case n even and write An = anx.
Then using the two rules above,
An+2 = [H, [H,An]] = h¯
2ω2anx, (C12)
so that
an+2 = h¯
2ω2an, (C13)
from which we find
an = (h¯ω)
n, (C14)
because a0 = 1. The part of the expansion (C5) corre-
sponding to n even is
∑
n(even)
βn
n!
An = x
∑
n(even)
(βh¯ω)n
n!
= x coshβh¯ω. (C15)
Now we consider the case n odd and write An = bnp.
Then using the two rules above
An+2 = [H, [H,An]] = h¯
2ω2bnp, (C16)
so that
bn+2 = h¯
2ω2bn, (C17)
from which we find
bn = − i
mω
(h¯ω)n, (C18)
because b1 = −ih¯/m. The part of the expansion (C5)
corresponding to n odd is
∑
n(odd)
βn
n!
An = − ip
mω
∑
n(odd)
(βh¯ω)n
n!
= − ip
mω
sinhβh¯ω.
(C19)
Collecting the results above we find
eβHxe−βH = − ip
mω
sinhβh¯ω + x coshβh¯ω, (C20)
and the quantity (C1) becomes
g = p
1
βh¯ω
sinhβh¯ω + ix
m
βh¯
(coshβh¯ω − 1). (C21)
Appendix D
Let suppose that f is a function of several variables
that we denote by xi, and that these variables depend on
time. The derivative of f with respect to time is
df
dt
=
∑
i
fi
dxi
dt
(D1)
where fi are functions of xi given by
fi =
∂f
∂xi
(D2)
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Equation (D1) can be written in simplified form
df =
∑
i
fidxi (D3)
where dxi are the differentials of the variable xi and df
is the differential of f . Since f is a function of xi then
the following relation is valid
∂fi
∂xj
=
∂fj
∂xi
(D4)
Now we raise the following question. Let g be a func-
tion of t and let xi depend on time as before and let us
assume that
dg
dt
=
∑
i
gi
dxi
dt
(D5)
where gi are given function of the variables xj . The ques-
tion now arises whether g could depend on time only
through the variables xi, that is, whether
g(t) = g(x1(t), x2(t), . . .) (D6)
If that is possible then according to our reasoning above
the given functions gi of the variables xj must fulfill the
condition
∂gi
∂xj
=
∂gj
∂xi
(D7)
for all pairs i, j. If this condition is not satisfied it is not
possible to write g as a function of xi. In this case if we
write (D5) in the simplified form
dg =
∑
i
gidxi (D8)
we say that dg is not an exact differential.
Appendix E
We determine here the covariances 〈xixj〉, 〈xipj〉 and
〈pipj〉 for the system described by the FPK equation
(118) whereF c1 = −Kx1 + Lx2, F c2 = −Kx2 + Lx1, and
F e1 = −cx2 and F e2 = cx1, which we reproduce here in
the following form
∂ρ
∂t
= −p1
m
∂ρ
∂x1
− p2
m
∂ρ
∂x2
+
∂
∂p1
(Kx1 + bx2 + γp1)ρ+
∂
∂p2
(Kx2 + ax1 + γp2)ρ
+γmkT1
∂2ρ
∂p21
+ γmkT2
∂2ρ
∂p22
(E1)
where b = −L+ c and a = −L− c.
Multiplying successively equation (E1) by xixj , xipj ,
and pipj , and performing the integration we find the fol-
lowing equations, after appropriate integration by parts,
d
dt
〈x21〉 =
2
m
〈x1p1〉 (E2)
d
dt
〈x22〉 =
2
m
〈x2p2〉 (E3)
d
dt
〈x1x2〉 = 1
m
〈x1p2〉+ 1
m
〈x2p1〉 (E4)
d
dt
〈x1p2〉 = 1
m
〈p1p2〉−K〈x1x2〉− a〈x21〉− γ〈x1p2〉 (E5)
d
dt
〈x2p1〉 = 1
m
〈p1p2〉−K〈x1x2〉− b〈x22〉 − γ〈x2p1〉 (E6)
d
dt
〈x1p1〉 = 1
m
〈p21〉 −K〈x21〉 − b〈x1x2〉 − γ〈x1p1〉 (E7)
d
dt
〈x2p2〉 = 1
m
〈p22〉 −K〈x22〉 − a〈x1x2〉 − γ〈x2p2〉 (E8)
d
dt
〈p21〉 = −2K〈x1p1〉−2b〈x2p1〉−2γ〈p21〉+2γmkT1 (E9)
d
dt
〈p22〉 = −2K〈x2p2〉 − 2a〈x1p2〉 − 2γ〈p22〉+ 2γmkT2
(E10)
d
dt
〈p1p2〉 = −K〈x1p2〉 −K〈x2p1〉
−b〈x2p2〉 − a〈x1p1〉 − 2γ〈p1p2〉 (E11)
Now we look for the stationary solution. Setting the
above equation to zero, we find that the following co-
variances vanish, 〈x1p1〉 = 0, 〈x2p2〉 = 0, 〈p1p2〉 = 0.
The other covariances are the solution of the set of linear
equations
〈x1p2〉+ 〈x2p1〉 = 0 (E12)
K〈x1x2〉+ a〈x21〉+ γ〈x1p2〉 = 0 (E13)
K〈x1x2〉+ b〈x22〉+ γ〈x2p1〉 = 0 (E14)
〈p21〉 −mK〈x21〉 − bm〈x1x2〉 = 0 (E15)
〈p22〉 −mK〈x22〉 − am〈x1x2〉 = 0 (E16)
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b〈x2p1〉+ γ〈p21〉 = γmkT1 (E17)
a〈x1p2〉+ γ〈p22〉 = γmkT2 (E18)
A straightforward calculation leads us to the result
〈x1p2〉 = −〈x2p1〉 = mγk(bT2 − aT1)
2(mγ2K + ab)
(E19)
〈x1x2〉 = −k(aT1 + bT2)
2(K2 − ab) (E20)
〈p21〉 = mkT1 +
b
γ
〈x1p2〉 (E21)
〈p22〉 = mkT2 −
a
γ
〈x1p2〉 (E22)
〈x21〉 = −
γ
a
〈x1p2〉 − K
a
〈x1x2〉 (E23)
〈x22〉 =
γ
b
〈x1p2〉 − K
b
〈x1x2〉 (E24)
We remark that, as 〈x21〉, 〈x22〉, 〈p21〉, and 〈p22〉 must be
nonnegative, the following conditions should be fulfilled
mKγ2 + ab ≥ 0, K2 − ab ≥ 0. (E25)
It is worth mentioning that the probability density can
also be determined. On account of the linearity of the
FPK equation in relation to the variable xi and pi, the
solution is a multivariate Gaussian distribution, which
we write as
ρ =
1
Z
exp{−1
2
4∑
i,j=1
Lijξiξj} (E26)
where we are using the abbreviations ξ1 = x1, ξ2 = x2,
ξ3 = p1, and ξ4 = p2. The matrix L whose elements
are Lij is the inverse of the covariance matrix C, whose
elements we have just determined, and are C11 = 〈x21〉,
C22 = 〈x22〉, C12 = 〈x1x2〉, C33 = 〈p21〉, C44 = 〈p22〉,
C34 = 〈p1p2〉,C13 = 〈x1p1〉, C14 = 〈x1p2〉, C23 = 〈x2p1〉,
and C24 = 〈x2p2〉. The expression given by equa-
tion (E26) is the probability distribution describing the
nonequilibrium stationary state of the present problem.
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