Abstract. In this paper we consider a minimization problem for the functional
Introduction
In this paper we consider the local minimizers of the functional J(u) =ˆB with Lipschitz continuous f . The local regularity of the minimizers u and the free boundary ∂{u > 0} were studied in [AC] , [ACF] and [Gu] , notably it was shown that u is locally Lipschitz continuous. The boundary regularity of u with smooth boundary data f such that |f (x)| ≈ o(|x|) near the origin was considered in [KKS] where, assuming the origin is a contact point, the authors have proved that close to the origin, the free boundary approaches the plane {x 1 = 0} in a tangential fashion.
The objective of this paper is to consider boundary data that gives rise to non-tangential touch between the free and the fixed boundaries. Such problems appear naturally in the mathematical formulation of the so-called Dam problem for the water reservoirs (see [AG] ). Other problems of this kind emerge in wake and cavity formations in stationary Eulerian flows moving through cylindrical domains (see [BZ] Chapters 1.9 and 9.5 for more applications).
Since the formulation of our main results requires some technical definitions, we refrain ourselves of giving an exact account of our main results here. However, in lay terms, one can say that our main result in this paper states that for a boundary data such as α + x + 2 − α − x − 2 , the free boundary Γ(u) approaches the fixed one along one of the planes γx 1 = ±x 2 , where References 43
1.1. Plan of the paper. The plan of this paper is as follows. In this introductory part we give the necessary notations and definitions to formulate the problem. Section 2 contains a heuristic discussion of the optimal regularity of solutions. The key point is the uniform linear growth of minimizers at the origin. We formulate the main results of this paper in Section 3. To deal with the boundary behavior of minimizers one needs to obtain up-to boundary uniform continuity near contact points. The proof of this result as well as a basic compactness theorem for blow up sequences is contained in Section 4 and Appendix. Section 5 takes care of the optimal regularity of minimizers to our functional. In
Sections 6-8 we show that homogeneous global solutions in one phase case are two-dimensional, and hence independent of x 3 , x 4 , . . . , x n . A stability result is given in Section 9. In fact Section 9 contains the proof of the main result of this paper, describing how the free boundary behaves close to the origin. Finally in Section 10 we give an example of a non-homogeneous global solution.
1.2. Notations. We will use the following notations throughout the paper. x, x ′ x = (x 1 , . . . , x n ), x ′ = (0, x 2 , · · · , x n ), R n + , R n − {x ∈ R n : x 1 > 0}; {x ∈ R n : x 1 < 0} , Π {x ∈ R n : x 1 = 0}, B r (x), B + r (x) {y ∈ R n : |y − x| < r}, B r (x) ∩ R n + , B r , B • A function u is said to be a local minimizer of J(u, D) if for any function v ∈ K f (D) such that u = v on ∂D ′ , for D ′ ⊂ D, it follows that J(u) ≤ J(v).
• The class of local minimizers is denoted by P(D, n, λ ± , α ± , g).
Remark 1.2. For D = B + r we denote the corresponding class by P r (n, λ ± , α ± , g). We also set P r (n, λ ± , α ± ) = P r (n, λ ± , α ± , 0). It is worthwhile to point out that if u ∈ P r (n, λ ± , α ± , g) then u r (x) = u(rx) r ∈ P 1 (n, λ ± , α ± , Next we introduce a particular class of local minimizers u, such that the free boundary ∂{u > 0} is δ−non-tangential or δ−NT for short.
Definition 1.3. Let u ∈ P r (n, λ ± , α ± , g).
1
• We say that the free boundary Γ(u) is δ−non-tangential (or δ − NT) at x 0 ∈ B ′ r ∩ Γ(u) if there exists a δ > 0 such that
where K δ (x 0 ) = {x ∈ R n + : x 1 > δ|x ′ − x ′ 0 |}. 2 • The class of all local minimizers in B + R (x 0 ) with δ−NT free boundary is denoted by P r (x 0 , n, λ ± , α ± , g, δ). When x 0 = 0 and R = 1 we often omit the dependence of P r from x 0 and write P 1 (n, λ ± , α ± , g, δ)
for brevity.
One can interpret condition (1.4) geometrically as follows: There is a free boundary point at each intersection of the cone K δ (x 0 ) with B + 2r (x 0 ) \ B + r (x 0 ) and hence the free boundary does not approach the plane x 1 = 0 rapidly as r → 0. The next section contains more discussion on δ−NT as a necessary condition for linear growth.
Remark 1.4. The δ−NT assumption can be weakened as follows. Let r > 0 be small, z ∈ ∂{u > 0} be a non-isolated point of the free boundary and assume that there is a point
for some fixed constants δ, C independent from r. Then one can prove that u grows linearly from the origin. It should be noted here that (1.5) is always true for the solutions to one phase problem provided that the origin is a non-isolated free boundary point, see (5.9).
1.4. Blow-up limits and Global Solutions. Let u j ∈ P 1 (n, λ ± , α ± , g), j = 1, 2, . . . and x 0 be a contact point, i.e. x 0 ∈ Γ(u j ) ∩ B ′ 1 . Typically x 0 = 0. For r j > 0 we introduce the blow-up sequence of functions at x 0
If the sequence v j is bounded in a suitable space then sending r j to 0 we obtain a so called blow-up limit u 0 . One of our main objectives in this paper is to classify the blow-up limits of the sequence v j in (1.6) as j tends to infinity. It is noteworthy that, in general, the blow-up limit depends on the sequence {r j } ∞ 1 . Thus the blow up limit u 0 is not unique. Hence it is natural to address the classification of blow up limits. To do so we employ the monotonicity formula (4.10) and show that the blowup at the contact points is only one of the functions (3.3) (see Sections 4.3 and 7.1).
The classification of all possible blow-up limits is based on geometric properties that these functions share, notably the linear growth and the homogeneity.
Definition 1.5. Let u be a local minimizer in R n + .
1 • We say that u is a global solution if u ∈ P ∞ , where
for some positive constant C and P r (n, λ ± , α ± ) = P r (n, λ ± , α ± , 0).
2
• The class of all homogeneous global solutions is denoted by
This definition requires some explanation. First we note that any blow-up limit of linearly growing u is a global solution. Moreover it follows from the monotonicity theorem in Section 4.3 that the blowup u 0 ∈ HP ∞ . The linear growth constant C appearing in the definition must be consistent with the constants α ± that determine the boundary date. Clearly we must have C ≥ max(α + , α − ) otherwise at least one of α ± must be zero. A posteriori HP ∞ contains only two functions, by Theorem C (3.3), linking C with constants λ ± too. In fact if
Therefore whenever constant C is chosen large enough and Λ α 2 + −α 2 − − 1 ≥ 0 the resulted class of global homogeneous solutions is determined uniquely.
Finally we define the extreme global solutions and stability in order to classify the global solutions. Definition 1.6. 1 • u ∈ P ∞ (n, λ ± , α ± ) is said to be the smallest (resp. largest) global solution if for any v ∈ P ∞ (n, λ ± , α ± ) we have u ≤ v (resp. u ≥ v).
• The class of all local minimizers that after blow-up coincide with the smallest homogeneous
, for some sequence r j .
If u ∈ P ′ r then we say that u is stable.
Linear Growth: A Heuristic Discussion
In analyzing the behavior of the free boundary one needs, in general, to start with the growth rate of the solution at free boundary points. Lipschitz regularity, up to the boundary, would be the most desirable property for minimizers of our functional. This property, or at least the linear growth property at the origin, is indispensable for the rest of the theory to follow.
In general, one cannot expect this property to hold, and one is forced to impose conditions to assure this. Indeed, a harmonic function in B + 1 with merely Lipschitz data on {x 1 = 0} is not Lipschitz. In such cases the extra logarithmic term enters into the game, and the solution will belong merely to the little-o Zygmund class
In one phase case it is possible to obtain linear growth from the origin, provided the origin is a nonisolated free boundary point. In other words if there is a sequence of free boundary points in {x 1 > 0}
approaching the origin, then we expect linear growth for the solutions. We will state and give a proof of this below. A similar result of this type was proven in [AG] . Observe that if, even in the one phase case, we chose the boundary data large enough, e.g. α 2 + > Λ, then one may show that the function u minimizing J is harmonic in the upper half ball, see Section 7.1. Thus, a harmonic function with Lipschitz data can impossibly be Lipschitz up to the boundary.
For the two phase problem the analysis becomes much more complicated, and we could not find any complete theory. Since the Dirichlet data has two signs close to the origin
the free boundary ∂{u > 0} is always present in the upper half ball. The problem is that it might approach the fixed boundary {x 1 = 0} tangentially, and give rise to a non-Lipschitz behavior of the solution. (This argument does not apply to the one-phase case.) The reader may verify that if the free boundary (in two phase case) approaches tangentially to the fixed boundary and at the same time the solution is Lipschitz then a blow up limit would result in the fact that one of the phases vanishes but the boundary data is a two-phase data, and hence a contradiction would arise. This, in particular, suggests that for the two phase problem, a natural condition to impose is that the free boundary does not touch the fixed one in a tangential fashion.
It is also not too hard to prove that there are certain Lipschitz boundary data, for which the solution is not Lipschitz and touches the fixed boundary tangentially. For the proof we would need a classification of homogeneous global solution (as in Theorem C). Suppose n = 2, then the proof of Theorem C is more or less elementary in this case (see the proof). If we accept this result, for the moment, we see that for α := α + = α − , and Λ > 0 one may conclude that the solution cannot be Lipschitz. Otherwise, if this was the case, then a blow-up of the solution would result in a global solution, with linear growth. Hence the classification theorem, Theorem C, would then suggest that the solution is u = αx 2 , but then the free boundary condition |∇u + | 2 − |∇u − | 2 = Λ > 0 fails.
From the representation (3.3), we also see that if α 2 + − α 2 − > Λ, then again an up to the boundary Lipschitz continuous solution cannot exist.
The question of finding optimal conditions, that assure linear growth for the minimizers from the origin, is still open. We have partially answered this question in Theorems A and B, below under mild conditions.
Main Results
In this section we state the main results of this paper. To begin our analysis we need the optimal growth estimate for a local minimizer u near the contact points. More precisely we have to show that u ∈ P 1 (n, λ ± , α ± , g) grows linearly away from z ∈ ∂{u > 0} ∩ Π. Clearly we can assume that z = 0.
Theorem A. Let u ∈ P 1 (n, λ ± , α ± , g) and either of the following holds:
, i.e. the condition (1.4) (or its weaker form (1.5)) is satisfied for some δ > 0 and all r < 1.
2 • α − = 0, g ≥ 0 and the origin is a non-isolated free boundary point.
where C depends on n, λ ± , α ± , sup B 1 |u| and δ, g.
As for part 2 • of Theorem A, let us note that the weak δ−NT assumption (1.5) is always satisfied for one phase problem, see (5.9).
Our next result is an improvement of Theorem A in the following sense: Let u 0 be a blow-up of u at the origin then |u
However these is not enough to conclude that u 0 ∈ P ∞ since the estimate |u 0 (x)| ≤ C(x 1 + |x 2 |) in the definition of P ∞ does not follow immediately. Suppose T i,R (x) = x + Re i , i = 2 is the translation in e i direction by R ∈ R. Then u 0 (T i,R (x)) is also a minimizer, but possibly with different constant C in the linear growth estimate.
Does the boundary data α + x + 2 − α − x − 2 , depending only on x 2 , has any effect? Do we get the same growth for u 0 (T i,R (x)? Theorem B. Let u ∈ P 1 (n, λ ± , α ± , g) and suppose that there is C > 0 such that
Then for any blow up limit u 0 of u at the origin we have
In particular any blow up limit of u belongs to P ∞ (C).
Theorem B is used to classify homogeneous global solutions by employing a customary dimension reduction argument. Notably we show that if u ∈ HP ∞ then u depends only on x 1 and x 2 variables.
Again we note that the growth estimate u(x) ≤ C|x − z| is true for one phase case. As for the two phase case, one can prove that the uniform δ or weak δ−NT condition (see (1.5)) for each contact point z ∈ B 1 2 will imply |u(x)| ≤ C|x − z| in view of Theorem A.
To set forth the implications of Theorem B we return to the translated solution u 0 (T i,R (x)), i ≥ 3.
For arbitrary R 1 < R 2 one can show that max
with boundary values max(u 0 (T i,R 1 (x)), u 0 (T i,R 2 )(x)) on ∂B + 1 . Moreover by Theorem B the maximum of solutions has exactly the same linear growth as u 0 . Thus we can construct a translation invariant maximal global solution. Repeating this argument for all i ≥ 3 we obtain a maximal global solution depending on x 1 and x 2 only. The minimal solution is constructed analogously. Writing Laplace operator in polar coordinates we obtain the classification of global homogeneous solutions.
Theorem C. In R 2 , there are only two homogeneous global solutions:
This also holds in R n , for n > 2, and for one-phase case, with α − = λ − = 0. If Λ ≤ α 2 + − α 2 − then there is no free boundary.
An obvious consequence of this theorem is that for any u ∈ P r , the angle of the touch between the free and fixed boundaries is dictated by the behavior of v S or v L .
From Theorem C one can deduce that the free boundary approaches the origin along the plane {x ∈ R n : γx 1 = x 2 }. The approach is uniform for the small solution, but in general not for the large one. For the precise formulation we introduce some notations: Let σ be a modulus of continuity and consider
Theorem D. Let u ∈ P r (see Section 1.2), and v S , v L be defined by (3.3). We consider n = 2 for the two phase problem and n ≥ 3 for the one phase problem. Then, close to the origin, Γ(u) touches tangentially one of the hyperplanes Γ(v S ) = {x ∈ R n :
More precisely there exists a modulus of continuity σ(r) = σ(u, r) and r 0 ∈ (0, 1) such that for any r ∈ (0, r 0 ) either
If u touches the hyperplane Γ(v S ) (i.e. u ∈ P ′ 1 ), then σ(r) and r 0 are independent of u, and thus the neighborhood B r 0 is uniform.
It follows from the definition of P ∞ , and by Theorem B, that for u ∈ P r , the limit u j (x) = A consequence of Theorem E is a kind of instability of the angle of touch, which amounts to the fact that if a free boundary is asymptotically close to v S , then by slight perturbation of the boundary data the free boundary may come close to v L , asymptotically. This constitutes the idea in the construction of global non-homogeneous solutions in Theorem E.
Theorem E exhibits the structure of the class of global solutions, namely the fact that there exist non-homogeneous functions in P ∞ . This is due to the following: If u j ∈ P 1 (n, λ ± , α j ± ) then the blowup sequence v j = u j (r j x) r j converges to a global solution v ∞ ∈ P ∞ (n, λ ± , α ∞ ± ) where α ∞ ± = lim j→∞ α j ± . But it does not necessarily imply that v ∞ is homogeneous. If u = u j and α ± = α j ± then from Weiss monotonicity theorem it follows that v ∞ is homogeneous, see Section 4.3.
Technicalities
In this section we gather a number of useful properties that all local minimizers share. Some of these properties are of local nature and some hold true near the fixed boundary, e.g. Hölder continuity.
Although the boundary extensions follow from standard techniques we have supplied the proofs for the readers' convenience.
4.1. Uniform Hölder continuity for u ∈ P 1 (n, λ ± , α ± , g). We begin with recalling some well-known facts, which can be found can be found in [ACF] . The starting point in our study is the uniform Hölder continuity of local minimizers. It will allow us to translate some of the well-known local properties of u into boundary case.
Thus the mean value property is satisfied locally. Thus u + is subharmonic.
Let v be the harmonic lifting of u, i.e. ∆v = 0, v| ∂B + 1 = u + . From maximum principle u + ≤ v and
By a similar argument one can show that u − is bounded.
Next theorem is more general and can be applied to families of local minimizers.
Proposition 4.3. Let u ∈ P R 0 (n, λ ± , α ± , g) and
Then there are positive constants β = β(n, R, M ) and
Proof: Let w be the harmonic lifting of u in B
) and the equality above we obtain
) can be used as a test function in the weak formulation of ∆w = 0
Applying Cauchy-Schwarz inequality and the estimate |∇η| ≤ C R we obtain Caccioppolli's inequalitŷ
where
2R we can apply Poincarè's inequality to conclude´B+
f )| 2 depends on the dimension n and H n−1 (B ′ R )− the n − 1 dimensional Hausdorff measure of B ′ R . Combining inequalities (4.1), (4.2) and Poincarè's inequality we get
As for Hölder continuity let us note that in view of Theorem 7.19 of [GT] it is enough to show that 
From triangle inequality we get
where the last line follows from (4.6) and Cauchy-Schwarz inequality.
It remains to show that that there are constants β ∈ (0, 1), C 6 depending on M, R and n such that
and we have from the weak formulation of harmonicity of v
Rearranging the terms and applying Hölder inequality we get
Choosing ε suitably small and recalling that η ≡ 1 in B r we get the estimatê
According to Lemma 1.2.4 in [K] v is Hölder continuous with some exponent γ = γ(n, M, R) ∈ (0, 1),
) . Thus the left hand side of (4.9) can be estimated as followsˆB
where C 8 depends only on n, M, R and to get the first inequality we used the estimate |∇η| ≤ C r . Thus choosing β = 1+γ 2 the result follows. Notice that β depends only on n, M and R.
Finally it remains to show (4.5) for B + r (z) with z ∈ B + R and r ≤ |z − z ′ | ≤ 1 2 . Notice that (4.7) and (4.9) still hold for this case. As for the estimate (4.8), it follows from Poisson representation and the bound |v| ≤ M .
Remark 4.4. One can apply Proposition 4.3 to a countable family P R j (n, λ j ± , α j ± , g j ), j = 1, 2, ... as R j → ∞, see the proof of (5.3) and (5.4) below.
4.2.
Implications of linear growth. The standard regularity result for free boundary problems states that the free boundary is smooth away from an ineluctable singular set of smaller co-dimension.
The genus of regular points is characterized by flatness.
Mathematically the blow-up consists of scaling u in small balls centered on the free boundary:
for u ∈ P 1 (n, λ ± , α ± , g) with linear growth at the origin, the scaled functions v j (x) = u(r j x) r j are uniformly bounded as r j ց 0. Since f (0) = 0, one readily verifies that
and provides better picture of the free boundary at the origin. Thus by scaling we obtain a sequence of function v j and a sequence of corresponding
in Hausdorff distance, which will follow immediately from a compactness of v j in a suitable class of functions. For the reader's convenience we recall Theorem 3.1 from [KKS] .
Proposition 4.5. ( [KKS] ) Let v j be a blow up sequence of u j , as in (1.6), with u j ∈ P 1 (n, λ ± , α ± , g) and x 0 = 0. Further assume that u j have uniform linear growth. Then, after passing to a subsequence, there exists v ∈ P ∞ so that
where E δ/2 is a δ/2-neighborhood of E.
4.3. Weiss' energy. It follows from [W1] (see also [W2] ) that for any u ∈ P r (n, λ ± , α ± , 0)
is non-decreasing function of R, with x 0 ∈ Γ(u), B R (x 0 ) ⊂ B + r , and Proposition 4.6. Let u ∈ P 1 (n, λ ± , α ± , g) and g(x) = C|x| 1+κ . If u has linear growth then W (R, u, 0)
is non-decreasing function of R and
In particular any blow-up limit of u at the origin is homogeneous function of degree one.
Remark 4.7. To the benefit of clarity we take g(x) = C|x| 1+κ with C, κ > 0. The case of more general g(x) = o(|x|) can be dealt with similarly, namely one needs to add a corrective term to W to maintain the monotonicity.
Proof: If g = 0 and u ∈ P r (n, α ± , λ ± , g) then some extra care is needed to prove the estimate from below for the derivative W ′ (R, u, 0). See Lemma 11.1 in Appendix for the proof. From Caccioppolli's inequality (4.9) we havê
which, in view of (4.6), implies that W is bounded for small r, whenever u ∈ P 1 (n, λ ± , α ± , g) is linearly growing solution.
Proof of Theorem A
The proof of Theorem A consists of two parts. The first one deals with the two phase problem. Our method is based on dyadic scaling argument. If the statement of Theorem A fails then it allows us to construct a linearly growing, non-degenerate harmonic function v 0 in R n + vanishing on ∂R n + and at some interior point of R n + . The latter is due to δ−NT condition, see 1.4. Thus, in view of the Liouville theorem, v 0 is zero, which contradicts the non-degeneracy of v 0 .
5.1. Two-phase case. Set S(j, u) := sup
It suffices to show
for some positive constant c. Let us suppose that (5.1) is not true. Then there exists a sequence of minimizers u j ∈ P 1 (n, λ ± , α ± , g) and a sequence of integers k j so that
Observe that from Lemma 4.2
.
We wish to show that (5.2) implies uniform up-to-boundary estimates for the sequence v j . In fact there are positive constants α and C depending on R but independent of j such that the following estimates hold
For brevity we denote
Consider the scaled functional
Indeed by a simple calculation we have
Furthermore for fixed R = 2 m we infer from (5.2) that
Now we can apply Proposition 4.3 with sup
and the estimates (5.3) and (5.4) follow.
Thereby we can extract a subsequence v j k which converges to some function v 0 such that the following holds: for any fixed R > 0 Once all claims in (5.8) are proven we may use Liouville's theorem for harmonic functions in R n + (utilizing (iii) and (iv)) to conclude v 0 (x) = ax 1 for some constant a = 0. But then (ii), (v) and (vi) are in direct contradiction, and hence our supposition (5.2) is false.
Now we proceed by proving (5.8). The first claim follows from standard compactness arguments.
The second one follows from (5.5) and the convergence of the traces of v j in view of Hölder continuity.
Let us prove the third claim. Let D ⊂ B + R be a domain and R > 0 is fixed. Then v j ∈ P 2 k j (n, ǫ j α ± , ǫ j λ ± , g j ) for the scaled functional J j , defined by (5.7). Observe that for each ψ ∈ C ∞ 0 (D)
By ( Now let us take ψ ∈ H 1 0 (D), then
Thereby sending j k to ∞ and utilizing the weak convergence of gradients ∇v j k ⇀ ∇v 0 in L 2 (B + R ), we conclude 0 ≤ˆD −2∇v 0 ∇ψ + |∇ψ| 2 and upon adding´D |∇v 0 | 2 to both sides we infer
we conclude the proof of the third claim in (5.8). The fourth claim follows from (5.2) as indicated above. Hence it remains to prove the fifth claim.
By our assumption (1.4) (resp. (1.5)) there exists
If we set y j =
x j 2 k j , then one can easily verified that y j ∈ (B 1 \ B 1/2 ) ∩ K δ and y j → y 0 , for some
Clearly v 0 (y 0 ) = 0 by (5.5) and Hölder continuity. Now the proof of (3.1) for two phase case is complete. whilst for one-phase case, (1.4) is replaced by the condition that the origin is a non-isolated free boundary point. Indeed, this would be enough to force through a similar condition as that in (v) of (5.8). However, the analysis is slightly more delicate and needs care.
Suppose for a sequence and attains its minimum at z 0 , therefore we can apply Lemma 11.19 from [CS] to get the estimate
where ν is the inner normal to B d j (z) at z 0 . Then by Theorem 6.3 in [AC] we have |∇u(z 0 )| ≤ λ + , which in conjunction with Harnack's inequality implies sup 
by (5.6) which gives (v) in (5.8) for one phase case.
The proofs of the remaining claims of (5.8) are the same as for the two-phase case and one will have the final contradictory conclusion.
Proof of Theorem B
It follows from the proof of Theorem A 2 • , that u ≥ 0 grows linearly away from the origin, provided the origin is a non-isolated free boundary point. We can replace the origin by any non-isolated free boundary point z near the origin and apply the same argument to show that for u ∈ P 1 (n, λ ± , α ± , g)
there exists a tame constant C such that the growth estimate (6.1) 0 ≤ |u(x)| ≤ C|x − z| holds for any z ∈ B ′ r ∩ ∂Ω + (u) for some r > 0.
In order to conclude (6.1) for the two phase solutions we further require the δ−NT condition to be satisfied in some neighborhood of the origin. Notice that in the two phase case, by the Hölder continuity of u, the origin is automatically a non-isolated free boundary point.
Our goal is to prove that the free boundary Γ(u) remains within a cone C δ 0 = {x : x 1 ≥ δ 0 |x 2 |} in some neighborhood of the origin. This will be enough to prove Theorem B, because for the free boundary of the blow-up it implies Γ(u 0 ) ⊂ C δ 0 . Thus the uniform δ−NT condition will be satisfied for u 0 , with δ 0 = δ and the result will follow from Theorem A via a standard scaling argument.
Lemma 6.1. Let u ∈ P 1 (n, λ ± , α ± , g). If the δ−NT assumption (1.4) is satisfied for any free boundary
then there exists a tame constant δ 0 such that
In particular for any blow-up limit u 0 the inclusion Figure 2 . The cone C δ 0 .
Proof: It follows from the uniform δ−NT condition and the discussion above that (6.1) is true.
Suppose (6.2) fails, then there exists a sequence
where p k is the projection of z k onto Π. In any case we get that
Now introduce the scaled functions
The points y k = z k − ξ k r k are on the half sphere S + 1 and from (6.3) we get
and lim g k = 0 uniformly. 
By Proposition 4.3 it follows, that v
k is bounded in C β (B + 3/2 )∩H 1 (B + 3/2 ) for some positive β ∈ (0, 1). Then for a subsequence k j , v k j → v 0 in C β (B + 3/2 ), ∇v k j ⇀ ∇v 0 weakly in L 2 (B
Largest and Smallest global solutions
Before embarking into the details we briefly go over the main steps of the proof. First we notice that the global solutions enjoy ordering. This implies that there are smallest and largest global homogeneous solutions which we denote respectively by v S and v L . It follows from the scale and translation invariance that v S and v L depend only on x 1 and x 2 . Hence we can explicitly compute them. Moreover v S has larger W -energy implying that the free boundary of any global homogeneous
Thus if there is third global homogeneous solution u then we can construct a new one which is symmetric in x 3 , x 4 , . . . , x n variables and neither of the functions v S , v L coincides with u. Thus without loss of generality we may assume that u is symmetric in x 3 , x 4 , . . . , x n variables. Then a dimension reduction argument will finish the proof since the only 2D solutions are v S and v L .
7.1. Largest and smallest solutions in P ∞ . We recall (1.3)
Let v 1 , v 2 be two minimizers of J(u, B
Then it is easy to see that max(v 1 , v 2 ) (resp. (min(v 1 , v 2 )) is a minimizer of J(u, B + R ) with boundary values v 2 (resp. v 1 ).
Indeed testing max(v
which gives
Hence (7.1) in conjunction with (7.2) implies
Upon applying this observation to finite number of minimizers we obtain 
Employing a compactness argument it follows that there exists a largest and a smallest minimizer denoted respectively by v R L and v R S . By definition, for any u ∈ P R (n, λ ± , α ± ) ∩ P ∞ we have
Moreover by Definition 1.5, v R S and v R L have uniform linear growth, i.e. |v R S |, |v R L | ≤ C(x 1 + |x 2 |) for some tame constant C independent of R. Sending R → ∞ and utilizing the linear growth Proposition 4.3 we infer that v R L → v L uniformly and weakly in H 1 loc . Furthermore v L ∈ P ∞ . Indeed let ϕ ∈ C ∞ 0 (B + ρ ), ρ is fixed and ρ < R then v R L is a minimizer and we have
More explicitly it can be rewritten as´B+
. By a customary compactness argument and weak convergence of gradients we get
The same argument leads to the existence of v S −the smallest global homogeneous solution. Thus
Since the class P ∞ is scale and e 3 , . . . , e n translation invariant it follows that v S , v L are homogeneous and depend only on x 1 and x 2 variables. Now let us explicitly compute v L and v S . For this we write the Laplacian in in polar coordinates
where w = rg(ϕ). Recall that v S , v L are harmonic outside of the zero set by Proposition 4.1. This implies that g is a linear combination of sin ϕ and cos ϕ. Therefore the largest and smallest solutions are linear combinations of x 1 and x 2 .
Assume that
where v + and v − are respectively the positive and negative parts of v and a, b, A, B are constants to be determined. The boundary condition
Let us assume that the free boundary Γ(v) is given by
Both v + and v − must vanish on Γ(v). Hence
and we easily find that a = − α + tan θ = −α + cot θ. Similarly
Summarizing we have
Note that cot θ takes only two values, positive and negative, corresponding respectively to large and small solutions. To evaluate cot θ we need to use the gradient jump condition |∇v + | 2 − |∇v − | 2 = Λ, which is now satisfied in classical sense, see Proposition 4.1. Substitution of v into this identity gives
Note that if Λ ≤ α 2 + − α 2 − then there is no free boundary. Summarizing we get that
The above discussion is summarized in the following proposition.
Proposition 7.2. The largest and smallest solutions v L , v S are given by (7.3) and these are the only two dimensional homogeneous global solutions.
7.2.
Comparison of W -energy. The aim of this section is to show that v S has bigger W -energy than v L . For all values of α ± for which v S = v L we have
As a consequence we get that the largest solution is stable in the following sense:
Proposition 7.3. Let u ∈ P 1 (n, λ ± , α ± , g) and suppose there is R 0 ∈ (0, 1) such that W (R 0 , u, 0) < W (1, v S , 0) then any blow-up limit u 0 of u coincides with v L .
Proof: To check this we recall the monotonicity of W , to infer that
, which in view of Theorem C and
Now it remains to show (7.4). If v is a homogeneous solution, then W is constant hence it suffices to compute W (1, ·, 0). By Green's formulâ
We can easily compute
where the last equality follows from v(x) = x · ∇v(x) on S
Utilizing the explicit form of v S one can readily verify that
where ω n is the volume of n-dimensional unit ball. Similarlŷ
Next we notice that
and similarly one can see that
Summarizing we have that
Using the explicit computation for ω n we we obtain n ω n ω n−2 = 2π.
Finally we observe that sin
and equality holds if and only if θ = π/2.
Proof of Theorem C
8.1. Free boundary as generalized minimal surface. The aim of this section is to classify homogeneous global solutions. For n = 2 this was done in Proposition 7.2. Therefore from now on we shall assume n > 2, α − = λ − = 0 (i.e. the one phase case). Notice that the condition λ − = 0 can be dropped due to the formulas (1.2) and (1.3). We recall that if u is a global solution, and hence local minimizer, of J for one phase problem then (8.1) sup
for any x 0 ∈ R n + , B r (x 0 ) ⊂ R n + and C(x 0 ) depends on dist(x 0 , Π), see Theorem 6.3 [AC] . As a result we obtain that for any free boundary point x 0 the estimate holds (8.2) lim sup
Our first task is to show that the estimate (8.2) holds in supp u.
Lemma 8.1. Let u be a global homogeneous solution. Then for z 0 ∈ Γ ∪ {x 1 = 0, x 2 > 0} lim sup
Proof. To see this let z 0 ∈ Π and u(z 0 ) > 0. Then there is r > 0 such that u ∈ C 1 (B + r (z 0 )). Thus the tangential derivatives are controlled by α + ≤ Λ. As for the normal derivative we notice that from the definition of v S and v L we have that (since α − = 0)
hence it is enough to estimate the x 1 − derivative. Indeed,
It is also apparent by the free boundary condition (8.1) that |∇u| 2 ≤ Λ on the free boundary. 
is a generalized surface of non-positive outward mean curvature.
It should be remarked that the estimate (8.2) does not hold for non-homogeneous global solutions; see 10.1.
Proof of Lemma 8.2: Suppose the statement of the lemma fails, then there is a maximizing sequence x j with the property that |∇u(x j )| 2 → Λ + ǫ 0 > Λ. By zero-degree homogeneity of |∇u| 2 we may assume x j are on the unit sphere. Also by sub-harmonicity of |∇u| 2 we assume that x j tend to the boundary of {u > 0} ∩ {x 1 > 0}. By Lemma 8.1 the sequence x j cannot converge to either of the boundaries (free or fixed). Hence it converges to the "corner"-points {x 1 = x 2 = 0, |x| = 1}.
Let r j = dist(x j , Γ ∪ Π), then we have three different possibilities:
Notice that x j 1 = dist(x j , Π). We shall see that all these cases will lead to a contradiction.
Case 1: Letx j be the closest corner point on the n − 2 dimensional unit sphere, i.e.x j ∈ {x 1 = x 2 = 0, |x| = 1} = S n−2 , in first case, and in the other two cases the closest point on the boundary to x j (we again assume this close point is on the unit sphere).
Now let d j = |x j −x j | and scale u atx j with d j ,
Note that d j ≈ r j ≈ x j 1 translates to u j as follows; there is y j ∈ S n , y
Clearly u j should be considered in a new domain, which is a scaled version of the support of u at x j and it contains supp v S . In the two other cases below the support of u j converges to a half space.
Next we see that in all cases u j converges to a limit function u 0 (at least for a subsequence) with further property that |∇u 0 (y 0 )| 2 = Λ + ε 0 (here y 0 = lim j→∞ y j , again for a subsequence). In particular, and by construction, |∇u 0 (x)| 2 takes maximum at y 0 , an interior point to the support of u 0 . Hence by the strong maximum principle it must be constant, and therefore |∇u 0 (x)| 2 = Λ + ε 0 in the support of u 0 . This in turn implies u 0 is linear. But u 0 is a global minimizer, hence |∇u 0 | 2 = Λ in supp u 0 which in contradiction with (8.4).
We proceed as in Case 1 and extract a subsequence for which u j → u 0 and u 0 is global minimizer. Furthermore (8.4) holds with y 0 = lim y j but in this case y 0 ∈ Γ(u 0 ), y 0 3 = · · · = y 0 n = 0. This implies that |∇u 0 (y 0 )| 2 = Λ + ε 0 which is in contradiction with (8.1). Now, in the first two cases, the free boundary is present (due to the length of scale r j ). In first case, we obtain a global minimizer in R n + with boundary data as before. At the same time we have u 0 is linear, which results into the fact that u 0 is one of the functions v L , v S . But then this contradicts the fact that |∇u 0 | 2 = Λ + ε 0 .
Case 3: Now the last case gives us scaling with center at the fixed boundary. Here we use both the small and the large solutions to bound the scaled function. Indeed, forx j being the projection of x j onto Π, we have
and hence the scaled versions of v S and v L atx j satisfy
Hence the blow-up limits keep the order
Now as before we have |∇u 0 | 2 = Λ + ε 0 , and this is impossible due to (8.5), and the fact that
Now we turn to the proof of the second statement of Lemma 8.2, namely that Γ(u 0 ) is a generalised surface of nonpositive outward mean curvature. Let S ⊂ ∂ red {u > 0} be a portion of free boundary of u and S ′ a small perturbation of S such that S ′ ⊂ {u > 0} and ∂S = ∂S ′ . Then
i.e. ∂ red {u > 0} is a generalized surface of non-positive outer mean curvature. Notice that by Lemma 12.3 ∂{u > 0} has finite perimeter in B 1 . Thus H n−1 (S) < ∞.
To prove this we take the domains G, G 0 such that
Comparing the integrals over S and S ′ we get that
After canceling √ Λ the result follows.
Preliminary Lemmas.
Suppose that u is a third global homogeneous solution, which by Section
In particular the free boundary Γ(u) lies in between the planes Γ S , and Γ L .
We first need a lemma that shows that free boundary is locally a graph.
Proposition 8.3. Let u be a global homogeneous minimizer and Γ(u) touches tangentially the free boundary of v L , at some point x 0 = (0, 0, x 0 3 , · · · , x 0 n ) with |x 0 | = 1. Then in a small neighborhood of x 0 the free boundary Γ(u) is a C 1 graph in the direction normal to Γ L in the upper half plane.
Moreover the normal vector to Γ(u) is continuous up to the point x 0 , and hence by homogeneity this holds on the axis tx 0 (t > 0). Let Π 0 = {x ∈ R n : x 1 = x 2 = 0} and x 0 ∈ Π 0 \ {0} be any given free boundary point close enough to Π 0 . Let furtherx 0 be the projection of x 0 onto Γ L . Then by tangential touch between the free boundary Γ(u) and Γ L (which is a flat plane) one has that |x 0 −x 0 | = o(x 0 1 ). In particular for r 0 = x 0 1 , sufficiently small, we have that, in the ball B r 0 (x 0 ), the free boundary Γ(u) is flat enough to satisfy the hypothesis of Theorem 8.1 in [AC] . In particular, in the direction of the plane Γ L the free boundary is a C 1 graph locally in B r 0 4 (x 0 ). From here it follows that Γ(u), seen from the plane
It is now elementary to show that the normal of Γ(u) is continuous up to the point x 0 . Indeed, if this fails, then there is a sequence x j on the free boundary with normal ν j staying uniformly away
we have a limit global minimizer in R n (observe that this is due to tangential touch). On the other hand the free boundary will then become a plane, on one side of a scaled version of the plane Γ L , but with the normal at the origin being ν 0 , with |ν 0 − ν L | > ε 0 > 0. This is impossible.
Proof: We argue towards a contradiction. Let x 0 be a point where the free boundaries touch each other. We consider two possible locations: in first x 0 1 > 0 and then x 0 1 = 0. Case 1: Let us suppose that Γ(u) touches Γ L at x 0 and x 0 1 > 0. To conclude that this is a contradiction we use the free boundary condition and Hopf lemma. Notice that in order to use Hopf's lemma, we need (at least C 1,Dini ) regularity of Γ(u) near x 0 .
It follows from the one side flatness, and classical regularity result of Theorem 8.1. in [AC] . Then we can apply Hopf's maximum principle to infer
which is a contradiction in view of the tangential touch condition.
Case 2: We first choose a new coordinates system such that in new coordinates y = (y 1 , y 2 , . . . , y n )
we have Γ L = {y ∈ R n : y n = 0, y n−1 > 0} and {u > 0} ⊂ {y ∈ R n : y n < 0}. Now let us assume that Γ(u) touches the free boundary of the larger solution v L at y 0 = 0 and y 0 1 = 0. Then by Proposition 8.3 the free boundary is locally a smooth graph, seen from the plane Γ L . In particular near y 0 , the free boundary can be represented as y n = h(y ′ ), y ′ = (y 1 , y 2 , . . . , y n−1 ) and that h is a subsolution to the minimal surface equation in the weak sense.
Indeed, let R n−1 + = {y ∈ R n : y n = 0, y n−1 > 0} and B ⊂ R n−1 + be a ball touching ∂R n−1 + at y 0 .
Then by Lemma 8.2, 2 • the surface area functional will increase, if we replace h by h ε = h + εϕ for any ϕ ∈ C ∞ 0 ( B), ϕ ≤ 0 and ε > 0 is small. This comparison yields
Thus we have
By Hopf's principle ∂h(y 0 ) ∂y n−1 > 0 which is in contradiction with the tangential touch of Γ(u) and R n−1
From Lemma 8.4 we know that Γ(u) cannot touch Γ L . Using this observation we can construct yet another global minimizer u such that it is two dimensional and distinct from v L and v S . This, however, will contradict Proposition 7.2, and the proof of Theorem C will finish.
Thus to complete the proof of Theorem C we need to construct u. This is done by the next lemma.
then there is a two dimensional global solution u which is distinct from v L and v S .
Proof: Suppose V ǫ ⊂ {u = 0} for some ǫ > 0. Then we can construct a global solution u such that u ≥ u, u is two dimensional and Γ( u) ⊂ R n + \ V ǫ . For r > 0 fixed and x ∈ B + r , we put g r (x) = sup{u(x + ℓT ), T ∈ R, ℓ ∈ S n−2 } where
Let w ∈ P r (n, λ ± , α + , 0, g r ), i.e. w is a local minimizer of J(·, B + r ) with w = g r on ∂B + r see Remark 1.2. From Lemma 7.1 we infer that u r = sup w is a local minimizer and u r ≥ w for any w ∈ P r (n, λ ± , α + , 0, g r ). In particular u r ≥ u in B + r . Taking r j → ∞, we have from Proposition 4.3, that there is a subsequence r j k such that u r k j → u 0 locally in H 1 and C 0 and u 0 ∈ P ∞ . Because P r (n, λ ± , α + , 0, g r ) is translation invariant for each ℓ ∈ S n−1 , it follows that u 0 is two dimensional solution. The condition V ǫ ⊂ {u = 0} translates to u 0 and we get that Γ(
Since v L and v S are the only two dimensional homogeneous global solutions, we conclude that ǫ = 0, see Proposition 7.2.
Remark 8.6. It is noteworthy that the classification of global homogeneous solutions for the two-phase case would have been available if one already knew that the free boundary is regular. Indeed, if we a priori know that the free boundary is regular, then one can apply maximum principle to |∇u + | 2 in the set {u > 0}, and find out that the maximum must be on the boundary (either free or fixed). Actually, an argument similar to that of the proof of Lemma 8.2, would then result in the fact that maximum is exactly on the boundary.
Suppose now the maximum is on the free boundary. Then at such a maximum point x 0 (which is a maximum point for both |∇u + | 2 due to Bernoulli boundary condition |∇u + | 2 = Λ + |∇u − | 2 ) one gets that ∂ ν |∇u + (x 0 )| 2 < 0, where ν is the unit normal pointing inwards support of u + . From here along with a possible regularity of free boundary it follows that 2u + ν u + νν (x 0 ) < 0, which along with u + ν (x 0 ) > 0 gives that u + νν (x 0 ) < 0. By representation of Laplacian on the free boundary we get 0 = ∆u + = ∆ S u + + Hu + ν + u + νν , and since ∆ S u + = 0, u + ν (x 0 ) > 0, and u + νν (x 0 ) < 0 we arrive at H(x 0 ) > 0. A similar argument applied to u − gives us the converse H(x 0 ) < 0, and we shall have a contradiction, unless |∇u| is constant.
Next suppose the maximum for |∇u + | 2 is on the fixed boundary x 0 ∈ {x 1 = 0}. Then we have by a similar argument u 1 (x 0 )u 11 (x 0 ) < 0. Now with a representation of the Laplacian on {x 1 = 0} along with linearity of the boundary data we have 0 = Hu 1 + u 11 . Since the fixed boundary is a flat surface we have H = 0, and hence u 11 = 0 on the fixed boundary. This contradicts u 1 (x 0 )u 11 (x 0 ) < 0.
Proof of Theorem D
Now we are ready to produce the proof of Theorem D, exhibiting the non-tangential behavior of the free boundary.
Non-uniform approach. Take u ∈ P 1 (n, λ ± , α + , 0, g) and let u 0 be a blow-up of u at the origin.
Then by Propositions 4.5 and 4.6 u 0 ∈ HP ∞ . From Theorem C, u 0 is either v S or v L . Suppose that u 0 = v S . Let us consider the cone
for small σ > 0 (cf. (3.4) ). Then we claim that for each σ > 0 there exist a r σ > 0 such that for any r ∈ (0, r σ ), the following holds
This would suffice to conclude the tangential touch, since the modulus of continuity can be constructed by inverting the relation σ → r σ .
Suppose (9.1) fails. Then there is a sequence of free boundary points x j ∈ Γ(u), |x j | → 0, u ∈ P 1 (n, λ ± , α + , 0, g) such that x j ∈ K + σ for some fixed σ > 0. Set r j = |x j | and consider the limit of the sequence u j (x) = u(r j x) r j . In view of Theorem A, u j 's are bounded and therefore by Proposition 4.1 and Theorem B for a subsequence u jm → u 0 ∈ HP ∞ .
Moreover the sequence of points y j = x j /|x j | ∈ ∂B + 1 is such that y j ∈ K + σ and again by compactness this leads to the existence of y 0 ∈ ∂B + 1 \ K + σ such that u 0 (y 0 ) = 0. From monotonicity formula of Weiss, Proposition 4.6 one can also show that u 0 ∈ HP ∞ (see Section 4.3) and hence we can invoke Theorem C to conclude that u 0 is v S . This contradicts the fact that
, and the proof of the first part is completed. The case when u 0 = v L is treated analogously.
Uniform approach. To show the uniformity in the second statement of Theorem D, we shall argue in the same way as above, but let u change during the scaling. In other words we define v j (x) =
. As above the scaled functions will converge to a global solution v 0 , but v 0 is not necessarily homogeneous, and this is the only difference between the two cases.
Nevertheless, the assumption that lim
by monotonicity of W (see Proposition 4.6) and after having sent t to zero. This yields
where v 0 is the global limit of a subsequence of v j . The first inequality follows from strong convergence of ∇v j in L 2 , since ∇v j is a bounded sequence in L ∞ and hence we can apply Theorem 1 from [Z] and Proposition 4.5 to a suitable subsequence {r ′ j } ⊂ {r j }. Next, the blow-down of v 0 , at infinity, i.e. consider the scaling v 0 (rx)/r with r → ∞ which results in a new homogeneous global solutions v 00 . From monotonicity formula, Proposition 4.6, we have
Since v 00 is homogeneous, we can apply Theorem C to conclude v 00 is either v L , or v S . By the energy comparison (7.4) we should then have v 00 = v S . Therefore W (t, v 0 , 0) = W (1, v S , 0) for any t > 0 hence v 0 is homogeneous by Proposition 4.6. Now, as in the previous case, contradiction comes from the fact that y 0 ∈ ∂B
10. Proof of Theorem E 10.1. Instability. The problem studied in this paper is highly unstable in the sense that changing the boundary data, no matter how small, may result in a different behavior of the touch between the free and the fixed boundary. This behavior was already alluded in Theorem D, where we could not prove uniform behavior for solutions that touch tangentially Γ(v L ), at the same time that the uniformity worked well for the class P ′ r (n, λ ± , α ± , g).
To illustrate this phenomenon, take α − = 0 and consider the largest homogeneous global solution v L as in Theorem C. Consider now the minimization problem in the upper half ball using the restriction of suitably scaled v L on the boundary of B + 1 as boundary data. Now we know that the function itself is a minimizer. Next let us decrease the data on the plane Π to (α + − ε)x + 2 . A minimizer u ε of the functional with this boundary value on Π will exists, say take the smallest minimizer with boundary
In particular this means that the free boundary for this minimizer will not touch the origin. Indeed, if it touches the origin then we can blow up u ε at the origin, since by Theorem A u ε has linear growth at the origin, and obtain a global minimizer u ε 0 , with data (α + − ε)x 2 on Π.
Now from the classification of the homogeneous global solutions, Theorem C, we must have that u ε 0 < v L , and thus
The free boundary of u ε
This means that the free boundary cannot touch the origin, for any ǫ > 0. In particular, by Theorem 5.1 in [KKS] , we must have that it touches the fixed boundary tangentially at some point x 0 with x 0 2 < 0.
10.2. Non-homogeneous global solutions. In this section we show the existence of a global solution which is non-homogeneous. We follow a perturbation method used in [AS] .
Let α − = 0, 0 < α + < 1, Λ = 1 and set f ε = (α + −ε)x + 2 . Now consider a minimizer of our functional in B + 1 , with admissible functions having boundary data f ε on Π and (α + − ε)(−γx 1 + x 2 ) + on S + 1
. Consider the class of local minimizers
Then from the results of Section 7 u ε = inf
For ε fixed, any blow-up of u ε at origin is a homogeneous global solution u ε 0 , which in view of the inequality u ε ≤ v L , implies u ε 0 ≤ v L . Now u ε 0 is a global homogeneous solution with boundary data f ε , and hence it must equal to one of the functions (α + − ε)(±γ ε x 2 + x 1 ) + . The only way for u ε 0 to be as above and satisfy
This in turn suggests that the free boundary Γ(u ε ) starts at the origin with a tangential touch to Γ(v ε S ), the smallest global solution with boundary data f ε . Since the free boundary divides B + 1 into two parts, it has to end on S + 1 , see Figure 3 . In particular Γ(u ε ) cuts the x 1 -axis at some point x ε = (r ε , 0). Now we consider the blow up of u ε with respect to r ε .
Observe that r ε → 0 and thereby, utilizing Proposition 4.5 and choosing a suitable subsequence, we obtain a global solution u 0 with boundary data α + x 2 and with Γ(u 0 ) ∋ (1, 0) = lim ε→0 x ε /r ε . it follows from Theorem C that this solution cannot be homogeneous.
Remark 10.1. It should be remarked that in the above example of non-homogeneous global solutions, we have |∇u| 2 ≤ Λ. Indeed, if this was true, then one may apply maximum principle to |∇u| 2 in {u > 0} and obtain a maximum on the free boundary (the free boundary is regular in 2-space dimension). Hence, by Hopf 's lemma one obtains ∂ ν |∇u| 2 > 0, where ν is the unit normal on the free boundary pointing outside the support of u. In particular u ν u νν > 0. Since u ν = |∇u| = √ Λ we will have u νν > 0 on the free boundary. Using representation of Laplacian on the free boundary ∆u = ∆ S u+Hu ν +u νν , where H is the mean curvature, we conclude the convexity of the free boundary.
This contradict the geometry of the example above.
Appendix 1
In this section we prove that any blow up limit of u ∈ P r is homogeneous function of degree one.
The case when g = 0 immediately follows from [W1] , Section 2. When g = 0 some extra care is needed, because the comparison of u with its homogeneous extension u t (x) = |x| t u(t x |x| ) in B + t fails on the flat portion of the boundary, i.e. u(x) = u t (x) when x ∈ Π ∩ B t .
To fix the ideas we consider the model case g(x) = C|x| 1+κ with κ > 0 and C = const. Since ρ −1 g(ρx) → 0 as ρ ↓ 0 it follows that u and v = u − g have the same blowups at the origin. Utilizing this computation and the fact v ϕ −v = H 1 0 (B + r ) we see that if u is a minimizer of J(u, B + r ), subject to its own boundary values on ∂B + r , then v is a minimizer of Thus it remains to prove that any blow up limit of v at the origin is a homogeneous function of degree one.
Let t > 0 be small and take v t (x) = |x| t v(t x |x| ), then on ∂B t v t agrees with v and it follows Λχ {vt>−g} .
To deal with the last integral, we first notice that {v t (x) > −g(x)} ⊂ {v(t 
Appendix 2
We shall discuss the rectifiablity of the free boundary in B 1 .
Lemma 12.1. Let u be a global homogeneous minimizer and Γ(u) touches tangentially the free boundary of v L , then u is nondegenerate, i.e. there is a tame constant c > 0 such that for any x ∈ Γ(u) the following estimate is true u ≥ cr, x ∈ ∂{u > 0}.
This integral inequality implies that there is y ∈ ∂B r (x) such that u(y) ≥ cr. But u is subharmonic, therefore sup Br(x) u ≥ cr.
Proof: Let x ∈ ∂{u > 0} and set δ(x) = dist(x, Π). If δ(x) ≥ r then B r (x) ⊂ R n + . Taking u r (y) = u(x+ry) r , y ∈ B 1 and employing Lemma 8.2 2 • we see that u r is a local minimizer. Hence from remark 12.2 we obtain sup B 1 2 u r ≥ c, which after scaling back implies the desired result. Now assume that δ(x) < r. We consider two possible scenarios:
Case a) r 1000 ≤ δ(x). Then using Remark 12.2 in B δ(x) (x) we get
Case b) δ(x) < r 1000 . Let R(x) = dist(x, Π 0 ), where Π 0 = {x ∈ R n : x 1 = x 2 = 0.} and take x 0 ∈ Π 0 such that R(x) = |x − x 0 |. Notice that R(x) ∼ δ(x), because Γ(u) touches Γ L tangentially.
This means that there are two positive constants a, b such that aR(x) ≤ δ(x) ≤ bR(x) if x is close to Π (see definitions of the cones K σ ). We have r > 1000δ(x) ≥ a1000R(x) yielding R(x) ≤ r a1000 . In particular ρ = r − R(x) ≥ r − r a1000 ≥ r 100 . u S ≥ cρ ≥ cr 1000 .
Lemma 12.3. Let u be as in Lemma 12.1. Then H n−1 (B 1 ∩ ∂{u > 0}) < ∞.
Proof:
For each open ball B r (x) ⊂ R n let B + r (x) = B r (x) ∩ R n + . Introduce the measure µ = ∆u. Clearly µ is nonnegative Radon measure, because´B+ r (x) µ =´∂ B + r (x) ∇u · ν ≤ Cr n−1 . Hence for any compact D ⊂ R n we can cover D ∩ R n + by a finite number of balls, which yields µ(D ∩ R n + ) < ∞.
Next we want to show that there is a positive constant c 0 such that for each x ∈ B Finally let us assume that B r j (x j ) ∩ Π 0 = ∅ for any j. Denote δ j = dist (x j , Π). From tangential touch of Γ(u) and Γ L it follows that aR j ≤ δ j ≤ bR j , where R j = dist(x j , Π 0 ). Thus we have r j < R j .
If, moreover, r j ≥ δ j then applying Theorem 4.3 [AC] to u(x j +r j x) r j we will conclude a contradiction if j is large enough.
Thus without loss of generality we may assume that δ j < r j < R j . Introduce w j (y) = u(x j +δ j ) δ j , y ∈ B 1 then
µ ≤ r n−1 j j ≤ δ n−1 j ja n−1 .
Hence for ∆w j = µ j we have´B 
