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第1章 序論 
1.1 研究背景 
音声認識とは，人の話し言葉をテキストに変換する技術である.1960 年代から始まった音
声認識技術は数十年の間，人の声に数式を当てはまることに重点を置いて進化し続けてい
た．数式モデルを改善しつづけることで，音声認識の精度も少しずつ上がってきたが，応用
できる条件が厳しいであった．あくまでも雑音がほとんどない環境で，アナウンサーのよう
なはっきりとした発音しなければならなかったのだ[1]．1980 年代に統計学の考え方から創
造された隠れマルコフモデル（Hidden Markov Model，HMM）という確率モデルが音声認識
に応用された[2]．さらに，音響的分析に限らず，言語の特徴も考慮するという視点で，N グ
ラム法[3]が代表とする言語モデルも音声認識システムに加えられた．そのような画期的な
進歩によって，1990 年代になって音声認識システムがアメリカで広がり，さらにそれから
30 年近くの間，世界範囲で普及してきた． 
 
HMM をコアとする音声認識システムは 20 年の間に仕組み上の変化がほとんどなかった
が，認識率が全体的に実用レベルに足していないため，様々なサービスが提供されているも
のの，実用性があまり望ましくなかった．近年，ディープ・ニューラルネットワーク（Deep 
Neural Networks，DNN）技術が音声認識に導入され，精度において大幅な改善が果たされ，
性能が大幅に向上したと報告されている[4][2][5][6]．しかし,音声認識が扱う音声のデータが
必ずしも雑音が少ない，はっきりかつ正しく発音されたものに限らない．マイクやエンジン
の性能，環境雑音やマイクと発話者の距離などの音響条件，発話者が使用する言葉の特徴や
訛りなども，音声認識の精度を影響している． 
 
また，グローバル化が激しく進んだ現代，言語や文化が異なるコミュニケーションが日常
となり，ある言語の母語話者と非母語話者が同時に存在する会話の場面も増えつつある．特
に日本では，平成 29 年 6 月まで，在留外国人が 247 万人にも上る．日本語を対象にした音
声サービスが多数あるが，非母語話者による利用も考慮する必要がある[7]．そのような音
声サービスのベースとなる音声認識も，様々な利用環境を想定しなければならないように，
利用対象にもある言語の母語話者だけではなく,非母語話者も含まれることを検討すべきだ
と思われる．  
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1.2 研究目的 
母語話者と比べ，非母語話者の発音はより流暢さが欠けていることが多く，発音の間違い
も多い．そのため，母語話者と比べ,非母語話者に対する音声認識の認識率は低い[8][9]．ま
た，最新の高精度自動音声認識（Automatic Speech Recognition，ASR）システムにとっても,
非母語話者の発音に問題があるため,認識は未だ難しい作業であるということも指摘されて
いる[10]． 
そこで，本研究は母語話者と非母語話者が同時に存在する会話を対象として，非母語話者
の認識率の改善を目的とする． 
 
1.3 構成 
本論文の構成は以下のように述べる．本章では，本研究に関わる背景について説明した．
続いて第 2 章では，主に所用技術の現状およびコンテキスト情報を利用した音声認識につ
いて，関連研究をまとめ，本研究の位置づけを明確にした．第 3 章では，本研究の提案手法
および提案に基づき実装したシステムを紹介し，母語話者と非母語話者の発話に対する処
理をそれぞれ説明する．また，使用した技術の詳細についてもこの章で述べる．第 4 章で
は，実装システムの動作確認実験の内容および結果について述べる．最後に，第５章は本論
文の結論について述べる． 
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第2章 関連研究 
2.1 音声認識 
2.1.1 音声認識システム 
音声認識技術の機能は入力された音声を文字列に変換することである． 図 1 で示してい
るように，典型的な音声認識システムには音響モデル，単語辞書，言語モデルという三つの
部分がある[11]． 
 
図 1 音声認識システム 
 
まず，音響モデルは主に波形に関する処理を司る．波形から音声の特徴となるものを取り
出し，あらかじめに用意されているモデルのデータを照合し，音声と対応する音素列を，ス
コアをつける．次に，単語辞書はそれらの音素列を用いて，辞書と照合し，単語に変換する．
さらに，変換された単語の羅列に対して，言語モデルが品詞の種類や文法などの面から言語
的妥当性について考慮し，スコアを調整する．最終的に，最もスコアの高いものが結果とし
て出力されるが，現在の音声認識エンジンは複数の候補を提供する機能が備えている場合
がほとんどである． 
 
2.1.2 非母語話者の音声認識 
音声認識の認識率を高めるために,音響モデルと言語モデルについてそれぞれ数多くの研
究が存在する．音響モデルでは Deep Learning 技術[12][13]が用いられ，言語モデルでは N-
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gram 言語モデル[3]と RNN 言語モデル[14]などがあり,言葉間の継続関係が論じられ,言葉と
言葉の出現関係が注目されている． 
さらに，非母語話者の音声認識に注目し，認識率を改善する研究も数多く行われている．
例えば，非母語話者の発音特徴を考慮し，音声認識エンジンの音響モデルや言語モデルに反
映することが考えられる．そこで最も手っ取り早い方法は非母語話者の訓練データを使用
すること[15]であるが，非母語話者の母語ごとデータを用意する必要があり，利用できるデ
ータがかなり限られている[8]．その他に，非母語話者のアクセントを音声認識に適用する
研究[16]や多言語 HMM を利用する研究[17]，非母語話者の発話内容と関わるコンテキスト
情報を利用して認識結果を修正する研究[22]などがある． 
本研究においては，母語話者と非母語話者が両方存在する会話を対象にして，発話と発話
の関連性をコンテキスト情報として利用し，音声認識の結果を修正する手法を提案する．次
の小節に，音声認識におけるコンテキスト情報の利用について述べる． 
 
2.2 音声認識におけるコンテキスト情報の利用 
音声認識を改善するために，発話の音声データのみならず，コンテキスト情報を利用する
研究がある．Dey らの研究により，コンテキスト情報には以下の三種類に分けることができ
る[18]． 
 
 Discourse context: 会話のトピック，前発話による言語情報． 
 Physical context: デバイスの状態を表すデータや物理的センサーから捉えたデータ．時
間や場所など，現在の環境を表せるものを含む． 
 Logical context: 蓄積されたセンサーのデータや発話から得られた結論，システムの動
作によって予想された影響． 
 
しかし，Hacker の指摘によると，実際の物理的なセンサデータも解釈する必要があるた
め，Dey らの分類方法は人為的な部分があるように思われる．代わりに，コンテキスト情
報の影響を受ける段階による分類方法が提案された[19]． 
 
 Motivational context: 人々が表現したいことに影響を与える情報（例えば，ヒーターの
動作によって温度が高くなるため，ユーザがヒーターを閉じる指令を出す）． 
 Linguistic context: 人々がどのように表現したいのかに影響を与える情報（例えば，既
に話した内容を参照する）． 
 Articulatory context: 人々がどのように発声をはっきりするかに影響を与える情報（例
えば，騒音レベルまたは感情状態）． 
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 Acoustic context: システムによって認識される音声信号に影響を及ぼす音響的イベン
トや条件． 
 
次に，音声認識におけるコンテキスト情報を，Linguistic context に相当する文脈情報とそ
れ以外の情報に分け，次の二節にて，それぞれの関連研究について述べる． 
 
2.2.1 文脈情報の利用 
実際の発話場面において,発話の関連性に注目している研究では,文脈情報を利用した音声
処理がある．例えば,山岡らは協調的目標指向型対話を対象とし，対話の構造を解析するた
めに，階層型プラン認識モデルを活用し，次発話を予測することで，次発話に対する制約
を捉え,その制約に従い音声認識の曖昧性を解消する手法を提案している．文末に発話の意
図を表す付属語や補助的な語の有無を判断するなどにて，発話者の情報伝達行為を抽象化
し利用することで，話し相手の返答への認識に制約をかけることができる[20]．本研究は
対話構造への理解ではなく，発話の意味上の関連性にフォーカスし，母語話者の発話内容
を文脈情報として利用している． 
また，中野らは音声対話システムにおける言語・対話処理の技術を概観した．音声対話
システムはユーザの発話から要求を分析し，適切に情報を提供するためにデータベース検
索を行い，その結果と補足情報を提供している．話し相手はシステムのため，ユーザの要
求を判明するために，発話した内容に対して確認したり，足りないところまたは曖昧な情
報に対し質問したり，言語理解の曖昧性を解消することによって複数な回答候補から最も
適切なものを選ぶことができる[21]． 本研究は母語話者と非母語話者が同時に存在する会
話を対象にしており，発話の形式に制限をかけないため，ユーザの発話に要求の意図が含
まれているとは限らない．「何をしたい/ほしい」を分析するかわりに，発話のキーワード
や関連語などを推測することで，「何について話しているか」を注目している． 
また，Radzikowski ら英語の非母語話者に対して，発話内容と関わるドメインフォーカス
ドドキュメントを用いて音声認識の結果を修正する手法を提案している．この研究では，発
音に関するエラーと単語の誤用に関するエラーを修正の対象にしている．図 2 で示してい
るように，あらかじめ用意している PDF 形式のドキュメントに前処理を行う．前処理に，
PDF の各パートの内容にキーワードを抽出しと見出し語化を行う．前処理の結果として，
各キーワードの見出し語とそれと対応するファイルの中の位置情報が取れる．次に，非母語
話者の発話に対して，音声認識結果の見出し語と PDF ファイルの前処理結果をマッピング
し，HMM と Viterbi アルゴリズムを用いて最も可能性の高い対応パートを見つけ出し，最終
的に,発話内容とそれに対応するドキュメントの中の文との対応確率，キーワード抽出の確
率，重みづけのスコアを考慮した総合スコアが求められ，候補の中でより正しいものを選ぶ．
また，単語の誤用に関するエラーに対して，WordNet を用いて同義語を求めている[22]．こ
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の研究では発音関連のエラーと単語誤用のエラーをそれぞれ分けて考えており，ドキュメ
ントのコンテキスト情報を利用している．ドキュメントの内容を発話内容との関連付けが
ポイントになっている．それに対して，本研究が利用するコンテキスト情報は母語話者の発
話であり，発話と発話の関連性に注目している． 
 
 
 
図 2 Radzikowski らが domain focused document を利用して英語の非母語話者の音声
認識結果を修正[22] 
 
 
 
2.2.2 文脈情報以外のコンテキスト情報の利用 
音声認識システムが捉える情報は，音声データに限らない.特に，モバイルデバイスが普
及しつつある現在では，デバイスについている音声認識機能が様々なインタフェースに組
み込まれることが多い．モバイルデバイスの使用環境が多様であるため，音声のみで操作で
きるシチュエーションも増えている．より精度の高い認識結果を提供するために，Araujo ら
は音声操作において，コンテキスト情報を音声認識エンジンの言語モデルに適用する手法
を提案している．音声認識エンジンにおける言語モデルのアダプテーションに使われるコ
ーパスは汎用的なものとタスク限定的なものの二つある．Huang らが提案した ASR システ
ムフレームワーク[23]を基に，Araujo らはアプリケーションから個体や活動，場所，時間な
どのコンテキスト情報を収集し，タスクと関わる語彙を WordNet[24]技術を用いて拡張し，
それらを言語モデルのコーパスに適用することで（図 3），音声認識の精度の向上を図って
いる[25]． 
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図 3 Araujo らがコンテキスト情報から求めた語彙を言語モデルに適用[25] 
 
Araujo らが提案したこのシステムは音声操作を対象にし，モバイルデバイスのユーザー
の使用環境をコンテキスト情報として利用している．本研究もコンテキスト情報を利用す
るが，会話における文脈情報を対象にしている． 
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第3章 提案システム 
3.1 提案手法 
本研究では,認識率の高い母語話者の音声認識の結果から非母語話者の発話を推測するこ
とで,非母語話者の音声認識率の改善を行う手法を提案する． 
手法の適用対象を一つのテーマについて展開している会話とする．テーマのある会話で
は，普通の会話や雑談などと比べ，発話者の発話内容に関連性が高い．つまり，母語話者の
発話に出現する単語，あるいはその単語と関連性の高い単語が非母語話者の発話にも出現
する可能性が高い． 
ここで，図 4 を用いて提案手法について説明する． 
 
 
図 4 提案手法 
 
まず母語話者の発話全体から発話内容を代表できるキーワード群を抽出する．キーワー
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ドはつまり発話の中で特に重要な意味を持つ単語であり，非母語話者にも出やすい．キーワ
ード抽出に，音声認識により認識された母語話者の発話のテキストを用いるため，求められ
たキーワードは母語話者の発話に出現したものに限られている．会話のテーマを表す単語
群を増やすため，キーワードから関連語を求めることが考えられる．これより求められたキ
ーワード群および推測される関連語群を非母語話者が発話する可能性の高い単語群とする． 
一方，非母語話者の音声認識結果に対して，まず形態素解析分析にて対象となる単語を抽
出する．ここで，抽出された対象語を抽出語と定義する．母語話者の発話から求められたキ
ーワード群と関連語群を用い，非母語話者の発話から求められた抽出語と一対一でペアを
作り，ペアごとに発音上の類似度を比較する．類似度の高い単語をより正しい認識結果と見
なし，非母語話者発話の認識結果から求められた抽出語を修正することで,非母語話者発話
認識結果を修正する． 
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3.2 システムの構成 
本研究は母語話者と非母語話者が存在する会話を対象にしている．対面環境でも遠隔環
境でも適用でき，またどのデバイスからも簡単にアクセスできることを考慮し，OS を選ば
ない，より汎用性のある Web ベースのシステムにした．また，Web システムにすることで，
音声認識機能をローカルに実装する必要がなく，ブラウザベースのものを利用することで，
サーバの負担を軽減することができる． 
本提案システムのイメージは図 5 で示している．会話中の母語話者と非母語話者がブラ
ウザベースの音声認識機能を利用し，認識の結果をテキスト形式でサーバへ送る．サーバ側
では，受け取った音声認識結果をデータベースに保存し，非母語話者と母語話者に対して異
なる発話分析を行う．以降，システムの各部分の実装について述べる． 
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図 5 システム構成 
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3.3 発話者の区分 
本研究の提案手法は会話の参加者を母語話者と非母語話者に区別している．そのため,図 
6 に示すように，最初にユーザ－にアイコンでクリックしてもらうことで，自分が母語話者
か非母語話者かを選択する．ユーザーの選択によって，サーバー側が発話者のタイプを記録
し，一意な ID を生成しクライアント側に知らせる．クライアント側が受け取った ID をブ
ラウザのセッションストレージに保存する．以降，データのやり取りにこの ID を用いて発
話者を特定する． 
 
 
図 6 発話者の区分  
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3.4 音声認識 
母語話者と非母語話者の発話に対して既存の音声認識技術 Web Speech API[26]を利用して
いる．Web Speech API はウェブアプリケーション開発に向けの音声認識および音声合成の
Javacript インタフェースを提供する API である．また，Web Speech API はブラウザに手軽に
組み込めることが特徴であり，現在主流となるブラウザ Chrome，Microsoft Edge，Firefox を
サポートしている．  
本提案システムでは，それぞれ母語話者と非母語話者の発話を Web Speech API にて認識
し,認識結果をテキストとしてサーバ側に送る．音声認識中の画面と停止しているときの画
面を図 7 と図 8 で示している． 
 
 
図 7 認識中画面 
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図 8 認識停止中画面 
 
また，本システムは長時間にわたって継続的な音声認識が必要である．Web Speech API で
は，以下のコードにて継続認識が可能になる． 
 
mySpeechRecognition.continuous = true; 
 
しかし，発話と発話に間がある場合，継続認識ができなくなることがしばしば観察される．
表 1 は 5 秒から 60 秒までの発話間の沈黙時間に対して，継続認識が機能するかどうかにつ
いて 5 回試した結果である．試しの仕方として，まず上記のコードにて音声認識を継続可能
に設定する．次に，音声認識を開始して一度発話し，発話が終わったらタイマーを開始して
沈黙時間分を図り，タイマーが終了したらもう一度発話する．そこで，二度目の発話に音声
認識が反応するかについて，認識した場合は 1，認識しない場合は 0 と記す．また，二度目
の発話が認識された回数を数え，すべての試し回数を割った結果を継続率とした． 
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表 1 発話間の沈黙時間と音声認識の継続率 
発話間の沈黙時間 1 回目 2 回目 3 回目 4 回目 5 回目 継続率 
5 秒 1 1 1 1 1 100% 
10 秒 1 1 1 1 1 100% 
15 秒 0 1 1 0 1 60% 
20 秒 0 1 1 1 1 80% 
25 秒 1 0 1 0 1 60% 
30 秒 0 0 0 0 1 20% 
40 秒 0 0 1 0 0 20% 
50 秒 1 0 0 0 1 40% 
60 秒 0 0 0 0 0 0% 
 
結果として，発話間の沈黙時間が 10 秒を超える場合，継続認識ができなくなるケースが
発生した．また，発話間の沈黙時間が長いほど，継続認識ができる可能性が低くなる傾向も
ある． 
本システムのユーザーがそれぞれ異なるデバイスからブラウザを通じてシステムに接続
する．そのため，音声認識に使用しているブラウザ依存の Web Speech API もユーザーごと
に作動する．会話において，一方が 10 秒以上連続して発話することが予想される．その場
合，もう一方は 10 秒以上沈黙する可能性があり，音声入力がなくなり，継続認識が続かな
い恐れがある．そのため，本システムでは発話の認識が終わった時点で強制的に認識を再開
するように工夫した．具体的には，recognition の onend()関数および onerror()がコールバック
されるたびに recogntion.start()にて認識を再開する．この設定によって，制限なく継続的に
音声認識ができるようになった． 
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3.5 形態素解析 
発話を分析するには，形態素解析が求められている．本研究では，MeCab[27]というオー
プンソースの形態素解析エンジンを使用する．MeCab は自然言語処理関係者のみならず，
テキストを使ったウェブアプリを開発している人たちにも広く利用されている．本研究で
は，母語話者と非母語話者両方の発話分析に形態素解析を用いる． 
Mecab を利用した形態素解析の結果は図 9 で表している形式で出力される． 
 
図 9 MeCab の出力形式 
 
例えば Wikipedia による「音声認識とは，人間の声などをコンピューターに認識させる
ことであり，話し言葉を文字列に変換したり，あるいは音声の特徴をとらえて声を出してい
る人を識別する機能を指す」という音声認識の概念を紹介している文に対して，形態素解析
の結果の一部は図 10 のようになっている． 
 
図 10 MeCab の分析結果例 
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3.6 母語話者発話の分析 
本提案手法の母語話者発話の分析には主にキーワードの抽出と関連語の推測がある．形
態素解析にて得られた母語話者発話の名詞と形容詞を元に，既存のアルゴリズムを利用し
てキーワードを抽出する．抽出されたキーワードに対して，それぞれ関連語を推測する．キ
ーワード抽出および関連語の推測の詳細は次の二小節にて述べる． 
 
3.6.1 キーワード抽出 
会話において，発話と発話に関連性がある．発話の関連性の具体化にキーワードを用いる
ことが考えられる．テキストからキーワードを抽出するに，単語の出現頻度を注目する TF-
IDF 方法とグラフ理論に基づいた TextRank アルゴリズム[28]，教師あり学習を用いる方法な
どある．本研究では TextRank アルゴリズムを利用する．文の内部構造を考慮せず，単語を
集合として扱い，短文に弱い TF-IDF 方法と比べ，TextRank は語と語の共起関係も考慮する
メリットがある．また，教師ありの方法と違い，TextRank は訓練の必要がない．以下，TextRank
アルゴリズムの詳細について述べる． 
TextRank は PageRank アルゴリズム[29]をベースにしたテキスト解析に特化したアルゴリ
ズムである．PageRank はウェブページの重要性を決めるときのアルゴリズムであり，ウェ
ブページの被リンク数，リンク元ページの重要性とリンク数を利用している． 
 
SሺV୧ሻ ൌ ሺ1 െ dሻ ൅ ݀ ∗ ∑ ଵห୓୳୲൫୚ౠ൯ห௝∈ூ௡ሺ௏೔ሻ S൫V୨൯    (1) 
 
ここで，SሺV୧ሻはページV୧の重要性スコア，d は固有値，InሺV୧ሻはページV୧のリンク元ページ
の集合，Out൫V୨൯はページV୨からリンクするページの数である． 
グラフ理論の視点から，ノードをウェブページから単語や文へ変更し，エッジをリンクか
ら単語や文の共起関係にすることで，同様な手法をキーワード抽出や文の要約にも応用で
きるようになる． 
TextRank アルゴリズムを以下の数式で示すことができる． 
 
WSሺV୧ሻ ൌ ሺ1 െ dሻ ൅ ݀ ∗ ∑ ఠೕ೔∑ ఠೕೖೇೖചೀೠ೟ሺೇೕሻ௏ೕ∈ூ௡ሺ௏೔ሻ S൫V୨൯    (2) 
 
ここで，WSሺV୧ሻは単語か文V୧の重要性スコア，d は固有値，InሺV୧ሻとOutሺ ௜ܸሻは共起関係に
よって求められた単語か文V୧の共起対象の集合，ω୨୧は単語か文V୧からV୨へのエッジである．
この方法を用いることで，キーワードの抽出ができる．また，単語の共起関連で求められた
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グラフは無向グラフのため，InሺV୧ሻとOutሺ ௜ܸሻは同じである． 
[30]を参考し，TextRank アルゴリズムを用いたテキストからキーワードを抽出する流れを
表す図 11 を作った． 
 
図 11 TextRank を用いたキーワード抽出 
 
品詞には，動詞・形容詞・形容動詞・名詞・副詞・連体詞・接続詞・感動詞・助動詞・助
詞の 10 種類がある．TextRank アルゴリズムを提案した Mihalcea らは様々な品詞についてキ
ーワード抽出を行ったが，名詞と形容詞について最も良い結果が得られたため，本研究も抽
出対象を名詞と形容詞のみに限定する．品詞の分析に MeCab による形態素解析が用いられ，
品詞細分類が"非自立","数","接尾","代名詞"となっている発話の主題をあらわすことのでき
ない単語，および"よく","よい","良く","良い","いい","ない"など，単体では意味のないもの
がはじかれるようにフィルタリングしている． 
 
また，単語の隣接関係を確定するために，TextRank アルゴリズムでは単語間の共起関係
を利用している．単語間の共起関係は距離によって制御されている．具体的には，あらかじ
め決められたウインドウサイズに従って，二つの単語が同じウインドウ内で出現する場合
は共起していると見なす．ウィンドウのサイズは 2 から 10 まで設定することができるが，
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ウィンドウが大きければ大きいほど，精度は低くなると報告されている．そのため，本研究
ではウインドウサイズを 2 と設定している． 
さらに，TextRank では式(2)のスコアの計算を繰り返し，スコアの変動の閾値を 0.0001 に
し，収束するまでループすることになっている．収束の判定基準について，TextRank の元と
なる PageRank アルゴリズムにおいて，Haveliwala らの研究では 5 回から 100 回までのルー
プ回数を試算し，10 回ほどでも結果の順位付けが７～８割程度正しいという結論を得られ
た[31]．そのため，本研究では同じく 0.0001 を閾値とし，最大ループ回数を 100 回としてい
る． 
本研究は母語話者と非母語話者がある一定のテーマについて話をしていると想定してい
るため，母語話者の発話に対して，キーワード抽出の対象を母語話者最初の発話から抽出操
作が行われるまでのものとする． 
 
3.6.2 関連語推測 
次に，抽出されたキーワード群 K に基づき，それらと関連性の高い単語を求めることで，
非母語話者が発話する可能性の高い単語群を求めことができる．関連語の推測に
Word2vec[32]技術を用いる． 
Word2vecはテキスト処理を行うニューラルネットワークであり,単語をベクトルに変換す
ることができる．与えられたコーパスをベースに，ベクトル計算でコサイン類似度を求める
ことで，ある単語に対して，共起性（ある単語の周辺に別の単語が出現する確率）を求める
ことができる． 
本研究では，Python 言語におけるトピック分析ライブラリ gensim[33]から Word2vec を導
入し，さらにコーパスに汎用の Wikipedia データを用いた学習済みモデル[34]を利用する．
母語話者の発話のキーワードから求められた共起性の高い単語群はつまりキーワードと関
連性の高い単語群であり，非母語話者が発話する可能性の高い単語群でもある． 
Word2vec 技術を利用した関連語の推測の処理プロセスは数秒から数十秒程度の時間がか
かる．表 2 は日本語能力試験出題基準語彙表から取り出した，上記学習済みモデルに存在
する単語計 6746 個から，ランダムで 5,10,20,50,100,200 個の単語を取り出し，一単語に対し
て最大３個まで関連語を求めた時の所用時間である．計算に用いたコンピューターのスペ
ックは，システムが Windows 10 HOME(64bit)，プロセッサが Intel(R) Core(TM) i7-6700HQ 
CPU @2.60GHz，実装 RAM が 16GB である．また，すべての結果は計算を 10 回行った平均
値である． 
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表 2 関連語推測の所用時間 
単語数 所用時間(秒) 
5 0.45 
10 0.88 
20 1.78 
50 4.43 
100 8.83 
200 17.56 
 
非母語話者の発話をリアルタイムで修正していくために，リクエストされてからはじめ
て分析を行うのではなく，分析と結果の提供を分けて行う必要がある．3.8 節にて母語話者
の発話におけるプロセスと非母語話者におけるプロセスを並行した処理について述べる． 
 
3.7 非母語話者発話の修正 
母語話者発話の分析では，キーワード抽出の対象を名詞と形容詞にしているため，非母語
話者の発話に対しても，まず一回ごと MeCab を用いて形態素解析分析し，名詞と形容詞を
抽出する．次に，母語話者の発話から推測された非母語話者が発話する可能性の高い関連語
と抽出語について，発音上の類似度を求める．最後に，修正候補から最も適切なものを選び，
認識結果を入れ替える． 
 
3.7.1 処理回数の削減 
発音上の類似度を比較するために，比較対象となる単語をペアリングする必要がある．母
語話者発話から得られたキーワード群と関連語群から一つ，また非母語話者発話から抽出
された名詞と形容詞から一つ，二つの単語を一ペアとして発音類似度の比較を行う．ここで，
処理回数を抑えるために，以下の場合は処理を飛ばすようにしている． 
 二つの単語が同じ場合． 
 抽出語側の単語がキーワード群または関連語群の中にあるものの場合． 
 抽出語側の単語の見出し語とキーワード群または関連語群にある単語の見出し語が一
致する（例えば，「高かった」と「高い」の見出し語は同じく「高い」である）場合．  
次に，発音類似度の比較にはひらがなを用いるため，二つの単語のひらがなを比較する．
ひらがなが完全一致の場合，発音類似度の比較も必要がなく，処理を飛ばすことができる． 
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3.7.2 発音類似度の比較 
3.7.1 節で述べたペアに対して，発音上の類似度を求めるために，Goo ラボが提供してい
る語句類似度算出 API とひらがな化 API を利用する．API の比較対象はひらがなのため，
前処理としてすべての単語をひらがなに変換する．類似度は 0 から 1 の範囲となり，0.3 以
上であるとおおよそ似通っていると判断できる[35]． 
一つの抽出語に対して，最も類似度の高い単語を考慮し，あらかじめ決められた閾値を超
えたものを入れ替えることで，非母語話者の発話の認識結果を修正する． 
 
3.8 母語話者と非母語話者発話の並行処理 
3.6.2 節で述べたように，母語話者発話に関する処理の所要時間はリアルタイムレベルに
達していない．そのため，本システムは図 12 で示しているように，一定の時間間隔をおい
て，最初の発話からすべての母語話者発話をまとめ，分析処理を一回行うようにしている． 
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図 12 処理対象となる母語話者発話 
 
 
例えば，時間間隔が 30 秒の場合，30 秒ごとデータベースからその時点までの母語話者発
話内容を SQL 文によって取り出す．つまり，会話が 5 分間続いたときに始まる処理の対象
は 5 分までの間の母語話者の発話内容となり，例え次処理の開始時刻（5 分 30 秒）になっ
ても，対象の変更をせずそのまま続ける．また，処理回数を減らすため，前回の処理対象と
なった発話内容（最初の発話から 4 分 30 秒までの発話）も求める．ここで，両者を比べる
ことで，もし母語話者が 4 分 30 秒から 5 分までの間に発話していなかった場合（つまりこ
の間非母語話者のみ発話していた場合），処理の対象は同じになるため，今回の処理が不要
であることを判断できる． 
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また，毎回の処理に対して，処理が始まると同時にデータベースに処理の状態，開始時間
および更新時間の記録を生成する． キーワードの抽出および関連語の推測処理がすべて終
わると，記録が更新される．これより，非母語話者の発話に対する処理を行う時に，常に処
理が完了している結果の中で最新のものを返す． 
 
3.9 データの保存 
本研究システムのデータと分析結果を保存することが必要である．本システムがデータ
保存のためにデータベースを使用している．発話者情報と音声認識結果，キーワード，関連
語，抽出語，母語話者発話分析の処理状況を MySQL データベースに保存している．データ
ベースの構成および各表データの説明を表 3 で示している．  
 
表 3 データベースの構成 
表名 説明 
Speaker (発話者の表) 発話者の id，類別（母語話者か非母語話者，
以下同様），ログイン時間が含まれている 
Utterance(発話内容の表) 音声認識エンジンによって区切られた発話
内容. 発話ユーザ ID，類別，発話時間も保
存されている 
Extracted Word(抽出語の表) 非母語話者が発話する場合，発話ごとに抽
出した名詞/形容詞. 発話者の ID，抽出語の
ひらがな，生成された時間も保存されてい
る 
Keyword(キーワードの表) 母語話者の発話に対する分析処 理で得ら
れたキーワード. 処理回数，キーワードの
ひらがな，スコア，生成された時間も保存
されている 
Related Word(関連語の表) キーワードから求められた関連語. 元とな
るキーワードの ID，処理回数，関連語のス
コア，ひらがな，生成された時間も保存さ
れている 
Similarity(発音類似度の表) 上記抽出語とキーワードおよび関連語をペ
アにして求めた発音類似度. それぞれのひ
らがな，スコア，生成された時間も保存さ
れている  
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第4章 動作確認実験 
4.1 実験目的 
ここまで説明した母語話者の文脈情報を利用し，非母語話者の発話に対する音声認識の
改善方法を実装し，提案システムの動作確認実験を行う．動作確認実験はシステムの各機能
が想定通りに動くことともに，会話時間，キーワード抽出および関連語の推測に異なる閾値
で求めた結果の変化の傾向を検討するものでもある．会話時間に従っての変化を解明する
ために，長時間会話するデータが必要になる．また，本研究は一つのテーマについて展開し
ている会話を想定しているため，本実験は母語話者と非母語話者が一つのテーマについて 1
時間会話をする形で行った． 
 
4.2 実装環境 
本評価実験は筑波大学春日エリアの 7D502 室で実施された． 
本実験で使用するソフトウェア環境として，OS は Windows 10，ブラウザが Chrome 
62.0.3202.75(64bit),mecab を動かせるスクリプトは python 2.7，サーバ環境は XAMPP[30] 
v5.5.38 である．音声認識に使用しているマイクは単一指向性のある 3.5mm ピンマイク
SteelSeries Siberia Microphone white 50002 である． 
実験時の配置について，図 13 に示すように，母語話者と非母語話者が対面で椅子に座り，
ピンマイクを襟のところに着装する．話者の種類（母語話者か非母語話者か）を選択させ，
また音声認識の動作を確認するために，それぞれのテーブルにマウスを繋がったノート PC
が設置され，本システムの画面が表示される．ピンマイクはそのノートPCに接続しており，
音声認識，および録音データの収集に用いられる．図 14 が実際の様子である．  
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図 13 動作確認実験の実験配置 
 
 
 
 
図 14 動作確認実験の様子 
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4.4 参加者 
評価実験の参加者について，日本語の母語話者が 8 人，非母語話者が 8 人，計 16 人を募
集した．募集した参加者を母語話者 1 人と非母語話者 1 人を 1 ペアとして実験を実施した．  
また，初対面のペアに対して，実験者が事前に母語話者と非母語話者に興味のあるテーマ
を聞き，なるべく共通の興味を持っている人を相手にするように配慮した． 
 
4.5 実験手順 
母語話者と非母語話者が着席したら，まず実験者から実験の内容について，実験説明書に
従って，実験の目的，手順，所要時間，テーマの決め方，手元の用紙を口頭で説明した．ま
た，収集するデータについて，実験同意書と日本語能力確認書に記載する内容，および音声
に関するデータ（音声認識の結果と録音）であることも説明した．また，実験者が実験の様
子を確認するためにビデオ録画の可否について参加者に尋ね，双方とも同意した場合のみ
ビデオ録画を実施した．参加者は説明を受けた後，実験同意書と日本語能力確認書を記入し
た． 
次に，実験者が参加者にマイクを襟に着装するように指示した．また，マイクに指向性が
あることを伝え，なるべく自分の口に向けるように調整してもらった．次に，参加者が実験
者の説明を聞きながら，指示に従ってそれぞれの手元のノート PC に表示してある発話者の
区分のためのページ（図 6）にて対応しているボタンを押した．その後，図 7 と図 8 で示
したように，参加者が試しに発話し，音声認識の動作を確認した．音声認識の動作が確認で
きたら，実験者が音声認識のページが表示されるまま，一時間の会話のテーマを決めるため
自由会話を行うように指示した．参加者がアドバイスを求める場合，実験者が参加者の特徴
を考慮し,以下のように参考までにいくつかのテーマを例として提示するが，参加者は必ず
しもその中から選ぶ必要がない． 
 食べ物，料理，食文化 
 旅行 
 服，スタイル 
 言語，異文化コミュニケーション 
 国事情，地元自慢 
 所属研究科，学校，教育 
テーマが決めた後，実験者が自由会話の音声認識結果がデータベースに保存されたかを
確認し，確認できたらデータをすべて消し，ノート PC のページを発話者区分に戻した． 
さらに，一時間の会話を開始する前，実験者が注意事項として以下の内容を参加者に知ら
せた． 
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 会話中，自分のマイクに相手の声を拾ってしまうことがあるため，ノート PC に表示さ
れた音声認識の結果にその発話内容も入ることにあるが，気にする必要がありません． 
 会話中，ノート PC の画面が見る必要がありません．ただし，万が一ネットが切れたり，
ノート PC がフリーズしたりすることを気づいた場合，手をあげて実験者に知らせてく
ださい． 
 会話に集中してもらうため，手元のノート PC または手持ちのスマートフォンの利用，
またはペンと紙の利用ができません． 
 会話中，実験者が提供したお茶を飲むことができます． 
 
その後，実験者が録音を開始し，以下の内容を指示し，実験を開始する． 
 これから 1 時間，決めたテーマを中心に会話を行ってください． 
 実験者がタイマーを始めたら，表示されているページにある母語話者か非母語話者の
アイコンに対応するものをクリックし，音声認識の画面に入ってください． 
 音声認識の画面が表示されたら，会話を開始してください． 
 時間切れのチャイムが鳴られたら，会話を中止してください． 
 
4.6 データの前処理 
本システムを評価するために，非母語話者における正しい発話結果が必要となる．本シス
テムが発話と発話の関連性を考慮し，母語話者の発話から非母語話者の発話を推測してい
る．従来の音声認識システムでは，使用者が発話した内容を忠実に再現することが目的であ
る．例えば，非母語話者が「音声（おんせい）」という言葉を「温泉（おんせん）」として発
音する場合，音声認識の結果が「温泉」の場合が正しく，「音声」の場合が誤っているよう
になっている．それに対して，本システムは文脈情報を利用している点から，非母語話者に
対して，上記のように例え発音が間違ってもその間違った内容に修正するより，非母語話者
が本当に言いたいことに修正することになっている．つまり，評価の比較対象も非母語話者
が実際に話したい内容（以下，実発話内容）である必要があり，そのため，2 名の実験者が
音声の聞き取り作業を行い，そして，音声認識結果に修正を施した． 
 
4.6.1 音声認識結果における聞き取り作業 
聞き取り作業の内容として，実験の様子を録画したビデオにて母語話者と非母語話者の
発話内容を聞き，音声認識結果に相手の声を拾ってしまったことによって認識された重複
部分を削除し，文脈を考慮して発話者の実発話内容を書き出した． 
具体的には，図 15 に示すように，一つの音声認識結果(②)について，以下のように③重
複排除結果，④聞き取り（母語話者），⑤聞き取り（非母語話者）に結果を記入する（見や
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すいために，図の中では「何も記入しない」ところに「-」を入れている，以下同様）． 
1) 音声認識結果に相手の部分が含まれていない場合：③に何も記入しない． 
1a) 音声認識結果が正しい場合：④と⑤に何も記入しない． 
1b) 音声認識結果に誤認識がある場合：発話者によって④もしくは⑤に実発話内容を
記入する． 
2) 音声認識結果の一部が相手の部分になっている場合：③に相手の部分を除いた音声認
識結果を記入する． 
2a) 音声認識結果が正しい場合：発話者によって④もしくは⑤に，③と同じ内容を記
入する． 
2b) 音声認識結果に誤認識がある場合：発話者によって④もしくは⑤に，③の内容に
対応する実発話内容を記入する． 
3) 音声認識結果がすべて相手の部分の場合：③に「X」を記入する．④と⑤に何も記入
しない． 
 
 
図 15 聞き取り作業の内容 
 
ここで，聞き取り作業について図 15 にある二つの例を説明する．(1)の場合，非母語話者
が「変え方は」という発話をしたが，その音声が母語話者のマイクにも拾われてしまい，音
声認識の結果に母語話者側にも「変え方は」という記録が残された．そのため，実験者の聞
き取りによってその記録に対して重複排除結果の欄に×をつけるようにしている．また，非
母語話者側の音声認識では誤認識が発生し，結果として「飼い方は」という記録になったた
め，同じく実験者の聞き取りにより，非母語話者の実発話内容が「変え方は」という判断を
し，その結果を聞き取り（非母語話者）の欄に書き出す．(2)の場合は，母語話者が「なんで
なんで仮説と RQ 離れてます」と発話したが，音声認識の結果が「なんでなんでカセット 
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歩きは離れてます」になっているため，聞き取り（母語話者）の欄に実発話内容を書き出し
た．さらに，母語話者が発話後，非母語話者が「例えば 仮説一は」と発話したが，母語話
者が発話を開始した時点で音声が非母語話者側のマイクにも拾われ，非母語話者側の音声
認識が開始され，さらに両者の発話に間が少ないため，非母語話者の発話の認識結果がその
あとに続くように，「カセット 歩きを離れてますよ 例えば 風邪１日は」という記録が
残された．その状況に対して，聞き取りの処理でまず音声認識にある重複した部分を削除し，
「例えば 風邪１日は」という，非母語話者の発話のみの音声認識結果を書き出した．さら
に，非母語話者の実発話内容を聞き取り（非母語話者）の欄にも書き出した． 
 
 
4.6.2 非母語話者抽出語への反映 
聞き取り作業によって得られた重複を排除した音声認識結果および実発話内容を用い，
非母語話者側に対して形態素解析にてそれぞれの名詞と形容詞を抽出した．以下，重複を排
除した音声認識結果による抽出語（Extracted Words）を EWorigin，実発話内容による抽出語を
EWlistenと定義する． 
音声認識結果において，EWorigin と EWlisten にある単語の対応関係を表 4 で示しているよ
うに分類した． 
 
表 4 EWoriginと EWlistenにある単語の対応関係 
  対応関係 類別の定義 
番号 EWorigin EWlisten EWoriginにある部分 EWlistenにある部分 
① 対応あり，かつ一致である EWcorrect - 
② 対応しているが，一致ではない EWcorrectable EWrefer 
③ あり 対応なし EWsurplus - 
④ 対応なし あり - EWmissing 
 
対応関係には全部四種類ある．一つの発話に対して，①は EWoriginにある単語が EWlistenに
も同じものが対応している場合，つまり EWoriginにあるその単語が非母語話者の実発話内容
であり，修正の必要がない．以下，そのような単語群を EWcorrect と定義する．②は EWorigin
にある単語が EWlisten に対応している単語があるが，一致ではない場合（例えば「温泉」と
「音声」），EWoriginにあるその単語が修正対象 EWcorrectableであり，が EWlistenに対応している
単語 EWrefer が正しい修正結果である．また，③は EWorigin にある単語が EWlisten に対応する
ものがない場合，つまり実発話内容では指定している品詞種類に属してない単語が音声認
識の誤認識によって指定している品詞種類に属す単語として認識されてしまったものであ
り，本提案システムの修正対象外である．以下，そのような EWoriginにある単語群を EWsurplus
30 
 
と定義する．④は③の逆パターンであり，EWlistenにある単語が EWoriginに対応するものがな
い場合，つまり実発話内容では指定している品詞種類に属している単語が音声認識の誤認
識によって指定している品詞種類に属していない単語として認識されてしまったものであ
り，同じく本提案システムの修正対象外である．以下，そのような EWoriginにある単語群を
EWmissingと定義する． 
非母語話者抽出語へ反映する際に，この四種類の対応関係を図 16 のように示した． 
 
 
図 16 聞き取り作業の内容を非母語話者抽出語へ反映 
 
ここで，この作業について図 16 を用いて三つの例を説明する．（1）では，音声認識の結
果が「例えば 風１日は」となっているが，聞き取り作業によって非母語話者の実発話内容
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は「例えば仮説一は」である．それに対して，EWoriginは「風邪」，EWlistenは「仮説」になり，
実験者このような記録を残す．また，EWlistenが必ずしも EWoriginに対応するものがあるとは
限らない．例えば(2)では，音声認識結果である「今までの研究はちょっとだけ」からの抽出
語 EWoriginが「今」，「研究」の二つになっているが，実発話内容である「今までの研究はチ
ャットだけ」からの抽出語 EWlisten は「チャット」があり，一つ多くなっている．このよう
な場合では，（2）の三行目のように記録を残す．さらに，（2）とは逆のパターン，つまり音
声認識結果による抽出語が多い場合，（3）で示しているように，対応がない音声認識結果に
よる抽出語に×を付けるようにしている． 
 
4.7 音声認識結果 
本提案システムは母語話者，非母語話者の発話に形態素解析にて品詞種類を限定した語
を抽出しているため，修正対象も抽出語に限る．4.6.2 節で述べた EWorigin と EWlisten にある
単語の対応関係に基づき，8 ペア計 8 時間の音声認識結果を表 5 に示すようにまとめた． 
 
表 5 各類別の抽出語の数 
類別 平均(1 時間) 
EWorigin の数 666.63  
EWlisten の数 616.75  
EWcorrectの数 421.38  
EWcorrectable の数 118.50  
EWreferの数 118.50  
EWsurplusの数 126.75  
EWmissingの数 76.88  
 
その中に，EWcorrectable が EWorigin に占めている割合，つまり本提案システムの修正対象
が EWorigin に占めている割合を図 17 に示した． 
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図 17 本提案システムの修正対象が EWorigin に占めている割合 
 
 
平均的に，非母語話者発話の抽出語に修正対象の割合 17.78%となっている．つまり，非
母語話者発話の音声認識結果にある対象語のうち，約 1/5 弱の単語が本提案システムの修正
対象になっている． 
また，正しく認識した抽出語の割合において，非母語話者の方が 63.21%であることに対
して，母語話者の方では 74.74%になっている．このことから，一般的に母語話者と比べ，
非母語話者の音声認識の認識率が低いということが言える． 
 
4.8 評価 
4.8.1 有効率とカバー率 
非母語話者発話の修正に当たって，キーワード抽出と関連語推測で求められたそれぞれ
の語群（以下，修正候補と定義する．キーワード抽出の場合はキーワード群，関連語推測の
場合は関連語群を指す）がどの程度に有効であるかについて，その語群の中で EWrefer に出
現したものの数を有効数として数えた．例えば，抽出されたキーワードが{K1,K2,K3……Kn}
の場合，もし Ki が（i∈(1,2,…n)，以下同様）EWrefer に出現したら有効数に一を増やす．ま
た，有効数と修正候補の語数の比率を有効率と定義する．つまり，修正候補が{T1,T2,T3……
Tn}として，有効数および有効率は以下のように定義する． 
 
有効数 ൌ countሺT୧，T୧ ∈ EW୰ୣ୤ୣ୰ሻ                   (3) 
 
有効率 ൌ 有効数ୡ୭୳୬୲ሺ修正候補ሻ                 (4) 
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また，修正候補がどの程度非母語話者の発話をカバーしたかについて，EWreferの中で修正
候補に出現したものを数えた．例えば，EWreferが{EW1,EW2,EW3……EWn}の場合，もし EWi
が EWreferに出現したらカバー数に一を増やす．また，カバー数と EWrefer の語数の比率をカ
バー率と定義する．つまり，カバー数およびカバー率は以下のように定義する． 
 
カバー数 ൌ countሺEW୧，EW୧ ∈修正候補ሻ                 (5) 
 
カバー率 ൌ カバー数ୡ୭୳୬୲ሺ୉୛౨౛౜౛౨ሻ                 (6) 
 
図 18 は有効率とカバー率の求め方を一つの例を用いて図に表したものである．線で繋が
っている単語同士は同じ単語である．この例では，修正候補の単語群に計 4 つの単語があ
り，そのうち 2 つは EWrefer に出現したため，有効数は 2 となり，有効率は有効数を修正候
補の単語総数で割った 50%となる．また，カバー数に関しては，EWrefer にある計 7 つの単
語のうち，3 つが修正候補にカバーされたため，カバー数は 3 となる，カバー率はカバー数
を EWrefer の単語数で割った 43%となる． 
 
 
図 18 有効率とカバー率の計算例 
 
有効率とカバー率に影響を与える要素として，会話の時間，キーワード割合（キーワード
抽出に用いられている TextRank がすべての指定した品詞を重要度の高い順で順位付けした
ため，その中からキーワードとして扱う語の割合），関連語 MAX 数（一キーワードに対し
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て最大何個まで関連語を求めるか）などが考えられる．ここで，会話時間を 10 分（会話開
始から 10 分間のデータを使用，つまり 10 分間分の母語話者発話からキーワード抽出およ
び関連語推測を行う，以下同様），30 分，60 分にわけ，異なるキーワード割合と関連語 MAX
数の条件でそれぞれ有効率とカバー率を求めた． 
TextRank によって求められたキーワードは語の共起関係にてあらかじめ語の出現回数を
考慮したものであり，結果に重複する語がない．同様に，求められた関連語にも重複を削除
したものとする．つまり，有効率とカバー率の計算には，修正候補となるキーワード群と関
連語群に重複するものがない．それに対して，非母語話者の抽出語には重複するものが含ま
れている． 
 
4.8.2 キーワード抽出の結果 
Mihalcea らは TextRank アルゴリズムを評価するときに，キーワード割合を 1/3 としてい
た[28]．ここで，異なるキーワード割合での抽出結果の変化を求めるために，キーワード割
合を 1/3，1/4，1/5 にし，それぞれの有効率およびカバー率を計算した．その結果を会話時
間ごとに表 6～表 8 にまとめた． 
 
 
表 6 キーワードの有効率とカバー率（会話時間=10min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 85.50  85.50  85.50  
キーワード数 28.13  21.00  16.75  
EWrefer の数 22.13  22.13  22.13  
有効数 2.63  2.25  2.13  
有効率(%) 9.33  10.71  12.69  
カバー数 4.50  4.13  3.88  
カバー率(%) 20.34  18.64  17.51  
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表 7 キーワードの有効率とカバー率（会話時間=30min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 243.63  243.63  243.63  
キーワード数 81.00  60.50  48.25  
EWrefer の数 63.13  63.13  63.13  
有効数 11.13  10.38  9.00  
有効率(%) 13.73  17.15  18.65  
カバー数 24.13  23.00  20.63  
カバー率(%) 38.22  36.44  32.67  
 
 
表 8 キーワードの有効率とカバー率（会話時間=60min） 
 
キーワード割合 1/3 1/4 1/5 
⺟語話者抽出語数 441.25  441.25  441.25  
キーワード数 146.75  109.88  87.88  
EWrefer の数 118.50  118.50  118.50  
有効数 23.25  21.13  19.63  
有効率(%) 15.84  19.23  22.33  
カバー数 51.13  48.25  45.50  
カバー率(%) 43.14  40.72  38.40  
 
有効率について，図 19 で示しているように，会話時間の増加しに従って，キーワードの
有効率が増加する傾向がある．例えば，会話時間が 10 分の場合と 30 分場合と比べ，キーワ
ード割合が 1/3 の時，有効率が 30 分のほうが 4.5%近く高い．さらにキーワードが 1/5 の時，
会話時間が 60 分の場合は 10 分の場合と 30 分の場合と比べ，全体的に有効率が 2%～10%
ほど高くなっている． 
キーワード割合別で見ると，全体的にキーワード割合の減少にしたがってキーワードの
有効率が増加する傾向がある．例えば，会話時間が 60 分の時，キーワード割合が 1/3 の場
合，平均有効率が 15.84 キーワード割合が 1/4 の場合，平均有効率が 19.23%キーワード割合
が 1/5 の場合，平均有効率が 22.33%になっている.つまり，キーワード割合が少ない場合，
求められたキーワードの中に非母語話者の発話中に出現する比率が高い． 
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図 19 キーワード抽出の有効率 
 
カバー率について，図 20 で示しているように，全体的に会話時間の増加に従ってカバー
率が向上する傾向がある．例えば，キーワード割合が 1/3 の時，10 分の会話では平均カバー
率が 32.93%，30 分の会話では 46.70%，60 分の会話では 50.94%になっている.キーワードが
1/4 の時はそれぞれ 30.49%，44.93%，47.64%，1/5 の時は 28.08%，40.97%，44.81%になって
いる. つまり，会話時間の増加にしたがって，母語話者の発話キーワードがより多く非母語
話者の発話の中に出現していることがわかる.  
また，キーワード割合の増加にしたがってカバー率が増加する傾向もある.例えば，会話
時間が 60 分の時，キーワード割合が 1/5 の場合，平均カバー率が 38.40%，キーワード割合
が 1/4 の場合，平均カバー率が 40.72%，キーワード割合が 1/3 の場合，平均カバー率が 43.14%
になっている．全体的に，母語話者の発話に出現した語の中に，より多くの単語をキーワー
ドにすると，非母語話者の発話に出現する語をより多く求めることができる． 
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図 20 キーワード抽出のカバー率 
 
キーワード抽出において，キーワード割合の増加に従って有効率が減少し，カバー率が増
加する傾向が見られる．またその逆の傾向も見られる．つまり，この二つの指標から最も効
果的なキーワード割合を決めることが難しい．そのため，われわれはのちの計算に Mihalcea
ら[28]と同様，キーワード割合を 1/3 とした． 
 
4.8.3 関連語推測の結果 
抽出されたキーワードをベースに，word2vec を用いて関連語を推測する時に，一個のキ
ーワードに対して最大何個まで関連語を求めるかを決める必要がある．われわれはその関
連語 MAX 数を 3，5，10 にて，それぞれの有効率およびカバー率を計算した．ここで，求
められた関連語がキーワードに出現した場合は関連語として数えないことにしている．計
算の結果を表 9～表 11 にまとめた． 
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表 9 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=10min） 
 
関連語 MAX 数 3 5 10 
キーワード数 28.13  28.13  28.13  
関連語数 50.38  82.38  160.50  
EWrefer の数 22.13  22.13  22.13  
有効数 0.25  0.38  0.63  
有効率(%) 0.50  0.46  0.39  
カバー数 0.25  0.38  0.63  
カバー率(%) 1.13  1.69  2.82  
 
 
表 10 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=30min） 
 
関連語 MAX 数 3 5 10 
キーワード数 81.00  81.00  81.00  
関連語数 155.25  251.13  483.25  
EWrefer の数 63.13  63.13  63.13  
有効数 0.88  1.63  2.13  
有効率(%) 0.56  0.65  0.44  
カバー数 1.00  2.00  3.13  
カバー率(%) 1.58  3.17  4.95  
 
 
表 11 関連語の有効率とカバー率（キーワード割合=1/3，会話時間=60min） 
 
関連語 MAX 数 3 5 10 
キーワード数 146.75  146.75  146.75  
関連語数 278.63  446.38  848.25  
EWrefer の数 118.50  118.50  118.50  
有効数 3.00  4.38  6.13  
有効率(%) 1.08  0.98  0.72  
カバー数 5.25  6.88  9.38  
カバー率(%) 4.43  5.80  7.91  
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関連語の有効率について，図 21 で示しているように，会話時間の長さと関連語 MAX 数
が変化しても，有効率はほとんど 1%以下になっている．サンプルごとでも，有効率が 0 に
なる場合もしばしある．全体的に，関連語 MAX 数の増加に従って有効率が減少する傾向が
あるが，会話時間が 30 分の時，関連語 MAX 数が 3 の場合の有効率が 5 の場合より 0.1%チ
近く少なかった． 
 
 
図 21 関連語の有効率（キーワード割合=1/3） 
 
関連語のカバー率について，図 22 で示しているように，会話時間の増加に従って増加す
る傾向が見られた．例えば，会話時間が 30 分の場合と 60 分の場合と比べ，関連語 MAX 数
が 3 の時，有効率が 30 分のほう 3%近く高かった．さらに関連語 MAX 数が 10 の時，会話
時間が 60 分の場合は 10 分の場合と 30 分の場合と比べ，全体的に有効率が 2.5%～5%ほど
高くなっている． 
また，関連語 MAX 数の増加に従って増加する傾向が見られた．例えば，会話時間が 60
分の時，関連語 MAX 数が 3 の場合，平均カバー率が 2.82%，5 の場合は 4.95%，10 の場合
は 7.91%になっている．この傾向はほぼすべてのケースに見られるが，関連語 MAX が増加
するにもかかわらずカバー率が変わらないケースも存在する．  
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図 22 関連語のカバー率（キーワード割合=1/3） 
 
 
 
4.8.4 キーワードと関連語の総合結果 
抽出されたキーワードと推測された関連語の結果を総合的に評価するに，有効率では両
者の分母が異なるため，カバー率のみを計算した．計算した総合カバー率は会話時間ごとに
表にまとめた．なお，すべてのデータはキーワード割合が 1/3 の時のものである． 
 
表 12 総合カバー率（キーワード割合=1/3，会話時間=10min） 
 
関連語 MAX 数 3 5 10 
⺟語話者抽出語数 85.50  85.50  85.50  
キーワード数 28.13  28.13  28.13  
関連語数 50.38  82.38  160.50  
EWrefer の数 22.13  22.13  22.13  
カバー数 4.75  4.88  5.13  
カバー率(%) 21.47  22.03  23.16  
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表 13 総合カバー率（キーワード割合=1/3，会話時間=30min） 
 
関連語 MAX 数 3 5 10 
⺟語話者抽出語数 243.63  243.63  243.63  
キーワード数 81.00  81.00  81.00  
関連語数 155.25  251.13  483.25  
EWrefer の数 63.13  63.13  63.13  
カバー数 25.13  26.13  27.25  
カバー率(%) 39.80  41.39  43.17  
 
 
表 14 総合カバー率（キーワード割合=1/3，会話時間=60min） 
 
⺟語話者抽出語数 3 5 10 
NS 抽出語数 441.25  441.25  441.25  
キーワード数 146.75  146.75  146.75  
関連語数 278.63  446.38  848.25  
EWrefer の数 118.50  118.50  118.50  
カバー数 56.38  58.00  60.50  
カバー率(%) 47.57  48.95  51.05  
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図 23 で示しているように，総合カバー率はキーワードのみのカバー率と同様，会話時間
の増加に従って増加する傾向がある．また，会話時間が 30 分と 10 分の場合の差が 60 分と
10 分の場合の差より大きい．さらに，関連語 MAX 数の増加に従ってカバー率が増加する
傾向も見られたが，会話時間の場合より弱い． 
 
 
図 23 総合カバー率（キーワード割合=1/3） 
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総合カバー率の内訳に，関連語の貢献はキーワードの貢献よりかなり少なかった．図 24
がキーワード割合が 1/3，関連語 MAX 数が 5 という条件での両者の貢献を例としてあげて
いる．数からみると，キーワード数が全体の 25%を占めており，146.75 個しかなかったが，
総合カバー率の 88%も貢献した．それに対して，関連語の数はキーワードの 3.04 倍あるが，
総合カバー率への貢献はわずか全体の 12%も満たさなかった．この結果から，本提案シス
テムでは母語話者発話から抽出されたキーワードが非母語話者発話の推測への貢献度が高
いということがわかった． 
 
 
 
図 24 キーワードと関連語が総合カバー率への貢献 
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4.9 発音類似度比較結果 
3.7.2 節で述べたように，発音類似度の比較に，非母語話者発話からの抽出語と母語話者
発話から求められたキーワードおよび関連語から一つずつ単語を取り出し，ペアを作って
比較する必要がある．4.8.3 節で分析したように，比較的に数の多い，貢献が少ない関連語
と比べ，キーワードのみでも総合カバー率の 95%を実現できるケースがある．そのため，発
音類似度の比較および発話の修正に，キーワードのみを利用する． 
表 15 は 60 分の会話において，キーワード割合が 1/3 の場合の発音類似度比較回数であ
る．平均的に，一つの抽出語に 52.2 回の発音類似度比較が行われることがわかる． 
 
表 15 発音類似度比較回数 
サンプル EWoriginの数 発音類似度比較回数 抽出語一つあたり平均比較回数 
平均 666.63  35536.75  52.23  
 
4.10 システムチューニングによる修正結果 
非母語話者発話の音声認識結果に対して，本提案システムが行う修正に，認識率に影響を
及ぼすのが「EWcorrectableを正しく修正した数」と「EWcorrectを間違って修正した数」である．
「EWcorrectableを正しく修正した数」はつまり非母語話者発話の認識結果にある，実発話内容
と一致しない抽出語を一致するように直したものであり，「EWcorrectを間違って修正した数」
はつまり非母語話者発話の認識結果にある正しい抽出語を別のものに修正してしまったも
のである．前者の場合は認識率が増加し，後者の場合は減少する．しかし，システムが事前
にどの単語が誤認識の結果かを知ることができないため，どの単語にも修正を行う可能性
がある．そこで，認識率を向上するために，EWcorrectable をより多く修正し，EWcorrect を間違
って修正することをできるだけ回避する必要がある．このことを考慮し，システムチューニ
ングを行う際に，EWcorrectableを正しく修正した数と EWcorrectを間違って修正した数差を最大
化することが目標になる． 
本提案システムでは，発音類似度の比較結果から修正候補を求めている．あらかじめ決め
られた閾値を超えたものを候補に入れ，その中から最もスコアの高いものを修正結果とす
る．そのため，システムチューニングの条件は発音類似度においての閾値となる．ここで，
修正候補として上げる発音類似度の閾値をγと定義する． 
表 16 は実験の 8 ペア計 8 時間分のデータを使用した，γの値が 0.6，0.7，0.8，0.9 の時
の修正結果を示している．一つの値に対して，①EWcorrectableを正しく修正した数，②EWcorrect
を間違って修正した数，および①と②の差を求めた．この表からわかることとして，γの値
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が 0.9 の時に①EWcorrectable を正しく修正した数が②EWcorrect を間違って修正した数に上回り
（①-②が正数になった），0.13 になった．この結果はつまり認識率の向上につながるが，
EWcorrectable の数が 118.5 個に対して，①と②の値がそれぞれ 1.88，1.75 しかないため，認識
率への影響がごくわずかだと考えられる．また，γが 0.6 の場合，EWcorrect を間違って修正
してしまった数が 100 も超えているが，①のみを注目すれば，平均 8.75 個の EWcorrectable も
正しく修正され，①-②の値が正数となったγが 0.9 の時の 4.65 倍もあった．このことから，
γの値を小さくにすることで，①を増やすことができると考えられるが，②の値も増えるた
め，より一歩進んだシステムチューニングが必要となる． 
 
表 16 異なるγでの修正結果 
γ 
EWcorrect 
の数 
EWcorrectable 
の数 
総修正数 
①EWcorrectable を 
正しく修正した数 
②EWcorrect を 
修正してしまった数 
①-② 
(正数のみ) 
0.6  
421.4  118.5  
201.00  8.75  105.25    
0.7  51.38  5.38  27.13    
0.8  8.00  2.63  3.50    
0.9  5.00  1.88  1.75  0.13  
 
修正候補を決める際に，発音類似度のスコアのみを考慮すると，母語話者発話の認識結果
から TextRank を用いて求められたキーワードを利用したものの，そのスコアが生かされて
いない．例えば，母語話者発話の認識結果から求められた対象語が 60 個ある場合，TextRank
の結果がすべて 60 個の単語にキーワードとしてのスコアを付けている．キーワード割合が
1/3 のため，キーワードスコアが上位 20 のものがキーワードとして扱うことになるが，発
音類似度のスコアのみを考慮する場合，この 20 個もののキーワードスコアが使われていな
いことになる．よりスコアの高いキーワードは，つまり会話のテーマと関連性の高いもので
ある．発話の関連性を考慮して非母語話者の発話を修正するに利用する単語は，テーマとの
関わりが深いほど，非母語話者に発話される可能性も高いと考えられる．そこで，よりシス
テムチューニングとして，キーワードスコアと発音類度スコアを総合して考慮することが
考えられる． 
 
4.11 結果の検討 
本提案システムの評価に，キーワード抽出，関連語推測についてそれぞれ有効率とカバー
率を求めた．また，システムチューニングとして，キーワード抽出のスコアと発音類似度の
スコアを総合的に考慮し，異なる係数および閾値での修正結果も計算した． 
まず，音声認識結果について，本提案システムの修正対象が非母語話者発話の抽出語に占
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める割合を求めた．同じ割合を母語話者の方にも計算して比較した結果，非母語話者の方が
修正対象である単語の割合がより高いということがわかった．この結果は，一般的に母語話
者と比べ，非母語話者の認識率が低いという音声認識の現状と一致する． 
次に，キーワード抽出および関連語推測について，いずれも会話時間の増加に従って有効
率とカバー率が増加する傾向が見られた．これは，実験では母語話者と非母語話者が同じテ
ーマについて話をしているため，会話時間が長くなれば，母語話者側からより多くのテーマ
と関わる単語を得ることができたと考えられる．本論文において，会話時間が 10 分，30 分，
60 分で有効率とカバー率を計算したが，今後はシステムの動作に合わせて動的に計算する
ことが望まれる． 
さらに，システムチューニングによって，EWcorrectableを正しく修正した数が EWcorrectを間
違って修正した数を上回る結果が得られた．この結果が音声認識の認識率の向上につなが
ると考えられる一方，最も良い結果でも両者の差が 0.13 しかない．より一歩進んだシステ
ムチューニングとして，キーワードスコアと発音類度スコアを総合して考慮することが考
えられる．また，提案システムにとって修正すべき単語がわからない．4.7 節で述べたよう
に，非母語話者音声認識結果の抽出語 EWorigin の数が 666.63 に対して，修正対象である
EWcorrectable の数が 118.50 である．しかし，本システムがすべての抽出語に修正を試してい
る．EWcorrectable を正しく修正した数に注目すると，平均 8 個以上の修正も実現できている．
このことから，もし事前的に誤認識した単語を検知することができれば，本提案システムを
用いて修正することが効果的だと考えられる． 
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第5章 結論 
本研究では，音声認識において，非母語話者に対する認識率が母語話者より低いという現
状に，母語話者と非母語話者が同時に存在する会話において，母語話者の発話から非母語話
者の発話を推測することで，非母語話者発話の認識結果を修正する手法を提案した．また，
提案手法に基づき，提案システムを作成した． 
提案システムでは，母語話者発話の認識結果に TextRank アルゴリズムを用いてキーワー
ド抽出を行い，さらにキーワードに基づき，word2vec 技術を用いて関連語を推測した．求
められたキーワードと関連語を非母語話者が発話する可能性の高い単語とする．一方，非母
語話者発話の認識結果に形態素解析にて指定した品詞種類の単語を抽出し，母語話者発話
から求められた単語とペアを作り，発音類似度を比較する．比較の結果に，あらかじめ決め
られた閾値を超えたものを候補とし，候補の中に最も類似度の高いものを修正の結果とす
る． 
動作確認実験にて，キーワードと関連語推測どの程度に有効であるか，またどの程度非母
語話者の発話をカバーしたかについて，有効率とカバー率を求めた．その結果に，関連語と
比べ，キーワードの数が少ないが貢献したカバー率が多いため，キーワードのみで非母語話
者発話の音声認識結果の抽出語と発音類似度を比較した．システムチューニングでは，修正
を行う発音類似度のスコアの閾値について検討した．その結果，誤認識の結果を正しく修正
した回数が正しい認識結果を修正してしまった回数を上回ることから，本提案システムが
正しく動作することを確認した．最後に，実験の結果を検討し，非母語話者発話の認識結果
をより多く修正するために考えられる進め方向と今後の期待を述べた． 
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