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We introduce a weighted linear dynamic logic (weighted LDL for short) and show the expressive
equivalence of its formulas to weighted rational expressions. This adds a new characterization for
recognizable series to the fundamental Schu¨tzenberger theorem. Surprisingly, the equivalence does
not require any restriction to our weighted LDL. Our results hold over arbitrary (resp. totally com-
plete) semirings for finite (resp. infinite) words. As a consequence, the equivalence problem for
weighted LDL formulas over fields is decidable in doubly exponential time. In contrast to classi-
cal logics, we show that our weighted LDL is expressively incomparable to weighted LTL for finite
words. We determine a fragment of the weighted LTL such that series over finite and infinite words
definable by LTL formulas in this fragment are definable also by weighted LDL formulas.
1 Introduction
Linear Temporal Logic (LTL for short) is widely used in several areas of Computer Science like, for
instance in model checking where it plays the role of a specification language [3, 22], and in artificial
intelligence [22]. Nevertheless, LTL formulas are expressively weaker than finite automata, namely the
class of LTL-definable languages coincides with the class of First-Order (FO for short) logic definable
languages (cf. [7] for an excellent survey on the topic). Therefore, it was greatly desirable, especially
for applications, to have a logic which combines the complexity properties of reasoning on LTL and the
expressive power of finite automata. This was recently achieved in [22], where the authors introduced
a Linear Dynamic Logic (LDL for short) which is a combination of Propositional Dynamic Logic (cf.
[23]) and LTL. The satisfiability, validity, and logical implication of LDL formulas interpreted over finite
words were proved to be PSPACE-complete [22, 21], as for LTL. This was obtained by a translation of
LDL formulas to finite automata. Similar results were stated for LDL formulas interpreted over infinite
words in [38].
In the weighted setup, a Bu¨chi type theorem stating the coincidence of recognizable series with the
ones defined in a fragment of a weighted Monadic Second-Order (MSO for short) logic over semirings,
was firstly proved in [8] (cf. also [9]). Then, weighted MSO logics have been investigated for several
objects, including trees, pictures, nested words, graphs, and timed words. The weight structure of the
semiring has been also replaced by more general ones incorporating average or discounting of weights.
Most of the results work for finite as well as infinite objects. A weighted version of LTL over De Morgan
algebras was firstly introduced in [25]. In [15] the authors proved several characterizations of LTL-
definable and LTL-ω-definable series over arbitrary bounded lattices. Recently, a weighted LTL with
averaging modalities was studied in [5], and a weighted LTL over idempotent and zero-divisor free
semirings satisfying completeness axioms was investigated in [28, 30]. In [1, 2] the authors considered
a discounted LTL with values in [0,1] and in [28, 29] in the max-plus semiring.
It is the goal of this paper to introduce and investigate a weighted LDL over arbitrary semirings. Our
work is motivated as follows. In recent applications like verification of systems [6] and artificial intel-
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ligence (cf. for instance [26]), classical automata have been replaced by quantitative ones. Therefore it
is highly desirable to have a quantitative logic which is expressively equivalent to weighted automata.
However, the class of series which are definable by all weighted MSO logic sentences exceeds that of
recognizable series. Furthermore, the weighted FO logic over finite words is, in general, expressively
incomparable to weighted finite automata [8], and this is shown here also for the weighted LTL. There-
fore, in view of the results of [22, 21] for LDL, we investigate weighted LDL. We show that our weighted
LDL is expressively equivalent to weighted finite automata over semirings. Surprisingly, there is no need
to consider, as for the weighted MSO logic, any fragment of our logic to achieve the aforementioned
equivalence. Our results hold for finite and infinite words and this shows the robustness of our theory
and in turn the robustness of the LDL of [22, 21, 38]. Our main results are as follows.
• The class of LDL-definable series coincides with the class of generalized rational series over arbi-
trary semirings.
• The class of LDL-definable series coincides with the class of recognizable series over commutative
semirings. This extends the fundamental Schu¨tzenberger theorem, for commutative semirings,
with a logic directed characterization.
• The equivalence problem for weighted LDL formulas is decidable in doubly exponential time for
a large class of weight structures including computable fields, as the realizability problem for LDL
[21].
• The class of LDL-ω-definable series coincides with the class of generalized ω-rational series over
totally complete semirings.
• The class of LDL-ω-definable series coincides with the class of ω-recognizable series over totally
commutative complete semirings.
Our weighted LDL consists of the classical, unweighted LDL of [22] with the same interpretation and a
copy of it which is interpreted quantitatively. Therefore, practitioners can use the classical LDL part as
they are used to, and the copy of it in the same way to compute quantitative interpretation. A similar
approach was followed for weighted MSO logic recently in [20]. While the translation of the restricted
weighted MSO logic formulas of [9] to weighted automata as for MSO is non-elementary, the translation
of the present weighted LDL into weighted automata can be done in doubly exponential time, as for LDL.
We prove that our weighted LDL interpreted over finite words, is in general expressively incomparable
to weighted LTL of [28, 30]. We define a fragment of that weighted LTL and prove that series over finite
and infinite words definable by weighted LTL formulas in this fragment are definable as well by weighted
LDL formulas. Furthermore, our weighted LDL is expressively equivalent to weighted conjunction-free
µ-calculus [31] for a particular class of semirings.
2 Semirings and rational operations
Let A be an alphabet, i.e., a finite nonempty set. As usually, we denote by A∗ (resp. Aω ) the set of all
finite (resp. infinite) words over A and A+ = A∗ \{ε}, where ε is the empty word. We write a finite (resp.
infinite) word often as w = w(0) . . .w(n−1) (resp. w = w(0)w(1) . . .) where w(i)∈ A for every i≥ 0. For
every finite (resp. infinite) word w = w(0) . . .w(n−1) (resp. w = w(0)w(1) . . .) and every 0 ≤ i ≤ n−1
(resp. i≥ 0) we denote by w≥i the suffix w(i) . . .w(n−1) (resp. w(i)w(i+1) . . .) of w. In the sequel, we
use the letter a with indices to denote the elements of an alphabet A.
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A semiring (K,+, ·,0,1) is denoted simply by K if the operations and the constant elements are
understood. If no confusion is caused, we shall denote the operation · simply by concatenation. The
result of the empty product as usual equals to 1.
Throughout the paper A will denote an alphabet and K a semiring.
A formal series (or simply series) over A∗ and K is a mapping s : A∗→K. We denote by K 〈〈A∗〉〉 the
class of all series over A∗ and K. The constant series k˜ (k ∈ K) is defined, for every w ∈ A∗, by k˜(w) = k.
The characteristic series 1L of a language L⊆A∗ is given by 1L(w) = 1 if w∈ L and 1L(w)= 0 otherwise.
If L = {w} is a singleton, then we write w in place of 1{w}. Let s,r ∈ K 〈〈A∗〉〉 and k ∈ K. The sum s+ r,
the products with scalars ks and sk as well as the Hadamard product s⊙ r are defined elementwise
by (s+ r)(w) = s(w)+ r(w), (ks)(w) = ks(w), (sk)(w) = s(w)k, (s⊙ r)(w) = s(w)r(w) for every
w ∈ A∗. Trivially, the structure
(
K 〈〈A∗〉〉 ,+,⊙, 0˜, 1˜
)
is a semiring. The Cauchy product s · r ∈ K 〈〈A∗〉〉
is determined by (s · r)(w) = ∑w=uv s(u)r(v) for every w ∈ A∗. The nth-iteration sn ∈ K 〈〈A∗〉〉 (n ≥ 0) is
defined inductively by s0 = ε and sn+1 = s · sn for every n ≥ 0. The series s is called proper if s(ε) = 0.
If s is proper, then for every w ∈ A∗ and n > |w| we have sn(w) = 0. The iteration s+ ∈ K 〈〈A∗〉〉 of a
proper series s is defined by s+ = ∑n>0 sn.
The class of weighted rational expressions over A and K [11] is given by the grammar E ::= ka |
E +E | E ·E | E+ where k ∈ K and a ∈ A∪{ε}. We denote by RE(K,A) the class of all such weighted
rational expressions over A and K. For the relationship with weighted logics, we will need to consider
the Hadamard product as a rational operation. Therefore, we introduce the class of generalized weighted
rational expressions over A and K which is given by the grammar E ::= ka | E +E | E ·E | E+ | E⊙E ,
where k ∈ K and a ∈ A∪{ε}. We shall denote by GRE(K,A) the class of generalized weighted rational
expressions over A and K. The semantics of a (generalized) weighted rational expression E is a series
‖E‖ ∈ K 〈〈A∗〉〉 which is defined inductively by ‖ka‖ = ka, ‖E +E ′‖ = ‖E‖+‖E ′‖ , ‖E ·E ′‖ = ‖E‖ ·
‖E ′‖ , ‖E+‖ = ‖E‖+ (if ‖E‖ is proper; otherwise undefined), ‖E⊙E ′‖ = ‖E‖⊙ ‖E ′‖. A series
s ∈ K 〈〈A∗〉〉 is called rational (resp. g-rational) if there is a weighted (resp. generalized weighted)
rational expression E such that s= ‖E‖. The following result is the fundamental Schu¨tzenberger theorem
stating the coincidence of rational and recognizable series, i.e., series accepted by weighted automata.
For the theory on weighted automata we refer the reader to [18, 34, 12].
Theorem 1 [35, 18, 34] Let K be a semiring and A an alphabet. Then a series s ∈ K 〈〈A∗〉〉 is rational
iff it is recognizable.
It is well-known (cf. [36, 4, 11]) that if the semiring K is commutative, then the class of recognizable
series over A and K is closed under Hadamard product. Consequently, if K is commutative, then a series
s ∈ K 〈〈A∗〉〉 is g-rational iff it is recognizable.
3 Weighted linear dynamic logic on finite words
In this section, we introduce the weighted linear dynamic logic (weighted LDL for short). Our main
result states the coincidence of the classes of g-rational series and series definable by weighted LDL
formulas. First, we recall the LDL from [22]. For the definition of our weighted LDL below, we need to
modify the notations used for the semantics of LDL formulas in [22]. For every letter a ∈ A we consider
an atomic proposition pa and we let P = {pa | a ∈ A}. For every p ∈ P we identify ¬¬p with p.
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Definition 2 The syntax of LDL formulas ψ over A is given by the grammar
ψ ::= true | pa | ¬ψ | ψ ∧ψ | 〈θ〉ψ
θ ::= φ | ψ? | θ +θ | θ ;θ | θ+
where pa ∈ P and φ denotes a propositional formula over the atomic propositions in P.
Next, for every LDL formula ψ and w ∈ A∗ we define the satisfaction relation w |= ψ , inductively on
the structure of ψ , as follows:
- w |= true,
- w |= pa iff w(0) = a,
- w |= ¬ψ iff w 6|= ψ ,
- w |= ψ1∧ψ2 iff w |= ψ1 and w |= ψ2,
- w |= 〈φ〉ψ iff w |= φ and w≥1 |= ψ ,
- w |= 〈ψ1?〉ψ2 iff w |= ψ1 and w |= ψ2,
- w |= 〈θ1 +θ2〉ψ iff w |= 〈θ1〉ψ or w |= 〈θ2〉ψ ,
- w |= 〈θ1;θ2〉ψ iff w = uv, u |= 〈θ1〉 true, and v |= 〈θ2〉ψ ,
- w |= 〈θ+〉ψ iff there exists n with 1 ≤ n≤ |w| such that w |= 〈θn〉ψ ,
where θn, n ≥ 1 is defined inductively by θ1 = θ and θn = θn−1;θ for n > 1.
We let f alse =¬true. For an LDL formula ψ , we let L(ψ) = {w∈A∗ |w |= ψ}, the language defined
by ψ . A language L ⊆ A∗ is called LDL-definable if there is an LDL formula ψ such that L = L(ψ).
Theorem 3 [22] A language L ⊆ A∗ is LDL-definable iff L is rational.
Definition 4 The syntax of formulas ϕ of the weighted LDL over A and K is given by the grammar
ϕ ::= k | ψ | ϕ ⊕ϕ | ϕ ⊗ϕ | 〈ρ〉ϕ
ρ ::= φ | ϕ? | ρ ⊕ρ | ρ ·ρ | ρ⊕
where k ∈ K, φ denotes a propositional formula over the atomic propositions in P, and ψ denotes an
LDL formula as in Definition 2.
We denote by LDL(K,A) the set of all weighted LDL formulas ϕ over A and K. We represent the
semantics ‖ϕ‖ of formulas ϕ ∈ LDL(K,A) as series in K 〈〈A∗〉〉. For the semantics of LDL formulas ψ
we use the satisfaction relation as defined above.
Definition 5 Let ϕ ∈ LDL(K,A). The semantics of ϕ is a series ‖ϕ‖ ∈ K 〈〈A∗〉〉. For every w ∈ A∗ the
value ‖ϕ‖(w) is defined inductively as follows:
‖k‖(w) = k, ‖ϕ1⊕ϕ2‖(w) = ‖ϕ1‖(w)+‖ϕ2‖(w),
‖ψ‖(w) =
{
1 if w |= ψ
0 otherwise , ‖ϕ1⊗ϕ2‖(w) = ‖ϕ1‖(w) · ‖ϕ2‖(w),
‖〈φ〉ϕ‖(w) = ‖φ‖(w) · ‖ϕ‖(w≥1), ‖〈ϕ1?〉ϕ2‖(w) = ‖ϕ1‖(w) · ‖ϕ2‖(w),
‖〈ρ1⊕ρ2〉ϕ‖(w) = ‖〈ρ1〉ϕ‖(w)+‖〈ρ2〉ϕ‖(w), ‖〈ρ⊕〉ϕ‖(w) = ∑
n≥1
‖〈ρn〉ϕ‖(w),
‖〈ρ1 ·ρ2〉ϕ‖(w) = ∑
w=uv
(‖〈ρ1〉 true‖ (u) · ‖〈ρ2〉ϕ‖(v)) ,
where for the definition of ‖〈ρ⊕〉ϕ‖(w) we assume that ‖〈ρ〉true‖ is proper, and ρn, n ≥ 1 is defined
inductively by ρ1 = ρ and ρn = ρn−1 ·ρ for n > 1.
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A series s ∈ K 〈〈A∗〉〉 is called LDL-definable if there is a formula ϕ ∈ LDL(K,A) such that s = ‖ϕ‖.
For K = B (the Boolean semiring) and any L ⊆ A∗, clearly L is LDL-definable iff 1L ∈ B〈〈A∗〉〉 is LDL-
definable, and therefore our weighted LDL generalizes LDL.
Example 6 We consider the semiring (N,+, ·,0,1) of natural numbers, a ∈ A, k ∈ N \ {0}, and the
weighted LDL formula
ϕ =
〈
((〈(k⊗ pa)?〉Last)? · (〈(k⊗ pa)?〉Last)?)⊕
〉
true⊕
∧
a′∈A
¬pa′ ,
where Last denotes the LDL formula Last ::= 〈true〉∧a′∈A¬pa′ . For every w = a0 . . .an−1 ∈ A∗ and
0 ≤ i≤ n−1 we get
w≥i |= Last iff w≥i+1 6|= pa′ for every a′ ∈ A iff i = n−1,
and we can easily see that ‖ϕ‖(w) = k2n whenever w = a2n for some n≥ 0, and ‖ϕ‖(w) = 0 otherwise.
Furthermore, the series ‖ϕ‖ is not definable by any weighted FO logic sentence (cf. [8]) or weighted
LTL formula (cf. Section 5). Indeed, let us assume that there is a weighted FO logic sentence (resp. LTL
formula) ϕ ′ such that ‖ϕ ′‖= ‖ϕ‖. Then, by replacing the non zero weights in ϕ ′ with true we get an FO
logic sentence (resp. LTL formula) ϕ ′′ whose language is (aa)∗, which is impossible (cf. [7]).
Next we show that generalized weighted rational expressions can be translated to weighted LDL
formulas in linear time.
Theorem 7 For every generalized weighted rational expression E ∈ GRE(K,A) we can construct, in
linear time, a weighted LDL formula ϕE ∈ LDL(K,A) with ‖ϕE‖= ‖E‖.
Proof. [Sketch] We proceed by induction on the structure of generalized weighted rational expressions
in GRE(K,A). For this, we define for every E ∈GRE(K,A) the weighted LDL formula ϕE ∈ LDL(K,A)
as follows.
- If E = kε with k ∈ K, then ϕE = k⊗
∧
a∈A¬pa.
- If E = ka with k ∈ K,a ∈ A, then ϕE = 〈(k⊗ pa)?〉Last.
- If E = E1 +E2, then ϕE = ϕE1 ⊕ϕE2 .
- If E = E1 ·E2, then ϕE = 〈ϕE1? ·ϕE2?〉 true.
- If E = E+1 , then ϕE =
〈
(ϕE1?)
⊕〉 true.
- If E = E1⊙E2, then ϕE = 〈ϕE1?〉ϕE2 . 
The next theorem shows that also the converse result holds. More precisely, we show that for every
ϕ ∈ LDL(K,A) we can construct a generalized weighted rational expression Eϕ ∈ GRE(K,A) such that∥∥Eϕ∥∥ = ‖ϕ‖. For this, we first translate every LDL formula into a rational expression using Theorem
3. The complexity of an inductive translation would be non-elementary since for every occurrence of a
negation symbol we need an exponential complementation construction. However, one can follow the
translation of [22, 21] with a doubly exponential construction. We shall need the following lemma.
Lemma 8 Let E be a rational expression over A and L(E) the language defined by E. Then, there is an
E ′ ∈ RE(K,A) such that ‖E ′‖(w) = 1 if w ∈ L(E) and ‖E ′‖(w) = 0 otherwise, for every w ∈ A∗.
Proof. [Sketch] We consider a deterministic automaton for the rational expression E and construct a
weighted automaton over A and K, with weights 0 and 1. 
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Theorem 9 For every weighted LDL formula ϕ ∈ LDL(K,A) we can construct a generalized weighted
rational expression Eϕ ∈ GRE(K,A) such that
∥∥Eϕ∥∥= ‖ϕ‖.
Proof. We proceed by induction on the structure of LDL(K,A) formulas ϕ . If ϕ = ψ is an LDL formula,
then by Theorem 3 it is expressively equivalent to a rational expression Eψ . Then, by Lemma 8, we can
assume that Eψ is a weighted rational expression in RE(K,A), hence in GRE(K,A), whose semantics
gets values 0 and 1 and we get
∥∥Eψ∥∥= ‖ψ‖. Next, assume that ϕ = k ∈ K. It is straightforward that the
generalized weighted rational expression Eϕ = kε + kε · (1A)+, where 1A = ∑a∈A a, satisfies our claim.
If ϕ = ϕ1 ⊕ϕ2 or ϕ = ϕ1 ⊗ϕ2, then we get our result by the induction hypothesis and the closure of
generalized weighted rational expressions under sum and Hadamard product, respectively. Now assume
that ϕ = 〈φ〉ϕ ′. By the induction hypothesis there are Eφ ,Eϕ ′ ∈ GRE(K,A) such that
∥∥Eφ∥∥ = ‖φ‖ and∥∥Eϕ ′∥∥= ‖ϕ ′‖. We let Eϕ = Eφ ⊙ (1A ·Eϕ ′) and we get∥∥Eϕ∥∥(w) = ∥∥Eφ∥∥(w) ·∥∥1A ·Eϕ ′∥∥(w)
=
∥∥Eφ∥∥(w) · ‖1A‖(w(0)) ·∥∥Eϕ ′∥∥(w≥1)
=
∥∥Eφ∥∥(w) ·∥∥Eϕ ′∥∥(w≥1)
= ‖φ‖(w) ·∥∥ϕ ′∥∥(w≥1)
=
∥∥〈φ〉ϕ ′∥∥(w)
for every w ∈ A∗, hence
∥∥Eϕ∥∥= ‖ϕ‖.
If ϕ = 〈ϕ1?〉ϕ2 or ϕ = 〈ρ1⊕ρ2〉ϕ ′ or ϕ = 〈ρ1 ·ρ2〉ϕ ′, then our claim holds true by the induction hy-
pothesis and the closure of the class GRE(K,A) under Hadamard product, sum, and Cauchy product,
respectively. Finally, let ϕ = 〈ρ⊕〉ϕ ′ and assume that ‖ϕ‖ is defined and there are generalized weighted
rational expressions E1,E2 such that ‖E1‖ = ‖〈ρ〉 true‖, which is proper, and ‖E2‖ = ‖〈ρ〉ϕ ′‖. Then,
we let Eϕ = E+1 ·E2 +E2 and for every w ∈ A∗ we get∥∥Eϕ∥∥(w) = ∥∥E+1 ·E2 +E2∥∥(w)
= ∑
w=uv,u6=ε
(∥∥E+1 ∥∥(u) · ‖E2‖(v))+‖E2‖(w)
= ∑
w=uv,u6=ε
(
‖E1‖+ (u) · ‖E2‖(v)
)
+‖E2‖(w)
= ∑
w=uv,u6=ε
(
‖〈ρ〉true‖+ (u) ·
∥∥〈ρ〉ϕ ′∥∥(v))+∥∥〈ρ〉ϕ ′∥∥(w)
= ∑
w=uv,u6=ε
∑
m≥1
(
‖〈ρ〉 true‖m (u) ·
∥∥〈ρ〉ϕ ′∥∥(v))+∥∥〈ρ〉ϕ ′∥∥(w)
= ∑
n≥2
∥∥〈ρn〉ϕ ′∥∥(w)+∥∥〈ρ〉ϕ ′∥∥(w)
= ∑
n≥1
∥∥〈ρn〉ϕ ′∥∥(w)
=
∥∥〈ρ⊕〉ϕ ′∥∥(w),
i.e.,
∥∥Eϕ∥∥= ‖〈ρ⊕〉ϕ ′‖ which concludes our proof. 
By Theorems 7 and 9 we get our first main result.
Theorem 10 Let K be a semiring and A an alphabet. Then a series s ∈ K 〈〈A∗〉〉 is LDL-definable iff it
is g-rational.
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By Theorem 10 and the discussion following Theorem 1, we immediately obtain the following con-
sequence.
Corollary 11 Let K be a commutative semiring and A an alphabet. A series s ∈ K 〈〈A∗〉〉 is LDL-
definable iff it is recognizable.
The next proposition describes a doubly exponential translation of a weighted LDL formula to an
expressively equivalent weighted automaton.
Proposition 12 Let K be a commutative semiring and A an alphabet. For every weighted LDL formula
ϕ we can construct, in doubly exponential time, a weighted automaton Aϕ such that
∥∥Aϕ∥∥= ‖ϕ‖.
Proof. If ϕ is an LDL formula, then by [22, 21] we get a deterministic finite automaton accepting the
language of ϕ which trivially can be considered as a weighted automaton with weights 0 and 1. Then,
by applying structural induction on ϕ we prove our claim by well-known constructions on weighted
automata (cf. [12]). More precisely, for the closure under sum we take the disjoint union of two weighted
automata and for Hadamard product the product automaton. For the closure under Cauchy product
we firstly construct the corresponding normalized weighted automata with one initial and final state
respectively, and then identify the final state of the first automaton with the initial state of the second
automaton. Finally for the plus-iteration, we get firstly the normalized weighted automaton and extend
it with a copy of it. Then, we identify the final state of the original automaton with the copy states
corresponding to the initial state and final state. The new automaton has the same initial state and
the merging one as its final state. Since the translation of an LDL formula to a deterministic finite
automaton is doubly exponential [22, 21] and the aforementioned constructions on weighted automata are
polynomial, we obtain a doubly exponential translation of weighted LDL formulas to weighted automata.

The construction of the weighted automaton, as described in the above proposition, is not possible
for any semiring, since, as is known [4], there are non-commutative semirings K and g-rational series
s ∈ K 〈〈A∗〉〉 which are not recognizable. On the other hand, it is well-known [11] that the equivalence of
weighted automata is decidable whenever the weight structure is a computable field. More interestingly
the complexity of checking the equivalence is cubic. Therefore, we get the third main result of our paper.
Theorem 13 Let K be a computable field and A an alphabet. Then, for every ϕ ,ϕ ′ ∈ LDL(K,A) the
equality ‖ϕ‖= ‖ϕ ′‖ is decidable in doubly exponential time.
Corollary 14 Let K be a computable field, A an alphabet, and k ∈ K. Then, for every ϕ ∈ LDL(K,A)
the equality ‖ϕ‖= ˜k is decidable in doubly exponential time.
Remark 15 If K is an idempotent commutative semiring, then for every weighted LDL formula ϕ we can
construct a weighted automaton Aϕ such that
∥∥Aϕ∥∥= ‖ϕ‖ in exponential time. Indeed, if ϕ is an LDL
formula, then by [22, 21] in exponential time we get a nondeterministic finite automaton accepting the
language of ϕ , which, since K is idempotent, can be considered as a weighted automaton with weights
0 and 1. Then proceed as before. In particular, if K is a bounded distributive lattice, the equivalence of
two weighted automata over A and K and hence of two weighted LDL(K,A) formulas is again decidable
[33].
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4 Weighted linear dynamic logic on infinite words
In this section we interpret weighted LDL formulas over infinite words. For this, we need our semiring to
be equipped with infinite sums and products. More precisely, we assume that the semiring K is equipped,
for every index set I, with an infinitary sum operation ∑I : KI → K such that for every family (ki | i ∈ I)
of elements of K and k ∈ K we have
∑
i∈ /0
ki = 0, ∑
i∈{ j}
ki = k j, ∑
i∈{ j,l}
ki = k j + kl for j 6= l,
∑
j∈J
(
∑
i∈I j
ki
)
=∑
i∈I
ki, if
⋃
j∈J I j = I and I j∩ I j′ = /0 for j 6= j′,
∑
i∈I
(k · ki) = k ·
(
∑
i∈I
ki
)
, ∑
i∈I
(ki · k) =
(
∑
i∈I
ki
)
· k.
Then the semiring K together with the operations ∑I is called complete [16, 24].
A complete semiring is said to be totally complete [17], if it is endowed with a countably infinite
product operation satisfying for every sequence (ki | i≥ 0) of elements of K the subsequent conditions:
∏
i≥0
1 = 1, ∏
i≥0
ki = ∏
i≥0
k′i, k0 ·∏
i≥0
ki+1 =∏
i≥0
ki, ∏
j≥1
∑
i∈I j
ki = ∑
(i1,i2,...)∈I1×I2×...
∏
j≥1
ki j ,
where in the second equation k′0 = k0 · . . . · kn1 ,k′1 = kn1+1 · . . . · kn2 , . . . for any increasing sequence 0 <
n1 < n2 < .. . , and in the last equation I1, I2, . . . are arbitrary index sets.
Furthermore, we will call a totally complete semiring K totally commutative complete if it satisfies
the equation:
∏
i≥0
(
ki · k′i
)
=
(
∏
i≥0
ki
)
·
(
∏
i≥0
k′i
)
.
Obviously a totally commutative complete semiring is commutative. We refer the reader to [11, 16, 24]
for examples of complete semirings. Throughout this section we assume K to be a totally complete
semiring. An infinitary series (or simply series) over Aω and K is a mapping s : Aω → K. We de-
note by K 〈〈Aω〉〉 the class of all series over Aω and K. The sum, the products with scalars, and the
Hadamard product of series in K 〈〈Aω〉〉 are defined elementwise as for series on finite words. The
structure
(
K 〈〈Aω〉〉 ,+,⊙, 0˜, 1˜
)
of infinitary series over A and K is a totally complete semiring. Next
let s ∈ K 〈〈A∗〉〉 and r ∈ K 〈〈Aω〉〉). The Cauchy product s · r ∈ K 〈〈Aω〉〉) is determined by (s · r)(w) =
∑w=uv,u∈A∗ s(u)r(v) for every w ∈ Aω . Finally, the ω-iteration sω ∈ K 〈〈Aω〉〉 of a proper series s ∈
K 〈〈A∗〉〉 is defined by sω(w) = ∑w=w0w1... ∏i≥0 s(wi).
Next, we recall weighted ω-rational expressions over A and K which are defined by the grammar
E ::= E+E | F ·E | Fω where F is any weighted rational expression. We denote by ω-RE(K,A) the class
of all such weighted ω-rational expressions over A and K. Similarly we define the class of generalized
weighted ω-rational expressions over A and K which is given by the grammar E ::= E +E | F ·E | Fω |
E ⊙E , where F is any generalized weighted rational expression. We shall denote by ω-GRE(K,A) the
class of generalized weighted ω-rational expressions over A and K. The semantics of a (generalized)
weighted ω-rational expression E is a series ‖E‖ ∈K 〈〈Aω〉〉 which is defined inductively by ‖E +E ′‖=
‖E‖+‖E ′‖ , ‖F ·E‖= ‖F‖·‖E‖ , ‖Fω‖= ‖F‖ω (if ‖F‖ is proper; otherwise undefined), ‖E⊙E ′‖=
‖E‖⊙ ‖E ′‖. A series s ∈ K 〈〈Aω〉〉 is called ω-rational (resp. g-ω-rational) if there is a weighted
(resp. generalized weighted) ω-rational expression E such that s = ‖E‖. The subsequent result states the
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coincidence of ω-rational and ω-recognizable series, i.e., infinitary series accepted by weighted automata
over infinite words. For the theory on weighted automata over infinite words we refer the reader to [18, 9].
Theorem 16 [18] Let K be a totally complete semiring and A an alphabet. Then a series s ∈ K 〈〈Aω〉〉
is ω-rational iff it is ω-recognizable.
It is well-known (cf. [9]) that if the semiring K is totally commutative complete, then the class of
ω-recognizable series over A and K is closed under Hadamard product. Consequently, if K is totally
commutative complete, then a series s ∈ K 〈〈Aω〉〉 is g-ω-rational iff it is ω-recognizable.
We shall need to extend the syntax of LDL formulas and weighted LDL formulas as follows.
Definition 17 [38] The syntax of formulas ξ of the LDL over A, interpreted over infinite words, is given
by the grammar
ξ ::= true | pa | ¬ξ | ξ ∧ ξ | 〈η〉ξ
η ::= φ | ξ ? | η +η | θ ;η | θω
where pa ∈ P, φ denotes a propositional formula over the atomic propositions in P, and θ denotes an
expression as in Definition 2.
For every LDL formula ξ and w ∈ Aω we define the satisfaction relation w |= ξ , inductively on the
structure of ξ , as follows:
- w |= true,
- w |= pa iff w(0) = a,
- w |= ¬ξ iff w 6|= ξ ,
- w |= ξ1∧ ξ2 iff w |= ξ1 and w |= ξ2,
- w |= 〈φ〉ξ iff w |= φ and w≥1 |= ξ ,
- w |= 〈ξ1?〉ξ2 iff w |= ξ1 and w |= ξ2,
- w |= 〈η1 +η2〉ξ iff w |= 〈η1〉ξ or w |= 〈η2〉ξ ,
- w |= 〈θ ;η〉ξ iff w = uv with u ∈ A∗, u |= 〈θ〉 true, and v |= 〈η〉ξ ,
- w |= 〈θω 〉ξ iff ξ = true, w = w0w1 . . ., and wi |= 〈θ〉 true for every i≥ 0.
For an LDL formula ξ , we let Lω(ξ ) = {w ∈ Aω | w |= ξ}, the infinitary language defined by ξ . An
infinitary language L ∈ Aω is called LDL-ω-definable if there is an LDL formula ξ such that L = Lω(ξ ).
The coincidence of ω-rational and LDL-ω-definable languages was stated in [38].
Theorem 18 [38] A language L ⊆ Aω is LDL-ω-definable iff L is ω-rational.
Next we introduce the syntax of the weighted LDL formulas interpreted over infinite words.
Definition 19 The syntax of formulas ζ of the weighted LDL over A and K, interpreted over infinite
words, is given by the grammar
ζ ::= k | ξ | ζ ⊕ζ | ζ ⊗ζ | 〈pi〉ζ
pi ::= φ | ζ? | pi ⊕pi | ρ ·pi | ρϖ
where k ∈ K, pa ∈ P, φ denotes a propositional formula over the atomic propositions in P, ξ denotes an
LDL formula as in Definition 17, and ρ an expression as in Definition 4.
158 Weighted Linear Dynamic Logic
We denote by LDLω(K,A) the set of all weighted LDL formulas ζ over A and K. We represent the
semantics ‖ζ‖ω of formulas ζ ∈ LDLω(K,A) as series in K 〈〈Aω〉〉. For the semantics of LDL formulasξ interpreted over infinite words, we use the satisfaction relation |= as defined above.
Definition 20 Let ζ ∈ LDLω(K,A). The semantics of ζ is a series ‖ζ‖ω ∈ K 〈〈Aω〉〉. For every w ∈ Aω
the value ‖ζ‖ω (w) is defined inductively as follows:
‖k‖ω (w) = k, ‖ζ1⊕ζ2‖ω (w) = ‖ζ1‖ω (w)+‖ζ2‖ω (w),
‖ξ‖ω (w) =
{
1 if w |= ξ
0 otherwise , ‖ζ1⊗ζ2‖ω (w) = ‖ζ1‖ω (w) · ‖ζ2‖ω (w),
‖〈φ〉ζ‖ω (w) = ‖φ‖ω (w) · ‖ζ‖ω (w≥1), ‖〈ζ1?〉ζ2‖ω (w) = ‖ζ1‖ω (w) · ‖ζ2‖ω (w),
‖〈pi1⊕pi2〉ζ‖ω (w) = ‖〈pi1〉ζ‖ω (w)+‖〈pi2〉ζ‖ω (w),
‖〈ρ ·pi〉ζ‖ω (w) = ∑
w=uv,u∈A∗
(‖〈ρ〉 true‖ (u) · ‖〈pi〉ζ‖ω (v)) ,
‖〈ρϖ〉ζ‖ω (w) =
{ ∑
w=w0w1...
∏
i≥0
‖〈ρ〉true‖ (wi) if ζ = true
0 otherwise
,
where for the definition of ‖〈ρϖ〉ζ‖ω (w) we assume that ‖〈ρ〉true‖ is proper.
A series s ∈ K 〈〈Aω〉〉 is called LDL-ω-definable if there is a formula ζ ∈ LDLω(K,A) such that
s = ‖ζ‖ω . For K = B and any L ⊆ Aω , clearly L is LDL-ω-definable iff 1L ∈ B〈〈Aω〉〉 is LDL-ω-
definable, and therefore our weighted LDL generalizes LDL over infinite words.
Example 21 Let (N∪{∞},+, ·,0,1) be the totally complete semiring of extended natural numbers, A =
{a,b}, and k ∈ N\{0}. We consider the LDL formula ψ1 =
〈
((〈pb?〉Last)?)⊕
〉
true∨ (¬pa ∧¬pb), the
weighted LDL formula ψ2 = 〈(k⊗ pa)?〉Last, and we let
ζ = 〈((ψ1? ·ψ2? ·ψ1? ·ψ2?)⊕⊕ (¬pa∧¬pb)?) · ((〈pb?〉Last)?)ϖ〉 true.
By a standard computation we can show that for every w∈Aω we get ‖ζ‖ω (w)= k|w|a whenever |w|a <∞
and it is even, and ‖ζ‖ω (w) = 0 otherwise. Furthermore, since the infinitary language L = {w ∈ Aω |
w contains an even number of a′s} is not ω-star-free (cf. [32]), with a similar argument as in Example
6, we can show that the series ‖ζ‖ω is not ω-definable by any weighted FO logic sentence (resp. LTL
formula) (cf. Section 5 and [28, 30]) over the extended naturals.
The next theorem states that every generalized weighted ω-rational expression can be translated to
a weighted LDL formula in linear time. The proof is done by induction on the structure of generalized
weighted ω-rational expressions, as in the proof of Theorem 7.
Theorem 22 For every generalized weighted ω-rational expression E ∈ω-GRE(K,A)we can construct,
in linear time, a weighted LDL formula ζE ∈ LDLω(K,A) with ‖ζE‖ω = ‖E‖.
In the sequel, we show that also the converse result holds. For this, we need the subsequent lemma.
Lemma 23 Let E be an ω-rational expression over A and L(E) the language defined by E. Then, there
is an E ′ ∈ω-RE(K,A) such that ‖E ′‖(w) = 1 if w ∈ L(E) and ‖E ′‖(w) = 0 otherwise, for every w ∈ Aω .
Theorem 24 For every weighted LDL formula ζ ∈ LDLω(K,A) we can construct a generalized weighted
ω-rational expression Eζ ∈ ω-GRE(K,A) such that
∥∥Eζ∥∥= ‖ζ‖ω .
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Proof. [Sketch] By induction on the structure of LDLω(K,A) formulas ζ , using similar arguments as the
ones in the proof of Theorem 9. More precisely, if ζ = ξ is an LDL formula, then we use Lemma 23.
For the induction steps, we use the closure of generalized weighted ω-rational expressions under sum,
Hadamard and Cauchy products, and ω-iteration. 
By Theorems 22 and 24 we get the fourth main result of our paper.
Theorem 25 Let K be a totally complete semiring and A an alphabet. Then a series s ∈ K 〈〈Aω〉〉 is
LDL-ω-definable iff it is g-ω-rational.
By Theorem 25 and the discussion following Theorem 16 we get the subsequent corollary.
Corollary 26 Let K be a totally commutative complete semiring and A an alphabet. A series s ∈
K 〈〈Aω〉〉 is LDL-ω-definable iff it is ω-recognizable.
Proposition 27 Let K be an idempotent totally commutative complete semiring and A an alphabet. For
every weighted LDL formula ζ we can construct, in exponential time, a weighted Bu¨chi automaton Aζ
such that
∥∥Aζ∥∥= ‖ζ‖ω .
Proof. If ζ is an LDL formula, then it is an PLDL (parametric linear dynamic logic) formula and, by
[19] we get in exponential time a nondeterministic Bu¨chi automaton accepting the language of ζ . This
automaton can be considered as a weighted Bu¨chi automaton with weights 0 and 1. Then, by applying
structural induction on ζ we prove our claim by standard constructions on weighted Bu¨chi automata.
More precisely, for the closure under sum we take the disjoint union of two weighted Bu¨chi automata.
For Hadamard product we use the well-known product construction for Bu¨chi automata, showing the clo-
sure of the class of ω-recognizable languages under intersection [37], reasonably translated to weighted
setup. For the closure under Cauchy product we construct the corresponding normalized weighted au-
tomaton and initial weight normalized weighted Bu¨chi automaton, and then identify the final state of
the first automaton with the initial state of the second automaton. Finally, for the ω-iteration, we again
get the normalized weighted automaton and identify its initial and final state. All the aforementioned
constructions are polynomial, and our proof is completed. 
In particular, if K is a bounded distributive lattice, the equivalence of two weighted automata over A
and K on infinite words and hence of two LDL(K,A) formulas is again decidable [10].
5 Comparison of weighted LDL to other weighted logics
In this last section we state the relation of our weighted LDL to weighted monadic second-order logic
(weighted MSO logic for short), weighted linear temporal logic (weighted LTL for short) and weighted µ-
calculus. The relation of LDL-definable series (resp. infinitary series) to weighted MSO logic definable
series (resp. infinitary series) is immediately derived by [8, 9] and Corollary 11 (resp. by [9] and
Corollary 26). We get the following consequences.
Corollary 28 Let K be a commutative semiring and A an alphabet. A series s ∈ K 〈〈A∗〉〉 is LDL-
definable iff it is definable by a restricted weighted MSO logic sentence over A and K.
Corollary 29 Let K be a totally commutative complete semiring and A an alphabet. A series s ∈
K 〈〈Aω〉〉 is LDL-ω-definable iff it is definable by a restricted weighted MSO logic sentence over A and
K interpreted over infinite words.
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Weighted LTL has been investigated over De Morgan algebras [25], arbitrary bounded lattices [15],
idempotent zero-divisor free totally commutative complete semirings [28, 30], with averaging modalities
[5], with discounting over the interval [0,1] [1, 2], and with discounting over the max-plus semiring
[28, 29]. Recently, a type of weighted LTL has been applied to robotics [26]. We need to recall first
the classical LTL (cf. [3]). For every letter a ∈ A we consider an atomic proposition pa and we let
P = {pa | a ∈ A}. The syntax of LTL formulas over A is given by the grammar φ ::= true | pa | ¬φ |
φ ∨ φ | ©φ | φUφ where pa ∈ P. Let φ be an LTL formula over A. For every w = a0 . . .an−1 ∈ A∗ and
0≤ i≤ n−1 (resp. w = a0a1 . . . ∈ Aω and i≥ 0) the satisfaction relation w, i |= φ is defined as usual (cf.
for instance [3, 7]) by induction on the structure of φ .
The syntax of formulas ϕ of the weighted LTL over A and K is given by the grammar
ϕ ::= k | φ | ϕ ⊕ϕ | ϕ ⊗ϕ |©ϕ | ϕU ϕ |⊠ϕ
where k ∈ K, pa ∈ P, and φ is an LTL formula over A.
We denote by LT L(K,A) the class of all weighted LTL formulas ϕ over A and K. Firstly, we represent
the semantics ‖ϕ‖ of formulas ϕ ∈ LT L(K,A) as series in K 〈〈A∗〉〉. For the semantics of LTL formulas
φ we use the satisfaction relation as defined above.
Definition 30 Let ϕ ∈ LT L(K,A). The semantics of ϕ is a series ‖ϕ‖ ∈ K 〈〈A∗〉〉. For every w ∈ A∗,
with |w|= n (n ≥ 0), the value ‖ϕ‖(w) is defined inductively as follows:
‖k‖(w) = k, ‖ϕ ⊕ψ‖(w) = ‖ϕ‖(w)+‖ψ‖(w),
‖φ‖(w) =
{
1 if w |= φ
0 otherwise , ‖ϕ ⊗ψ‖(w) = ‖ϕ‖(w) · ‖ψ‖(w),
‖©ϕ‖(w) = ‖ϕ‖(w≥1), ‖⊠ϕ‖(w) = ∏
0≤i≤n−1
‖ϕ‖(w≥i),
‖ϕU ψ‖(w) = ∑
0≤i≤n−1
((
∏
0≤ j<i
‖ϕ‖(w≥ j)
)
· ‖ψ‖(w≥i)
)
.
A series s ∈ K 〈〈A∗〉〉 is called LTL-definable if there is a formula ϕ ∈ LT L(K,A) such that s = ‖ϕ‖.
Example 31 We consider the semiring (N,+, ·,0,1) of natural numbers and the LTL formulas ϕ = ⊠2
and ψ = ⊠ϕ . Then, we can easily see that for every w ∈ A∗, we get ‖ϕ‖(w) = 2|w| and ‖ψ‖(w) = 22|w| .
It is well known (cf. Ex. 3.4 in [8]) that the series ‖ψ‖ is not recognizable, and hence by Corollary 11
not LDL-definable.
By Examples 6 and 31 we immediately obtain the following proposition.
Proposition 32 The classes of LDL-definable and LTL-definable series over the semiring of natural
numbers and an alphabet A are incomparable.
Next, we represent the semantics of formulas in LT L(K,A) as infinitary series in K 〈〈Aω〉〉.
Definition 33 Let K be a totally complete semiring and ϕ ∈ LT L(K,A). The semantics of ϕ over in-
finite words is an infinitary series ‖ϕ‖ω ∈ K 〈〈Aω〉〉. For every w ∈ Aω the value ‖ϕ‖ω (w) is defined
inductively as in the case of finite words except for the operators U and ⊠:
‖ϕU ψ‖ω (w) = ∑
i≥0
((
∏
0≤ j<i
‖ϕ‖ω (w≥ j)
)
· ‖ψ‖ω (w≥i)
)
,
‖⊠ϕ‖ω (w) =∏
i≥0
‖ϕ‖ω (w≥i).
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A series s ∈ K 〈〈Aω〉〉 is called LTL-ω-definable if there is a formula ϕ ∈ LT L(K,A) such that s =
‖ϕ‖ω . In view of Proposition 32, we define a fragment of our weighted LTL, and show that the class of
series (resp. infinitary series) defined by LTL formulas in this fragment is in the class of LDL-definable
(resp. LDL-ω-definable) ones. More precisely, an LTL-step formula is an LT L(K,A) formula of the form
⊕1≤i≤n (ki⊗ϕi) where ki ∈ K and ϕi is an LTL formula for every 1 ≤ i ≤ n. Then, we call a formula
ϕ ∈ LT L(K,A) restricted if whenever it contains a subformula of the form ⊠ψ or ψU ξ , then ψ is an
LTL-step formula. We shall denote by rLT L(K,A) the set of all restricted LT L(K,A) formulas. A series
s ∈ K 〈〈A∗〉〉 (resp. s ∈ K 〈〈Aω〉〉) is called rLTL-definable (resp. rLTL-ω-definable ) if there is a formula
ϕ ∈ rLT L(K,A) such that s = ‖ϕ‖ (resp. s = ‖ϕ‖ω ). By an inductive construction, we can show that
every rLTL-definable (resp. rLTL-ω-definable) series is also definable (resp. ω-definable) by a restricted
weighted FO logic sentence in the sense of [8]. Therefore, by Corollaries 28 and 29, we get respectively,
the subsequent results.
Theorem 34 Let K be a commutative semiring and A an alphabet. If a series s ∈ K 〈〈A∗〉〉 is rLTL-
definable, then it is LDL-definable.
Theorem 35 Let K be a totally commutative complete semiring and A an alphabet. If a series s ∈
K 〈〈Aω〉〉 is rLTL-ω-definable, then it is LDL-ω-definable.
A weighted µ-calculus over a particular class of semirings was investigated in [31] (cf. also [27]).
More precisely, the author showed that the class of rational (resp. ω-rational) series over dc-semirings
with the Arden fixed point property (resp. with infinite products and the Arden fixed point property)
coincides with the class of series (resp. infinitary series) definable by the weighted conjunction-free µ-
calculus. Therefore, by Corollaries 11, 26 and Theorem 4.5 in [31], we immediately obtain the following
theorem.
Theorem 36 Let K be a commutative (resp. totally commutative complete) dc-semiring with the Arden
fixed point property and A an alphabet. Then a series s ∈ K 〈〈A∗〉〉 (resp. s ∈ K 〈〈Aω〉〉) is LDL-definable
(resp. LDL-ω-definable) iff it is definable by a sentence of the weighted conjunction-free µ-calculus over
A and K.
6 Conclusion
We introduced a weighted linear dynamic logic for finite (resp. infinite) words over arbitrary (resp. totally
complete) semirings and proved the expressive equivalence of formulas of this logic with generalized
weighted rational (resp. ω-rational) expressions. In our proofs we used structural induction for both
directions. We proved also that the translation of any weighted LDL formula to a weighted automaton
can be done as well, by structural induction, using the corresponding translation of [22, 21] and well-
known constructions on weighted automata. More interestingly, for the applications, the time complexity
of the translation does not increase in the weighted setup. We recalled the weighted LTL and showed that
the class of series defined by weighted LTL and weighted LDL formulas are, in general, incomparable, in
contrast to the well known relation for classical logics. We defined a fragment of weighted LTL, which
is larger than the one in recent works [28, 30], and showed that LTL-definable (resp. LTL-ω-definable)
series in this fragment are also LDL-definable (resp. LDL-ω-definable). Recent applications require
weighted automata (resp. weighted automata with input infinite words) over more general structures
than semirings, for instance incorporating average or discounted computations of weights [6, 13, 14].
Therefore, it should be very interesting, especially for applications, to explore the expressive power of a
weighted LDL over more general weight structures.
162 Weighted Linear Dynamic Logic
References
[1] S. Almagor, U. Boker & O. Kupferman: Formally reasoning about quality. J. ACM 63(3), doi:10.1145/
2875421.
[2] S. Almagor, U. Boker & O. Kupferman (2014): Discounting in LTL. In E. ´Abraha´m & K. Havelund, editors:
TACAS 2014, LNCS 8413, Springer Berlin Heidelberg, pp. 424–439, doi:10.1007/978-3-642-54862-8_
37.
[3] C. Baier & J. P. Katoen (2008): Principles of Model Checking. The MIT Press.
[4] J. Berstel & C. Reutenauer (1988): Rational Series and Their Languages. Springer, Berlin, doi:10.1007/
978-3-642-73235-5. Available at http://www-igm.univ-mlv.fr/~berstel. (New revised English
edition).
[5] P. Bouyer, N. Markey & R. M. Matteplackel (2014): Averaging in LTL. In P. Baldan & D. Gorla,
editors: CONCUR 2014, LNCS 8704, Springer Berlin Heidelberg, pp. 266–280, doi:10.1007/
978-3-662-44584-6_19.
[6] K. Chatterjee, L. Doyen & T. A. Henzinger (2010): Quantitative languages. ACM Trans. Comput. Log.
11(4), doi:10.1145/1805950.1805953.
[7] V. Diekert & P. Gastin (2008): First-order definable languages. In J. Flum, E. Gra¨del & T. Wilke, editors:
Logic and Automata: History and Perspectives, Texts in Logic and Games 2, Amsterdam University Press,
pp. 261–306. Available at http://www.lsv.ens-cachan.fr/Publis/PAPERS/PDF/DG-WT08.pdf.
[8] M. Droste & P. Gastin (2007): Weighted automata and weighted logics. Theoret. Comput. Sci. 380, pp.
69–86, doi:10.1016/j.tcs.2007.02.055.
[9] M. Droste & P. Gastin (2009): Weighted automata and weighted logics, chapter 5, in [11]. doi:10.1007/
978-3-642-01492-5_5.
[10] M. Droste, W. Kuich & G. Rahonis (2008): Multi-valued MSO logics over words and trees. Fund. Inform.
84, pp. 305–327.
[11] M. Droste, W. Kuich & H. Vogler, editors (2009): Handbook of Weighted Automata. EATCS Monographs in
Theoretical Computer Science, Springer-Verlag, Berlin Heidelberg.
[12] M. Droste & D. Kuske: Weighted automata. In J.-E. Pin, editor: Handbook: Automata: from Mathematics
to Applications, chapter 4. Available at http://eiche.theoinf.tu-ilmenau.de/kuske/Submitted/
weighted.pdf. To appear.
[13] M. Droste & I. Meinecke (2011): Weighted automata and regular expressions over valuation monoids. In-
ternat. J. Found. Comput. Sci. 22, pp. 1829–1844, doi:10.1142/S0129054111009069.
[14] M. Droste & I. Meinecke (2012): Weighted automata and weighted MSO logics for average and long-time
behaviors. Inform. and Comput. 220-221, pp. 44–59, doi:10.1016/j.ic.2012.10.001.
[15] M. Droste & H. Vogler (2012): Weighted automata and multi-valued logics over arbitrary bounded lattices.
Theoret. Comput. Sci. 418, pp. 14–36, doi:10.1016/j.tcs.2011.11.008.
[16] S. Eilenberg (1974): Automata, Languages and Machines, vol. A. Academic Press.
[17] Z. ´Esik & W. Kuich (2007): On iteration semiring-semimodule pairs. Semigroup Forum 75, pp. 129–159,
doi:10.1007/s00233-007-0709-7.
[18] Z. ´Esik & W. Kuich (2009): Finite automata, chapter 3, in [11]. doi:10.1007/978-3-642-01492-5_3.
[19] P. Faymonville & M. Zimmermann (2014): Parametric linear dynamic logic. In A. Peron & C. Piazza,
editors: GandALF 2014, EPTCS 161, pp. 60–73, doi:10.4204/EPTCS.161.8.
[20] P. Gastin & B. Monmege: A unifying survey on weighted logics and weighted automata. In M. Droste,
Z. ´Esik & K. Larsen, editors: Soft Computing. Special issue on Quantitative Models and Weighted Automata,
doi:10.1007/s00500-015-1952-6. To appear.
[21] G. De Giacomo & M. Y. Vardi (2015): Synthesis for LTL and LDL on finite traces. In: IJCAI 2015, IJ-
CAI/AAAI, pp. 1558–1564.
M. Droste & G. Rahonis 163
[22] G. De Giacomo & M.Y. Vardi (2013): Linear temporal logic and linear dynamic logic on finite traces. In:
IJCAI 2013, IJCAI/AAAI, pp. 854–860. Available at http://www.aaai.org/ocs/index.php/IJCAI/
IJCAI13/paper/view/6997.
[23] D. Harel, D. Kozen & J. Tiuryn (2000): Dynamic Logic. MIT Press.
[24] W. Kuich (1997): Semirings and formal power series: Their relevance to formal languages and automata
theory. In G. Rozenberg & A. Salomaa, editors: Handbook of Formal Languages, chapter 9, vol. 1, Springer,
pp. 609–677, doi:10.1007/978-3-642-59136-5_9.
[25] O. Kupferman & Y. Lustig (2007): Lattice automata. In B. Cook & A. Podelski, editors: VMCI 2007, LNCS
4349, Springer Berlin Heidelberg, pp. 199–213, doi:10.1007/978-3-540-69738-1_14.
[26] M. Lahijanian, S. Almagor, D. Fried, L. E. Kavraki & M. Y. Vardi (2015): This time the robot settles for
a cost: A quantitative approach to temporal logic planning with partial satisfaction. In: AAAI 2015, pp.
3664–3671.
[27] K. G. Larsen, R. Mardare & B. Xue (2015): Altenation-free weighted mu-calculus: Decidability and com-
pleteness. Electron. Notes Theor. Comput. Sci. 319, pp. 289–313, doi:10.1016/j.entcs.2015.12.018.
[28] E. Mandrali (2013): Weighted Computability with Discounting. Ph.D. thesis, Aristotle University of Thes-
saloniki, Thessaloniki 2013. Available at http://users.auth.gr/elemandr/phdthesis_Mandrali.
pdf.
[29] E. Mandrali & G. Rahonis (2014): On weighted first-order logics with discounting. Acta Inform. 51, pp.
61–106, doi:10.1007/s00236-013-0193-3.
[30] E. Mandrali & G. Rahonis (2015): Weighted first-order logics over semirings. Acta Cybernet. 22, pp. 435–
483, doi:10.14232/actacyb.22.2.2015.13.
[31] I. Meinecke (2009): A weighted µ-calculus on words. In V. Diekert & D. Nowotka, editors: DLT 2009,
LNCS 5583, Springer Berlin Heidelberg, pp. 384–395, doi:10.1007/978-3-642-02737-6_31.
[32] A. Muscholl & H. Petersen (1996): A note on the commutative closure of star-free languages. Inform.
Process. Lett. 57, pp. 71–74, doi:10.1016/0020-0190(95)00187-5.
[33] G. Rahonis (2009): Fuzzy languages, chapter 12, in [11]. doi:10.1007/978-3-642-01492-5_12.
[34] J. Sakarovitch (2009): Rational and recognisable power series, chapter 4, in [11]. doi:10.1007/
978-3-642-01492-5_12.
[35] M. Schu¨tzenberger (1961): On the definition of a family of automata. Information and Control 4(2-3), pp.
245–270, doi:10.1016/S0019-9958(61)80020-X.
[36] M. Schu¨tzenberger (1962): On a theorem of R. Jungen. Proc. Amer. Math. Soc. 13, pp. 885–890, doi:10.
1090/S0002-9939-1962-0142781-7.
[37] W. Thomas (1994): Automata on infinite objects. In J. van Leeuwen, editor: Handbook of Theoretical
Computer Science, chapter 4, vol. B, Elsevier, pp. 133–191.
[38] M. Y. Vardi (2011): The rise and fall of LTL. In: GandALF 2011, EPTCS 54, doi:10.4204/EPTCS.54.
