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Ferran Hurtado
Resum
Aquest article descriu alguns trets essencials de la geometria computacional, disciplina
establerta com a branca diferenciada en temps recents. La primera seccio´ tracta de
la constitucio´ de la mate`ria, la segona en descriu el cos central i la tercera les seves
imbricacions ba`siques. El text segueix fidelment en esperit, pero` no pas al peu de la
lletra, el contingut de sengles confere`ncies sobre aquest tema, promogudes per la Societat
Catalana de Matema`tiques, que l’autor realitza` el 1995 a la Universitat de Barcelona i a
la Universitat de les Illes Balears.
1 Sorgiment de la geometria computacional
A l’inici del segle xx el camı´ marcat per a les matema`tiques posava l’accent en aspectes
de fonamentacio´ i afavoria un creixent proce´s d’abstraccio´. Cap als anys setanta, pero`, la
diversificacio´ i la complementacio´ de tende`ncies era ja un fet, del qual fou clar testimoni
l’aparicio´ de textos tan importants com The Art of Counting, de P. Erdo¨s [Er], i The Art
of Computer Programming, de D. E. Knuth, [Kn]. Tot i que la incide`ncia ha estat molt
variable segons les diverses a`rees, e´s ben clar que la difusio´ dels ordinadors i la multipli-
cacio´ del seu u´s han comportat grans canvis en molts aspectes de les matema`tiques, han
fet tractables problemes que no ho eren, n’han creat molts de nous, i han esperonat, en
particular, el desenvolupament espectacular de la matema`tica discreta.
Tal com s’explica a [NH], el significat del terme computacio´ s’ha expandit noto`ria-
ment des de la introduccio´ dels computadors, ara fa una cinquantena d’anys. Atenent
als objectes que hom processa, destacarem tres tipus d’aplicacions dels ordinadors. La
primera generacio´ va ser la dels ca`lculs nume`rics, aplicats sobretot a problemes cient´ıfics
i te`cnics. La segona, estimulada per necessitats me´s comercials i administratives, incor-
porava llargues llistes de dades (per exemple alfabe`tiques), amb relacio´ a les quals calia
llegir, emmagatzemar, moure, seleccionar. Tot aixo` naturalment perviu, i amb molta
forc¸a, pero` hem viscut ja una tercera generacio´ d’aplicacions dominada pel processament
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d’informacio´ geome`trica i gra`fica, present en a`rees tan diverses com ara la medicina, la
cartografia, el control de robots o el disseny art´ıstic, i que comenc¸a a resultar quotidiana
per a tothom. La geometria computacional ha emergit per la necessitat de donar resposta
des de la matema`tica a aquesta nova i creixent demanda.
En la seva accepcio´ me´s a`mplia i moderna, la geometria computacional consisteix en
l’estudi dels problemes geome`trics des del punt de vista de les cie`ncies de la computacio´.
Amb una definicio´ molt me´s restrictiva, pero` que descriu prou be´ el que ha estat el seu
nucli des dels seus inicis a mitjan anys setanta, pot dir-se que la disciplina se centra en el
disseny i l’ana`lisi d’algorismes geome`trics eficients. Te´ una forta connexio´ amb el camp
considerablement me´s antic de la geometria discreta i combinato`ria; de fet, molt sovint
e´s impossible (a me´s d’este`ril) de fer-hi una l´ınia diviso`ria.
E´s ben sabut que quan hom busca antecedents histo`rics es fa dif´ıcil de frenar, i aixo` en
matema`tiques sol conduir, si me´s no, a l’antiga Gre`cia. De fet, e´s absolutament correcte
de considerar que les construccions euclidianes amb regle i compa`s so´n essencialment
algorismes geome`trics. Pero` si ens centrem en el sentit modern de la disciplina, pot
dir-se que una data clau del seu sorgiment e´s el per´ıode 1975-1978, en que` M. I. Shamos
va realitzar la seva tesi doctoral [Sh], la qual va concitar molta atencio´. Des d’aleshores
el desenvolupament de la disciplina ha estat explosiu, tant pel que fa a la seva expansio´
teo`rica com pel nombre d’investigadors involucrats. En l’actualitat so´n molt nombrosos
els congressos i les reunions que s’hi dediquen, i so´n tambe´ moltes les revistes amb atencio´
exclusiva o parcial a la mate`ria. La publicacio´ dels primers reculls d’articles, com ara
[To] i [Pr] va ser acompanyada per la de textos me´s sistema`tics com [Me] i [PS] i despre´s
seguida per l’aparicio´ de diverses monografies centrades en temes me´s espec´ıfics, com
ara el de la complexitat combinato`ria [Ed], el de la visibilitat [O’R1] o el de la robo`tica
[SY]. Despre´s d’una de`cada de doce`ncia a les universitats que lideren el progre´s cient´ıfic
i tecnolo`gic, diversos investigadors professors anuncien ara la publicacio´ de nous llibres
de text, consequ¨e`ncia lo`gica de l’experie`ncia adquirida, pero` tambe´ de l’evolucio´ i la
sedimentacio´ de la disciplina. D’aquesta “segona generacio´”, en formen part ja el tractat
elemental [O’R2], el [BY], me´s avanc¸at, un que se centra en les aplicacions dels me`todes
probabil´ıstics [Mu], i un que descriu una eina que ha resultat ba`sica en la combinato`ria
dels problemes geome`trics [SA].
Com hem dit abans, en cert sentit pot dir-se que les aplicacions van precedir la
disciplina, i ara que aquesta ja te´ un cos teo`ric so`lidament constitu¨ıt, com que els seus
vessants “pra`ctics” corresponen a tecnologia de ma`xima avantguarda, la demanda de
resultats continua amb la mateixa forc¸a i exige`ncia que al principi. E´s per aixo` que diem
que en geometria computacional, les aplicacions tenen un protagonisme essencial.
2 Cos central de la disciplina
Tal com hem dit, el que hom prete´n e´s de resoldre problemes geome`trics de forma eficient.
Pero`, quin significat te´ exactament aquest darrer adjectiu? I com es fa per obtenir tal
eficie`ncia? Respondre a aquestes dues preguntes e´s l’objectiu ba`sic d’aquest article, ja
que equival a descriure en que` consisteix la geometria computacional.
Naturalment hi ha molts criteris este`tics i pra`ctics que poden tenir-se en compte per
considerar que un algorisme e´s bo. L’ocupacio´ de memo`ria, la facilitat d’implementacio´,
l’estabilitat nume`rica, so´n aspectes molt importants. Tanmateix, centrarem el nostre
comentari en la velocitat de processament —que hom anomena complexitat en temps—,
tant per simplificar la nostra exposicio´, com per l’especial relleva`ncia que ha tingut i te´
aquest factor.
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Hauria de ser clar que el que ens conve´ e´s una forma de mesurar el temps d’execucio´
d’un algorisme sense fer-ne la programacio´ i independent dels ordinadors que podrien
ser usats a la pra`ctica. El que es fa e´s utilitzar un model de computacio´ per mesurar
l’eficie`ncia dels me`todes de resolucio´, e´s a dir, un model teo`ric de ma`quina en que` certs
processos tenen assignat un cost (temps) unitat. Aleshores hom compara els algorismes
avaluant per a cadascun d’ells la seva complexitat, que en primera versio´ podem definir
com el cost total d’executar l’algorisme en la situacio´ me´s desfavorable. Aquesta e´s
l’ana`lisi en el cas pitjor ; no comentarem aqu´ı l’ana`lisi del cas esperat, la qual comporta
una prese`ncia substancial d’eines probabil´ıstiques.
El model utilitzat me´s sovint e´s el RAM real, semblant al descrit en [AHU] pero`
acceptant que un nombre real pot ser emmagatzemat en una unitat de memo`ria. Les
segu¨ents operacions es consideren primitives, i poden realitzar-se amb cost unitari:
1. operacions aritme`tiques ba`siques (+, −, ×, /);
2. comparacio´ de dos nombres reals (<, ≤, =, 6=, ≥, >);
3. acce´s a la memo`ria;
4. (ocasionalment) arrels ene`simes, funcions trigonome`triques, l’exponencial i el loga-
ritme.
E´s habitual analitzar el comportament dels algorismes en ordre de magnitud, ignorant
els coeficients constants (que s´ı que es consideren, pero`, a efectes pra`ctics), i tot aixo`
segons algun para`metre n lligat a la mida de les dades rebudes per l’algorisme. Escrivim
T (n) ∈ O(f(n)) per fitar superiorment la complexitat temporal T (n) d’un algorisme.
Me´s formalment:
T (n) ∈ O(f(n))⇐⇒ ∃n0 ∈ N , ∃α ∈ R
+, tals que T (n) ≤ α · f(n) ∀n ≥ n0.
Vegem ara amb me´s detall alguns exemples per als quals no e´s dif´ıcil fer un primer
algorisme i estudiar-ne una mica l’eficie`ncia en el cas pitjor.
Comenc¸arem amb un exemple de plantejament elemental, que ens permetra` d’en-
tendre millor el context. Considerem el problema segu¨ent: donats n punts del pla
{P1, . . . , Pn}, per les seves coordenades, determinar-ne el parell situat a dista`ncia mı´-
nima. Per a aquest problema la quantitat de punts a l’entrada, n, e´s clarament un bon
para`metre per a comparar algorismes. D’altra banda, hi ha una solucio´ trivial: calcular
la dista`ncia entre cada dos, tot memoritzant la mı´nima. Com que cada dista`ncia es cal-
cula en un nombre constant d’operacions de cost unitari, i el ca`lcul es fa ( n2 ) vegades,
aquest algorisme te´ un cost O(n2).
Es pot fer millor? La primera reflexio´ que us haur´ıeu de fer e´s que l’anterior solucio´ no
te´ res de geome`trica: si ens haguessin donat en una matriu una quantitat arbitra`ria qi,j
per a cada dos punts, i volgue´ssim trobar el parell Ps, Pt, amb mı´nima qs,t, el me`tode
anterior s’aplicaria ide`nticament. Pero` les dista`ncies no so´n quantitats arbitra`ries, al
contrari, estan fortament lligades les unes amb les altres! Potser aixo` permetra`, potser
no, de batre la complexitat del me`tode anterior. La segona reflexio´ e´s ara clara, i explica
el t´ıtol d’aquest article: la geometria computacional no consisteix a “programar”, i no
es fan prestidigitacions amb cap llenguatge; el que cal e´s estudiar i demostrar, si es pot,
quines propietats geome`triques permeten de trobar me`todes no trivials. La feina crucial
consisteix a esbrinar quins teoremes geome`trics poden resoldre un problema i aplicar-los;
si no estan disponibles, caldra`, evidentment, imaginar-los i demostrar-los.
Explicar la solucio´ al problema anterior ultrapassa les possibilitats d’aquest article
(pero` vegeu si voleu [PS]). Direm, pero`, que existeix una solucio´ o`ptima O(n log n). E´s
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aixo` una gran millora? Rotundament s´ı: no s’ha de perdre de vista que no estem jugant
amb una dotzena de punts, sino´ que les aplicacions t´ıpiques treballen amb desenes o
centenes de milers de punts, situacio´ que fa bo un algorisme O(n log n) i completament
inu´til un algorisme O(n2).
Certament, no tots els problemes so´n com l’anterior, en que` hi ha una solucio´ trivial
acceptable per a entrades petites, i en voldr´ıem una altra de millor comportament. En
d’altres casos la solucio´ per forc¸a bruta e´s de complexitat exponencial, i el sol fet de
provar que existeix una solucio´ d’ordre de magnitud polino`mic ja e´s una gran proesa.
Fins i tot hi ha problemes per als quals no es coneix cap solucio´, i una demostracio´ que
existeix algun algorisme ja e´s una gran not´ıcia. Pero` vegem ara un segon exemple, per
aclarir d’altres aspectes importants.
Sigui S un conjunt de n punts de Ed. S’anomena envolupant convexa de S, denotada
conv S, el conjunt de punts expressables com a combinacions convexes de punts de S
(combinacions afins amb coeficients a [0, 1]). Equivalentment, conv S e´s la interseccio´ de
tots els convexos que contenen S.
A me´s de ser una eina indispensable en a`rees com la de planificacio´ de moviments
sense col.lisio´, o la de l’ana`lisi de la forma, el ca`lcul de l’envolupant convexa e´s una etapa
preliminar en multitud de processos geome`trics, per la qual cosa e´s fonamental disposar
de me`todes eficients per a calcular-la.
Com que la definicio´ no permet el ca`lcul, el primer que caldra` sera` tenir teoremes
que en discretitzin la descripcio´ (podeu veure [Be] si voleu una panora`mica dels resultats
que esmentarem, o [Gr], [Zi] per a me´s detall). Com que S e´s finit, conv S e´s un politop
(pol´ıgon en 2D, pol´ıedre en 3D) que te´ com a ve`rtexs un subconjunt de S. A me´s, el
teorema de Carathe´odory diu que conv S e´s la reunio´ de (d+ 1)-s´ımplexs amb ve`rtexs a
S. Aixo` ens do´na un algorisme: per a cada subconjunt de d+ 1 punts de S (n’hi haura`
O(nd+1)) considerem el s´ımplex que defineixen i mirem si altres punts so´n a dins, perque`
es podran rebutjar; els s´ımplexs definits pels supervivents donen conv S. El cost total e´s
O(nd+2) (al pla, per exemple, estar´ıem fent feina O(n) per a O(n3) triangles).
Magn´ıfic, pero` es pot fer millor? Be´, hi ha un altre teorema que diu que conv S e´s
la interseccio´ de semiespais tancats que contenen S, tals que l’hiperpla` que els defineix
conte´ d punts de S. Aixo` ens do´na un algorisme O(nd+1). Pensem-ho en el cas del pla:
per a cada recta definida per dos punts de S (i n’hi ha O(n2)) mirem si e´s que hi ha
punts de S pels dos cantons, en temps O(n).
Hem millorat, doncs; pero` es pot rebaixar aquest cost? Ja veieu quin e´s el proce-
diment: buscar teoremes, eventualment produir-los, que donin solucions me´s eficients.
La pregunta natural e´s ara quan ens donarem per satisfets. Hi haura`, potser, un l´ımit
infranquejable? Amb d’altres paraules, sabr´ıem donar una fita inferior per a la comple-
xitat del problema? Haur´ıem de demostrar que tot algorisme esmerc¸aria com a mı´nim
certa quantitat de temps.
En el cas de l’envolupant convexa podem donar una fita inferior com segueix. La
descripcio´ de conv S inclou no solament la de cadascuna de les cares (ve`rtexs, arestes. . . )
sino´ tambe´ de les incide`ncies entre elles. Alguna de les etapes de qualsevol algorisme
haura` d’explicitar aquestes cares i incide`ncies i, per tant, el nombre d’aquestes e´s una
fita inferior per a qualsevol algorisme. El teorema de la fita superior (McMullen, 1971)
diu que el total de cares i incide`ncies e´s O(n⌊d/2⌋). Aquest resultat e´s, a me´s, ajustat,
car hi ha politops, com ara els anomenats c´ıclics, que tenen aquest ordre de complexitat.
Un argument especial, que no reprodu¨ım, demostra que per a d = 2 l’envolupant convexa
no pot calcular-se per sota de l’ordre de magnitud de n log n. Tot plegat do´na una fita
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inferior que expressem en el teorema segu¨ent:
1 Teorema Per a d ≥ 2, el problema de calcular l’envolupant convexa de n punts de
Ed te´ complexitat Ω(n log n+ n⌊d/2⌋).
(el paper de Ω descrivint una fita inferior es formalitza ana`logament a com hem fet
per a la O, en el cas de la fita superior).
Com veiem, aixo` ens deixa un bon forat entre la complexitat del millor algorisme que
hem donat i la fita inferior: caldra` continuar! Aquesta situacio´ e´s comuna a molt´ıssims
problemes, i els investigadors ens esforcem per obtenir o be´ fites inferiors me´s altes o
be´ algorismes de menys cost. Quan la complexitat d’un algorisme coincideix amb la
fita inferior de la complexitat del problema, es diu que l’algorisme e´s o`ptim. Per a la
vostra tranquil.litat, tot i que e´s impossible de desenvolupar-los aqu´ı, direm que en el
cas de l’envolupant convexa ja s’han aconseguit algorismes o`ptims, comenc¸ant pel cas
d = 2 (Graham, 1972), despre´s per a d = 3 (Preparata i Hong, 1977), per a d > 3 senar
qualsevol (Seidel, 1981) i, finalment, per a d > 2 parell qualsevol (Chazelle, 1993).
Dissortadament, el me`tode suara descrit, consistent a fitar la mida de la informacio´
que ha de donar l’algorisme com a sortida, no sempre do´na fites inferiors de qualitat.
En veurem un altre fent una variacio´ del problema anterior. Un punt que pertanyi a
un conjunt finit S ∈ Ed direm que e´s extremal si existeix un hiperpla` que el separa de
tots els altres punts de S. Els punts extremals de S so´n els ve`rtexs de conv S. Suposem
que volem un algorisme que calculi els punts extremals de S. Si |S| = n, la sortida de
l’algorisme ja no te´ ara la fita Ω(n⌊d/2⌋) perque` no necessitem descriure tota l’estructura
facial de conv S, sino´ nome´s una llista dels seus ve`rtexs, la qual cosa ens deixa tot just
amb una fita Ω(n).
L’obtencio´ de fites inferiors e´s un camp d’interaccio´ amb la geometria algebraica
real. A principis dels vuitanta Steele i Yao (1982) i Ben-Or (1983) van adaptar al camp
semialgebraic (una expressio´ semialgebraica e´s una equacio´ o inequacio´ polino`mica) un
resultat de Milnor (1964) i Thom (1965) que fita la suma dels nombres de Betti d’una
varietat algebraica. En versio´ sumar´ıssima el resultat diu que si W e´s un subconjunt
de Ed i denotem per ccW el seu nombre de components connexes, aleshores per a tot
algorisme capac¸ de decidir per a tot punt de Ed si pertany o no a W , efectuant decisions
semialgebraiques, existeix algun punt de Ed que requereix l’avaluacio´ de Ω(log(ccW )−d)
expressions semialgebraiques.
Retornem ara al problema anterior, quedem-nos, per claredat, en el cas bidimensional:
sigui S un conjunt arbitrari de n punts del pla; volem un algorisme que calculi els punts
extremals de S. Associem a cada S = {(x1, y1), (x2, y2), . . . , (xn, yn)} el punt f(S) de
E2n definit per f(S) = {x1, y1, x2, y2, . . . , xn, yn}. Ara considerem el subconjunt de E
2n
definit per W = {f(S) | tots els punts de S so´n extremals}. Ara e´s clar que qualsevol
algorisme que trobi els punts extremals d’un subconjunt del pla tambe´ decidira` si un punt
de E2n pertany o no a W , i si sabe´ssim quantes components te´ W , el resultat anterior
ens donaria una fita inferior per a tal decisio´. Es pot demostrar que ccW e´s Ω(n!) per
la qual cosa el problema de calcular els punts extremals dels S del pla veiem, finalment,
que te´ complexitat Ω(log(n!)− 2n), o sigui Ω(n log n).
Hi ha me´s me`todes per a obtenir fites inferiors, com tambe´ hi ha algunes estrate`gies
gene`riques per a tractar d’obtenir algorismes; esperem, pero`, que per a una primera
aproximacio´, aquestes l´ınies siguin suficients.
Conclourem aquesta seccio´ amb una observacio´ que haur´ıeu de copsar amb claredat.
L’esforc¸ per a millorar l’eficie`ncia del ca`lcul no ve guiat tan sols per l’afany de perfeccio´
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que e´s caracter´ıstic de les matema`tiques. A l’hora de les aplicacions, la difere`ncia dels
temps d’execucio´ e´s substancial. Cal pensar que un pol´ıgon pot tenir, en un cas t´ıpic,
no menys d’uns quants milers de costats, i on un algorisme O(n3) hauria de fer milers
de milions d’operacions, un altre que sigui O(n log n) nome´s en fa uns quants milers. No
hi ha avenc¸os en el hardware que permetin, ni de lluny, acceleracions tan dra`stiques. E´s
per aixo` que el disseny d’algorismes eficients, a me´s de ser una activitat cient´ıfica, figura
a l’avantguarda del progre´s tecnolo`gic. De fet, moltes realitzacions recents i espectacu-
lars de la informa`tica, que els profans atribueixen a l’augment del poder de ca`lcul de
les ma`quines, estan lligades a la substitucio´ d’alguns algorismes na¨ıfs per d’altres me´s
eficients.
3 Imbricacions ba`siques
E´s possible que la seccio´ precedent us hagi donat una mica la idea que per a cada
problema particular cal pensar quins fets geome`trics en poden donar una bona solucio´, i,
si no so´n coneguts, estudiar-los i establir els teoremes oportuns. Aquesta “individualitat”
dels problemes podia ser real fins a cert punt en els primers temps pero` no pas ara, quan
la geometria computacional te´ ja un nucli so`lidament constitu¨ıt i ha desenvolupat eines,
estructures i me`todes que han estat decantats com a ba`sics, de forma que molts resultats
s’obtenen per l’encadenament adequat de resultats interns de la disciplina, tal com e´s
habitual en matema`tiques. D’altra banda, ha estat necessari desenvolupar fonaments
geome`trics alla` on no hi havia respostes, on els problemes eren nous, o be´ ho era el punt
de vista. En particular, la interaccio´ entre la geometria computacional i la geometria
discreta ha estat i segueix essent enormement intensa i fruct´ıfera. De fet, tal com hem
comentat pre`viament, sovint haur´ıem de parlar de fusio´ d’aquestes disciplines, me´s que
no d’interaccio´.
A tall d’exemple, considerem la teoria de la transversalitat geome`trica. Una k-
transversal d’una famı´lia de subconjunts de Ed e´s una k-varietat que els talla tots. La
teoria de la transversalitat “cla`ssica” tracta d’obtenir condicions per a l’existe`ncia de
transversals, i es va originar amb el Teorema de Helly, un dels grans resultats geome`trics
d’aquest segle (i de tots els temps):
2 Teorema (Helly, 1923) Sigui A una famı´lia d’almenys d+1 convexos de Ed, com-
pactes o en nombre finit. Si cada d+1 d’ells tenen interseccio´ no buida, aleshores existeix
un punt comu´ a tots els membres de A.
Observeu que el teorema pot enunciar-se dient que si cada d+1 dels convexos admeten
una 0-transversal, aleshores existeix una 0-transversal de tota la famı´lia. El resultat no
es generalitza a k-transversals sense l’addicio´ de diverses restriccions, i dels successius
progressos de la primera e`poca potser el me´s rellevant fou el de Hadwiger:
3 Teorema (Hadwiger, 1957) Una famı´lia A de convexos compactes del pla, disjunts
dos a dos, admet una l´ınia transversal si, i nome´s si, existeix un ordre lineal en A tal
que cada tres conjunts de A poden ser tallats per una l´ınia consistentment amb l’ordre.
Les generalitzacions d’aquest teorema a dimensions superiors so´n ja dels anys vuitan-
ta. Pero` ara el que volem e´s considerar aquest tema des del punt de vista computacional,
on tambe´ e´s interessant perque` diversos problemes de computacio´ geome`trica acaben
traduint-se en termes de transversalitat. En aquest context el que es vol e´s construir
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una k-transversal, i de vegades totes. Si A e´s una famı´lia de convexos de Ed, el conjunt
T dk (A) de les k-transversals de A e´s un subespai de la varietat grassmanniana que te´ com
a punts les k-varietats de Ed. Construir totes les k-transversals de A significa donar una
descripcio´ completa (pero` finita) de T dk (A). Vegem uns pocs resultats per fer-nos-en una
idea:
4 Teorema (Edelsbrunner, O’Rourke i Seidel, 1986) Sigui A una famı´lia de po-




5 Teorema (Avis i Doskas, 1990) Sigui A una famı´lia de n politops convexos de Ed
amb un total de n1 arestes. Es pot trobar un hiperpla` transversal de A, si n’hi ha, en
temps O(n nd−11 ).
6 Teorema (Hershberger, en premsa) Sigui A una famı´lia de pol´ıgons convexos del
pla amb un total de n0 ve`rtexs. Es pot construir T
2
1 (A) en temps O(n0 log n0).
Per a obtenir tots aquests teoremes constructius ha estat necessari entrar a fons en
la teoria de la transversalitat i, consegu¨entment, aquest ha estat un camp d’interaccio´
efervescent en els u´ltims quinze anys entre els camps discret i computacional, de forma que
no nome´s s’han obtingut algorismes, sino´ tambe´ una notable multiplicacio´ dels resultats
teo`rics coneguts.
Aquest ha estat un exemple, pero` ja us imaginareu que aquesta interaccio´ ha fecundat
moltes altres a`rees de problemes i e´s encara molt intensa. Actualment el cos teo`ric ba`sic
de la disciplina, a me´s de coneixements geome`trics que podr´ıem anomenar gene`rics, inclou
ja diversos cap´ıtols ben constitu¨ıts de fonaments geome`trics espec´ıfics.
El mateix s’ha esdevingut amb relacio´ al camp de la geometria combinato`ria, ı´ntima-
ment imbricat als aspectes discrets i computacionals. Un dels motius e´s que l’estructura
combinato`ria d’un problema geome`tric sovint decideix quin me`tode algor´ısmic resol el
problema amb la ma`xima eficie`ncia. Un altre dels motius e´s que frequ¨entment la com-
plexitat i l’ana`lisi de les solucions estan relacionades amb el recompte, exacte o en ordre
de magnitud, de certs objectes geome`trics.
Vegem un exemple d’aquesta relacio´. Una (n, s)-successio´ de Davenport-Schinzel e´s
una successio´ finita S = (s1, s2, . . . , sm) tal que
1. el nombre de s´ımbols diferents a S e´s n;
2. termes consecutius so´n sempre diferents;
3. S no conte´ cap subsuccessio´ de longitud s+2 constitu¨ıda per dos s´ımbols diferents
alternats.
Denotem per λs(n) la longitud ma`xima d’una (n, s)-successio´ de Davenport-Schinzel;
el problema combinatori fonamental e´s calcular o estimar λs(n) amb me´s precisio´ que la
donada per la fita trivial λs(n) ∈ O(n
2). Per a s = 1 es te´ trivialment λ1(n) = n, car la
subsuccessio´ prohibida per la condicio´ (3) e´s . . . α . . . β . . . α . . . , e´s a dir, cap s´ımbol no
pot repetir-se. Deixem al lector com a exercici la demostracio´ que λ2(n) = 2n− 1. Pero`
per a s ≥ 3 ja nome´s es tenen estimacions asimpto`tiques, aconseguides fa pocs anys, i
amb demostracions molt complicades (vegeu, si voleu, [SA]).
L’esforc¸ de la comunitat d’investigadors per a resoldre el problema des que va sorgir,
ara fa uns vint-i-cinc anys, ha estat molt intens en els u´ltims temps per les seves impli-
cacions en el camp geome`tric, com ara veurem. Considerem les gra`fiques de n
26 Ferran Hurtado
f1, f2, . . . , fn reals de variable real, cont´ınues a tot R i tals que cada dues es tallen com
a ma`xim en s punts. Molts problemes de geometria discreta i computacional, i tambe´
dels camps de la visio´ artificial, la informa`tica gra`fica i la robo`tica, exigeixen estudiar la
descomposicio´ del pla produ¨ıda per la reunio´ d’aquestes corbes; en particular, molt sovint
e´s necessari utilitzar la regio´ que queda “per sota” de totes les corbes. Equivalentment,
sigui f la funcio´ definida per f(x) = min {f1(x), . . . , fn(x)}. Si s’ha de treballar amb
f , la pregunta crucial e´s quina complexitat combinato`ria te´, o si preferiu, de quantes
“peces” esta` feta f . Considerem ara la successio´ T de s´ımbols obtinguda tot escrivint
els ı´ndexs de les corbes fi en l’ordre en que` apareixen al llarg de f d’esquerra a dreta.
Aleshores T e´s composta com a ma`xim de n s´ımbols diferents, dos de consecutius mai
no seran iguals, i no hi pot haver cap (s+2)-subsuccessio´ alternada . . . i . . . j . . . i . . . j . . .
perque` aixo` implicaria que la gra`fica de fi i la de fj es tallessin en almenys s+ 1 punts.
Per tant el nombre de peces de f e´s com a ma`xim λs(n), i veiem aix´ı la connexio´ amb el
problema combinatori. La rec´ıproca e´s certa, e´s a dir, per a qualsevol (n, s)-successio´ S
de Davenport-Schinzel es poden construir n funcions com les anteriors tals que la succes-
sio´ d’´ındexs associada a f = min {f1, . . . , fn} sigui S. Quan els dominis de les funcions
so´n intervals, aleshores la complexitat de la funcio´ mı´nima e´s λs+2(n). Per exemple, si
ens mirem des de (0,−∞) una famı´lia de n rectes opaques, cadascuna de color diferent,
veurem una successio´ de com a ma`xim λ1(n) = n colors, pero` si eren segments la lon-
gitud pot pujar a λ3(n) que e´s de l’ordre O(nα(n)), on α(n) e´s la inversa de la funcio´
d’Ackermann i e´s sempre creixent, pero` amb extremada lentitud.
Fins aqu´ı hem parlat dels solapaments me´s intensos de la geometria computacional
amb a`rees matema`tiques fins a cert punt “tradicionals”, pero` e´s clar que, en tant que
cie`ncia de la computacio´, hi ha una prese`ncia substancial d’aspectes de la informa`tica
teo`rica, particularment pel que fa al disseny i l’ana`lisi d’algorismes i a les estructures de
dades. Fins i tot en el cas que no conegueu aquest camp, segurament no us sorprendra`
saber que existeixen diverses estrate`gies algor´ısmiques abstractes, i me`todes gene`rics d’a-
valuacio´ de complexitats, que cal cone`ixer i utilitzar; en canvi, potser us resultara` menys
esperat saber que l’eficie`ncia dels algorismes tambe´ depe`n intensament de l’organitzacio´
i lagestio´ adequada de la informacio´. Ho veurem primer amb un exemple no geome`tric.
Suposem que tenim un conjunt S de n nombres i que quan rebem un altre nombre
x, volem saber quants elements de S so´n menors que x i despre´s afegir x a S per a
futures iteracions. Evidentment aixo` es pot fer en temps O(n) sense me´s que comparar
x amb cadascun dels elements de S. Ara be´, si ens prenem la feina pre`via d’ordenar
els elements de S i els posem creixentment en un vector, e´s clar que per biparticions
successives podem respondre quants elements de S so´n inferiors a en temps O(log n).
Pero` si aleshores inserim x dins el vector, en la posicio´ que li hagi correspost, haurem de
desplac¸ar en una posicio´ tots els elements me´s grans que x i aixo` torna a tenir cost O(n).
Afortunadament, existeix una estructura de dades que permet de mantenir un conjunt
totalment ordenat de forma que les localitzacions, les insercions, i tambe´ les supressions,
es poden fer en temps O(log n) (vegeu per exemple [CLR] si hi esteu interessats).
Aquest tipus d’operacions s’han de fer sovint durant el denvolupament d’un algorisme,
per tant e´s imprescindible saber quines so´n les millors estructures de dades disponibles
per a assolir la ma`xima eficie`ncia. D’altra banda, a me´s d’aquestes estructures gene`riques
n’existeixen tambe´ moltes d’especialment dissenyades per a resoldre problemes geome`trics
importants. Considerem, per exemple, els segu¨ents:
1. Donats n plans de E3, per a cadascun dels punts que es rebran posteriorment volem
saber quin dels plans te´ immediatament per sobre (en el sentit de les z).
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2. Donat un conjunt S de n punts del pla, per a cadascun dels punts que es rebran
posteriorment volem saber quin dels punts de S e´s me´s a prop.
3. Donada una descomposicio´ del pla en regions poligonals, amb un total de n costats,
per a cadascun dels punts que es rebran posteriorment volem saber a quina de les
regions pertany.
E´s trivial respondre aquestes preguntes en temps O(n), pero`, no podr´ıem estructurar
la informacio´ geome`trica rellevant de forma que es pogue´s contestar me´s de pressa? Sense
dubte no us escapara` l’intere`s de la rapidesa en la resposta per a aquests problemes de
localitzacio´, i la seva importa`ncia en les aplicacions. L’eficie`ncia s’ha aconseguit fent
l’estudi que ha perme`s de fer aflorar les propietats geome`triques cr´ıtiques, pero` tambe´
ha estat necessari emprar o dissenyar estructures de dades que permeten l’acceleracio´ de
la resposta.
Naturalment hi ha moltes me´s disciplines amb interaccions significatives amb la ge-
ometria computacional, pero` certament les tres exposades so´n les de me´s importa`ncia, i
suficients per a aquesta primera aproximacio´ que us hem volgut donar.
No volem concloure aquesta breu presentacio´ sense fer esment de la curiosa situacio´ de
la geometria sinte`tica (tambe´ anomenada cla`ssica), i que te´ una prese`ncia substancial en
geometria computacional. El protagonisme que en aquesta tenen les aplicacions prioritza
enormement el treball en dues i tres dimensions i, a me´s, el seu cara`cter constructiu ha
obligat a recuperar bona part de les te`cniques, els conceptes i un esperit, amb llarga
tradicio´, pero` que havien perdut modernitat. Bona prova del decidit revifament de la
geometria sinte`tica e´s la recent aparicio´ de llibres dedicats a la presentacio´ de problemes
oberts de geometria (com ara [CFG] i [KW]), en els quals la restriccio´ al cas del pla e´s
exclusiva o substancial. No deixa de ser curio´s que una disciplina bona part de la qual
ha estat considerada com de gran bellesa, pero` de nul.la aplicabilitat pra`ctica, figuri ara
com a principal protagonista d’algunes de les aplicacions me´s punyents de la matema`tica
actual, rotundament implicades amb les tecnologies de ma`xima avantguarda.
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