In analyzing the projected cash flow of an investment, especially when the main product is a commodity, defining future revenue as a function of the price behavior of this commodity is a widely debated question among academics and financial analysts. This study carries out econometric evaluations based on a historical copper-price series, aiming to verify whether these prices follow some behavior pattern already reported in the literature, especially mean reversion and geometric Brownian motion (GBM). Tests were performed for stationarity, autocorrelation, normality and linearity. These results indicate that copper prices in the interval studied have not followed any identified behavior pattern, suggesting that the models normally used in financial projections have a weak capacity to forecast future copper prices.
II. METHODOLOGY
This study is eminently quantitative in nature, since it seeks correlations between independent variables in an attempt to construct an equation representative of a previously observed empirical result, namely copper price fluctuations. It is supported by a review of the literature, consisting of secondary sources, prior studies and opinions of specialists on the matter. It is essentially a case study in that it focuses on a single segment, the commodity copper.
The data under analysis were published by the Commodity Exchange of New York (COMEX), a subsidiary of the New York Mercantile Exchange (NYMEX), and consist of a historic series of daily closing copper prices. The definition of the sample size was dictated by the availability of these data, which started being systematized and published on the Internet starting from September 2001. Therefore, the sample consists of 40 months, from September 2001 to December 2004, containing 808 observations.
The results of this study apply specifically to undertakings involving copper and cannot be generalized to all commodities, since the factors that influence the market for each 
III. COMMODITIES AND COPPER
The general meaning of "commodity" is simply "an article of commerce." More specifically, it can be defined as "a particular type of merchandise in its raw or primary product state that has commercial importance, as is the case of coffee, cotton, tin and copper, among others" (Sandroni). In practice, the concept of commodity is generally associated with a unspecialized product, made through a widely diffused technology, produced and transported in large volumes.
Copper has been used to make utensils and tools for over seven thousand years, and has been alloyed with tin to make bronze for more than five thousand years. Until the middle of the nineteenth century, trade in copper was essentially controlled by Great Britain, which had the leading technology to treat the ore to produce the metal. However, that century new mines were discovered in the United States, Chile and Australia. This fact, combined with the development of new concentration technologies allowing economic use of ores with lower metal content, resulted in the global expansion of copper production in the twentieth century (NYMEX, 2005) .
Until 2003 Brazil produced very little copper ore, instead importing copper concentrate (with 25% to 30% metal content, attained after initial ore processing) from Chile, Argentina and Portugal to supply companies producing cathode (metallic copper) and semifinished products in the country. With the opening of new mines in the state of Pará, the preliminary expectation of Companhia Vale do Rio Doce, which is making major investments in the region, are that output will be some 140 thousand metric tons in 2005, rising to 650 thousand t/year of copper concentrate by 2010 (Rosa, 2003) , enough to supply the internal market, with a positive effect on Brazil's trade balance.
Copper prices are dictated by the London Metal Exchange (LME) and the Commodity Exchange of New York (COMEX), with most transactions being in the form of futures contracts. The prices are quoted in US$ cents/pound 2 of copper in concentrate. Fama and French (1987) , relying on the "theory of storage", conducted a study of 21 commodities, among them copper, trying to identify some elements that influence future prices. At a first step of the study, the authors determined a linear equation in which the dependent variable "future prices" was a function of "current spot prices" plus a determined "interest rate", and a dummy variable to identify whether the product had seasonal price characteristics. The model showed low capacity to forecast copper prices.
IV. STUDIES OF THE BEHAVIOR OF COMMODITY PRICES
At a second step of the study, they established a new linear equation whose dependent variable "prices of future contracts" was a function of "current spot prices" plus a "premium for the expected variation in time". This model demonstrated evidence of the influence of the premium expectation, but did not turn out to be statistically significant when tested for copper. The authors assumed a normal distribution of the variables and did not perform specific tests for stationarity and autocorrelation. Gibson and Shwartz (1989) , analyzing an oil price time series over the period 1984 to 1988, constructed an equation to project future prices in which they assumed that spot prices and the instantaneous net revenue of contracts follow a stochastic process with a strong meanreverting pattern. This equation showed satisfactory results for short-term projections. In their study on the equilibrium of asset prices, Bessembinder et al. (1995) detected a mean reversion trend in the behavior of various asset prices, among them petroleum, agricultural products, metals and financial assets. This behavior pattern was stronger in agricultural than in metals prices. Just as did Fama and Gibson, Bessembinder et. al. used prices of commodity futures contracts as proxies to estimate the spot price. Dixit and Pindyck (1993) in their book presented a deflated historic series of copper prices from 1870 to 1990, which did not present unit roots, indicating stationarity. These authors argued that the mean reverting process is slow, and that only by using very long time series of more than 30 or 40 years can this commodity's price behavior in fact be observed. According to Slade (2001) , there is real evidence that commodity prices follow a mean reversion pattern, even though it is easier to assume that these prices follow geometric Brownian motion or other nonstationary process.
McMillan and Speight (2001) analyzed the daily volatility of nonferrous metals prices between 1971 and 2000, decomposing the volatility into short and long terms. Under this approach, they isolated some factors that contribute to short-term volatility, such as speculative movements, arrival of new information and hedge positions, along with fundamental factors that contribute to long-run volatility, such as physical availability of the products and the law of supply and demand. This decomposition into short and long terms was made possible through the use of a modified GARCH model, called component-GARCH (or CGARCH) . The results demonstrated that the half life of short-term volatility shocks, due to market factors, typically does not last more than eight days, while the half life of long-term volatility shocks, caused by fundamental factors, is roughly 190 days, so that metals prices only slowly revert to the mean. They found evidence of a link between the volatility of metals prices, a trend led in the first moment by aluminum prices and in a second moment by copper prices. More specifically, the long-term volatility, while it exhibits a long-term memory, in fact is stationary and has a tendency to revert to the mean.
V. STOCHASTIC BEHAVIOR PATTERNS
Considering the objective of this study, to analyze the behavior pattern of copper prices, it is interesting to recall, among the various stochastic behavior patterns prices can assume, those more frequently cited in the observed literature.
The stochastic process provides a mathematical representation of how a system evolves over time (Terceiro, 2003) . According to Dixit and Pindyck (1993) , a stochastic process of a variable is defined by a probability law for the evolution x t of a variable x over time t. Hence, for data at moments t 1 , t 2 , t 3 , the probability can be calculated of the occurrence of x 1 , x 2 , x 3 .
Stochastic processes can take on a stationary behavior, when the mean and variance of the variable are constant in time, and nonstationary, when the expected value of the variable x grows without bound and the variance increases with t. Regarding the occurrence of x, it can vary in discrete or continuous form in time and in state.
A stochastic process can assume several behaviors: • A random walk, stationary or not, in which the variable x assumes a pattern of constant upward and downward jumps with the same probability.
• If this behavior presents a trend, it is classified as random walk with drift. • Considering that the upward or downward jump can assume a continuous or random pattern, with normal distribution, zero mean and standard deviation    then the behavior of x will be classified as a time-discrete and continuous-state stochastic process.
• Another example of a stochastic process is the first-order autoregressive process, called AR(1) for short, which is determined by the following formula:
x t = µ +φ 1 x t-1 +u t where: µ and φ are constants and u t is the error term.
The AR(1) process is additionally referred to as a mean reversion process, because over the long run, x t tends to a constant value. The behaviors described above, namely random walk, in discrete or continuous time, with or without drift, and the AR (1) process, all satisfy the Markov Property 3 , and because of this are also called Markov processes.
Brownian motion, or the Wiener process 4 , is a nonstationary stochastic process in continuous time that has three important properties: 1) it is a Markov process; 2) it has independent increments of change over the time interval; and 3) changes in the process at any moment of a finite time interval assume a normal distribution, in which the variance increases linearly with time. According to Dixit and Pindyck (1993) , these conditions are restrictive, and they suggest that very few variables in the real world can really be modeled with a Wiener process, unless adaptations are made in the model.
The equation that describes the Wiener process is:
where: ∈ t is an uncorrelated random variable with normal distribution, mean of zero and standard deviation of 1. By adapting the original Wiener model, it is possible to describe Brownian motion with drift from the following equation: dx = αdt + σdz where: dz is the increment of change, α is the growth trend parameter and σ is the variance parameter, constants.
Generalized Brownian motion, or the Ito Process, is a generalization of the original motion, given by the equation below: dx = a (x, t) dt + b (x, t) dz where: dz is the increment of change and a(x, t) and b(x, t) are known, nonrandom functions. The variables a and b are also called growth trend and variance parameters, functions of the current time and state.
The parameters a(x, t) and b(x, t) are called, respectively, the instantaneous expected growth rate and the instantaneous variance rate. Also according to Dixit and Pindyck, particular cases of behavior can be derived from the concept of Brownian motion: 1) geometric Brownian motion (GBM); and 2) mean-reverting processes.
In GBM, the trend and variance parameters are given respectively by:
When substituted in the Ito Process equation, these yield:
In GBM with drift, x assumes a lognormal distribution. Then, with F(x)=ln x, we have a normal distribution whose expected value of x does not depend on the variance, and is given by the equation: 
While in GBM prices tend to move far from the starting point, in the behavior pattern known as mean-reverting trend even though prices rise and fall randomly, in the long run they tend to return to the marginal cost of production. The simple mean-reverting process is denominated the Ornstein-Uhlenbeck Process, and is given by the equation:
where: dz is a Wiener increment, η is the velocity of reversion and x is the normal level of x, to which x tends to revert.
In the mean-reverting process, the expected value of x depends on the difference between x and x, so if the expected value of x is greater (smaller) than the expected value of x, it is more probable that the prices will fall (rise) in the short run. This means that this type of behavior does not have independent increments, even though it satisfies the Markov properties.
By calculating the mean and variance of dx, the expected value of x is given by the following equation:
These are the behavior patterns of commodity prices for comparison against the chosen copper price time series, to see if one of them can explain the empirical data. I calculated the return of the prices through the natural logarithm of the quotient of the closing prices for two consecutive days. The mean return was 0.085% per day, reaching 61.34% in the total sample period. I did not deflate the time series because the United States' share of the world market is only 8% of production and 15% of consumption, so considering that copper is a world commodity, and that inflation in the U.S. in the period was below 3% a year while the return attained 61.34%, the impact of American inflation on prices is negligible 5 . 
Unit root test
In order to determine the equation that best represents the behavior of copper prices, I first analyzed whether this series has unit roots. The presence of one or more unit roots indicates a time series is nonstationary, i.e., the values tend to increase with time, assuming different patterns, which are: random walk, random walk with drift, or a process with a deterministic tendency.
The test used here to identify unit roots is the Augmented Dickey-Fuller (ADF). Given a stochastic equation:
x t = µ +φ 1 x t-1 +u t H   φ = 0; there are unit roots. H 1: φ < 0; there or no unit roots.
Results:
According to the tests run in Eviews, the statistical series presented one unit root. Conducting the test again from the first difference of the series, H  could not be rejected. The implication of this result is acceptance that the series takes on a random walk type pattern, in detriment to a mean-reverting trend. Even though the sample size can be a bias to cast doubt on this result, Slade (2004) warns that while some studies have shown nonstationary patterns, others have evidenced that prices tend to the mean. Put to the question, Slade (2004) 
Definition of the best AR model and tests for autocorrelation
Autoregressive (AR) models are those that best represent historic series, as the one analyzed here. Hence, by analyzing the statistical results of various AR series, and also by running moving average (MA) tests through the Eviews program, it is possible to identify which model is most representative of the influence of past prices on current prices of copper. This testing is important because it allows identifying whether the price behavior has some "memory", or if it indeed satisfies the Markov property.
It is possible to detect the existence of autocorrelation by plotting the graphs of an autocorrelation function (ACF) and partial autocorrelation function (PACF), which indicate, respectively, whether there is a correlation between a current value of x and its immediately previous values (x-1; x-2...), while the PACF analyzes the existence of correlation between x and its non immediately prior values (x-3; x-5...), eliminating the effects that the intermediate lags can cause.
Besides plotting the ACF and PACF, it is possible to run statistical tests to detect the linear dependence in a time series, individually or jointly. Individually means to evaluate the influence of each past price (lag) on the current price, by constructing a confidence interval (two-tailed) at 5% significance, using the equation:
+ 1,96 * 1/ √ T where: T is the number of observations.
To carry out the joint test, i.e., to see whether determined lags of past prices jointly influence the current price, the so-called Ljung-Box test can be used, more commonly known as the Q-statistic test.
According to Brooks (2002) , the Q-statistic for a series with K lags is given by: Q* = T (T+2) Σ where: T is the sample size, m is the maximum distance between the lags, k is the autocorrelation coefficient and k the lags.
The hypotheses, for both the individual and joint results, are: H 0 : τ 1 = 0; τ 2 = 0; τ...= 0; τ 808 = 0; there is no correlation between the variables. H 1 : τ ≠ 0; there is correlation between the variables.
Results:
From analyses with the first difference of the time series, a necessary procedure to remove the effect of the unit root on the series and permit the tests to be run by the least squares method, I identified the AR(6) model as the one that best represents current copper price values. This means that the current prices were influenced by up to six lags in the series, which implies not accepting the Markov property.
Then I plotted the ACF and PACF graphs, and results of the Ljung-Box test, considering 20 degrees of freedom in 808 observations, for which the critical value from the of the X 2 table is 31.410, obtaining the results below. Analyzed individually, with the exception of the sixth autocorrelation coefficient, which fell outside the confidence interval constructed, the first to fifth time lags, when analyzed in isolation, did not turn out significant in relation to the H 0.
Analyzed jointly to the sixth lag, the null hypothesis could not be rejected, that there was no correlation between the lagged variables. Regarding this apparently contradictory aspect, in which a strong indication of autocorrelation was observed at two moments and at a third moment there was no indication of autocorrelation, Brooks (2002) , observing a similar case, attributed the fact to the low power of a single significant variable in a set in which five lags show themselves to be insignificant. 
Test of normality
Brownian motion has as a premise the normal distribution of the variables in time, while series that assume geometric Brownian motion have a lognormal distribution. Thus, this test will complete the information necessary to try to find the best model to predict copper prices.
Brooks (2002) presents the Bera-Jarque normality test as that most used. This test enables analyzing the variables under two aspects: asymmetry and kurtosis. The first permits measuring the extent to which the distribution has symmetry around its mean. The second compares the sample's distribution of frequencies against the normal distribution (Laponni, 2000) . In this sense, the normal distribution is symmetric and mesokurtic. The Bera-Jarque test is given by the following equation:
/24] where: T is the sample size, and b 1 and b 2 can be estimated using the residuals of one regression. The hypotheses posed are: H 0 : W = 3; distribution normal; H 1 : W ≠ 3; distribution not normal.
Results
H 0 was rejected in favor of H 1 . According to the tests run by Eviews, the distribution was leptokurtic and slightly asymmetric to the left. At a second moment, the tests were performed with the price return series, which presented the same results and can be visualized in the graphs below. 
Test for linearity
Once it is detected that the distribution is not normal, it is necessary to test the time series for linearity. The most usual test is the Brock, Dechert, Scheinkman and LeBaron (BDS), which is employed to test whether the random variables that compose a series are independent and identically distributed (IID). This test can detect various situations in which the variables are IID, such as stationarity, non-linearity and deterministic chaos (Brooks, 2002) . The test is based on the concept of the correlation integral C m  , and was run in Eviews, version 4.1. In this test, the hypotheses are: H 0 : The time series has IID variables: model has linear characteristics; H 1 : The time series does not have IID variables: model has non-stationarity, non-linearity or deterministic chaos characteristics.
Results:
The tests were performed twice, the second activating the bootstrap function, for small samples, giving the same results. For the 5% significance level, the H 0 was accepted for the IID characteristic, even though the result of the correlogram pointed to a leptokurtic distribution pattern.
General interpretation of the tests
The tests performed suggest that:
• The model is not stationary;
• Current prices are influenced by past prices;
• The distribution is not normal, instead assuming a leptokurtic form with some asymmetry to the left; • The residuals of the variables of the time series analyzed are independent and identically distributed, suggesting that equation representing the series is linear. Slade (2004) argues that results of statistical tests can cause conflicts at the time of identifying the most representative model. This is the case of this series, which takes on a peculiar behavior, with characteristics that do not jibe with some of the presuppositions of the models described above. On this subject, Mandelbrot (2004) argues there is an old financial orthodoxy grounded on two basic assumptions: that prices are statistically independent and that their distribution assumes the form of the normal curve. However, the facts demonstrate the contrary: price variations are far from being normally distributed and many series are correlated with their past prices, with different patterns of "memory": short, long, periodic. And this contradicts the random walk model. These facts make it difficult to fit the copper price series into a conventional pattern. It is much like trying to square a circle. Indeed, the difficulty of finding a mathematical model that represents the series, combined with the fact that the market is unpredictable because it is influenced by various factors, such as population growth, exhaustion and discovery of reserves, industrialization in emerging economies and financial speculation itself, makes it nearly impossible to build a mathematical equation that correctly projects the variation of future prices.
Conclusion.
The results of this study suggest that the price of copper in the period analyzed did not follow any specific behavior pattern. Instead, it had characteristics of many patterns, such as Brownian motion and nonlinear forms of behavior, making it impossible to define an equation to represent the movement or prices correctly. This suggests that the models used conventionally in financial projections have low predictive power for future prices. In this context, an interesting source for new studies could be to formulate equations based on models, such as panel data for linear series, which better capture the relationship between present and past prices, while also permitting including the influence of exogenous variables on the price. Other statistical models developed more recently, such as GARCH models and their variations, or the multifractal model, also are an option for future research. Of course, it is simply not possible to divine the future. But using a more suitable model that minimizes the subjective aspects involved in price projections can significantly improve the ability to predict future revenues in analyzing investments. In its essence, this study harks back to the discussion of paradigms in scientific research. Some established theories remain as important references to a historic understanding of the 
