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Abstract
A certain class of viruses replicates inside a cell if they can enter the nucleus
through one of many small target pores, before being permanently trapped or de-
graded. We adopt for viral motion a switching stochastic process model and we
estimate here the probability and the conditional mean first passage time for a vi-
ral particle to attain alive the nucleus. The cell nucleus is covered with thousands
of small absorbing nuclear pores and the minimum distance between them defines
the smallest spatial scale that limits the efficiency of stochastic simulations. Using
the Neuman-Green’s function method to solve the steady-state Fokker-Planck equa-
tion, we derive asymptotic formula for the probability and mean arrival time to a
small window for various pores’ distributions, that agree with stochastic simulations.
These formulas reveal how key geometrical parameters defines the cytoplasmic stage
of viral infection.
1 Introduction
How particles such as molecules, proteins, DNA, RNA, or viruses are moving inside the
complex and crowded cellular environment [18] remains a challenge both experimentally
and theoretically. For example, vesicles or RNA granules [8] have to reach small targets
in order to deliver their payload or trigger protein synthesis. However, large DNA or
plasmid are too large and cannot pass the cytoplasmic crowded organization [7]. In some
cases, large particles are transported intermittently along microtubules (MTs) toward
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the nucleus and Brownian motion inside the cytoplasm. Many viruses containing DNA
have the ability to hijack the cellular transport machinery to reach a nuclear pore and
deliver their genetic material inside the nucleus [24, 9]. Although viral trajectories can be
monitored in vivo using live microscopy, for viruses such as HIV or the Adeno-Associated
Virus [1, 22], these trajectories consist of alternating epochs of diffusion and directed
motion. The precise nature of these trajectories remains unclear. In addition, on their
way to the nucleus, viruses can be trapped in the cytoplasm or degraded through several
pathways (including the ubiquitin-proteasome).
To quantify the success of the early steps of viral infection, we recently used a modeling
approach at the single particle level [10, 13]. Due to small size of the nuclear pore (Fig. 1),
Brownian simulations are always ineffective to estimate precisely the moments associated
to arrival time. To study the dependency with respect to geometrical and dynamical
parameters, we analyzed the intermittent stochastic dynamics of viruses along MTs and
derive asymptotic formula for the conditional mean first passage time (MFPT) τn and
the probability Pn that a single particle arrives to n small targets [10, 15]. However, our
previous formula are valid when the number of absorbing holes (targets) is not too large.
We extend here our analysis to the case of many holes. This analysis relies on the explicit
expansion of the Neumann-Green’s function to order three [19]. The present method is
also valid for many interacting small holes [21, 12, 4].
The paper is organized as follows. We first recall our previous model of viral particles and
the stochastic description of trajectories. Second, we extend the small hole interaction
method to the case of a stochastic particle with a drift and derive the mean arrival time
using an interaction matrix between holes. Using the precise expansion of the Neumann-
Green’s function for the sphere, we will derive new asymptotic formula for the probability
and the mean conditioning time to reach one of the many nuclear pore. Finally, we
confirm our analysis with some Brownian simulations. The new formula that significantly
improve our previous effort [10, 15] can now be used to study more precisely the first steps
of viral infection in cells.
2 The mean time to a small nuclear pore.
Intermittent trajectories of a viral particle x(t) were described by the switching stochastic
rule [14]
dx =

√
2Ddw when x (t) is free
Vdt x (t) bound ,
(1)
where w is a standard 3d-Brownian motion, D the diffusion constant and V the velocity of
the directed motion along MTs (randomly distributed). The switching dynamics depends
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Figure 1: Schematic representation of the cell cytoplasm as a 3-dimensional domain
Ω. (Right-hand side): Stochastic trajectories, solutions of eq. 2, that contains both a diffusion
and a drift terms can be absorbed at small windows with radius   |Ω|1/3 located on the
surface of the nucleus ∂Sa. Right-hand side: simplified spherical cell (radius R) containing a
spherical nucleus that we model with a ball of radius a such that  a |Ω|1/3.
on the attachment and detachment rates [14]. We coarse-grained this switching process
into by a steady-state stochastic equation
dx = b(x)dt+
√
2Ddw, (2)
where the effective drift b(x) was found using the following criteria: inside the cytoplasm
Ω, the mean first passage time of stochastic processes 1 and 2 is the same [14, 15]. The
drift b(x) depends on the cell geometry, the number and distribution of MTs and the
rates of binding and unbinding of the particle to MTs.
Most viruses have to reach one of the small circular pore, modeled as absorbing windows
of radius   1 located on the boundary ∂Sa of the nucleus. We approximate a small
pore as a small sphere Sa. The external cell membrane defines the boundary ∂Ω for
the stochastic process eq. 2. The cell cytoplasm is represented as the three-dimensional
bounded domain Ω, whose boundary is ∂Ω
⋃
∂Sa. It consists of a reflecting part except
for the n−small absorbing windows ∂Na located on the nucleus (fig.1-left).
Finally, we model the degradation activity in the cytoplasm by a steady-state killing
rate k(x) and a trajectory described by eq. 2 can thus disappear before reaching the
absorbing boundary ∂Na . The survival probability density function (SPDF) is solution
of the forward Fokker-Planck equation [11]
∂p
∂t
= ∆p−∇ · bp− kp
p (x, 0) = pi (x)
(3)
3
with the boundary conditions:
p(x, t) = 0 on ∂Na and J(x, t).nx = 0 on ∂Ω
⋃
(∂Sa − ∂Na) (4)
where the flux density vector is
J(x, t) = −D∇p(x, t) + b(x)p(x, t). (5)
where nx is the normal derivative at a point x.
We recall that the mean probability 〈P 〉 and the conditional MFPT 〈τ〉 (averaged over
the initial particle distribution) for a stochastic particle driven by eq. 2 to reach the
boundary ∂Na before degradation can be expressed using p˜(x) =
∫∞
0
p(x, t)dt and q(x) =∫∞
0
tp(x, t)dt [10] as
〈P 〉(n, ) = 1−
∫
Ω
k(x)p˜(x)dx, (6)
and
〈τ〉(n, ) =
∫
Ω
p˜(x)dx−
∫
Ω
k(x)q(x)dx
1−
∫
Ω
k(x)p˜(x)dx
. (7)
For a potential drift b (x) = −∇Φ (x), an asymptotic expansion in the small parameter 
[15], reveals that 
〈P 〉(n, ) = e−
Φ0
D
1
4Dn
∫
Ω
e−
Φ(x)
D k(x)dx + e−
Φ0
D
〈τ〉(n, ) =
1
4Dn
∫
Ω
e−
Φ(x)
D dx
1
4Dn
∫
Ω
e−
Φ(x)
D k(x)dx + e−
Φ0
D
,
(8)
where Φ0 is the constant value of the radial potential Φ(x) on the centered nucleus where
the nuclear pores are uniformly distributed. The range of validity of these asymptotic
expressions has been explored with Brownian simulations for a single hole [13]. However,
these formulas do not account for the possible interactions between the small absorbing
pores, and for a large number of nuclear pores n 1,
lim
n→∞,n21
〈τ〉(n, ) = 0, (9)
which shows the limitation of the previous formula.
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We find here the correction term that accounts for the nuclear geometry. Interactions
between absorbing windows can drastically affect the MFPT [12, 6], and we study here
these interactions and extend the narrow escape time for a stochastic particle (with a
drift) in the presence of a killing field k(x) to reach one of the interacting absorbing
windows located on the nucleus. We obtain an estimate for the probability 〈P 〉 and the
associated conditional MFPT 〈τ〉. Both quantities are solutions of a coupled system of
partial differential equations. For a large number of holes covering homogeneously the
nucleus, we extend our analysis using a mean field approximation and obtain formulas for
the probability 〈P 〉 and the mean time 〈τ〉, valid for a large range of both parameters 
and n, generalizing formula 8. Finally, we test the asymptotical results against Brownian
simulations and apply our formula to model viral trafficking (b 6= 0) and non-viral gene
vectors (Brownian diffusion b = 0) that have to reach one of the n ≈ 2, 000  1 [17]
nuclear pores covering the nucleus in order to deliver their genetic material inside the cell
nucleus.
3 Asymptotic derivations of the mean time 〈τ〉 and
the probability 〈P 〉
The n−absorbing windows ∂Na =
⋃n
i=1 ∂Ωi have the same radius , centered at positions
(xi)
n
i=1. The steady state SPDF p is solution of eq. 3) [11].
The Neumann-Green function N (x,x0) is solution of the differential equation [10]
∆N (x,x0) = −δx0(x), x ∈ Ω,
D
∂N
∂n
(x,x0) = − 1|∂Ω| x ∈ ∂Ω. (10)
We recall that p˜(x) =
∫∞
0
p(x, t)dt is solution of equation
∆p˜−∇ · (bp˜)− kp˜ = −pi (11)
with the boundary conditions
p˜(x) = 0 on ∂Na =
n⋃
i=1
∂Ωi and J˜(x).nx = 0 on ∂Ω
⋃
(∂Sa − ∂Na) (12)
where J˜(x) = −D∇p˜(x) + b(x)p˜(x).
Green’s identity gives
I =
∫
Ω
(∆p˜(x)−∇ · bp˜(x)− kp˜(x))N (x,x0)dx
−
∫
Ω
∆N (x,x0)p˜(x)dx. (13)
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Consequently, we have
I = −
∫
Ω
pi(x)N (x,x0) + p˜(x0) (14)
and from Green’s identity
I = −
∫
∂Na
J˜(x).nxN (x,x0)dx +
∫
Ω
b(x).∇N (x,x0)p˜(x)dx
−
∫
Ω
k(x)p˜(x)dx +
1
|∂Ω|
∫
∂Ω
p˜(x)dx. (15)
Thus, we obtain∫
Ω
(k(x)p˜− pi(x))N (x,x0)dx = −
∫
∂Na
J˜(x).nxN (x,x0)dx
+
∫
Ω
b(x).∇N (x,x0)p˜(x)dx
+
1
|∂Ω|
∫
∂Ω
p˜(x)dx− p˜(x0). (16)
When the field is the gradient of a potential and when the first eigenvalue only contribute
to the spectrum, the solution p˜(x) is the steady-state, thus:
p˜(x) ≈ Ce−
Φ(x)
D +O (1) . (17)
Furthermore,
q(x) =
(
C2
∫
Ω
e−
φ(x)
D dx
)
e−
Φ(x)
D +O (1) , (18)
For a smooth initial distributions pi, the integral∫
Ω
pi(x)N (x,xi)dx (19)
is uniformly bounded as  → 0, while all other terms in relation 16 are unbounded.
Consequently, for a small degradation rate k  1 limit, the integral equation (16) is to
leading order:
p˜(x0) +O (1) = −
∫
∂Na
J˜(x).nxN (x,x0)dx +
∫
Ω
b(x).∇N (x,x0)p˜(x)dx
+
1
|∂Ω|
∫
∂Ω
p˜(x)dx. (20)
For x0 at a distance O (1) away from absorbing windows, N (x,x0) is uniformly bounded
for x ∈ ∂Ωa. In addition, integrating (11) over Ω we obtain:∫
∂Na
J˜(x).nxdx = 1−
∫
Ω
k(x)p˜(x)dx = 〈P 〉 ∈ [0, 1]. (21)
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Consequently, for x0 at a distanceO (1) away from absorbing windows,
∫
∂Na
J˜(x).nxN (x,x0)dx
is uniformly bounded, and
1
|∂Ω|
∫
∂Ω
p˜(x)dx +
∫
Ω
b(x).∇N (x,x0)p˜(x)dx = Ce−
Φ(x0)
D +O (1) . (22)
Consequently, (20) reduces to
p˜(x0) +O (1) = −
∫
∂Na
J˜(x).nxN (x,x0)dx + Ce−
Φ(x0)
D
(23)
We now compute
∫
∂Na
J˜(x).nxN (x,x0)dx =
∑n
i=1
∫
∂Ωi
J˜(x).nxN (x,x0)dx, by decompos-
ing the flux (
J˜(x).nx
)
x∈∂Ωi
= gi(x) + fi(x), (24)
where the leading order gi(s) with
s = |x− xi| (25)
into
gi(s) =
gi0√
2 − s2 , (26)
and gi0 a constant and fi is a regular function such that∫ 
0
fi(s)ds = O(g
i
0). (27)
Choosing x0 = xi at the absorbing boundary condition, we get that p˜(xi) = 0. For i 6= j,
and |xi − xj|   and that for x ∈ ∂Ωj,
N (x,xi) = N (xj,xi) +O(). (28)
Consequently, using the flux expansion 24, we get∫
∂Na
J˜(x).nxN (x,xi)dx =
∫
∂Ωi
(gi(x) + fi(x))N (x,xi)dx (29)
+
n∑
j=1,j 6=i
(N (xj,xi) + 0())
∫
∂Ωj
(gj(x) + fj(x)) dx. (30)
For xi on the domain boundary ∂Sa, the Neumann-Green’s function N (x,xi) can be
written as [23]:
N (x,xi) = 1
2piD|x− xi| +
L(xi) +N(xi)
8piD
log
(
1
|x− xi|
)
+ ωxi(x), (31)
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where L(xi) and N(xi) are the principal curvatures of ∂Sa at xi and ωxi(x) is the regular
part of the Green function, which is bounded for x in Ω.
However, when the absorbing small patches are located on the boundary of a small ball
of radius a, The Green-Neurmann’s expansion 31 of N (xi,xj) does not hold, because the
second term −1
4piaD
log
(
1
|xi−xj |
)
can become much larger than the first term 1
2piD|xi−xj |
when |xi − xj| ≈ a, and a |Ω| 13 .
3.1 Analysis for a small internal ball
We start with the revisited solution of the Neumann’s equation
D∆N˜ (x,x0) = −δ(x− x0), for x ∈ R3
D
∂N˜
∂n
(x,x0) = 0, for x ∈ Sa. (32)
which is equal for |x0| = |x| = a to (see appendix)
N˜ (x,x0) = 1
2piD|x− x0| +
1
4piaD
log
( |x− x0|
2a+ |x− x0|
)
. (33)
Thus for x and x0 in the neighborhood of the sphere Sa, we have
N (x,x0) = N˜ (x,x0) +O(1). (34)
Consequently, using the geodesic distance s = d(P,xi), expanding the flux term in relation
29 gives∫
∂Na
J˜(x).nxN (x,xi)dx =
∫ 
0
(
gi0√
2 − s2 + fi(s)
)
(35)(
1
2piDs
+
1
4piaD
log
(
s
2a+ s
)
+O(1)
)
2pisds
+
n∑
j=1,j 6=i
(N (xj,xi) + 0())
∫ 
0
(
gj0√
2 − s2 + fj(s)
)
2pisds.
Using condition (27), we obtain:∫
∂Na
J˜(x).nxN (x,x0)dx = g
i
0
D
(pi
2
+

2a
log
( 
a
)
+O()
)
+ 2pi
n∑
j=1,j 6=i
N (xj,xi)gj0 (1 +O())) . (36)
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We recall that the constant gi0 is of order g
i
0 = O
(
1
n
)
, and that
N (xj,xi) = O
(
1
|xi − xj|
)
= O
(
1
a
)
, (37)
thus we rewrite the flux condition as∫
∂Na
J˜(x).nxN (x,x0)dx = g
i
0
D
(pi
2
+

2a
log
( 
a
))
(38)
+ 2pi
n∑
j=1,j 6=i
N (xj,xi)gj0 +O
( 
a
)
+O
(
1
n
)
.
Injecting 39 in 23, for x0 = xi, we obtain the system of n equations to solve in the n+1
variable (g10, ..g
n
0 , C):( pi
2D
+

2aD
log
( 
a
))
gi0 + 2pi
n∑
j=1,j 6=i
N (xj,xi)gj0 = Ce−
Φ(xi)
D +O (1) . (39)
To close the system of equation, we use the compatibility condition (eq. 21) with expres-
sion 24 and approximation 17 for the function p˜:
2pi
n∑
i=1
gi0 = 1− C
∫
Ω
k(x)e−
Φ(x)
D dx +O (1) , (40)
Finally, we obtain a linear system of n + 1 equations (39) and (40) for the flux constant
gi0 (i ≤ i ≤ n), and for the parameter C, summarized as
pi
2D
+

2aD
log
( 
a
)
gi0 + 2pi
n∑
j=1,j 6=i
N (xj,xi)gj0 = Ce−
Φ(xi)
D +O (1) , for 1 ≤ i ≤ n
2pi
n∑
i=1
gi0 = 1− C
∫
Ω
k(x)e−
Φ(x)
D dx +O (1)
(41)
We will now obtain asymptotic estimates for C, 〈P 〉 and 〈τ〉, by solving the linear system
of equations 41 in the limit  small. Injecting expressions 17 and 18 for p˜(x) and q(x) in
6-7, we obtain
〈P 〉 = 1− C
∫
Ω
k(x)e−
Φ(x)
D dx and 〈τ〉 = C
∫
Ω
e−
Φ(x)
D dx. (42)
We derive the asymptotic expression in the next section.
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4 Mean field approximation and asymptotics formula
for 〈τ〉 and 〈P 〉 for n 1
We derive now expressions for 〈P 〉 and 〈τ〉 in the limit n 1 and absorbing windows are
distributed with a density ρ(x) over the spherical nucleus Sa. By summing equations eq.
39 for 1 ≤ i ≤ n, we obtain that( pi
2D
+

2aD
log
( 
a
)) n∑
i=1
gi0 + 2pi
n∑
i=1
gi0
n∑
j=1,j 6=i
N (xj,xi) = C
n∑
i=1
e−
Φ(xi)
D +O (n) . (43)
When xi is located at the north pole, the distance |xi − xj| with jth located at position
xj(θ, φ) is given by |xi − xj| = 2a sin
(
φ
2
)
and the Neumann function is
N˜ (xj(θ, φ),xi) = 1
4piaD
(
1
sin
(
φ
2
) + log( sin (φ2)
1 + sin
(
φ
2
))) . (44)
We use now that the probability density function ρi(φ) of the j 6= i windows (north pole
i) is normalized by the condition∫ pi
0
2pia2ρi(φ) sin(φ)dφ = 1, (45)
thus
lim
n→∞
1
n
n∑
j=1,j 6=i
N (xj,xi) =
∫ pi
0
1
4piaD
(
1
sin
(
φ
2
) + log( sin (φ2)
1 + sin
(
φ
2
))) ρi(φ)2pia2 sin(φ)dφ
=
a
2D
∫ pi
0
(
1
sin
(
φ
2
) + log( sin (φ2)
1 + sin
(
φ
2
))) ρi(φ) sin(φ)dφ. (46)
In addition, we can also approximate
lim
n→∞
1
n
n∑
i=1
e−
Φ(xi)
D = a2
∫ 2pi
0
∫ pi
0
e−
Φ(φ,θ)
D ρ(φ)dφdθ, (47)
We now re-write relation 43 using
I i1 =
∫ pi
0
(
1
sin
(
φ
2
) + log( sin (φ2)
1 + sin
(
φ
2
))) ρi(φ) sin(φ)dφ, (48)
I2 =
∫ 2pi
0
∫ pi
0
e−
Φ(φ,θ)
D ρ(φ, θ) sin(φ)dφdθ, (49)
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so that ( pi
2D
+

2aD
log
( 
a
)) n∑
i=1
gi0 +
napi
D
n∑
i=1
gi0I
i
1 = Cna
2I2 +O (n) . (50)
For identically distributed windows I i1 = I1 with 1 ≤ i ≤ n. Using the compatibility
condition 40 in equation 50, we obtain(
1
4D
+
1
4piaD
log
( 
a
)
+
na
2D
I1
)(
1− C
∫
Ω
k(x)e−
Φ(x)
D dx
)
= Cna
2I2 +O (n) . (51)
Thus we obtain to leading order
C =
pia+  log
(

a
)
+ 2npia2I1(
pia+  log
(

a
)
+ 2npia2I1
) ∫
Ω
k(x)e−
Φ(x)
D dx + 4pina3DI2
(52)
To further compute for the probability 〈P 〉 and the MFPT 〈τ〉 using expression 52, we
shall consider two distributions of windows:
1. Random distribution
2. Uniform distribution
4.1 Random distribution of narrow windows located on a sphere
When there n  1 non-overlapping windows randomly distributed on the sphere, the
probability distribution of windows is given by
ρ(φ, θ) = ρi(φ) =
1
4pia2
1{φ>2 arcsin( a)}, (53)
for all 1 ≤ i ≤ n. The condition {φ > 2 arcsin ( 
a
)}
ensures non-overlapping. Changing
the variable y = sin
(
φ
2
)
, we re-write
I1 =
1
pia2
∫ 1

a
(
1
y
+ log
(
y
1 + y
))
ydy =
1
2pia2
[
x+ log (1 + x) + x2 log
(
x
1 + x
)]1

a
,
(54)
that is
I1 =
1
2pia2
(
1− 2 
a
− 
2
a2
log
( 
a
))
. (55)
In addition, we have
I2 =
1
4pia2
∫ 2pi
0
∫ pi
2 arcsin( a)
e−
Φ(φ,θ)
D sin(φ)dφdθ. (56)
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Replacing in eq. 52, I1 and I2 by expressions 55 and 56, we obtain to leading order for
randomly distributed windows,
Crand =
1∫
Ω
k(x)e−
Φ(x)
D dx + C(n, ε)
∫ 2pi
0
∫ pi
2 
a
e−
Φ(φ,θ)
D sin(φ)dφdθ
. (57)
where
C(n, ε) =
naD
pia+ 
(
1− n2
a2
)
log
(

a
)
+ n
(
1− 2 
a
) . (58)
4.2 Homogeneous distribution of windows on the surface Sa
For small windows homogeneously distributed on a sphere, the density is given by [5]
ρ(φ) = 1{φ>arccos(1− 2n)} 14pia2 (59)
leading to
I1 =
1
2pia2
[
x+ log (1 + x) + x2 log
(
x
1 + x
)]1
1
2
arccos(1− 2n)
, (60)
and for n 1
I1 =
1
2pia2
(
1− 2√
n
+
log(n)
2n
)
+ o(
log(n)
2n
). (61)
In addition, we have
I2 =
1
4pia2
∫ 2pi
0
∫ pi
2 arccos(1− 2n)
e−
Φ(φ,θ)
D sin(φ)dφdθ. (62)
Replacing in equation 52, I1 and I2 by expressions 61 and 62 respectively, leads to
Chom =
1∫
Ω
k(x)e−
Φ(x)
D dx + C˜,n
∫ 2pi
0
∫ pi
4√
n
e−
Φ(φ,θ)
D sin(φ)dφdθ
. (63)
where
C˜,n =
naD
pia+  log
(√
n
a
)
+ n
(
1− 2√
n
) (64)
Using formula 57 and 63 in expression 42, we obtain the asymptotic expressions for the
probability and the condition MFPT that a stochastic particle reaches a small windows
〈P 〉 = F (n, a, )
∫ 2pi
0
∫ pi
α0
e−
Φ(φ,θ)
D sin(φ)dφdθ∫
Ω
k(x)e−
Φ(x)
D dx + F (n, a, )
∫ 2pi
0
∫ pi
α0
e−
Φ(φ,θ)
D sin(φ)dφdθ
, (65)
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and
〈τ〉 =
∫
Ω
e−
φ(x)
D dx∫
Ω
k(x)e−
Φ(x)
D dx + F (n, a, )
∫ 2pi
0
∫ pi
α0
e−
Φ(φ,θ)
D sin(φ)dφdθ
(66)
where
F (n, a, ) =
naD(
pia+  log
(

a
)
+ n (1− 2α0 − α20 log (α0))
) (67)
and
α0 =


a
for uniformly randomly distributed windows,
1√
n
for homogeneously distributed windows,
(68)
When the drift is pointing towards the nucleus center and the potential Φ(x) = Φ0 is
constant at nuclear surface, then the probability and MFPT formulas reduce to
〈P 〉 = 4piF (n, a, )e
−Φ0
D∫
Ω
k(x)e−
φ(x)
D dx + 4piF (n, a, )e−
Φ0
D
, (69)
and
〈τ〉 =
∫
Ω
e−
φ(x)
D dx∫
Ω
k(x)e−
φ(x)
D dx + 4piF (n, a, )e−
Φ0
D
. (70)
When the drift ΦSa restricted to Sa has a single global minima Φm at position x0(φ0, θ0) ∈
Sa, we approximate integral I2 using Laplace’s method. In the small diffusion limit
D  Φ(x) and large n, we get
I2 =
1
4pia2
∫ 2pi
0
∫ pi
2 arccos(1− 2n)
e−
Φ(φ,θ)
D sin(φ)dφdθ ≈ D
4a2
√
det
[−HΦSa (x0)]e
−Φm
D (71)
where det
[
HΦSa (x0)
]
is the determinant of the Hessian matrix of potential ΦSa at x0.
The probability and MFPT to a nuclear pore are then given by
〈P 〉 =
piDF (n, a, )
√
det−1
[
HΦSa (x0)
]
e−
Φm
D∫
Ω
k(x)e−
Φ(x)
D dx + piDF (n, a, )
√
det−1
[
HΦSa (x0)
]
e−
Φm
D
, (72)
and
〈τ〉 =
∫
Ω
e−
φ(x)
D dx∫
Ω
k(x)e−
Φ(x)
D dx + piDF (n, a, )
√
det−1
[
HΦSa (x0)
]
e−
Φm
D
(73)
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A second Laplace’s method can be used to estimate the volume integral. If the global
minimum ΦΩ is attained at a point xg ∈ Ω,∫
Ω
e−
φ(x)
D dx ≈ (piD)
3/2√
det [HΦ(xg)]
e−
ΦΩ
D . (74)
We conclude this section by indicating that the formulas presented above can be used
to estimate the probability and the mean time for a stochastic viral particle to reach a
nuclear pore inside the nucleus.
4.3 Effect of changing the window coverage on the escape time
For a large windows n 1, distributed over a small surface Sa of a domain Ω, the leading
order term of the narrow escape time for a Brownian particle to one of the small window
was derived using electrostatic [20]
〈τ〉ES = |Ω|
D
(
1
CSa
+
f(σ)
4n
)
, (75)
where |Ω| is the volume, CSa is the capacity of the surface ∂Sa where absorbing holes are
distributed, and
σ =
Npi2
|∂Sa| (76)
is the fraction of Sa covered by the absorbing holes. When the surface Sa is a sphere of
radius a, then CSa = 4pia, and the MFPT is given by
〈τ〉ES = |Ω|
D
(
1
4pia
+
f(σ)
4n
)
. (77)
In general, the function f(σ) is unknown, but is given to leading order by f(σ) = 1
[3]. Here, for a Brownian particle (no drift and no killing measure), the MFPT (eq. 66)
reduces to
〈τ〉Φ=0,k=0 ≈ |Ω|
D
(
1
4pia
+
1
4n
(
1− n
pia
(
2α0 − α20 log(α0) +
1
n
log
( 
a
))))
(78)
Thus, we identify here the function
f(σ) = 1− 8σ
pi
+

api
(1− 4σ) log
( 
a
)
+ o
( 
a
)
(79)
when non-overlapping absorbing holes are randomly distributed and
f(σ) = 1− 4
√
σ
pi
+

api
log
(√
σ
)
+ o
( 
a
)
(80)
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when absorbing holes are distributed homogeneously.
We end this section with two remarks. First, for σ << 1, 8σ
pi
< 4
√
σ
pi
, the MFPT of a
single particle to an absorbing hole is higher for randomly distributed holes compared to
homogeneously distributed holes. Second, formulas 79 and 80 derived here by accounting
for two window coverage predict MFPT formula different then previously reported based
on an effective medium treatment (f(σ) = 1 − σ [26]) or interpolated from Brownian
simulations (f(σ) = 1− σ
1 + 3.8σ1.25
[2]). This difference may arise from the differences in
the window arrangements.
5 Comparison of asymptotic formula with respect to
Brownian simulations
For a ball of radius R with a centered sphere Sa (radius a) uniformly covered by n small
absorbing pores (radius ) (Fig. 1 right). Stochastic particles are reflected on the external
membrane r = R and on r = a except on all windows ∂Na =
⋃n
i=1 ∂Ωi, centered at random
locations (xi)
n
i=1. We use a constant radial drift B directed toward the nucleus (with a
potential Φ(r) = −Br). We consider a constant killing rate k(x) = k0 and consequently,
using function
G(D,B, a) = e−
Ba
D
(
D
B
a2 + 2
(
D
B
)2
a+ 2
(
D
B
)3)
(81)
expressions (69-70) simplify to
〈P 〉 = e
−Ba
D
〈τ〉Φ=0,k=0 (G(D,B, a)−G(D,B,R)) k + e−BaD
, (82)
and
〈τ〉 = 〈τ〉Φ=0,k=0 (G(D,B, a)−G(D,B,R))
〈τ〉Φ=0,k=0 (G(D,B, a)−G(D,B,R)) k + e−BaD
. (83)
In Fig. 2, we show how these expressions compare to stochastic simulations for an increas-
ing number of holes while maintaining constant the ratio σ = npi
2
4pia2
of the nucleus surface
covered by the absorbing windows to the value σ = 2%. This number was calibrated
by using a surface covered by 2, 000 pores of 25nm diameter on the nucleus of a chinese
hamster ovary cell [17]). The parameters are summarized in table 1.
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Figure 2: Probability Pn (left) and conditional MFPT τn (right). Asymptotics formula
82 and 83 (dashed line) are compared to stochastic simulations (solid line) for an increasing
number of absorbing windows, while the ratio σ = npi
2
4pia2
of the absorbing to the total surface
is kept constant σ = 2% [17]. The asymptotics formula 6 that do not account for the window
interactions is presented to visualize the improvement of the new formula (dotted line). 1000
stochastic trajectories are simulated. Parameters are summarized in table 1.
6 Conclusion
Intermittent dynamics with alternative periods of free diffusion and directed motion along
MTs characterizes a large class of cellular transports. When the intermittent particle
can be degraded through the ubiquitin-proteasome machinery or trapped in the crowded
cytoplasm, we derived here improved asymptotics formula for the probability Pn and the
mean time τn to reach a small absorbing target among n. These formula accounts for the
geometrical interactions between the windows. When the targets co-localize on a small
domain Sa, asymptotics of Pn and τn are obtained in the limit
|Sa|
|Ω|  1. Applied to
DNA viruses that have to reach a small nuclear pore among the 2, 000, these formulas
provide estimates for the arrival time to the nucleus. We confirmed here the validity of
asymptotics formula 82-83) for the probability Pn and the mean time τn respectively using
Brownian simulations. We note that contrary to the classical narrow escape asymptotic
where the leader order term contains most of the geometry, here the O(1)−term accounts
for the interactions between windows. For example, where there are 100 windows, the
asymptotic formula of the conditioned MFPT gives τn ≈ 2min, similar to simulation
results, but is twice the one derived in [10], for which τn ≈ 1min..
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Parameter Description Value
D Diffusion constant of the virus D = 1.3µm2s−1 (Observed
for the Associated-Adeno-Virus [22])
B Drift B = 0.2µms−1 [13]
σ % of the nuclear surface covered σ = 2% [17]
by n nuclear pores
k Degradation rate k = 1/360s−1 (10 times the rate observed
for gene vectors [16])
R Radius of the cell R = 15µm (Chinese hamster ovary cell)
a Radius of the nucleus a = 5µm[17]
Table 1: Numerical parameters used for Brownian simulations
7 Appendix
We derive in this appendix the asymptotic of the Neumann’s function N (xi,xj) for two
absorbing patches localized on the surface of a small ball of radius a. In that case,
expansion of eq. 31 is not sufficient and the parameter a should be now accounted for.
Indeed, the log-term −1
4piaD
log
(
1
|xi−xj |
)
can be much larger than the leading order term
1
2piD|xi−xj | when |xi − xj| ≈ a, for a  |Ω|
1
3 . Consequently, we shall re-examine the
log-term expansion. For x and x0 in the neighborhood of the sphere Sa, we expand the
Neumann function N (x,x0) as
N (x,x0) = N˜ (x,x0) +O(1), (84)
where N˜ (x,x0) is solution of with D = 1,
∆N˜ (x,x0) = −δ(x− x0) for x ∈ R3
∂N˜
∂n
(x,x0) = 0 for x ∈ Sa. (85)
To compute the log-term, we first decompose N˜ (x,x0) = 14pi|x−x0| + Φ(x,x0) where Φ is
solution of the system:
∆Φ(x,x0) = 0, for x ∈ R3
∂Φ
∂n
(x,x0) = − ∂
∂n
(
1
4pi|x− x0|
)
,for x ∈ Sa. (86)
To solve eq. 86, we choose a coordinate system so that the source point x = x0 is on the
positive z axis. Since aΦ = 0 and Φ is axisymmetric, then Φ has the series expansion
Φ(x,x0) =
∞∑
n=0
bn(|x0|)Pn(cos(θ))|x|n+1 , (87)
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where Pn are the Legendre polynomials of integer n, θ is the angle between x and the
north pole and bn(|x0|) are coefficients, determined from boundary condition 86.
For x ∈ Sa and ρ = |x|,
∂Φ
∂n
(x,x0) =
∂Φ
∂ρ
(ρ = a) = −
∞∑
n=0
(n+ 1) bn(|x0|)
an+2
Pn(cos(θ). (88)
On the other hand, for |x| < |x0| we have the expansion
1
4pi|x− x0| =
1
4pi
∞∑
n=0
|x|n
|x0|n+1Pn (cos (θ)) , (89)
which leads to the boundary condition:
− ∂
∂ρ
(
1
4pi|x− x0|
)
(ρ = a) = − 1
4pi
∞∑
n=0
nan−1
|x0|n+1Pn (cos (θ)) . (90)
Injecting relation 88-90) into the boundary condition 86, we obtain that for all n ≥ 0:
bn(|x0|) = 1
4pi
na2n+1
(n+ 1)|x0|n+1 . (91)
The Neumann function N˜ (x,x0) is then given by:
N˜ (x,x0) = 1
4pi|x− x0| +
1
4pi
∞∑
n=0
na2n+1
(n+ 1)|x|n+1|x0|n+1Pn(cos(θ)), (92)
that we rewrite
N˜ (x,x0) = 1
4pi|x− x0| +
1
4pi
∞∑
n=0
(
a2n+1
|x|n+1|x0|n+1 −
a2n+1
(n+ 1)|x|n+1|x0|n+1
)
Pn(cos(θ)).
(93)
Using expansion 89), we have for the first term of 93
1
4pi
∞∑
n=0
a2n+1
|x|n+1|x0|n+1Pn(cos(θ)) =
a
4pi|x0||x− a2x0|x0|2 |
(94)
To compute the second term I(ρ) = −∑∞n=0 a2n+1(n+1)ρn+1|x0|n+1Pn(cos(θ)), we note that
I ′(ρ) =
∞∑
n=0
a2n+1
ρn+2|x0|n+1Pn(cos(θ)) =
a
ρ|x0||x− a2x0|x0|2 |
, (95)
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that is
I ′(ρ) =
1
ρa
(
1 + |x0|
2ρ2
a4
− 2 |x0|ρ
a2
cos(θ)
) 1
2
. (96)
Because limρ→∞ l(ρ) = 0, we have:
l(ρ) = −
∫ ∞
ρ
I ′(s)ds = −
∫ ∞
ρ
ds
sa
(
1 + |x0|
2s2
a4
− 2 |x0|s
a2
cos(θ)
) 1
2
. (97)
Thus,
l(ρ) =
1
a
log

|x0|ρ
a2
(1− cos(θ))
1− |x0|ρ
a2
cos(θ) +
(
1 +
(
|x0|ρ
a2
)2
− 2 |x0|ρ
a2
cos(θ)
) 1
2
. (98)
Finally, we obtain the expression of the Neumann function N˜ (x,x0) and the exact de-
pendency with the inner ball radius:
N˜ (x,x0) = 1
4pi|x− x0| +
a
4piD|x0||x− a2x0|x0|2 |
+
1
4pia
log

|x0||x|
a2
(1− cos(θ))
1− |x0||x|
a2
cos(θ) +
(
1 +
(
|x0||x|
a2
)2
− 2 |x0||x|
a2
cos(θ)
) 1
2
.(99)
When x and x0 are on the sphere Sa, |x0| = |x| = a, we have
N˜ (x,x0) = 1
2pi|x− x0| +
1
4pia
log
( |x− x0|
2a+ |x− x0|
)
. (100)
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