ABSTRACT This paper presents a study on expansion design of thinned arrays in interferometric aperture synthesis radiometers. The design problem deals with how to properly employ a limited number of antenna elements around a fixed array to fulfill performance requirements of interest, such as angular resolution, peak sidelobe level, and array redundancy. These factors of merit are grouped and discussed within the framework of multi-objective design. Three state-of-the-art optimizers based on multi-objective particle swarm optimization, non-dominated sorting genetic algorithm II, and non-dominated neighbor immune algorithm are implemented for specific design examples. A comparative analysis is performed to point out the features and performances of the above-mentioned search methods.
I. INTRODUCTION
Interferomeric aperture synthesis (IAS) radiometers (IASRs) have been widely used in applications of Earth remote sensing [1] and radio astronomy [2] , which is a passive imaging system with multiple antenna elements. By pair-wisely correlating output signals from all elements in the interferometric array, a series of samples of the visibility function [3] are obtained in the spatial frequency domain (i.e., the u-v domain), and can be inverted to estimate the original brightness temperature map of an observed scene in the angular domain (i.e., the ξ -η domain).
As a crucial technique, antenna array design plays a crucial role in IASRs. The array geometry establishes basic constraints upon their operation and has bearings on instrument performances. Conventionally, antenna elements are arranged thinly, and array geometries known as minimum redundancy arrays (MRAs) [4] - [8] are employed to attain high angular resolution or sampling efficiency. As far as array design for optimum radiometric sensitivity is concerned, the minimum degradation array (MDA) is proposed and a synthesis approach based on simulated annealing (SA) is suggested [9] . Considering the capability of interference suppression, the reduction of sidelobe levels (SLLs) has been achieved through heuristic or hybrid search based on genetic algorithm (GA) and particle swarm optimization (PSO) [10] , [11] . In general, the above array geometries and synthesis approaches emphasize single-objective optimization and cannot be used directly when multiple goals previously mentioned are considered for real-world applications. Since these performance goals are usually mutually constrained, their tradeoffs naturally give rise to a demand for multi-objective optimization of IAS arrays, which leads to a set of Paretooptimal solutions [12] rather than a global/local optimal solution. To solve such multi-objective problems (MOPs), quite a few methods can be implemented, including traditional mathematical programming methods based on subproblem decomposition (such as MOGLS [13] and MOEA/D [14] ) and multi-objective evolutionary algorithms treating a MOP as a whole (such as NSGA-II [15] and NNIA [16] ).
In this paper, we consider the expansion design of thinned antenna arrays in IASRs. The major contributions of our work include the following two aspects. First, the problem of the expansion design has been formulated within the framework of multi-objective optimization. For situations where a fixed IASR array is required to be expanded for better performances, the natural problem is how to properly arrange additional antenna elements involving tradeoffs among interested factors of merit. Although many researches on multiobjective array design have been conducted to fulfill specific requirements [17] - [20] , these works mainly focus on the synthesis of phased arrays different from the interferometric arrays addressed in our work. The second aspect is that stateof-the-art design methods (including MOPSO, NSGA-II, and NNIA) have been implemented and compared on this design problem as a benchmark. The comparative study might be helpful to offer insights into performances of these methods concerning this benchmark problem or even some similar array design problems. (Indeed not only the aforementioned three algorithms, more multi-objective optimization methods could be also analyzed, and a detailed comparison would be discussed in future research.)
The outline of the paper is as follows. After a brief review on crucial array performances [including angular resolution, peak SLL (PSLL), and array redundancy], we establish a multi-objective optimization model for the expansion design of thinned IASR arrays (Section II). Then, three stateof-the-art heuristic methods based on MOPSO, NSGA-II, and NNIA, are implemented to solve specific design problems (Section III). Representative numerical results are presented to demonstrate the features and performances of these methods (Section IV). Finally, some conclusions are drawn (Section V).
II. BASICS AND PROBLEM FORMULATION
The fundamental equation of IAS radiometry reveals an integral transformation between the visibility function V (u, v) and the modified brightness temperature (BT) T (ξ, η) [3] 
with
where (ξ, η) = (sin θ cos φ, sin θ sin φ) are the direction cosines in the ξ -η domain; (u, v) is the spatial frequency (or baseline) in the u-v domain; f 0 is the center frequency of the instrument; r(τ ) is the fringe-washing function concerning spatial decorrelation effects; i(j) and F n i(j) are the solid angle and the normalized voltage antenna pattern of the i(j)th antenna, respectively; T B is the source's actual brightness temperature map; and T r is the receiver physical temperature (assumed the same for all receivers).
In an ideal IASR assembled by identical antennas and receivers with a limiting narrowband [i.e., r(τ ) 1], the modified BT expressed by (2) can be simplified as
and has a Fourier transformation relationship with the visibility function as follows
The geometry of IASR array determines how it samples in the u-v domain, and the resulting baselines constitute the socalled u-v coverage, which can be seen as a virtual ''synthetic'' array with elements located at baselines [21] . In more detail, the baseline positions can be obtained via projection from array geometry, denoted by the set X = {(x i , y i ) : i = 1, 2, · · · , N a } in the x-y domain, as the following manner
where (x i , y i ) and (x j , y j ) are the Cartesian coordinates of two generic antennas, λ is the wavelength, and N a is the number of antenna elements.
The u-v coverage will affect the IASR performances from two aspects of baseline redundancy and distribution. Among all the factors of merit used to characterize the array properties, three quantities are paid attention as follows.
1) Angular resolution: In IASR systems, the angular resolution is understood as the ability to separate two closely spaced identical point sources, and it is defined by the half-power beam width (HPBW) of the equivalent array factor, i.e.,
where N v is the number of nonredundant baselines (or visibility samples), and s is the elemental area of visibility sampling point (specifically, s = d 0 for linear arrays, s = d 2 0 for rectangular sampling planar arrays, and s = ( √ 3/2)d 2 0 for hexagonal sampling planar arrays, where d 0 is the sampling interval normalized to the wavelength). It is worth to notice that the summation in (6) is on all baselines of the u-v coverage, rather than the positions of the actual antenna elements. 2) PSLL: SLLs characterize the system's capability of interference suppression. The AF eq with low SLLs could function better in extracting images out of noisy data. The PSLL metric can be calculated as
being U m the mainlobe region. 3) Array redundancy: In accordance with the projection of (5), different pairs of antennas may generate the same baseline, and such a baseline present multiple times is said to be redundant. Baseline redundancies determine the interferometric array's sampling efficiency defined as the array redundancy
where the zero-baselines are not taken into account. For simplicity, we do not involve the weightings into array design, i.e., w k = 1. To pursue satisfied performances of angular resolution θ , PSLL L psl , and array redundancy R, the expansion design of array geometries will be accomplished within the framework of multi-objective optimization. Besides, some constraints concerning array complexity and baseline coverage rate should be explicitly imposed into the design, thus reducing the extent of the total search space. In fact, the fixed array can be also viewed as a layout constraint for the additional antenna elements, i.e., forbidding these elements arranged within the layout region of the fixed array. Therefore, this multi-objective array design can be mathematically expressed as
where X is the decision variable, i.e., the geometry consisting of the fixed array X f and the layout X a of additional available elements; N constr. , N a , and N f is the number of elements in X, X a , and X f , respectively; r b is the baseline coverage rate of X, defined as
being N v the number of baselines obtained by X and N r the number of baselines corresponding to a target (or reference) u-v coverage; and r constr. is the constrained value 1 of r b .
III. MULTI-OBJECTIVE OPTIMIZATION METHOD IMPLEMENTATIONS
To solve specific array design problems, we implement three state-of-the-art multi-objective optimization methods including MOPSO [10] , [11] , [22] , NSGA-II [15] , and NNIA [16] . These iterative approaches are based on standard implementations in which the design variables are encoded in a binary string. More specifically, we divide the allowed layout region into N s regular grids with the predetermined sampling interval, and each grid is a candidate position for antenna elements. Following [23] , we introduce a coding operator denoted by I , i.e.,
with X = Z N a the space of design variables and B = {0, 1} N s the space of individuals evolving in optimization process. Then the individual b can be expressed by a binary string
where b i is equal to 0 or 1 (one indicates grid occupied by an element, and zero void grid), and satisfies that
Conversely, the array geometry X needs to be decoded before evaluating the objective functions, as the following map
where I −1 is the decoding operator.
As concerns the assessment of method performances, we adopt three metrics as follows.
1) Coverage of two sets: This is a binary quality metric [24] , which can be used to show that the outcomes of one algorithm dominate the outcomes of another algorithm.
2) Standard deviation of crowding distance:
The crowding distance provides the density estimation of solutions surrounding a specific one in the population [15] , and its standard deviation is used to measure the homogeneity of solutions distributed in the Pareto front. 3) Number of solutions: This metric is a significant indication of the diversity of found solutions. Additionally, the elapsed times are evaluated in the same software platform (i.e., MATLAB R2015b) for each of the aforementioned methods.
Moreover, the algorithm parameters are suitably chosen as recommended in literature [15] , [16] , [22] . The MOPSO is run using a population of 100 particles, a repository of 100 particles, and 10 divisions for the adaptive grid. The NSGA-II uses a population size of 100, tournament selection, a crossover probability of 0.9 (single-point crossover is adopted), and a mutation probability of 1/N s , where N s is the chromosome length. The NNIA's parameters are set as follows: a size of dominant population of 100, a size of active population of 20, a size of clone population of 100, a crossover probability of 0.9 (single-point crossover is utilized), and a mutation probability of 1/N s , where N s refers to the sequence length of antibody that encodes the decision variable.
IV. NUMERICAL ANALYSIS
This section focuses on an expansion design for ''Cross''-shape arrays based on the model of (9) . The constrained layout region is shown in Figure 1 . The sampling interval is λ/2 and allowed element positions are restricted within a disc with diameter of 6.05λ. The number of antenna elements is limited to 37, of which there are 21 elements fixed in the original ''Cross''-shape array (the positions remain unchanged in the optimization process), and the other 16 elements are arranged at 76 candidate positions stochastically. In more detail, the constraint-associated parameters in (9) are set as: N constr. = 37, N f = 21, and N r = 357 (corresponding to the number 2 of baselines with respect to the case when the layout 2 The parameter Nr = 357 gives the upper bound on the number of baselines obtainable under this constraint of layout region. In more detail, the 76 candidate positions are assumed to be filled with antenna elements, then we can obtain 357 baselines according to the projection from array geometry to baseline positions expressed by (5) . Once the number of available elements is limited, i.e., less than 76, the number of obtained baselines must be not more than 357. region is filled with elements). Besides, the rate of baseline coverage is required to be larger than 80%, i.e., r constr. = 0.8.
In numerical simulations, we illustrate the results obtained by performing 50 independent trials of each algorithm (i.e., MOPSO, NSGA-II, or NNIA) and make comparisons. Each trial comprises 2000 iterations to guarantee a good rate of convergence. In more detail, for the final Pareto fronts generated by the 50 trials, we have evaluated the maximum and minimum difference between the objective function (i.e., angular resolution, PSLL, and array redundancy) values of the two extreme points of the Pareto front (referred as f 1 , f 2 , and f 3 , respectively) as well as arithmetic mean and median of the objective function. These parameters are selected since they provide a significant indication of the spreading of the solutions along the Pareto front. In fact, the f i (i = 1, 2, 3) quantitatively describe the extension of the obtained Pareto front and the excursion of the objective functions along each search direction [18] . A wider excursion means the designer might have more freedom of choice concerning solutions with different performances. Table 1 shows the final results. It can be seen that the mean and median of f 1 has little difference for these three algorithms. Moreover, the f 2 of the NSGA-II is 4.5% 3 greater than that of the MOPSO and 15.5% greater than that of the NNIA. As concerns the f 3 , the NNIA has the maximum value that is 25.8% larger than those of other two algorithms.
Moreover, Figure 2 shows a quantitative comparison of results among the three algorithms concerning the aforementioned metrics (i.e., coverage of two sets, standard deviation of crowding distance, and number of solutions). First considering the coverage metric, P, G and I denote the solution sets obtained by the MOPSO the NSGA-II, and the NNIA, respectively. Figure 2 (a) shows 0 < I C (P, G) < 1 and 0 < I C (G, P) < 1. It means that P does not weakly dominate G nor does G weakly dominate P, i.e., P and G are VOLUME 7, 2019 incomparable [25] . But if only the values of coverage are considered, the boxplot of I C (G, P) (i.e., 0.680) is higher than the boxplot of I C (P, G) (i.e., 0.435). Note that I C (G, P) denotes the ratio of the number of solutions obtained by MOPSO which are weakly dominated by the solutions obtained by the NSGA-II to the total number of the solutions obtained by MOPSO in a single run, and I C (P, G) does in a similar way. So in a sense, the NSGA-II does better than MOPSO in this design problem. Combining with the results of Figures 2(b) and 2(c), it can be concluded that the NNIA perform best, followed by the NSGA-II, and finally the MOPSO, as far as the coverage metric is concerned. Second, Figure 3(d) illustrates that in the case of the NNIA, the standard deviation of crowding distance σ crowding (i.e., 0.116) is less than that of the MOPSO (i.e., 0.223) and the NSGA-II (i.e., 0.191). This result demonstrates that the NNIA gets a more homogeneous spread along the Pareto front than the other two algorithms. Third, as shown in Figure 2 (e), the NNIA obtains 52 solutions more than those of the MOPSO (i.e., 50.5) and the NSGA-II (i.e., 45.5).
Finally, as showing in Figure 2 (f) in terms of the computational time, the MOPSO is 105% slower than the NSGA-II (i.e., 3.394 s versus 1.655 s per iteration), and is 74% slower than the NNIA (i.e., 1.946 s per iteration). There are two main reasons for that. First, the majority of elapsed time is consumed by the evaluation of fitness functions in this design problem. That process costs 98.16% time for the MOPSO, 92.23% for the NSGA-II, and 93.10% for the NNIA, which primarily determines the actual computational time. The second reason is the handling strategy for the individuals with constraint violations. Unlike discarding the infeasible individuals in the NSGA-II and the NNIA, the MOPSO mutates a part of elements of these individuals to maintain them within the search space. This operation means more individuals evaluated and results to a higher computational complexity in the MOPSO procedure.
By restricting attention to the set of obtained Paretooptimal solutions, the designer can make focused tradeoffs within this set, rather than needing to consider the full range of solutions. To illustrate such tradeoffs among three objective functions addressed, we plot all might be suitable when demanding the IASR system with a high angular resolution or sampling efficiency; but if the sidelobe suppression is the primary concern, the design C [(f 1 , f 2 , f 3 ) = (0.1433, −9.71, 4.593)] should be preferred. Except these two cases, the solution with a relatively better θ (or smaller R) and an acceptable PSLL, e.g., the design B [(f 1 , f 2 , f 3 ) = (0.137, −9.14, 4.189)], would be a good candidate of choice. The array geometry and u-v coverage of each design are shown in Figure 4 , in which the corresponding equivalent array factor AF eq is also plotted. 
V. CONCLUSION
In this paper, we state the expansion synthesis problem of IAS arrays within the framework of multi-objective design. An optimization model concerning objectives of angular resolution, PSLL, and array redundancy, as well as potential constraints, is established. Next, three state-of-the-art methods based on MOPSO, NSGA-II, and NNIA are implemented to optimize the placement of available elements around a fixed array. Representative numerical results are given to show the feasibility and usefulness of these methods for expansion design of thinned interferometric arrays. In the simulations, the NNIA shows the best performance in terms of three quantitative metrics (i.e., coverage of two sets, standard deviation of crowding distance, and number of solutions), and that of the NSGA-II follows with respect to the standard deviation of crowding distance and coverage metric. As far as the computational complexity is concerned, the performance of the MOPSO is the worst because of the fitness evaluation burdens and the different handling strategies for infeasible individuals with the NSGA-II and the NNIA. Moreover, the optimized results could provide the designer with a wide set of choices to fulfill requirements of potential applications. Some specific designs are given to demonstrate this point in the numerical analysis. 
