The molecular dynamics computer simulation method has been used to study sulfuric and methanesulfonic acids. Calculations have been carried out between 200 K and 400 K using reliable force fields. Thermodynamic properties, such as the density, the heat of vaporization and the melting temperature, have been computed. Moreover, structural and dynamical quantities, such as the radial distribution functions, the shear viscosity and the diffusion coefficients, have also been calculated. The results display a noticeable good agreement with the available experimental data. A hydrogen bond analysis has also been performed, which shows, on one hand, that sulfuric acid has a hydrogen bond network which resembles the one of water; and, on the other hand, that methanesulfonic acid has a hydrogen bond structure which, in some details, recalls the one of methanol, but with a more important presence of single bonds and, to a lesser extent, of branching. Finally, the dynamics of the formation and rupture of hydrogen bonds has also been analyzed. To this end, the interrupted or slow hydrogen bonding lifetimes have been calculated using two different procedures. Our findings suggest that the sulfuric acid hydrogen bond network is more labile than the methanesulfonic acid one. 
parameter exchange hybrid functional (B3) 30 and the nonlocal correlation functional of Lee, Yang and Parr (LYP). 31 This exchange-correlation functional (B3LYP) was combined with the aug-cc-PVDZ basis set. The atomic charges have been determined by fitting them to match the molecular electrostatic potential using the Merz-Singh-Kollman scheme. 32, 33 These charge values and those of Artsila et al., 8 Ding et al. 11 and Loukonen et al. 34 are gathered in Table I . Our results are in a good agreement with those computed by Loukonen et al. 34 in their study of the hydration of SA -Ammonia and SA -Dimethylamine clusters. Finally, it should be noted that the aug-cc-PVDZ basis set has been used because the computed geometric parameters are very similar to the available experimental results and, at the same time, because the charge values are smaller than those obtained with simpler basis sets.
B. Force fields and computer simulation details
MD simulations have been performed using the GROMACS 4.6 package. 35 Bond lengths have been constrained using the SHAKE algorithm. 36 The bond bending angle interactions have been computed using the OPLS harmonic angle functional force field. 37 The bond lengths and the bending angles are those obtained from our DFT calculations. In most cases the OPLS-AA bending force parameters 37 have been considered. However, the bending interactions involving S atoms have been computed using the parameters recently proposed by Hetko et al. 38 in their computer simulation study of sulfur dioxide. The torsional
potentials, referred to the following dihedrals, have been computed: H-C-S-O,O' (MSA), H'-O'-S-O,C (MSA) and H'-O'-S-O,O' (SA)
. The first one shows three clear minima located at -60, 60 and 180 o and the two others at -120, 0 and 120 o . They have been modeled using the formalism proposed by Ryckaert and Bellemans. 39 The parameters of the bonding, bending and torsional interactions are collected in Tables II, III and IV. The Lennard-Jones 12 -6 potential has been employed to model the van der Waals interactions. The homoatomic pair parameters of the OPLS-AA force field, 35 which are gathered in Table V , have been used.
The corresponding heteroatomic pair parameters are obtained, from the homoatomic ones, using the Lorentz Berthelot mixing rules. The electrostatic contributions have been calculated using the set of partial charges gathered in Table V . These are very similar to those employed by Artsila et al. 8 , Ding et al. 11 and Paddison 40 to study several sulfuric acid-water and sulfonic acids-water systems. It is important to noticed that these charge values are smaller than the ones computed by ourselves and those proposed by Loukonen et al. 34 (see Table I ).
We have not employed these values because the viscosity coefficient results obtained using them are clearly much larger than the experimental data, in spite of the fact that the structural properties and the density are in a reasonable good agreement with the available experimental results. Finally, it should also be remarked that the force field is different to that utilized in our previous MSA study. 22 In that case the GROMOS model 41 was employed, with the bond stretching and the bending terms modeled using, respectively, fourth power and cosine based angle potentials. Moreover, the parameters of the torsional potential and the larger partial charge values of the CH 3 group, employed in the present work, are more suitable to keep every MSA molecule close to its equilibrium geometry.
MSA and SA have been simulated using a set of 500 molecules in the isothermal-isobaric (NPT) ensemble at 298 K and 1 atm with an integration time step of 1 fs. The Berendsen weak coupling temperature and pressure bath methods 42 have been employed to control the temperature and the pressure. To this end, the time constant of the heat bath coupling and the pressure relaxation time were, respectively, 0.1 and 1 ps. The ordinary periodic boundary conditions have been considered. A cutoff distance of 1 nm has been used to truncate the Lennard-Jones potential. The well-known Ewald summation method 43 has been utilized to compute the electrostatic interactions. In this case, the real space term was truncated at the van der Waals distance cut-off. The reciprocal space contribution has been determined by interpolation into an infinite grid of points (Particle Mesh Ewald),8 0.12 nm. The following procedure has been applied to get the equilibrated starting structure of every system: a first configuration has been created introducing at random 500 molecules inside a cubic box with a length of 4 nm. Later, the system has been relaxed after 10 4 steps of energy minimization, using a steepest descent algorithm. 45 Finally, 10 ns NPT-MD configurations have been generated to definitively equilibrate the system. The properties have been computed from 10 7 NPT-MD configurations. In all cases the coordinates and velocities have being saved every 100 steps. To study the temperature dependence of some properties, a set of 21 NPT-MD simulations, in the range between 200 and 400 K with a temperature step of 10 K, but in all cases at 1 atm, have been carried out.
III. RESULTS AND DISCUSSION

A. Thermodynamic and structural properties
The bond lengths and the bending angles of both molecules, obtained from our DFT calculations, are displayed in Tables II and III. For MSA, these results agree well with the structural parameters previously obtained by other authors. [16] [17] [18] 34 It is important to notice, that according to Durig et al., 16 we have analyzed the gauche OH group configuration. In this geometric arrangement, which correspond to a local minimum, the hydrogen atom quasieclipses one of the oxygen atoms. Moreover, according to these authors, [16] [17] [18] the CH 3 group conformation is staggered. For SA the simulation results show a good agreement with the experimental findings of Kuczkoswki et al. 46 (see Fig. 1 of this reference) and Givan et al. 47 ,
and also with the ab initio study of Arstila et al. 8 A plot of the most favorable structures of both molecules is depicted in Fig. 1 .
The MD density values at 298 K and 1 atm are 1474 kg/m 3 (MSA) and 1859 kg/m 3 (SA),
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The thermal expansion coefficient of both systems has been determined analyzing the temperature dependence of the density which has been plotted in Fig. 2 The methodology of Caleman et al. 53 has been employed to calculate the enthalpy of vaporization:
E pot (g) and E pot (l) are respectively the potential energy of the gas and liquid phases. E pot (g) has been obtained running a simulation of a single molecule using the GROMACS stochastic dynamics integrator, 35 which basically consists on the solution of the Langevin equation of motion:
m i being the mass of atom i,  i a friction constant and  i (t) a random force with
where k B is the Boltzmann's constant and T the temperature. (s) and  ij are respectively the Dirac and the Kronecker delta functions. F i (r) is the term associated to the force field, which in this case only has intramolecular contributions. After equilibration, the gas phase potential energy has been calculated from a 1 ns simulation. The heat of vaporization of MSA at 298 K is 66.8 kJ/mol. This result is in a reasonable good agreement with the experimental data 75.19 kJ/mol determined by Guthrie et al. 54 For SA the experimental value, 1 referred to its boiling point (603 K), is 56 kJ/mol, which is in a good agreement with our simulation result at this temperature, which yields 53.03 kJ/mol.
Finally, it is important to point out that, for MSA, the thermodynamic and structural results are very close to those obtained in our previous work.
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B. Viscosity and diffusion
As it is well known viscosities can be computed from MD simulations. 43 Then, in one hand, equilibrium MD simulations can be used to calculate the non-diagonal terms of the stress tensor and their correlation functions; so, in this case, the shear viscosity is obtained using the Green-Kubo or the Einstein relations. On the other hand, it can also be achieved from non-equilibrium MD simulations. In this way, some years ago Hess 55 made a comparative study of many of these methodologies for water and several Lennard-Jones fluids. He concluded that the one based on the periodic perturbation method was the most efficient. In this case the system is placed in a conventional simulation box, but a periodic external force is applied to all particles in one direction (say x) which varies in a perpendicular direction (say z). Then, a velocity field is created which verifies the NavierStokes relation, the viscosity being directly related to the velocity profile. This relationship strongly depends on the amplitude  of the acceleration. So, in one hand,  should be small enough so that the perturbation does not significantly modify the equilibrium condition and, on the other hand, small forces induce to low signal-to-noise ratio. is not experimental data for MSA, it is possible to check the simulation value using the Stokes-Einstein relation formula. 58 This equation relates the diffusion coefficient D of a spherical "Brownian particle" of diameter d to the shear viscosity  coefficient of the fluid where the particle is immersed:
k B being the Boltzmann constant, T the temperature and q a coefficient which depends on the boundary conditions at the particle-fluid interface. q = 2 and 3, respectively, for the slip and stick boundary conditions. Although this relation refers to a "Brownian particle" in a fluid, it often works reasonably well if the sizes of the particle and the solvent molecules are similar and, particularly, when the slip condition (q = 2) is assumed 59 . The diameter of the MSA and SA molecules can be evaluated taking into account that the first maximum of the g CM-CM (r)
functions, plotted in Fig. 3 , is located at 0.48 nm. Then, the q factor computed from equation 5 at room temperature, using the simulation data, yields 2.21 for MSA and 2.05 for SA.
These results corroborate, in one hand, the suitability of the slip condition and, on the other hand, that the simulation diffusion coefficient value for MSA could be realistic.
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The melting temperature can approximately be determined by analyzing D in terms of the temperature in the range between 200 K and 400 K (Fig. 7) . It should be noticed that the diffusion is clearly significant from 280 K. This result agree with the experimental melting temperature 59, 60 values 293 K for MSA and 283 K for SA. An Arrhenius plot of these results between 300 K and 400 K has been displayed in Fig. 8 . The D coefficients clearly verify an
Arrhenius behavior:
Where R is the molar gas constant, D 0 the pre-exponential factor (or diffusion at infinite temperature) and E D the activation energy of the diffusion process. Finally, it should be noted that for MSA, the viscosity coefficient and the D 0 preexponential factor are very close to the results obtained in our previous work. 22 It is also important to point out that the procedure employed now is more rigorous because smaller amplitude  values have been used. However, the diffusion coefficient is twice larger than the one computed previously. This discrepancy could probably be attributed to the different charge values of the CH 3 group used in both simulations.
C. Analysis of hydrogen bonds.
Hydrogen bonding is usually defined using either energetic or geometric criteria. 61, 62 The following geometric definition has been employed: two molecules form a hydrogen bond
(HB) if the intermolecular oxygen-oxygen distance is smaller than the g O-O (r) first minimum (located at 0.4 nm), the intermolecular hydrogen-oxygen distance is smaller than the g H-O (r)
first minimum (located at 0.25 nm) and the angle between the intermolecular oxygen-oxygen alignment and the intermolecular oxygen-hydrogen bond is smaller than 30 o .
The mean number <n> of HB and the percentages f n of molecules with "n" HB have been computed. The results are displayed in Table VII SA and water exhibit a similar HB structure which, at the same time, is very different to those of MSA and methanol. Then, more of the 80% of SA and water molecules are hydrogen bonded to two (22 % for SA and 13.5 % for water), three (35.5% for SA and 37.5 % for water) and four (26 % for SA and 42 % for water) molecules. Both systems show a similar network of HB, which is more entangled in case of water because, in one hand, the mean number of HB is larger (3.3 for water and 3.1 for SA) and, on the other hand, the percentage of HB with four molecules is also greater. In case of SA, and according to the g H-O (r) results depicted in Fig. 4 (bottom) , the HB acceptors are basically the sulfonyl oxygen atoms (they participate in the 75.5 % of all the HB). Thus, every SA molecule has two acceptors and two donors. Probably, this molecular acceptor-donor distribution increases its capacity to make more complex HB structures, so that the SA network resembles that of water. This behavior can be observed in Fig. 9 (bottom) , where a representative snapshot has been depicted, showing a SA molecule interacting with other four of its first coordination shell through four HB.
We have also performed a study of the dynamics of the formation and rupture of HB. that HB can break and re-form. The probability c(t) that a randomly chosen pair of molecules is bonded at time t, provided that it was bonded at t=0, is defined. c(t) is computed using the following relation:
where h(t) is a binary function for each pair of molecules. h(t) = 1 if molecules "i,j" are bonded at time t and h(t) = 0 if are not bonded at this time. The MSA and SA c(t) functions at a power law tail, is observed. The SA c(t) function evolves to zero faster than the MSA one.
In order to quantify this behavior a  c lifetime, defined as the c(t) time integral, has been computed. The  c lifetimes of both systems are gathered in To complete the description of the HB dynamics, additional time correlation functions, related to the number "n" of HB that a molecule has at a given instant, have been introduced.
Particularly, the probability c n (t) that a molecule is in the "n" state, i.e. it has "n" HB, at time t, provided that it also has "n" HB at t=0, is defined as:
where h n (t)h n (t)h n . Now, the binary function h n (t)=1 if a molecule is in the "n" HB state at time t, independently of whether or not its HB state has changed in the meantime between 0 and t; h(t) = 0, otherwise. h n is the mean value of this function. The lifetimes  cn have been calculated as the time integral of every c n (t) function. The corresponding lifetimes for the n = 0,1,2,3,4,5 states are also gathered in Table VIII . To complete the discussion, the lifetimes calculated by Guàrdia et al. 67 , in a recent Car-Parrinello molecular dynamics simulation study of liquid water, have also been included. The  cn lifetimes for SA and water are generally more than an order of magnitude smaller than those of MSA. Therefore, as the HB of the former systems break and reform quickly, we can assert that SA and water are more labile than MSA. A similar finding has also been reported by Guàrdia et al. 67 when they compare their results for water with those obtained by Saiz et al. 66 for liquid ethanol. In case of SA, these findings should be associated to the presence of two HB donors per molecule. Probably, and also for this reason, the SA molecules with three HB are the less stable (the  cn lifetimes are the lowest). On the contrary, the presence of one single donor per molecule in case of MSA gives rise to a less labile system, being the most stable molecules those with one and three HB.
The self-diffusion of the system influence c(t) and, therefore, the  c value 68 . Particularly, self-diffusion leads to smaller HB relaxation time values. The following correlation function was introduced to minimize this effect:
where H(t) = 1 if the oxygen-oxygen distance between the pair of molecules "i,j" is closer than the first minimum of g O-O (r) at time t and H(t) = 0 otherwise. Then, the dynamics of the HB is defined using the reactive flux correlation function k(t) = -dc(t)/dt, which according to Luzar and Chandler theory, 64 is related to n(t) and c(t) by the following equation:
where k and k' are the rate constants associated to the processes of break and re-formation of the HB. The MSA and SA k(t) functions have been depicted in Fig. 10 It is well known that in liquids  LC decrease as temperature rises following the next Arrhenius behavior:
 LC0 being the interrupted HB lifetime at infinite temperature and E HB the interrupted activation energy. Fig. 11 shows an Arrhenius plot of  LC between 300 and 400 K for both 
IV. CONCLUSIONS
Molecular dynamics simulation results of methanesulfonic and sulfuric acids are in a good agreement with some of the available experimental data, such as the density, the shear viscosity and the diffusion coefficients, the melting temperature and the heat of vaporization.
The radial distribution functions and the spatial distribution of hydrogen bonds (mean number of hydrogen bonds and percentage of molecules with "n" hydrogen bonds) findings suggest that these systems have a different structure of hydrogen bonds. Thus, every sulfuric acid molecule has two acceptors (the oxygen atoms of the sulfonyl group) and two donors (the oxygen atoms of the hydroxyl groups) that give rise to a network of hydrogen bonds, which resembles the one of water. On the contrary, every methanesulfonic acid molecule has one donor (the oxygen atom of the hydroxyl group) and two acceptors (the oxygen atoms of the sulfonyl group), which establishes a hydrogen bond structure, that, in some aspects, recalls the one of methanol, but with an important presence of simple bonds and, to a lesser extent, of branching. The comparison of the interrupted hydrogen bonding lifetimes of both systems
shows that the sulfuric acid is more labile (i.e. their hydrogen bonds break and reform quickly) than the methanesulfonic acid. The temperature dependence, between 300 and 400 K, of the diffusion coefficients and the interrupted hydrogen bond lifetimes follow an Arrhenius behavior, with similar activation energies. Tables I and V 
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