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Abstract
Despite recent advances in rank aggregation and mixture learning, there has been a limited amount
of success for learning a mixture model for ranking data. Motivated by the problem of learning a
mixture of rankingmodels from pair-wise comparisons, we considermixture learning from partially
observed samples (i.e., missing values). The generic approaches for mixture learning do not gen-
eralize to this setting. Matrix estimation, on the other hand, provides a way to recover a structured
underlying matrix from its partial, noisy observations. In this work, we utilize matrix estimation as
a pre-processing step to extend the mixture learning problem to allow for partial observations.
To begin with, we instantiate our matrix estimation subroutine with hard singular value thresh-
olding and provide a bound on the estimation error with respect to ‖ · ‖2,∞-norm. In particular, we
show that if p (the fraction of observed entries) scales as Ω˜
((
r
d
) 1
3
)
, then the normalized ‖ · ‖2,∞
error vanishes to 0 as long as the underlyingN ×d (N ≥ d) matrix is rank r; this holds true even if
the noise is correlated across columns. As an immediate application, we argue that if Γp = Ω˜(
√
r),
then the generic sub-gaussian mixture components can be correctly identified with N = poly(d)
samples; here, Γ is the separation gap between the mixture means. Furthermore, we argue that a
large class of popular ranking models (e.g., Mallows, Multinomial Logit (MNL), and, more gener-
ally, the Random Utility model) satisfy the sub-gaussian property when viewed through a pairwise
embedding lens. Hence, our method provides a sufficient condition for efficiently recovering the
mixture components for an important class of models. For example, mixtures of r components
can be clustered correctly using O˜(rn4) pair-wise comparisons when the components are well-
separated and distributed as per either an MNL, Mallows, or any Random Utility Model over n
items.
Keywords: Mixture learning, Spectral clustering, Matrix estimation, Max row ℓ2 norm, Mixture
model for ranking, Mixture MNL
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1. Introduction
Learning preferences from partial and, potentially, noisy observations is an important problem in
various disciplines, including social choice, recommendations, etc. Despite the success of aggregat-
ing pairwise preferences for a single ranking model and subsequent efforts, only a limited amount
of results are known for a mixture of ranking models.
The question of learning mixtures of distributions over permutations, a` la rankings based on pair-
wise comparisons, is an instance of learning mixtures in high-dimensions with partial or missing
observations. There has been a large body of work providing algorithms for clustering mixture
models. For instance, there is a line of work demonstrating that spectral algorithms can recover
the underlying clustering as long as each cluster has bounded covariance and the cluster centers
are sufficiently separated. However, these and other approaches do not generalize to the setting of
learning mixtures from partially observed samples.
Matrix estimation has emerged as a generic, robust approach for imputing missing data in a
structured matrix. Therefore, if we can transform the mixture learning from partial observations to
the setting of matrix estimation, then we can potentially utilize matrix estimation as a pre-processing
step to impute the missing observations, and then apply mixture learning methods. A natural way
to achieve this is to, in effect, ‘stack-up’ the partial observations to form the matrix of interest. To
apply a mixture learning method after pre-processing the data via matrix estimation, we require
much more stringent performance guarantees from the matrix estimation procedure as compared to
what is typically provided in the literature (i.e., bounding the Frobenius norm of the error matrix a`
la Mean-Squared-Error (MSE)).
1.1. Our Contribution
As the main contribution of this paper, we formalize and provide guarantees for the above stated
approach of pre-processing the data via matrix estimation, and then performing a mixture learn-
ing method. To begin with, we establish a stronger performance guarantee for hard singular value
thresholding (HSVT), a popular matrix estimation procedure, in terms of a non-asymptotic upper
bound on the ‖ · ‖2,∞-norm (or transpose of) error. Building upon this result, we present a suffi-
cient condition for learning mixtures with missing observations. In particular, our results are not
only consistent with classical spectral clustering result, but also capture the trade-off between the
fraction of observed entries versus the separation between the centers of mixture components. As
an application of this generic result, we obtain a sufficient condition for recovering mixtures of dis-
tributions over permutations, or rankings, by verifying non-trivial sub-gaussian norm upper bounds
for a large class of popular ranking models such as MNL, Mallows, and, more generally, any in-
stance of the Random Utility Model. In what follows, we elaborate on each of these contributions
in further detail.
Matrix Estimation. Let Y ∈ RN×d denote a sparse and noisy version of an underlying matrix of
interest M ∈ RN×d. We assume that the rows of Y are independent and sub-gaussian. Deviating
from the standard literature, we allow for dependence across columns. We establish that the hard
singular value thresholding (HSVT) algorithm recovers an estimate M̂ such that ‖M̂T−MT ‖22,∞/d
decays to 0 as long as the fraction of observed entries p scales as Ω˜
((
r
d
) 1
3
)
. Further, its error rate
scales as O
(
1
p3
r
d
)
.
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We note that p = Ω˜
(
r
d
)
is required to obtain a vanishing upper bound on the ‖M̂ −M‖2F /Nd,
and the minimax rate is given by O
(
1
p
r
d
)
Koltchinskii et al. (2011a). Indeed, this is a weaker guar-
antee compared to what we have established, which might explain why our result requires a higher
p.
To establish this result, we view the data matrix Y as the sum of the structured signal pM and
a random perturbation Y − pM . Then, our result follows from combining the subspace stability
implied by the classical Davis-Kahan Sin Θ theorem with an upper bound on the spectral norm of
a random matrix with independent sub-gaussian rows (possibly dependent across columns). The
spectral norm bound, despite dependence across columns, follows from the known arguments.
Mixture Learning with Missing Values. Let Y i ∈ Rd, 1 ≤ i ≤ N denote partial observations of
samples independently drawn from a mixture distribution. Consider a matrix Y ∈ RN×d obtained
by stacking Y i, 1 ≤ i ≤ N as rows. Let M̂ be the de-noised matrix obtained by applying HSVT on
Y . Then, we establish that as long as Γp scales as Ω˜(
√
r), the rows of M̂ can be clustered correctly
as per their corresponding mixture components; here, p is the fraction of observed data, Γ denotes
the gap between the mixture component means, and r represents the number of components.
The classical result on spectral clustering requires Γ to scale as Ω˜(
√
r) for generic sub-gaussian
distributions. Indeed, when p = 1, our result recovers this as a special case. For a generic p ∈ (0, 1),
our result generalizes the classical result via matrix estimation.
As an important byproduct, we establish that each of the de-noised samples M̂ i, 1 ≤ i ≤ N
follows a sub-gaussian distribution with a scaled sub-gaussian parameter (Theorem 27). This seems
to suggest that any existing mixture learning method can potentially be applied to the obtained
de-noised samples for learning mixtures as long as the method originally works for sub-gaussian
distributions without missing values.
The key technical challenge is obtaining a subspace stability bound sharper than that obtained
for matrix estimation. We achieve this through sharpening the aforementioned spectral norm upper
bound using a leave-one-out style argument.
Learning Mixture of Ranking Model from Pairwise Comparisons. As an application, our ap-
proach provides a model agnostic algorithm for identifying mixtures of simpler distribution over
permutations from partial pair-wise comparisons. Specifically, when the underlying mixture com-
ponents come from either a Mallows, Multinomial Logit Model (MNL), or Random Utility Model,
then our result provides finite sample bounds for a correct identification of mixtures. In particular,
if we restrict ourselves to the setting of a mixture of MNL, the best known finite sample analy-
sis in the literature is that by Oh and Shah (2014). For example, they show that a mixture of r
components can be learned using a total of O
(
r3.5n3 log4 n
)
comparisons under this “nice” setting.
Under the similar setup, our analysis suggests that the total number of required comparisons scale as
O
(
rn4 log2 n
)
. More generally, the same bound holds even when each of the mixture components
could be from any of the Mallows or generic Random Utility Models, which does not follow from
any of the known results. In the setting where mixture components are ‘spiky’, our result implies
that we need only O
(
nr1.5 log2 n
)
comparisons in total. To the best of our knowledge, ours is the
first algorithm that provides such a model agnostic finite sample guarantee for learning mixtures
from pair-wise comparisons for such a large class of ranking models.
The key technical contribution is to establish a non-trivial bound on the sub-gaussian norm that
holds for any Random Utility Model (including MNL) and Mallows Model. We believe our bound
could be improved by utilizing the knowledge of model, which could be of interest in its own right.
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1.2. Related Work
Mixture model. Learning mixtures has a long history, dating back to Pearson (1894). Most works
on this problem is based on the assumption that the cluster centers are sufficiently separated. Since
an algorithmic question of how to provably learn the true parameters of a Gaussian mixture based
on a polynomial number of random samples is posed in the seminal work of Dasgupta (1999),
many algorithms were suggested and analyzed. Among those works, the most relevant to our work
would be the line of works is based on ‘clustering-and-then-learning’ approach. Vempala and Wang
(2002) suggests a two step procedure of PCA on data matrix followed by distance-based cluster-
ing to learn mixtures of spherical Gaussians, which naturally extends to isotropic and log-concave
distributions. This result is generalized in subsequent works Achlioptas and McSherry (2005);
Brubaker and Vempala (2008); Kumar and Kannan (2010); Awasthi and Sheffet (2012). For ex-
ample, the work of Kumar and Kannan (2010) – further improved by the subsequent work of
Awasthi and Sheffet (2012) – shows that a variant of spectral clustering (PCA followed by Lloyd’s
algorithm) can recover the hidden components as long as the cluster centers are separated by Ω˜(
√
r)
and each cluster has bounded covariance. This is the best known result in spectral clustering.
Recently, Regev and Vijayaraghavan (2017) show efficient learning of Gaussian mixture based
on a polynomial number of samples is possible with separation of Ω˜(
√
log r) via an iterative method.
However, their method leads to an algorithm with exponential runtime in the dimension. There
are other works based on Sum-of-Square proofs and robust estimation ideas Diakonikolas et al.
(2016); Kothari and Steinhardt (2017); Diakonikolas et al. (2018); Hopkins and Li (2018), which
operate under similar minimum separation requirements. These works break the
√
r barrier for
mean separation by utilizing certificates for the behavior of higher-order (higher than 2) moments
at the expense of increased sample and time complexity. Nevertheless, none of the aforementioned
works consider solving mixtures with missing values. To the best of our knowledge, our work is the
first to address this challenge.
Matrix estimation. There has been a plethora of works on matrix completion and estimation.
Early works utilizing spectral analysis can be found in Azar et al. (2001); Achlioptas and McSherry
(2007), and they are followed by a large number of works leading to Keshavan et al. (2010a,b).
On the other hand, there have been attempts to solve matrix completion problems under appropri-
ate model assumptions Fazel (2002); Srebro (2004); Rudelson and Vershynin (2007). Possibly, the
concurrent success of compressed sensing Cande`s et al. (2006); Donoho (2006) has led to rapid ad-
vances in this line of works. Beginning with the work of Cande`s and Recht (2009), the technique
of matrix completion by solving a convex optimization problem is introduced Cai et al. (2010);
Candes and Plan (2010); Cande`s and Tao (2010) and gain substantial popularity Davenport et al.
(2014); Koltchinskii et al. (2011b,a); Mazumder et al. (2010); Negahban and Wainwright (2011);
Rohde et al. (2011); Chatterjee et al. (2015). Recently non-parametric methods for matrix estima-
tion have been proposed and analyzed in Lee et al. (2016); Borgs et al. (2017).
Typically in the above mentioned literature, the recovery guarantee is given in terms of the
Frobenius norm (or so-called mean squared error, the expectation of squared Frobenius norm),
which is the matrix analogue of ℓ2 norm. Unlike these works, we are interested in controlling
the error row by row, to control the worst-case behavior of pre-processed samples. Therefore, we
consider a different type of error metric, the (2,∞)-mixed norm.
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Rank Aggregation. Aggregating pairwise preferences is an important and widespread problem
in many fields, including social choice, e-commerce, sports and political science. There are various
probabilistic models for ranking data such as the Random Utility model Thurstone (1927), the
Mallows model Mallows (1957), the Multi-nomial Logit model which is equivalent to Bradley-
Terry-Luce model Bradley and Terry (1952); Luce (1959) and the Plackett-Luce model Luce (1959);
Plackett (1975).
A variety of methods have been proposed and analyzed for estimating model parameters for
the ranking model from partial pair-wise comparison data Lu and Boutilier (2011); Negahban et al.
(2012); Soufiani et al. (2013). However, there have been only limited advances towards learning
mixtures of such models from pair-wise comparisons. While some provable methods have been
proposed Oh and Shah (2014); Awasthi et al. (2014); Sedghi et al. (2016), these methods exploit
tensor decomposition and require certain model specific assumptions, e.g., tensor non-degeneracy
condition and rely on the properties of the specific model, e.g., MNL or Mallows. In contrast, our
interest is to identify generic conditions under which mixture of the above mentioned large class of
models can be learnt from pair-wise comparisons.
2. Setup and Problem Statements
2.1. Notation
For a positive integer n, we let [n] , {1, . . . , n}. Given a, b ∈ R, we let a ∨ b = max{a, b} and
a ∧ b = min{a, b}. ‖ · ‖2 denotes the ℓ2 norm for a vector, and the spectral norm for a matrix. For
a random variable and a random vector, ‖ · ‖ψ2 denotes the Orlicz ψ2 norm. We let C denote some
constant and the exact value of C can change from line to line.
For a matrx X ∈ RN×d, we write the Singular Value Decomposition (SVD) of X as X =
UΣV T , where Σ = diag
(
σ1(X), . . . , σmin{N,d}(X)
)
with the singular values of X, σ1(X) ≥
σ2(X) ≥ . . . ≥ σmin{N,d}(X) in the descending order.
For each i ∈ [N ], we let Xi = Xi∗ denote the i-th row of the matrix X, viewed as a row-vector
in R1×d. For each j ∈ [d], we let Xj = X∗j denote the j-th column of the matrix X, viewed
as a column-vector in Rn×1. When X is viewed as a random matrix, we reserve M to denote its
expectation, i.e.,M = E [X]. Then,M i is the ith row ofM . We reserve r to denote the rank ofM .
2.2. Generative Model
We start by describing a generic data generative model. The mixture model with missing values will
be a special instance of this framework.
2.2.1. GENERIC MODEL
Let M ∈ RN×d denote the matrix of interest. M is a deterministic matrix, although it is not
directly observable. We consider a random matrix X ∈ RN×d such that E [X] = M , and the
Xi’s are independent. We observe X through a binary ‘mask’ E ∈ {0, 1}N×d. Precisely, for
(i, j) ∈ [N ]× [d], the (i, j)-th entry of our data matrix Y ∈ RN×d will be
Yij = XijI {Eij = 1} + ⋆ I {Eij = 0} , (1)
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where ⋆ is a symbol to indicate an unknown value. We shall assume that E is an i.i.d. Bernoulli(p)
mask matrix for p ∈ (0, 1], i.e.,Eij = 1with probability p and 0with probability 1−p. Additionally,
we assume the following properties.
Condition 1 (Boundedness ofM ) ∃Λ <∞ such that maxi,j |Mij | ≤ Λ.
Condition 2 (Sub-gaussianity of X) There exists τ <∞ such that for all i ∈ [N ],
sup
u∈Sd−1
E
[
exp
(
λ(Xi −M i)u)] ≤ exp(λ2τ2
2
)
for all λ ∈ R. (2)
2.2.2. MIXTURE MODEL WITH MISSING VALUES
Consider a mixture of k distributions D1, . . . ,Dk over R
d with mixing weights w1, . . . , wk such
that wa > 0 and
∑k
a=1 wa = 1. For i ∈ [N ], let Xi be drawn as per this mixture distribution:
(i) component a ∈ [k] is chosen with probability wa (at this state, M i is determined to be µa, the
cluster mean of Da); (ii) given a, X
i is draw as per Da. Note that M
i ∈ {µ1, . . . , µk} for all
i ∈ [N ]. That is, r = rank(M) ≤ k and the rows ofM themselves are instantiated as one of the k
possibilities1 . For each a ∈ [k], we let µa , E [Xi∣∣M i = µa] denote the cluster mean and
τa , inf
τ>0
{
sup
u∈Sd−1
E
[
exp
(
λ(Xi −M i)u) ∣∣∣M i = µa] ≤ exp(λ2τ2
2
)
for all λ ∈ R
}
.
Also, let α : [N ] → {1, . . . , k} denote an oracle map such that α(i) represents the component
which Xi is drawn from. For each a, b ∈ [k], let Γa,b ,
∥∥µa − µb∥∥
2
and Γ , mina,b∈[k] Γa,b.
Again, we observe Y instead of X as per (1). In summary, we consider the mixture model with
missing values in the observed data.
2.2.3. MIXTURE MODEL FOR RANKING DATA WITH PARTIAL OBSERVATIONS
Consider the collection of rankings or permutations over n items, denoted as Sn. Our interest is
in learning mixture of simper distributions over Sn from observations about these rankings through
pair-wise comparisons. To make this precise, let us start by considering few examples of simpler
distributions over Sn followed by formal description of the setup.
Example 1 (Random Utility Model) Each option i ∈ [n] has a deterministic utility ui associated
with it. The random utility Yi for i ∈ [n] obeys the form Yi = utilityi + εi, where εi are indepen-
dent random variables. Once random variables Yi are generated for all i ∈ [n], Y1, . . . , Yn are
sorted in descending order. The order of indices is output as the permutation, and thus resulting in
distribution over Sn.
Example 2 (Multinomial Logit Model) As a special case, let εi be drawn as per Gumbel distri-
bution with mode µi and scaling parameter βi > 0, i.e., the PDF of εi is given by
f(x) =
1
βi
exp
(
−
(
x− µi
βi
+ exp
(
− x− µi
βi
)))
.
In the homogeneous setting, µi = µ, βi = β for all i ∈ [n]. The resulting distribution of Sn is
known as the Multinomial Logit Model (MNL).
1. For i ∈ [N ], let ηi ∈ [k] denote the random variables that indicate which component X
i is drawn from. M in the
mixture model is the conditional expectation ofX given η1, . . . , ηn
8
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Example 3 (Mallows Model) Given a center or mode permutation φ0 ∈ Sn and a scaling factor
φ ∈ (0, 1), let
P (φ) =
1
Z
φdKT (φ,φ0), (3)
where Z =
∑
φ∈Sn φ
dKT (φ,φ0) is the normalization constant and dKT (·, ·) is the Kendall’s tau
distance2. This distribution over Sn is known as the Mallows model.
We are interested in a finite mixture of simpler distributions over Sn. For instance, this may
include a mixture of MNL models or a heterogeneous mixture of models (i.e., some components
may follow from a Mallows model while others from a Random Utility model). The observations
that we will have access to is a collection of pairwise comparisons coming from the ranking or
permutation sampled from such a mixture distribution. To define this precisely, we introduce the
following embedding map ι : Sn →
{± 12}(n2): given φ ∈ Sn, its pairwise representation is
ι(φ)(i,j) =
1
2
(
I
{
φ−1(i) ≥ φ−1(j)} − I{φ−1(i) < φ−1(j)} ), for 1 ≤ i < j ≤ n. (5)
For notational convenience, we are indexing vector ι(φ) using tuples (i, j), 1 ≤ i < j ≤ n.
Using the notation of the mixture setup described earlier, Xi is ι(φi) for φi that is drawn per the
mixture distribution over Sn, and the observation Y
i is simply a Bernoulli(p) mask applied to Xi
(here, ι(φi)) as before. That is, the observations are partial pairwise comparisons arising from the φ
that is sampled.
2.3. Problem Statement
Problem 1 (Matrix estimation with independent rows) Given an observation Y ∈ RN×d with
missing values, the aim is to produce M̂ , an estimate of M , such that MRSLE(Mˆ ;M) is small
where the max row squared ℓ2 error (MRSLE) of M̂ is defined as
MRSLE(Mˆ ;M) , max
i∈[N ]
∥∥Mˆ i −M i∥∥2
2
=
∥∥(M̂ −M)T∥∥2
2,∞.
We want to achieve 1dMRSLE(Mˆ ;M) = o(1) for as small p as possible with probability 1− o(1).
Problem 2 (Mixture clustering from partial observations) Given observations Y1, . . . , YN ∈ Rd
with missing values, let α∗ : [N ]→ [k] be the label map that indicates which mixture component Yi
is drawn from. We want to obtain a label αˆ : [N ] → [k] that minimizes the misclassification error
(up to a permutation), i.e., we want to find
αˆ ∈ arg min
α∈[k]N
min
σ∈Sk
N∑
i=1
I {αˆ(i) 6= α∗(σ(i))} .
We want to know the condition when misclassification error is o(N) with probability 1− o(1).
Problem 3 (Clustering mixture for ranking data with partial observations) We want to solve
Problem 2 in the context of ranking problem.
2. Given φ1, φ2 ∈ Sn, the Kendall’s tau distance between φ
1 and φ2 is defined as
dKT (φ
1
, φ
2) ,
∑
1≤i<j≤n
I
{
ι(φ1)(i,j) 6= ι(φ
2)(i,j)
}
. (4)
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3. Algorithm
We state our “Mixture Learning with Preprocessing by Matrix Estimation” strategy in Algorithm
1. Our primary interest is in connecting mixture learning with matrix estimation to cope with the
problem of missing values. For that purpose, we only consider hard singular value thresholding
(HSVT) in step 2 and a simple distance-based clustering in step 3 in this work. However, the
strategy proposed in Algorithm 1 does not necessitate these choices.
Algorithm 1Mixture learning with preprocessing by matrix estimation.
Input : Y1, . . . , Yn ∈ Rd
Output: (wˆ1, Dˆ1), . . . , (wˆk, Dˆk)
1. Stack data vectors Y1, . . . , YN to form a data matrix Y ∈ RN×d.
2. Perform matrix estimation: M̂ = ME(Y ).
3. Run a distance-based mixture clustering on M̂1, . . . , M̂N .
Singular Value Thresholding. Since σj(M) = 0 for j > rank(M), we want our estimate M̂ to
have a similar low-rank structure. However, the rank ofM is not known a priori. Therefore, instead
of limiting the number of components to retain, many practical algorithms choose a thresholding
value, say t, and keep the components of Y with σj(Y ) ≥ t.
For any t ≥ 0, we define the map HSV Tt : RN×d → RN×d as the operator that trims off all
of the singular components of the input matrix below the level t. Specifically, suppose a matrix
A ∈ RN×d =∑min{N,d}j=1 σj(A)ujvTj is given, then
HSV Tt(A) =
min{N,d}∑
j=1
σj(A)I {σj(A) ≥ t}ujvTj . (6)
Our data matrix Y can have missing values (i.e., ⋆). Let pˆ denote the proportion of observed
entries in Y . After replacing ⋆ with 0, we estimate M̂ = 1pˆHSV Tt(Y ).
4. Main Results
4.1. Matrix Estimation: Bounding Max Row ℓ2 Norm
We state an upper bound on MRSLE(M̂ ;M) for HSVT as our first main result. This, in effect,
answers Problem 1.
4.1.1. THEOREM STATEMENT
Recall that we let N, d, p denote the number of samples, the dimension of sample vectors, and the
probability of observing each entries, respectively. We define
∆(N, d, p) ,
√
(1− p)Λ2 + pτ2
√
Np
+ c1(Λ + τK(p))
{√
c3
[
(Nd)1/4 + (2N logN)1/4
] ∨ c3(√d+√2 logN), (7)
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where τ,Λ are model parameters as described in Conditions 1, 2; K(p) ∈ [0, 14 ] is a function
depending only on p, cf. (18); and c1, c3 are universal absolute constants as defined in (16) and
Lemma 37, respectively. We will see that ∆(N, d, p) sets a high-probability upper bound3 on ‖Y −
pM‖2 in Appendix C.1.
We present our first main theorem, deferring the proof of Theorem 1 until Appendix D.2.
Theorem 1 (Main Theorem) Suppose that Conditions 1 and 2 are satisfied. Given Y ∈ RN×d
and t∗ ≥ 0, let M̂ = 1pˆHSVTt∗(Y ). Suppose that (i) p > ∆(N,d,p)σr(M) ∨
16 log(Nd)
Nd , and (ii) t
∗ satisfies
∆(N, d, p) < t∗ < pσr(M)−∆(N, d, p) where r = rank(M). Then
max
i∈[N ]
∥∥∥M̂ i −M i∥∥∥2
2
≤ C
(
τ + ΛK(p)
)2
p2
[
r +
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2
d
]
log(2dN5)
+
2( 2√log(Nd)√
Ndp− 2√log(Nd)
)2
+
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2Λ2d (8)
with probability at least 1− 4
N4
− 2
N2d2
. Here, C is an absolute constant.
4.1.2. INTERPRETATION OF RESULT
Consider a ‘well behaved’ setup whereMij = Θ(1), σ1(M) ≈ · · · ≈ σr(M) and r = rank(M) i.e.,
σr(M) = Θ
(√
Nd
r
)
. We state a corollary of Theorem 1 whose proof can be found in Appendix E.
Corollary 2 Suppose N = poly(d), M ‘well behaved’ as described above, and let the conditions
of Theorem 1 hold. If
p ≥ C
{
(τ + Λ)2
r
d
+ (τ + Λ)
[ √
r
(Nd)1/4
+
√
r
N
]}
, (9)
for a sufficiently large constant C > 0, then
MRSLE(M̂ ;M) ≤ C
(
τ + ΛK(p)
)2
r
p2
[
1 +
1
p
+
1
p2
√
d
N
+
1
p2
d
N
]
log(2dN5).
Consider a few special cases of the Corollary 2:
◦ If p = Θ(1), then MRSLE(M̂ ;M) = O
(
(τ + Λ)2
(
1 +
√
d
N +
d
N
)
r
)
.
◦ If τ,Λ = O(1), then
MRSLE(M̂ ;M) =
O(d) if p = Ω˜
((
r
d
)1/3 ∨ ( r√
Nd
)1/4 ∨ ( rN )1/4)
o(d) if p = ω
((
r log(Nd)
d
)1/3 ∨ ( r log(Nd)√
Nd
)1/4 ∨ ( r log(Nd)N )1/4).
(10)
3. As a result,∆(N, d, p) will be referred many times in the rest of this paper.
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4.1.3. COMPARISON
Traditionally, the objective of matrix estimation problem is in producing a matrix M̂ that minimizes
(normalized) ‖M̂ −M‖2F or MSE where the observations are independent across all entries. In
contrast, we consider minimizing (normalized) ‖M̂T −MT ‖22,∞, which is a much more stringent
task under the setting where independence is assumed only across the rows, but entries within each
row may be dependent.
With these differences in mind, we compare our results with the best known results from the
literature. It is well known that p = Ω
(
r
d polylog(N)
)
is required to obtain a vanishing upper
bound for the (normalized) ‖M̂ −M‖2F , and the minimax rate scales as O
(
1
p
r
d
)
Koltchinskii et al.
(2011a). In comparison, our analysis suggests p = Ω
((
r
d
)1/3
polylog(N)
)
is required, cf. (10), to
obtain a vanishing upper bound on our metric of interest (MRSLE), and the error rate is given as
O
(
1
p3
r
d
)
. Clearly, ours is a weaker result, but it is potentially due to the fact that we have more
stringent constraints in terms of (i) the dependency of entries across columns, and (ii) the more
stringent error metric. Indeed, a minimax lower bound for MRSLE akin to that in Koltchinskii et al.
(2011a) for MSE remains as an interesting open question.
4.2. Learning Mixture with Missing Values
We state the main result in terms of the conditions under which matrix estimation, followed by dis-
tance based clustering algorithm, successfully identifies samples with correct mixture components
(up to a permutation in the label), thereby answering Problem 2.
4.2.1. THEOREM STATEMENT
Theorem 3 Suppose that Conditions 1 and 2 are satisfied. Given Y ∈ RN×d and t∗ ≥ 0, let
M̂ = 1pˆHSVTt∗(Y ) . Suppose that (i) p >
3∆(N,d,p)
σr(M)
∨ 16 log(Nd)Nd , and (ii) t∗ satisfies ∆(N, d, p) <
t∗ < pσr(M)−∆(N, d, p) where r = rank(M). Then with probability at least 1− 4N4 − 2N2d2 , the
following inequalities hold for all i1, i2 ∈ [N ]:
if α(i1) = α(i2) :
∥∥M̂ i1 − M̂ i2∥∥
2
≤ C
(
τ + ΛK(p)
)√
r
p
[
1 +
C ′d√
r
τ + ΛK(p)
pσr(M)− 3∆(N, d, p)
]
log(Nd),
if α(i1) 6= α(i2) :
∥∥M̂ i1 − M̂ i2∥∥
2
≥ 1
2
(
1− ∆(N, d, p)
pσr(M)−∆(N, d, p)
)∥∥µα(i1) − µα(i2)∥∥
2
− C
(
τ +ΛK(p)
)√
r
p
[
1 +
C ′d√
r
τ + ΛK(p)
pσr(M)− 3∆(N, d, p)
]
log(Nd),
where τ = maxa∈[k] τa and C,C ′ are absolute constants.
Theorem 3 is simplified from Theorem 26 to succinctly convey the essence of this analysis. The full
statement of Theorem 26 and its proof can be found in Appendix F.
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4.2.2. INTERPRETATION OF RESULT
Let Γ , mina,b∈[k]
a 6=b
∥∥µa − µb∥∥
2
denote the minimum separation between cluster means. LetM be
well behaved in the sense that r = rank(M) and σr(M) = Θ
(√
Nd
r
)
. Then, we state the following
Corollary of Theorem 3.
Corollary 4 Suppose the conditions in Theorem 3 hold and C1
(τ+Λ)2
p2
d log(d) ≤ N ≤ poly(d) for
a constant C1 > 0. Then there exists C2 > 0 such that
if Γp > C2(τ + Λ)
√
r log d (11)
then sup
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
< inf
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
with probability 1− poly(d). Moreover, sup i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
= Θ
(
τ+Λ
p
√
r log d
)
.
Corollary 5 Suppose the conditions in Theorem 3 hold and N ≤ poly(d). Given Γ ≥ C1
[
(τ +
Λ)
√
r log d ∨ (τ + Λ)2
√
rd
N log d
]
with a sufficiently large C1, there exists C2 > 0 such that
if p > C2(τ + Λ)
(√
r
Γ
+
r1/4d1/4
Γ1/2N1/4
)√
log d (12)
then sup
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
< inf
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
,
with probability 1− 1/poly(d).
The proof of Corollary 4 and Corollary 5 can be found in Appendix G. The relationship between
Γ and p (the last inequality in (11)) seems to suggest an interesting tradeoff between the gap and the
fraction of missing data per sample.
4.2.3. COMPARISON
The main purpose of using matrix estimation was to efficiently overcome the limitation in learning
mixture distributions with missing values in its observations. We utilize the HSVT algorithm for
Matrix Estimation, followed by distance-based clustering. If there were no missing observations,
this would reduce to the classical spectral clustering method for learning mixture distributions.
The classical spectral clustering suggests that the ‘gap’ between components Γ needs to scale
as Ω˜(
√
r) in order to learn a mixture successfully. Our result, e.g., (11), states that Γp needs to
scale as Ω˜(
√
r) when only p fraction of the data points are observed. That is, the gap needs to scale
in the same manner as before, but with penalty of 1/p due to the effect of missing observations.
Intuitively, that is the best result we can hope for, and our result argues that matrix estimation is
efficient for spectral clustering for mixtures in that sense.
An interesting result that we establish – cf. Theorem 27 in Appendix H – in the process is
that each of the de-noised samples, M̂ i for i ∈ [N ], follows a sub-gaussian distribution with a
scaled sub-gaussian parameter. Therefore, it seem to suggest that many other mixture learning
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methods can be potentially applied to the obtained de-noised samples as long as the method works
for sub-gaussian distributions. For example, there is a chance that the recent methods based on sum-
of-squares could be applied. The only glitch that remains is establishing “sufficient independence”
across the de-noised samples, which remains as an exciting direction for future work.
4.3. Application to Learning a Mixture Model for Ranking Data
In this section we apply the results from Section 4.2 in the context of ranking, and discuss the
conditions under which we can successfully learn a mixture of distributions for ranking data from a
collection of pair-wise comparison data.
Recall that Xi is ι(φ) ∈ { ± 12}(n2) for a permutation φ ∈ Sn, cf. Section 2.2.3. Therefore,
M i = E
[
Xi
] ∈ [ − 12 , 12](n2) and Condition 1 is automatically satisfied with Λ = 12 for any
distribution over Sn. Condition 2 is also fulfilled as boundedness of X
i implies sub-gaussianity,
however, we need an additional assumption to obtain a nontrivial upper bound (namely, o(n)) on τ
(sub-gaussian norm). We observe that τ = O(
√
n) for the Random Utility model (Proposition 29)
and τ = O˜(
√
n) for the Mallows model (Proposition 30) with any choice of parameters.
Lastly, we recap τ = maxa∈[k] τa, and Γ = mina,b∈[k]
∥∥µa − µb∥∥
2
and d =
(n
2
)
when we
consider distributions over Sn.
4.3.1. INTERPRETATION OF RESULT
With the upper bound for τ = O˜(
√
n) and Γ = Θ(
√
d) = Θ(n), Corollary 5 can be interpreted as
follows: with high probability, it is sufficient to observe
p = Ω
(
√
n
(√
r
n
+
r1/4
√
n√
nN1/4
)√
log n
)
= Ω
((√
r
n
+
r1/4
√
n
N1/4
)√
log n
)
(13)
for successfully clustering the samples. We note here that we need N = Ω
(
n2r log2 n
)
to obtain a
nontrivial lower bound on p since p cannot exceed 1.
We want to know the minimum number of pairwise comparisons needed to ‘learn’ the mixture
of ranking models. Recall that the number of all pairwise comparisons in the dataset isNdp, where
d = Θ(n2) in the ranking setup. Then it follows from (13) that we need
Ndp = Ω
((
r1/2n3/2N + r1/4n5/2N3/4
)√
log n
)
. (14)
CombiningN = Ω(n2r log2 n)with (14), we can conclude that distance-based clustering of ranking
instances is feasible (with high probability) as long as we have the following number of pairwise
comparisons:
Ndp = Ω
(
r3/2n7/2 log5/2 n+ rn4 log2 n
)
. (15)
4.3.2. COMPARISON
In this work, our interest is in learning mixture components from pair-wise comparison data ob-
tained from an underlying distribution over permutations. There is a reasonably developed body of
results for learning parameters of a single component Multinomial Logit Model (MNL) Negahban et al.
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(2012); Hajek et al. (2014) as well as of aMallowsModel Braverman and Mossel (2009); Lu and Boutilier
(2011). In comparison, the progress towards the finite sample analysis for learning parameters of a
generic Random Utility Model is limited even for a single component.
Also, there has been only limited advances towards the finite sample analysis for learning mix-
tures of such models from pair-wise comparisons. Some notable results include Oh and Shah (2014)
for learning a mixture of MNL, and Awasthi et al. (2014) for mixture of two Mallows components,
both of which are based on tensor decomposition. There is no result that considers, for example, a
mixture of a generic Random Utility Model or a heterogeneous mixture model, e.g., some compo-
nents being Mallows and some being MNL, etc.
Being model agnostic, our algorithm can handle such heterogeneous settings. Beyond this qual-
itative strength, our result also provides competitive finite sample analysis when restricted to a
specific setup. In particular, if we restrict ourselves to the setting of a mixture of MNL, the best
known finite sample analysis in the literature is that by Oh and Shah (2014). For example, they
show that a mixture of r components can be learned using total of O(r3.5n3 log4 n) comparisons
under this “nice” setting. Under a similar setup as discussed in (15), our analysis suggests that the
total number of comparisons required scales as O
(
rn4 log2 n
)
(assuming r is constant). Of course,
if the parameters are “highly” skewed for MNL components, i.e., most of the mass of each compo-
nent is concentrated on few elements (and, hence, τ = O(1)), then the (15) can be replaced with
O
(
nr1.5 log2 n
)
.
In summary, our generic and model-agnostic method provides competitive finite sample com-
plexity with the best known results in the literature for a specific model. Moreover, our approach
applies to a lot more general mixture. For example, O˜
(
rn4
)
applies to the setting where mixture
components are coming from either a Mallows or general Random Utility Model.
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Appendix A. Technical Result: Effect of Missing Values
In this section, we argue that the data matrix Y can be viewed as the sum of scaled parameter matrix
and a random perturbation; Y = pM +
(
Y − pM). We show that the perturbation matrix matrix
Y − pM has independent, mean zero, sub-gaussian rows when Conditions 1 and 2 hold.
A.1. Mean and Covariance of Y − pM
The following two lemmas are consequences of the i.i.d. Bernoulli mask in our model (see (1)).
Lemma 6 When ⋆ is replaced with 0, E [Y − pM ] = 0.
Proof Recall that Yij = XijI {Eij = 1} for each (i, j) ∈ [N ] × [d]. Now observe that for all
(i, j) ∈ [N ]× [d],
E [Yij − pMij] = E [XijI {Eij = 1} − pMij ]
= E [Xij ]E [I {Eij = 1}]− pMij
= 0.
We used the independence between Xij and Eij as well as the fact that E [Xij ] = Mij and
E [I {Eij = 1}] = P (Eij = 1) = p.
Lemma 7 When ⋆ is replaced with 0,
E
[
(Y − pM)T (Y − pM)] = p(1− p)diag(MTM)+ p2E [(X −M)T (X −M)] .
Proof First of all, we note that
E
[
(Y − pM)T (Y − pM)] = N∑
i=1
E
[
(Y i − pM i)T (Y i − pM i)] .
For (i, j1, j2) ∈ [N ]× [d]× [d],
E
[
(Y i − pM i)T (Y i − pM i)]
j1j2
= E [(Yij1 − pMij1)(Yij2 − pMij2)]
= E
[(
Xij1I {Eij1 = 1} − pMij1
)(
Xij2I {Eij2 = 1} − pMij2
)]
= E
[
Xij1Xij2I {Eij1 = 1} I {Eij2 = 1}+ p2Mij1Mij2
]
− E [pMij2Xij1I {Eij1 = 1}+ pMij1Xij2I {Eij2 = 1}]
=
{
pE
[
X2ij1
]
− p2E
[
M2ij1
]
when j1 = j2,
p2E
[(
Xij1 −Mij1
)(
Xij2 −Mij2
)]
when j1 6= j2.
Recall the identity E
[(
Xij1 − E [Xij1 ]
)2]
= E
[
X2ij1
]
− E [Xij1 ]2; we can rewrite
pE
[
X2ij1
]− p2E [M2ij1] = p(1− p)E [X2ij1]+ p2E [(Xij1 −Mij1)2] .
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Therefore,
E
[
(Y i − pM i)T (Y i − pM i)] = p(1− p)diag((M i)TM i)+ p2E [(Xi −M i)T (Xi −M i)] .
Summing up over i ∈ [N ] concludes the proof.
A.2. Sub-gaussianity of Y i − pM i
In this section we show an upper bound on ‖Zi‖ψ2 (i ∈ [N ]). For that purpose we recall some
definitions and known results in Appendix A.2.1. Then we state and prove Proposition 12 in A.2.2.
A.2.1. PRELIMINARIES
It is common in literature to equip the space of sub-gaussian random variables with the Orlicz ψ2
norm, also known as the sub-gaussian norm. Note that ‖X‖ψ2 <∞ if and only ifX is sub-gaussian.
Definition 8 (Sub-gaussian norm) The sub-gaussian norm of a random variable X is defined as
‖X‖ψ2 , inf
{
t > 0 such that E
[
exp
(X2
t2
)]
≤ 2
}
.
Imitating the Orlicz ψ2-norm, we define a different type of sub-gaussian norm ‖ · ‖φ2 , which turns
out to be equivalent to ‖·‖ψ2 (described in Proposition 35) and also useful in the proof of Proposition
12. For more details about ‖ · ‖φ2 , see Appendix J.1.1.
Definition 9
‖X‖φ2 , inf
{
τ > 0 such that E
[
eλX
]
≤ e 12λ2τ2 for all λ ∈ R
}
.
We note here that ‖ · ‖φ2 of a centered Bernoulli random variable is known.
Theorem 10 (Theorem 2.1 from Buldygin and Moskvichova (2013)) LetX(p) be a centered Bernoulli
random variable with parameter p ∈ [0, 1], i.e., X(p) = 1 − p with probability p and X(p) = −p
with probability 1− p. Then
∥∥X(p)∥∥
φ2
=

0, p ∈ {0, 1};
1
4 , p =
1
2 ;
2p−1
2 ln p
1−p
, p ∈ (0, 1) \ {12}.
The two norms, ‖ · ‖ψ2 and ‖ · ‖φ2 are equivalent norms in the sense that there exist absolute
constants c1, c2 > 0 such that ‖X‖ψ2 ≤ c1‖X‖φ2 and ‖X‖φ2 ≤ c2‖X‖ψ2 hold for all random
variables. We define and utilize the following constants throughout:
c1 , inf{γ > 0 : ‖X‖ψ2 ≤ γ‖X‖φ2 for all sub-gaussian X}, (16)
c2 , inf{γ > 0 : ‖X‖φ2 ≤ γ‖X‖ψ2 for all sub-gaussian X}, (17)
Lastly, we extend the notion of sub-gaussianity to random vectors.
Definition 11 A d-dimensional real-valued random vector X is said to be a sub-gaussian vector if
uTX is sub-gaussian for all u ∈ Sd−1. Moreover,
‖X‖ψ2 , sup
u∈Sd−1
‖uTX‖ψ2 and ‖X‖φ2 , sup
u∈Sd−1
‖uTX‖φ2 .
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A.2.2. AN UPPER BOUND ON
∥∥Y i − pM i∥∥
ψ2
Proposition 12 Suppose that Conditions 1 and 2 hold. Suppose that ⋆ is replaced with 0 and
p ∈ (0, 1] is given. For every i ∈ [N ],∥∥Y i − pM i∥∥
ψ2
≤ ∥∥Xi −M i∥∥
ψ2
+ c1max
j∈[d]
|Mij |K(p)
≤ c1
(
τ + ΛK(p)
)
where
K(p) =

0, p ∈ {0, 1};
1
4 , p =
1
2 ;
2p−1
2 ln p
1−p
, p ∈ (0, 1) \ {12}.
(18)
Here, c1 is an absolute constant defined as in (16).
Proof Recall that M is a deterministic matrix, even though it is not directly observable. In our
model, Yij = XijI {Eij = 1}+⋆ I {Eij = 0} for each (i, j) ∈ [N ]×d; see (1). With ⋆ replaced by
0, we may write Y i = Xi◦Ei for all i ∈ [N ]. Here, Ei ∈ Rd is a random vector with i.i.d. Bernoulli
random variables with parameter p and ◦ denotes the Hadarmard product (entrywise product). For
each (i, j) ∈ [N ]× [d], we decompose Yij − pMij as follows:
Yij − pMij = XijI {Eij = 1} − pM i
=
(
Xij −Mij
)
I {Eij = 1}+
(
I {Eij = 1} − p
)
Mij .
By definition of ψ2 norm,
∥∥Y i − pM i∥∥
ψ2
= sup
u∈Sd−1
∥∥(Y i − pM i)u∥∥
ψ2
= sup
u∈Sd−1
∥∥∥∥ d∑
j=1
(
Yij − pMij
)
uj
∥∥∥∥
ψ2
.
Fix u ∈ Sd−1. By triangle inequality,∥∥∥∥ d∑
j=1
(
Yij − pMij
)
uj
∥∥∥∥
ψ2
≤
∥∥∥∥ d∑
j=1
(
Xij −Mij
)
I {Eij = 1}uj
∥∥∥∥
ψ2
(19)
+
∥∥∥∥ d∑
j=1
(
I {Eij = 1} − p
)
Mijuj
∥∥∥∥
ψ2
. (20)
In the rest of the proof, we establish upper bounds on (19) and (20) separately.
Since the indicator function is nonnegative and upper bounded by 1, the first term in (19) has
the following upper bound:∥∥∥∥ d∑
j=1
(
Xij −Mij
)
I {Eij = 1}uj
∥∥∥∥
ψ2
≤
∥∥∥∥ d∑
j=1
(
Xij −Mij
)
uj
∥∥∥∥
ψ2
≤ ∥∥Xi −M i∥∥
ψ2
,
which is again bounded above by c1τ due to Condition 2 (sub-gaussianity of X).
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The second term in (20) has a trivial upper bound as follows:∥∥∥∥ d∑
j=1
(
I {Eij = 1} − p
)
Mijuj
∥∥∥∥
ψ2
≤ c1
∥∥∥∥ d∑
j=1
(
I {Eij = 1} − p
)
Mijuj
∥∥∥∥
φ2
≤ c1

d∑
j=1
∥∥ I {Eij = 1} − p ∥∥2φ2(Mijuj)2

1/2
≤ c1max
j∈[d]
|Mij |
∥∥ I {Eij = 1} − p ∥∥φ2 .
The first inequality is due to the equivalence between ‖ · ‖ψ2 and ‖ · ‖φ2 . The second inequality is
based on the property of the sum of independent sub-gaussian random variables; see Proposition 33.
The last inequality is trivial because
∑d
j=1M
2
iju
2
j = maxj∈[d] |Mij |2‖u‖22 and maxj∈[d] |Mij | ≤ Λ
by Condition 1 (boundedness ofM ).
Lastly, we note that I {Eij} − p is a centered Bernoulli random variable with parameter p. By
Theorem 10, ∥∥I {Eij} − p∥∥φ2 = K(p)
Appendix B. Key Lemma for Theorem 1
B.1. More on HSVT
B.1.1. INDUCED THRESHOLDING OPERATOR.
Given a matrix A =
∑min{N,d}
j=1 σj(A)ujv
T
j and a threshold t ≥ 0, the HSVT as per (6) suggests
the following operator ϕhardA;t : R
d → Rd defined as
ϕhardA;t : w 7→
d∑
j=1
I {σj(A) ≥ t}Pvj (w), (21)
where Pvj denotes the projection onto span(vj); specifically, when w ∈ Rd as a row vector repre-
sentation, Pvj (w) = wvjvTj . If we take the column vector representation, it would be natural to
consider Pvj (w) = vjvTj w 4.
Lemma 13 For any matrix A ∈ RN×d and t ≥ 0, ϕhardA;t is a contraction, i.e.,∥∥ϕhardA;t (w)∥∥2 ≤ ‖w‖2, ∀w ∈ Rd.
4. These are just two different representations of the same projection operation, and we shall switch between the row
vector representation (left multiplication) and the column vector representation (right multiplication) for convenience
of explanation; however it will be clear from the context whether we are using row or column representation.
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Proof Write A =
∑min{N,d}
j=1 σj(A)ujv
T
j . Recall that the right singular vectors of A forms an
orthonormal basis of Rmin{N,d}. For any w ∈ Rd,
∥∥ϕhardA;t (w)∥∥22 =
min{N,d}∑
j=1
I {σj(A) ≥ t}Pvj (w)
2
=
min{N,d}∑
j=1
I {σj(A) ≥ t}Pvj (w)2
≤
min{N,d}∑
j=1
Pvj (w)2
= ‖w‖22.
Lemma 14 Given A ∈ RN×d and t ≥ 0,
HSVTt(A)
i = ϕhardA;t
(
Ai
)
, ∀i ∈ [N ].
Proof Let A =
∑min{N,d}
j=1 σj(A)ujv
T
j be the SVD of A. By the orthonormality of the left singular
vectors,
ϕhardA;t
(
Ai
)
=
min{N,d}∑
a=1
I {σi(A) ≥ t}Pvi
(
Aa
)
=
min{N,d}∑
a=1
I {σa(A) ≥ t}AivavTa
=
min{N,d}∑
a,b=1
I {σa(A) ≥ t} eTi σb(A)ubvTb vavTa
= eTi
min{N,d}∑
a,b=1
I {σa(A) ≥ t}σb(A)ubδabvTa
= eTi HSVTt(A) = HSVTt(A)
i.
This completes the proof.
B.1.2. A SMALL LEMMA FOR THE CHOICE OF t∗ SO THAT M̂ = 1pˆHSVTt∗(Y )
Lemma 15 Given Y ∈ RN×d and t∗ ≥ 0, let M̂ = 1pˆHSVTt∗(Y ). Let r = rank(M). If
‖Y − pM‖2 < t∗ < σr(M)− ‖Y − pM‖2, then rank(M̂ ) = r.
Proof Recall from (6) that
HSVTt∗(Y ) =
min{N,d}∑
j=1
σj(Y )I {σj(Y ) ≥ t}ujvTj
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and hence, only the components of Y with singular value at greater than or equal to t∗ survive after
HSVTt∗ operation. Therefore, it suffices to show σr+1(Y ) < t
∗ ≤ σr(Y ).
We may write Y as
Y = pM +
(
Y − pM).
Note that σr(M) > σr+1(M) = 0 by the assumption. By Weyl’s theorem,
σr(Y ) ≥ σr(pM)− ‖Y − pM‖2 = pσr(M)− ‖Y − pM‖2, and
σr+1(Y ) ≤ σr+1(pM) + ‖Y − pM‖2 = ‖Y − pM‖2.
This completes the proof.
B.2. Key Lemma for Theorem 1
Here we present a preliminary version of Theorem 1. This is a deterministic statement assuming a
certain set of conditions. We prove Theorem 1 in Appendix D.2 based on this key lemma.
Theorem 16 Given Y ∈ RN×d and t∗ ≥ 0, let M̂ = 1pˆHSVTt∗(Y ) and let r = rank(M). Suppose
1.
∥∥Y − pM∥∥
2
≤ ∆ for some ∆ ≥ 0,
2. p > ∆σr(M) ,
3. 1εp ≤ pˆ ≤ εp for some ε ≥ 1, and
4. t∗ satisfies ∆ < t∗ < pσr(M)−∆.
Then for every i ∈ [N ],∥∥∥M̂ i −M i∥∥∥2
2
≤ 2ε
2
p2
∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 + 2(ε − 1)2 ∥∥ϕhardY ;t∗(M i)∥∥22 + ( ∆pσr(M)−∆
)2 ∥∥M i∥∥2
2
.
Proof We present the proof in three steps.
Step 1: Decomposition of M̂ i −M i. Fix a row index i ∈ [N ]. Observe that
M̂ i −M i =
(
M̂ i − ϕhardY ;t∗
(
M i
))
+
(
ϕhardY ;t∗
(
M i
)−M i).
Note that assumption 4 implies rank(M̂) = rank(M) by Lemma 15. By definition (cf. (21)), we
have that ϕhardY ;t∗ : R
d → Rd is the projection onto the span of the top r right singular vectors of Y .
Let vM1 , . . . , v
M
r and v
Y
1 , . . . , v
Y
r denote the top r right singular vectors of M and Y , respec-
tively. Given a subspace V ⊂ Rd, we let PV : Rd → V denote the projection operation onto V .
Then
M̂ i − ϕhardY ;t∗
(
M i
)
= ϕhardY ;t∗
(
1
pˆ
Y i −M i
)
= Pspan{vY1 ,...,vYr }
(
1
pˆ
Y i −M i
)
∈ span{vY1 , . . . , vYr }
and
ϕhardY ;t∗
(
M i
)−M i = Pspan{vY1 ,...,vYr }(M i)−M i ∈ span{vY1 , . . . , vYr }⊥.
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Therefore, M̂ i − ϕhardY ;t∗
(
M i
)
is orthogonal to ϕhardY ;t∗
(
M i
)−M i and by Pythagorean theorem,∥∥M̂ i −M i∥∥2
2
=
∥∥M̂ i − ϕhardY ;t∗(M i)∥∥22 + ∥∥ϕhardY ;t∗(M i)−M i∥∥22. (22)
Now it remains to bound the two terms on the right hand side of (22).
Step 2: Upper Bound on
∥∥M̂ i − ϕhardY ;t∗(M i)∥∥22. Next, we find an upper bound for the first term
on the right hand side of (22). Note that
M̂ i − ϕhardY ;t∗
(
M i
)
= ϕhardY ;t∗
(
1
pˆ
Y i −M i
)
=
1
pˆ
ϕhardY ;t∗
(
Y i − pM i)+ p− pˆ
pˆ
ϕhardY ;t∗
(
M i
)
.
Applying Young’s inequality for products (equivalently, by Cauchy-Schwarz inequality),∥∥M̂ i − ϕhardY ;t∗(M i)∥∥22 ≤ 2∥∥∥∥1pˆϕhardY ;t∗(Y i − pM i)
∥∥∥∥2
2
+ 2
∥∥∥∥p− pˆpˆ ϕhardY ;t∗(M i)
∥∥∥∥2
2
≤ 2
pˆ2
∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 + 2(p− pˆpˆ
)2 ∥∥ϕhardY ;t∗(M i)∥∥22
≤ 2ε
2
p2
∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 + 2(ε− 1)2 ∥∥ϕhardY ;t∗(M i)∥∥22 (23)
because assumption 3 implies 1pˆ ≤ εp and
(
p−pˆ
pˆ
)2 ≤ (ε− 1)2.
Step 3: Upper Bound on
∥∥ϕhardY ;t∗(M i)−M i∥∥22. We now bound the second term on the right hand
side of (22). We apply the Davis-Kahan SinΘ Theorem (see Theorem 46 in Appendix J.3) to arrive
at the following inequality:∥∥Pspan{vY1 ,...,vYr } − Pspan{vM1 ,...,vMr }∥∥2 ≤ ‖Y − pM‖pσr(M)− σr+1(Y )
≤ ‖Y − pM‖
pσr(M)− ‖Y − pM‖2 ∵ σr+1(Y ) ≤ ‖Y − pM‖2
≤ ∆
pσr(M)−∆ . (24)
We utilized assumption 1 to bound ‖Y − pM‖2 ≤ ∆. Also, assumption 2 implies pσr(M) −
σr+1(M) > 0 and ensures the validity of Davis-Kahan upper bound.
Now we observe that ϕhardY ;t∗
(
M i
)
= Pspan{vY1 ,...,vYr }(M
i) and M i = Pspan{vM1 ,...,vMr }(M
i).
Therefore, ∥∥ϕhardY ;t∗(M i)−M i∥∥22 = ∥∥∥(Pspan{vY1 ,...,vYr } − Pspan{vM1 ,...,vMr })M i∥∥∥22
≤
∥∥∥Pspan{vY1 ,...,vYr } − Pspan{vM1 ,...,vMr }∥∥∥22 ∥∥M i∥∥22
≤
(
∆
pσr(M)−∆
)2 ∥∥M i∥∥2
2
. (25)
The last inequality follows from (24). Inserting (23) and (25) back to (22) completes the proof.
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Appendix C. Helper Lemmas for the Proof of Theorem 1: Conditioning Events
C.1. Defining Three High-probability Events for Conditioning: E1, E2, E3
We define the following three events for conditioning. The constant c3 in the definition of E1 is an
absoulte constant5.
E1 :=
{∥∥Y − pM∥∥
2
≤
√
(1− p)Λ2 + pτ2
√
Np (26)
+ c1(Λ + τK(p))
{√
c3
[
(Nd)1/4 + (2N logN)1/4
] ∨ c3(√d+√2 logN)},
E2 :=
{(
1− 2
√
log(Nd)
Ndp
)
p ≤ pˆ ≤
(
1− 2
√
log(Nd)
Ndp
)−1
p
}
, (27)
E3 :=
{
max
i∈[N ]
∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 ≤ 4maxi∈[N ] ∥∥Y i − pM i∥∥2φ2 log(2dN5)
×
[
r +
( ‖Y − pM‖2
pσr(M)− ‖Y − pM‖2
)2
d
]}
. (28)
Note that P (E1) ,P (E2) ,P (E3) = 1− 1/poly(N, d), cf. Remarks 19, 21, 24.
C.2. Proof of P (E1) = 1− 1/poly(N, d)
Consider the data matrix Y as the sum of scaled parameter matrix pM and perturbation Y − pM .
We show a high-probability upper bound on the spectral norm of the perturbation matrix. This upper
bound implies that
√
Np is the correct order of singular value thresholding.
Lemma 17 For every t ≥ 0,
σ1(Y − pM) ≤
{
Np
[
(1 − p)(max
i,j
M2ij
)
+ p‖X1‖2φ2
]
+
∥∥Y 1 − pM1∥∥2
ψ2
[
c3
√
N
(√
d+
√
2 logN
) ∨ c23(√d+√2 logN)2]}1/2
with probability at least 1 − 2
N4
. Here, c3 = c3(c0) > 0 is an absolute constant, which depends
only on another absolute constant c6.
The proof is based on Matrix Chernoff bound for random matrices with independent sub-
gaussian rows; see Lemma 37 and Corollary 38.
Proof Let Z = Y −pM . Observe that Z is anN ×dmatrix whose rows Zi are independent, mean
zero, sub-gaussian random vectors in Rd (see Appendix A). Matrix Chernoff bound (cf. Corollary
38) yields for every t ≥ 0,
σ1(Y − pM) ≤
{
σ1
(
E
[
(Y − pM)T (Y − pM)] )
+ max
i∈[N ]
∥∥Y i − pM i∥∥2
ψ2
[
c3
√
N(
√
d+ t) ∨ c23(
√
d+ t)2
]}1/2
5. This constant will be described later in Lemma 17
6. Though we do not specify what the value of c is, it is an absolute constant that does not depend on other parameters.
It is the same constant c that appears in Bernstein’s inequality; see Lemma 42.
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with probability at least 1− 2 · 9−t2 .
By Lemma 7,
E
[
(Y − pM)T (Y − pM)] = p(1− p)diag(MTM)+ p2E [(X −M)T (X −M)] .
Therefore,
σ1
(
E
[
(Y − pM)T (Y − pM)] )
≤ p(1− p)σ1
(
diag
(
MTM
))
+ p2σ1
(
E
[(
X −M)T (X −M)] )
≤ p(1− p)max
j∈[d]
( N∑
i=1
M2ij
)
+ p2
N∑
i=1
σ1
(
E
[(
Xi −M i)T (Xi −M i)] )
≤ Np
[
(1− p)
(
max
i,j
M2ij
)
+ p‖Xi‖2φ2
]
.
The last inequality follows from Lemma 36;
∥∥∥E [(Xi −M i)T (Xi −M i)] ∥∥∥
2
≤ ‖Xi‖2φ2 . Choos-
ing t =
√
2 logN completes the proof as 9−t2 =
(
e2 ln 3
)−2 logN
=
(
1
N4
)ln 3 ≤ 1
N4
for all N ≥ 1.
Corollary 18 Suppose that Conditions 1 and 2 hold. Then for given p ∈ [0, 1],
σ1(Y − pM) ≤
√
(1− p)Λ2 + pτ2
√
Np
+ c1(Λ + τK(p))
{√
c3
[
(Nd)1/4 + (2N logN)1/4
] ∨ c3(√d+√2 logN)}
with probability at least 1− 2
N4
. Here, c3 = c3(c0) > 0 is the same constant as in Lemma 17.
Proof First of all, we utilize a simple inequality: for a, b > 0,
√
a+ b ≤ √a+√b. When Condi-
tions 1 holds, maxi,j
∣∣Mij∣∣ ≤ Λ and ∥∥Y 1 − pM1∥∥ψ2 ≤ c1(Λ + τK(p)) by Proposition 12.
Remark 19 Suppose that Conditions 1 and 2 hold. Then
P (Ec1) ≤
2
N4
follows as an immediate consequence of Corollary 18.
C.3. Proof of P (E2) = 1− 1/poly(N, d)
When N, d≫ 1, we may identify pˆ with p. The exact statement of this claim is as follows.
Lemma 20 For any ε > 1,
P
(
1
ε
p ≤ pˆ ≤ εp
)
≥ 1− 2 exp
(
−(ε− 1)
2
2ε2
Ndp
)
.
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Proof Recall that we assumed observations made through i.i.d. Bernoulli mask with parameter
p ∈ (0, 1] and that we define pˆ as
pˆ =
1
Nd
N∑
i=1
d∑
j=1
I {Yij observed} ∨ 1
Nd
.
By the binomial Chernoff bound, for ε > 1,
P (pˆ > εp) ≤ exp
(
−(ε− 1)
2
ε+ 1
Ndp
)
, and
P
(
pˆ <
1
ε
p
)
≤ exp
(
−(ε− 1)
2
2ε2
Ndp
)
.
By the union bound,
P
(
1
ε
p ≤ pˆ ≤ εp
)
≥ 1− P (pˆ > εp)− P
(
pˆ <
1
ε
p
)
.
Noticing ε+ 1 < 2ε < 2ε2 for all ε > 1 completes the proof.
Remark 21 By choosing ε =
(
1− 2
√
log(Nd)
Ndp
)−1
in Lemma 20, it follows that
P (Ec2) ≤
2
N2d2
.
C.4. Proof of P (E3) = 1− 1/poly(N, d)
C.4.1. HELPER LEMMA: TYPICAL ℓ2 NORM OF A SUB-GAUSSIAN RANDOM VECTOR
Lemma 22 Let X ∈ Rd be a sub-gaussian random vector with ‖X‖φ2 < ∞. Let V ∈ Rd×r be
a matrix with orthogonal columns. V is allowed to be random as long as it is independent of X.
Then for any s > 0,
P
(‖V V TX‖22 > s) ≤ 2r exp
(
− s
2r‖X‖2φ2
)
.
Proof Observe that ‖V V TX‖22 = XTV V TX =
∑r
j=1X
TVjV
T
j X where Vj denotes the j-th
column of V . Now observe that for any s > 0,
XTV V TX > s implies that ∃j ∈ [r] s.t. XTVjV Tj X >
s
r
.
This observation leads to the following inequality by applying the union bound:
P
(
XTV V TX > s
) ≤ r∑
j=1
P
(
XTVjV
T
j X >
s
r
)
.
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It remains to find an upper bound for
P
(
XTVjV
T
j X >
s
r
)
= P
(
V Tj X >
√
s
r
)
+ P
(
V Tj X < −
√
s
r
)
.
By Markov’s inequality (Chernoff bound) and the definition of ‖ · ‖φ2 (see Definition 9), for any
λ > 0,
P
(
V Tj X >
√
s
r
)
≤ E [exp (λV Tj X)] exp(−λ√sr
)
≤ E [E [exp (λV Tj X) ∣∣ V ]] exp(−λ√sr
)
≤ E
[
exp
(
λ2‖V Tj X‖2φ2
2
)]
exp
(
−λ
√
s
r
)
≤ exp
(
λ2‖X‖2φ2
2
)
exp
(
−λ
√
s
r
)
.
Optimizing over λ > 0 (observe that −λa+ λ22b is minimized to −a
2b
2 with λ = ab),
P
(
V Tj X >
√
s
r
)
≤ exp
(
− s
2r‖X‖2φ2
)
.
We obtain the same upper bound on P
(
V Tj X < −
√
s
r
)
.
All in all,
P
(
XTV V TX > s
) ≤ 2r exp(− s
2r‖X‖2φ2
)
.
C.4.2. HIGH-PROBABILITY UPPER BOUND ON
∥∥ϕHARDY ;t∗ (Y i − pM i)∥∥22
We want a high probability upper bound on
∣∣ϕhardY ;t∗(Y i − pM i)∥∥22, which is essentially the squared
ℓ2 norm of a projection of sub-gaussian random vector projected onto the subspace spanned by top-
r right singular vectors of Y . We know that the ℓ2-norm of a sub-gaussian random vector projected
onto a fixed r-dimensional subspace is of order O˜(
√
r) with high probability. However, there is an
additional complication in analyzing
∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 because the subspace (=span of top r
right singular vectors of Y ) is dependent on the vector (=the i-th row of Y −pM ) to take projection.
Lemma 23 Suppose that p > ‖Y−pM‖2σr(M) and ‖Y − pM‖2 < t∗ < σr(M)−‖Y − pM‖2. Then for
each i ∈ [N ],∥∥∥ϕhardY ;t∗(Y i − pM i)∥∥∥2
2
≤ 4∥∥Y i − pM i∥∥2
φ2
[
r +
( ‖Y − pM‖2
pσr(M)− ‖Y − pM‖2
)2
d
]
log(2dN5)
with probability at least 1− 2
N5
.
30
MIXTURE LEARNING FROM PARTIAL OBSERVATIONS: APPLICATION TO RANKING
Proof Let vM1 , . . . , v
M
r and v
Y
1 , . . . , v
Y
r denote the top r right singular vectors ofM and Y , respec-
tively. Also, note that
ϕhardY ;t∗
(
Y i − pM i) = ϕhardM ;0(Y i − pM i)+ [ϕhardY ;t∗(Y i − pM i)− ϕhardM ;0(Y i − pM i)].
Then Young’s inequality for products yields∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 ≤ 2∥∥ϕhardM ;0(Y i − pM i)∥∥22 + 2∥∥ϕhardY ;t∗(Y i − pM i)− ϕhardM ;0(Y i − pM i)∥∥22
= 2
∥∥∥Pspan{vM1 ,...,vMr }(Y i − pM i)∥∥∥22
+ 2
∥∥∥Pspan{vY1 ,...,vYr }(Y i − pM i)− Pspan{vM1 ,...,vMr }(Y i − pM i)∥∥∥22
≤ 2
∥∥∥Pspan{vM1 ,...,vMr }(Y i − pM i)∥∥∥22
+ 2
∥∥∥Pspan{vY1 ,...,vYr } − Pspan{vM1 ,...,vMr }∥∥∥22 ∥∥Y i − pM i∥∥22.
Next, it follows from Davis-Kahan Sin Θ theorem (see (24)) that∥∥Pspan{vY1 ,...,vYr } − Pspan{vM1 ,...,vMr }∥∥2 ≤ ‖Y − pM‖2pσr(M)− ‖Y − pM‖2 .
Lastly, by applying Lemma 22, we observe that for any s1, s2 > 0,
P
(∥∥∥Pspan{vM1 ,...,vMr }(Y i − pM i)∥∥∥22 > s1
)
≤ 2r exp
(
− s1
2r ‖Y i − pM i‖2φ2
)
,
P
(∥∥Y i − pM i∥∥2
2
> s2
)
≤ 2d exp
(
− s2
2d ‖Y i − pM i‖2φ2
)
.
Choose s1 = 2r
∥∥Y i − pM i∥∥2
φ2
log(2rN5) and s2 = 2d
∥∥Y i − pM i∥∥2
φ2
log(2dN5) to complete
the proof.
Remark 24 Suppose that p > ‖Y−pM‖2σr(M) and ‖Y − pM‖2 < t∗ < σr(M)− ‖Y − pM‖2. Then
P (Ec3) ≤
2
N4
follows as a corollary of Lemma 23 by taking union bounds over i ∈ [N ].
Appendix D. Proof of Theorem 1
In this section we conclude the proof of Theorem 1 that is the first main theorem of this paper.
The proof is built based on the Key Lemma for the theorem –Theorem 16. Combining the Key
Lemma with the three conditioning events defined in Appendix C.1 yields the desired conclusion of
Theorem 1. Equipped with two simple probabilistic tricks to be described in D.1,we complete the
proof of Theorem 1 in D.2.
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D.1. Helpful Probabilistic Techniques for the Proof of Theorem 1
Many of our theorems and lemmas are about establishing deviation inequalities of the following
form: given a function f of the data matrix Y and the (hidden) parameter matrix M , there exists
g : R+ → R+ such that
P (f(Y,M) > t) ≤ g(t).
The following two techniques are frequently used in the proof of our theorems and lemmas.
• Union Bound. Suppose that there exist f1, f2 such that f(Y,M) ≤ f1(Y,M) + f2(Y,M).
For any t1, t2 > 0, “f1(Y,M) ≤ t1 and f2(Y,M) ≤ t2” implies “f(Y,M) ≤ t1 + t2.” The
contraposition of this statement yields
P (f(Y,M) > t1 + t2) ≤ P (f1(Y,M) > t1 or f2(Y,M) > t2)
≤ P (f1(Y,M) > t1) + P (f2(Y,M) > t2) .
• The Law of Total Probability. For any two eventsE0, E1, we have P (E0) = P (E0|E1)P (E1)+
P (E0|Ec1)P (Ec1). .Let E0 denote the event of our interest, and E1 be an auxiliary event for
conditioning. Since probability takes value in [0, 1],
P (E0) ≤ P (E0|E1) + P (Ec1) .
D.2. Proof of Theorem 1
We prove Theorem 1 by combining Theorem 16 with Remarks 19, 21, 24.
Proof For any value s > 0, we have the following upper bound on P
(
maxi∈[N ]
∥∥M̂ i −M i∥∥2
2
> s
)
by the law of total probability and the union bound:
P
(
max
i∈[N ]
∥∥M̂ i −M i∥∥2
2
> s
)
≤ P
(
max
i∈[N ]
∥∥M̂ i −M i∥∥2
2
> s
∣∣ E1 ∩ E2 ∩ E3)+ P (Ec1 ∪ Ec2 ∪ Ec3)
≤
N∑
i=1
P
(∥∥M̂ i −M i∥∥2
2
> s
∣∣ E1 ∩ E2 ∩ E3)+ P (Ec1) + P (Ec2) + P (Ec3) .
Conditioned on E1 ∩ E2 ∩ E3, we can choose ∆ = ∆(N, d, p) (see definition of E1 in (26))
and ε =
(
1− 2
√
log(Nd)
Ndp
)−1
(see definition of E2 in (27)). Also, we have an upper bound on∥∥ϕhardY ;t∗(Y i−pM i)∥∥22 (see definition of E3 in (28)). Note thatmaxi∈[N ] ∥∥Y i − pM i∥∥φ2 ≤ c1c2(τ+
ΛK(p)) by Proposition 12.
Moreover, we observe that ∥∥ϕhardY ;t∗(M i)∥∥22 ≤ ∥∥M i∥∥22 ≤ dΛ2.
by the contraction property of ϕhardY ;t∗ (see Lemma 13) and Condition 1 (boundedness ofM ).
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Based on these observations, we choose7
s =
2
p2
(
1− 2
√
log(Nd)
Ndp
)−2
× 4[c1c2(τ + ΛK(p))]2 log(2dN5)[r + ( ∆(N, d, p)
pσr(M)−∆(N, d, p)
)2
d
]
+ 2
((
1− 2
√
log(Nd)
Ndp
)−1
− 1
)2
dΛ2 +
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2
dΛ2
=
32c21c
2
2
(
τ + ΛK(p)
)2
p2
[
r +
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2
d
]
log(2dN5)
+
2( 2√log(Nd)√
Ndp− 2√log(Nd)
)2
+
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2 dΛ2.
By Theorem 16, P
(∥∥M̂ i −M i∥∥2
2
> s
∣∣ E1 ∩ E2 ∩ E3) = 0. The proof is complete.
Appendix E. Proof of Corollary 2
Proof We let C > 0 denote a sufficiently large constant. The exact value C represents will change
from line to line in the proof, but it is an absolute constant, independent of parameters N, d, p, etc.
To begin with, we make the following observations.
Step 1. Trimming using p ≥ 16 log(Nd)Nr assumption. Recall we assume that p ≥ 16 log(Nd)Nr in
Theorem 1. Therefore
√
Ndp ≥ 4
√
d log(Nd)
r and it follows that
√
Ndp√
Ndp− 2√log(Nd) = 11− 2√log(Nd)√
Ndp
≤ 1
1−
√
r
2
√
d
≤ 2, (29)
2
√
log(Nd)√
Ndp− 2√log(Nd) ≤ 2
√
log(Nd)
4
√
d log(Nd)
r − 2
√
log(Nd)
=
√
r
2
√
d−√r ≤
√
r
d
. (30)
Step 2: Ensuring (9) is sufficient for pσr(M) ≥ 2∆(N, d, p). Next, we show that if p satisfies
the lower bound stated in (9), i.e., if
p ≥ C
{
(τ + Λ)2
r
d
+ (τ + Λ)
[ √
r
(Nd)1/4
+
√
r
N
]}
(31)
for sufficiently large C > 0, then pσr(M) ≥ 2∆(N, d, p). This leads to
∆(N, d, p)
pσr(M)−∆(N, d, p) ≤
2∆(N, d, p)
pσr(M)
(32)
7. Assuming p ≥
16 log(Nd)
Nd
, 1− 2
√
log(Nd)
Ndp
≥ 1
2
and
(
1− 2
√
log(Nd)
Ndp
)−1
≤ 2.
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First, recall from (7) that ∆(N, d, p) ≤ C(τ + Λ)[√Np + (Nd)1/4 + √d] for some large
constant C > 0. Then we observe that pσr(M) ≥ 2∆(N, d, p) if and only if p ≥ 2∆(N,d,p)σr(M) . Since
we assumed σr(M) ≥ c
√
Nd
r for some c > 0 (i.e.,M is ‘well-behaved’), it follows that
2∆(N, d, p)
σr(M)
≤ C(τ + Λ)
√
r
Nd
(√
Np+ (Nd)1/4 +
√
d
)
≤ C(τ + Λ)
(√rp
d
+
r1/2
(Nd)1/4
+
√
r
N
)
(33)
because N = poly(d) ensures (2N logN)1/4 ≤ C(Nd)1/4 and √2 logN ≤ √d.
If p ≥ C ′(τ + Λ)
√
Np
d and p ≥ C ′(τ + Λ)
(
r1/2
(Nd)1/4
+
√
r
N
)
, then p ≥ C ′(τ + Λ)
(√
rp
d +
r1/2
(Nd)1/4
+
√
r
N
)
. By taking a sufficiently large C ′, this lower bound on p can be made bigger than
the upper bound on
2∆(N,d,p)
σr(M)
stated in (33).
Observe that
p ≥ C(τ +Λ)
√
Np
d
if and only if
√
p ≥ C ′(τ + Λ)
√
N
d
if and only if p ≥ C ′(τ +Λ)2 r
d
.
Therefore, if p satisfies the lower bound in (9), then p ≥ C ′(τ + Λ)
√
Np
d . Also, if p satisfies the
lower bound in (9), it trivially satisfies p ≥ C ′(τ + Λ)
(
r1/2
(Nd)1/4
+
√
r
N
)
.
In conclusion, we can choose C ′ in an adaptive manner to C we need in (33). If p satisfies the
lower bound in (9) for a large C ′ > 0 chosen in such a fashion, then
p ≥ C(τ + Λ)
(√rp
d
+
r1/2
(Nd)1/4
+
√
r
N
)
≥ 2∆(N, d, p)
σr(M)
.
Step 3: Simplifying (8) based on Steps 1 and 2. When p satisfies the conditions for steps 1 and
2 (for sufficiently large N and d), we obtain the following high-probability bound8 by combining
(29), (30), (32) with (8) in Theorem 1:
max
i∈[N ]
∥∥∥M̂ i −M i∥∥∥2
2
≤ C
(
τ + ΛK(p)
)2
p2
[
r +
∆(N, d, p)2
4p2σr(M)2
d
]
log(2dN5) +
[
2r
d
+
∆(N, d, p)2
4p2σr(M)2
]
Λ2d
≤ C
(
τ + ΛK(p)
)2
p2
[
r + C
Np+
√
Nd+ d
4p2Ndr
d
]
log(2dN5) + Λ2
[
2r + C
Np+
√
Nd+ d
4p2Ndr
d
]
≤ C
(
τ + ΛK(p)
)2
r
p2
[
1 +
1
p
+
1
p2
√
d
N
+
1
p2
d
N
]
log(2dN5). (34)
8. With probability at least 1− 4
N4
− 2
N2d2
; see Theorem 1.
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Appendix F. Proof of Theorem 3
F.1. Leave-One-Out Analysis: High-probability Event E ′3
We define a new event E ′3, which is similar to, but not same with E3 defined in (28). Replacing E3
with E ′3 in our analysis leads to a sharper recovery condition for mixture clustering instances.
E ′3 :=
{
∀i ∈ [N ], ∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 ≤ 4∥∥Y i − pM i∥∥2φ2r log(2dN5)
×
[
1 +
2d2 log(2dN5)
r
( ∥∥Y i − pM i∥∥
φ2
pσr(M)− 3‖Y − pM‖2
)2 ]}
. (35)
In the following lemma, we show this event also has high probability.
Lemma 25 Suppose that p > 3‖Y−pM‖2σr(M) and ‖Y − pM‖2 < t∗ < σr(M)− ‖Y − pM‖2. Then
P
(E ′3) ≤ 2N4 .
Proof
Step 1: Decomposition of Y by ‘Leave-one-row-out’. Fix i ∈ [N ]. We define two matrices
Y ◦, Y × ∈ RN×d so that Y = Y ◦ + Y ×:
(
Y ◦
)j
=
{
Y j if j = i,
0 if j 6= i. and
(
Y ×
)j
=
{
0 if j = i,
Y j if j 6= i.
Let vY1 , . . . , v
Y
r and v
×
1 , . . . , v
×
r denote the top r right singular vectors of Y and Y
×, respec-
tively. Also, we note that ϕhardY ;t∗
(
Y i − pM i) = Pspan{vY1 ,...,vYr }(Y i − pM i) and rewrite it as
ϕhardY ;t∗
(
Y i − pM i) = Pspan{vY1 ,...,vYr }(Y i − pM i)
= Pspan{v×1 ,...,v×r }
(
Y i − pM i)
+
[
Pspan{vY1 ,...,vYr }
(
Y i − pM i)− Pspan{v×1 ,...,v×r }(Y i − pM i)].
Then Young’s inequality for products yields∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 ≤ 2∥∥∥Pspan{v×1 ,...,v×r }(Y i − pM i)∥∥∥22
+ 2
∥∥∥Pspan{vY1 ,...,vYr }(Y i − pM i)− Pspan{v×1 ,...,v×r }(Y i − pM i)∥∥∥22
= 2
∥∥∥Pspan{v×1 ,...,v×r }(Y i − pM i)∥∥∥22 (36)
+ 2
∥∥∥Pspan{vY1 ,...,vYr } − Pspan{v×1 ,...,v×r }∥∥∥22 ∥∥Y i − pM i∥∥22 . (37)
35
SHAH SONG
Step 2: Finding an upper bound on (36). Recall that the rows in Y i are independent. Therefore,
the row vector of interest, Y i − pM i, is independent of the matrix Y ×, and hence, is independent
of the subspace spanned by {v×1 , . . . , v×r }. By applying Lemma 22, we observe that for any s1 > 0,
P
(∥∥∥Pspan{v×1 ,...,v×r }(Y i − pM i)∥∥∥22 > s1
)
≤ 2r exp
(
− s1
2r ‖Y i − pM i‖2φ2
)
.
Choosing s1 = 2r
∥∥Y i − pM i∥∥2
φ2
log(2rN5) leads to
P
(∥∥∥Pspan{v×1 ,...,v×r }(Y i − pM i)∥∥∥22 > 2r ∥∥Y i − pM i∥∥2φ2 log(2rN5)
)
≤ 1
N5
. (38)
Step 3: Finding an upper bound on (37). Next, we apply Davis-Kahan sinΘ theorem (see (24))
to find an upper bound on
∥∥∥Pspan{vY1 ,...,vYr } − Pspan{v×1 ,...,v×r }∥∥∥2.
Recall that Y = pM + (Y − pM). Since rank(M) = r, σr(M) > σr+1(M) = 0. By Weyl’s
theorem,
σr(Y ) ≥ σr(M)− ‖Y − pM‖2.
Similarly, since Y = Y × + Y ◦,
σr+1(Y
×) ≤ σr+1(Y ) + σ1(Y ◦) ≤ σr+1(M) + ‖Y − pM‖2 + ‖Y ◦‖2
= ‖Y − pM‖2 + ‖Y i − pM i‖2
≤ 2‖Y − pM‖2,
Therefore, if p > 3‖Y−pM‖2σr(M) , then σr(Y ) > σr+1(Y
×). Then by Davis-Kahan theorem,∥∥∥Pspan{vY1 ,...,vYr } − Pspan{v×1 ,...,v×r }∥∥∥2 ≤ ‖Y ◦‖2σr(Y )− σr+1(Y ×)
≤ ‖Y
i − pM i‖2
pσr(M)− 3‖Y − pM‖2 .
Again by applying Lemma 22, for any s2 > 0,
P
(∥∥Y i − pM i∥∥2
2
> s2
)
≤ 2d exp
(
− s2
2d ‖Y i − pM i‖2φ2
)
.
Choosing s2 = 2d
∥∥Y i − pM i∥∥2
φ2
log(2dN5) leads to
P
(∥∥Y i − pM i∥∥2
2
> 2d
∥∥Y i − pM i∥∥2
φ2
log(2dN5)
)
≤ 1
N5
. (39)
Step 4: Concluding the proof. Putting (36), (37), (38), (39) together, we obtain the following:
for each i ∈ [N ],∥∥ϕhardY ;t∗(Y i − pM i)∥∥22 ≤ 4∥∥Y i − pM i∥∥2φ2
[
r log(2rN5) +
2‖Y i − pM i‖2φ2d2 log2(2dN5)
(pσr(M)− 3‖Y − pM‖2)2
]
with probability at least 1 − 2
N5
. The conclusion follows by taking union bound over i ∈ [N ].
Lastly, observe that ‖Y i − pM i‖φ2 ≤ c1c2
(
τα(i) + ΛK(p)
)
by Proposition 12.
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F.2. Full Version of Theorem 3 and Its Proof
In this section, we present the full version of Theorem 3 and its proof.
Theorem 26 (Full Version of Main Theorem 2) Suppose that Conditions 1 and 2 are satisfied.
Given Y ∈ RN×d and t∗ ≥ 0, let M̂ = 1pˆHSVTt∗(Y ) . Suppose that (i) p > 3∆(N,d,p)σr(M) , and (ii) t∗
satisfies ∆(N, d, p) < t∗ < pσr(M)−∆(N, d, p) where r = rank(M).
Then with probability at least 1− 4
N4
− 2
N2d2
, the following inequalities hold for all i1, i2 ∈ [N ]:
• when α(i1) = α(i2):
∥∥M̂ i1 − M̂ i2∥∥
2
≤ 2c1c2
(
1− 2
√
log(Nd)
Ndp
)−1√r log(2dN5)
p
(
τα(i1) + ΛK(p)
)
×
[
1 +
d
√
2 log(2dN5)√
r
c1c2
(
τα(i1) + ΛK(p)
)
pσr(M)− 3∆(N, d, p)
]
,
• when α(i1) 6= α(i2):
∥∥M̂ i1 − M̂ i2∥∥
2
≥
(
1− 2
√
log(Nd)
Ndp
)(
1−
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2)1/2∥∥µα(i1) − µα(i2)∥∥
2
− 2c1c2
(
1− 2
√
log(Nd)
Ndp
)−1√r log(2dN5)
p
((
τα(i1) ∨ τα(i2)
)
+ ΛK(p)
)
×
[
1 +
d
√
2 log(2dN5)√
r
c1c2
((
τα(i1) ∨ τα(i2)
)
+ ΛK(p)
)
pσr(M)− 3∆(N, d, p)
]
.
We take a similar approach as in the proof of Theorem 1. Here, we use E ′3 instead of E3. We
prove the conclusion with conditioning on E1∩E2∩E ′3 first and then argue P (Ec1 ∪ Ec2 ∪ E ′3) is small.
Proof Recall that M̂ i = 1pˆϕ
hard
Y ;t∗
(
Y i
)
for all i ∈ [N ]. For any i1, i2 ∈ [N ], we may write
M̂ i1 − M̂ i2 = 1
pˆ
ϕhardY ;t∗
(
Y i1
)− 1
pˆ
ϕhardY ;t∗
(
Y i2
)
=
1
pˆ
ϕhardY ;t∗
(
Y i1 − pM i1)− 1
pˆ
ϕhardY ;t∗
(
Y i2 − pM i2)+ 1
pˆ
ϕhardY ;t∗
(
pM i1 − pM i2). (40)
For i1, i2 with α(i1) = α(i2): M
i1 = M i2 . By triangle inequality, (40) yields∥∥M̂ i1 − M̂ i2∥∥
2
≤ 1
pˆ
∥∥ϕhardY ;t∗(Y i1 − pM i1)∥∥2 + 1pˆ∥∥ϕhardY ;t∗(Y i2 − pM i2)∥∥2 (41)
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When conditioned on E1 ∩ E2 ∩ E ′3, for each i ∈ [N ],
1
pˆ
∥∥ϕhardY ;t∗(Y i − pM i)∥∥2 ≤ 2p
(
1− 2
√
log(Nd)
Ndp
)−1 ∥∥Y i − pM i∥∥
φ2
√
r
√
log(2dN5)
×
1 + 2d2 log(2dN5)
r
( ∥∥Y i − pM i∥∥
φ2
pσr(M)− 3∆(N, d, p)
)21/2
≤ 2c1c2
(
1− 2
√
log(Nd)
Ndp
)−1
τα(i) + ΛK(p)
p
√
r log(2dN5)
×
1 + 2d2 log(2dN5)
r
(
c1c2
(
τα(i) + ΛK(p)
)
pσr(M)− 3∆(N, d, p)
)21/2 . (42)
The first inequality follows from the definition of E1, E2, E ′3 (see (26), (27), (35) ) and the second
inequality follows from Proposition 12.
Amalgamating (41) with (42) and further simplifying by the fact that
√
a+ b ≤ √a +√b for
a, b > 0 yields the first conclusion.
For i1, i2 with α(i1) 6= α(i2): Observe thatM i = µα(i) in the mixture setting. Applying triangle
inequality to (40), we have
∥∥M̂ i1 − M̂ i2∥∥
2
≥
∥∥∥∥ pˆpˆϕhardY ;t∗(M i1 −M i2)
∥∥∥∥
2
− 1
pˆ
∥∥ϕhardY ;t∗(Y i1 − pM i1)∥∥2 − 1pˆ∥∥ϕhardY ;t∗(Y i2 − pM i2)∥∥2. (43)
From Theorem 27, we have the following lower bound on
∥∥∥∥ pˆpˆϕhardY ;t∗(M i1 −M i2)∥∥∥∥
2
when con-
ditioned on E2:∥∥∥∥ppˆϕhardY ;t∗(Mα(i1) −Mα(i2))
∥∥∥∥
2
≥
(
1− 2
√
log(Nd)
Ndp
)(
1−
( ‖Y − pM‖2
pσr(M)− ‖Y − pM‖2
)2)1/2 ∥∥Mα(i1) −Mα(i2)∥∥
2
≥
(
1− 2
√
log(Nd)
Ndp
)(
1−
(
∆(N, d, p)
pσr(M)−∆(N, d, p)
)2)1/2 ∥∥Mα(i1) −Mα(i2)∥∥
2
.
The second inequality follows from conditioning on E1. Inserting the last inequality and the upper
bound from (42) into (43) completes the proof for the second conclusion.
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F.3. Simplification from Theorem 26 to Theorem 3
Proof We simplify the upper and lower bounds stated in Theorem 26 as follows. Assuming p ≥
16 log(Nd)
Nd , 1 − 2
√
log(Nd)
Ndp ≥ 12 and
(
1− 2
√
log(Nd)
Ndp
)−1
≤ 2 and we can ignore that factor.
Note that this additional assumption is non-binding as p > ∆(N,d,p)σr(M) already sets a more stringent
condition on p. Also, when a < 1, (1 − a2)1/2 ≥ 1− a2 because 1− a2 ≥ 1− 2a2 + a4. We use
τ , maxa∈[k] τa and K(p) ≤ 14 for simplification.
• when α(i1) = α(i2):
∥∥M̂ i1 − M̂ i2∥∥
2
≤ 4c1c2
(
τ + ΛK(p)
)√
r log(2dN5)
p
×
[
1 +
d
√
2 log(2dN5)√
r
c1c2
(
τ + ΛK(p)
)
pσr(M)− 3∆(N, d, p)
]
(44)
≤ C
(
τ + ΛK(p)
)√
r
p
[
1 +
C ′d√
r
τ + ΛK(p)
pσr(M)− 3∆(N, d, p)
]
log(2dN5),
(45)
• when α(i1) 6= α(i2):∥∥M̂ i1 − M̂ i2∥∥
2
≥ 1
2
(
1− ∆(N, d, p)
pσr(M)−∆(N, d, p)
)∥∥µα(i1) − µα(i2)∥∥
2
− C
(
τ + ΛK(p)
)√
r
p
[
1 +
C ′d√
r
τ +ΛK(p)
pσr(M)− 3∆(N, d, p)
]
log(2dN5).
Appendix G. Proof of Corollary 4 and Corollary5
G.1. Proof of Corollary 4
Proof We can obtain a label αˆ : [N ] → [k] that correctly groups (up to permutation) M̂ i’s based
on the pairwise distance if
sup
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
< inf
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
. (46)
Theorem 3 provides a sufficient condition9 to achieve such a separation as described in (46).
9. Recall that we simplified the bounds from (44) to (44)by multiplying
√
2 log(2dN5) to the nominal term i n the
square bracket to obtain a readable form. Here, we undo that simplification for the purpose of proof.
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Observe that (46) follows if(
1− ∆(N, d, p)
pσr(M)−∆(N, d, p)
)
Γ > C
(
τ + ΛK(p)
)√
r log(Nd)
p
×
[
1 +
C ′d√
r
τ + ΛK(p)
pσr(M)− 3∆(N, d, p)
√
log(Nd)
]
(47)
for absolute constants C,C ′ > 0 (more precisely, C = 80c1c2 and C ′ = c1c2).
We assumed p > 3∆(N,d,p)σr(M) and M ‘well-behaved’, hence, σr(M) = Θ
(√
Nd
r
)
. Then we can
rewrite (47) as
Γ > C
(
τ + ΛK(p)
)√
r log(Nd)
p
[
1 +
C ′d√
r
τ + ΛK(p)
pσr(M)
√
log(Nd)
]
,
for a sufficiently large C > 0 (C ′ is still the same absolute constant). From σr(M) ≥ c
√
Nd
r , it
follows that
Γ > C
(
τ + Λ
)√
r log(Nd)
p
(
1 + C ′
τ + Λ
p
√
d
N
√
log(Nd)
)
. (48)
for sufficiently large C,C ′ > 0.
Now suppose that C1
(τ+Λ)2
p2
d log(d) ≤ N ≤ poly(d) for some absolute constant C1. Then
C ′
τ + Λ
p
√
d
N
≤ C ′′ and log(Nd) ≤ C ′′′ log(d)
for some C ′′, C ′′′ > 0.
Then it suffices to have
Γ > C
τ + Λ
p
√
r log(d) (49)
for a sufficiently large C > 0 for Γ to satisfy the condition stated in (48). Note that C in (G.1)
depends on the absolute constant C1.
Concluding the proof. Given that
(i) C1
(τ + Λ)2
p2
d log(d) ≤ N ≤ poly(d) and (ii) Γp > C2(τ +Λ)
√
r log(d) (50)
where C2 is chosen to satisfy C2 > C for the constant C in (G.1), the recovery condition (47) is
satisfied. From the assumptions stated in (50), it follows that
sup
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
≤ C
(
τ + Λ
)√
r log(Nd)
p
(
1 + C ′
τ + Λ
p
√
d
N
log(Nd)
)
= Θ
(τ + Λ
p
√
r log(Nd)
)
.
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G.2. Proof of Corollary 5
Proof Now, we rewrite (48) in the proof of Corollary 4 as an inequality for p:
p > C(τ + Λ)
(√
r
Γ
+
r1/4d1/4
Γ1/2N1/4
)√
log(Nd). (51)
Given Γ, it is sufficient to have p satisfy (51) for a sufficiently large C > 0 as long asN ≤ poly(d).
As a result, we can conclude that under the assumptions stated in Corollary 4, there exists d∗
such that
sup
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
< inf
i1,i2∈[N]
α(i1)=α(i2)
∥∥M̂ i1 − M̂ i2∥∥
2
when conditioned on E1∩E2∩E ′3. Since P (E1 ∩ E2 ∩ E ′3) ≥ 1− 4N4− 2N2d2 , the proof is complete.
Appendix H. Effect of Preprocessing with HSVT on Sub-gaussian Mixture Problem
In this section, we discuss the efficacy of matrix estimation (HSVT) as a model-agnostic data pre-
processor. We argue in Theorem 27 that M̂ output by the HSVT subroutine has sub-gaussian rows
with new means, which is the projection of Y i onto the left singular space of Y with singular values
at least t∗ (scaled by ppˆ ) and the variance (actually ψ2 norm) being amplified by
1
p .
Theorem 27 Suppose that Conditions 1 and 2 are satisfied. Given Y ∈ RN×d and t∗ ≥ 0, let
M̂ = 1pˆHSVTt∗(Y ). Suppose that (i) p >
∆(N,d,p)
σr(M)
∨ 16 log(Nd)Nd , and (ii) t∗ satisfies ∆(N, d, p) <
t∗ < pσr(M) − ∆(N, d, p) where r = rank(M). Then with probability at least 1 − 2N2d2 , the
following inequalities hold:
∀i ∈ [N ],
∥∥∥∥M̂ i − ppˆϕhardY ;t∗(µα(i))
∥∥∥∥
ψ2
≤ c1
(
1− 2
√
log(Nd)
Ndp
)−1(
τα(i) + ΛK(p)
p
)
,
∀a 6= b ∈ [k],
∥∥∥∥ppˆϕhardY ;t∗(µa − µb)
∥∥∥∥2
2
≥
(
1− 2
√
log(Nd)
Ndp
)2
×
(
1−
( ‖Y − pM‖2
pσr(M)− ‖Y − pM‖2
)2)∥∥µa − µb∥∥2
2
.
We make the following observation on Theorem 27 that matrix estimation (HSVT in this case)
imputes the missing values in observations at the cost of increasing the cluster variance by the factor
of 1p . Remark 28 justifies the use of matrix estimation as a preprocessor.
Remark 28 Note that when p≫
√
log(Nd)
Nd and p≫ ‖Y−pM‖2σr(M) , the conclusions of Theorem 27 can
be simplified as: for every i ∈ [N ] and for every a, b ∈ [k],∥∥∥∥M̂ i − ppˆϕhardY ;t∗(µα(i))
∥∥∥∥
ψ2
≤ C(τα(i) +ΛK(p)
p
and
∥∥∥∥ppˆϕhardY ;t∗(µa − µb)
∥∥∥∥2
2
≥ C∥∥µa − µb∥∥2
2
.
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That is, we may consider
p
pˆϕ
hard
Y ;t∗
(
µα(i)
)
as the cluster means of the data processed by matrix esti-
mation (HSVT, in this case). The transformed problem is a sub-gaussian mixture clustering problem
with cluster means separated by constant times the original separation and cluster ψ2 norm ampli-
fied by 1p × constant.
Proof We prove the two conclusions one by one. The proof strategy is similar to that of Theorem 1.
However, we only use E2 for conditioning (instead of E1∩E2∩E3) unlike in the proof of Theorem 1.
Then it suffices to note P (Ec2) ≤ 2N2d2 so that we conclude the proof by the law of total probability.
Part 1: Sub-gaussianity. First, we recall that M̂ i = HSV Tt∗(Y
i) = 1pˆϕ
hard
Y ;t∗(Y
i). Then
M̂ i − p
pˆ
ϕhardY ;t∗
(
µα(i)
)
=
1
pˆ
ϕhardY ;t∗
(
Y i − pµα(i)).
Recall that when t∗ is in the range, rank(M̂) = r by Lemma 15. Let vY1 , . . . , vYr denote the top-r
right singular vectors of Y . Then we can rewrite the operator ϕhardY ;t∗ as the sum of r orthogonal
projections:
ϕhardY ;t∗ =
r∑
j=1
PvYj .
By definition of ψ2-norm,∥∥∥ϕhardY ;t∗(Y i − pµα(i))∥∥∥
ψ2
=
∥∥∥ϕhardY ;t∗(Y i − pµα(i))∥∥∥
ψ2
= sup
u∈Sd−1
∥∥∥ϕhardY ;t∗(Y i − pµα(i))u∥∥∥
ψ2
= sup
u∈P
span{vY
1
,...,vYr }
Sd−1
∥∥∥(Y i − pµα(i))u∥∥∥
ψ2
≤ sup
u∈Sd−1
∥∥∥(Y i − pµα(i))u∥∥∥
ψ2
=
∥∥∥Y i − pµα(i)∥∥∥
ψ2
. (52)
Since we assumed Conditions 1 and 2 hold, it follows from Proposition 12 that∥∥∥Y i − pµα(i)∥∥∥
ψ2
≤ c1
(
τα(i) +ΛK(p)
)
. (53)
We apply the same conditioning argument as in the proof of Theorem 1. Conditioned on E2,
1
pˆ
≤
(
1− 2
√
log(Nd)
Ndp
)−1
1
p
. (54)
Putting (52), (53), (54) together, we conclude∥∥∥∥M̂ i − ppˆϕhardY ;t∗(µα(i))
∥∥∥∥
ψ2
=
1
pˆ
∥∥∥ϕhardY ;t∗(Y i − pµα(i))∥∥∥
ψ2
≤ 1
pˆ
∥∥∥Y i − pµα(i)∥∥∥
ψ2
≤ c1
p
(
1− 2
√
log(Nd)
Ndp
)−1(
τα(i) +ΛK(p)
)
.
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Part 2: Mean separation after HSVT. Let vM1 , . . . , v
M
r denote the top-r right singular vectors
ofM . Then we observe that µa − µb ∈ span{vM1 , . . . , vMr }. Therefore,
Pspan{vM1 ,...,vMr }
(
µa − µb) = µa − µb.
Recall that when t∗ is in the range, rank(M̂ ) = r by Lemma 15. Therefore, ϕhardY ;t∗
(
µa − µb) =
Pspan{vY1 ,...,vYr }
(
µa − µb), and by Pythagorean theorem,∥∥∥ϕhardY ;t∗(µa − µb)∥∥∥2
2
=
∥∥µa − µb∥∥2
2
−
∥∥∥Pspan{vY1 ,...,vYr }(µa − µb)− (µa − µb)∥∥∥22
=
∥∥µa − µb∥∥2
2
−
∥∥∥(Pspan{vY1 ,...,vYr }(µa − µb)− Pspan{vM1 ,...,vMr })(µa − µb)∥∥∥22
≥
(
1−
( ‖Y − pM‖2
pσr(M)− ‖Y − pM‖2
)2)∥∥µa − µb∥∥2
2
. (55)
Recall that when conditioned on E2,
1
pˆ
≥
(
1− 2
√
log(Nd)
Ndp
)
1
p
. (56)
Combining with (55) with (56) leads to the conclusion.
Appendix I. Deferred Proofs from Section 4.3
I.1. Upper Bound on τ for Random Utility Model
Proposition 29 Let φ generated as per a random utility model. Then the derived distribution of
ι(φ) is subgaussian. Moreover, ∥∥ι(φ)− Eι(φ)∥∥
ψ2
≤ C√n− 1.
Proof Recall the generation process of a random permutation φ described in Example 1. We
observe that φ = φ(ε1, . . . , εn;u1, . . . , un) is a random permutation, which depends on n inde-
pendent sources of randomness, ε1, . . . , εn and n deterministic (but potentially hidden) parameters,
u1, . . . , un. So is ι(φ), which is an
(n
2
)
-dimensional binary random vector.
For any v ∈ S(n2)−1, we define a random function fv as
fv(ε1, . . . , εn) , v
T ι
(
φ(ε1, . . . , εn)
)
.
By definition (see Example 1), φ is generated from n independent random variables ε1, . . . , εn
and n deterministic parameters utility1, . . . , utilityn. The change in the value of εi, results in the
change in Yi, and possibly affects φ. However, the change in εi can affect at most (n− 1) pairwise
comparisons out of
(
n
2
)
when all the other random variables in {εj}j 6=i remain unchanged.
Since ι(φ) ∈ {± 12}(n2), we can observe that for any i ∈ [n],
sup
ε1,...εn
ε′
i
∣∣∣fv(ε1, . . . , εn)− fv(ε1, . . . , εi−1, ε′i, εi+1, . . . , εn)∣∣∣ ≤∑
j 6=i
∣∣vij∣∣.
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The bounded difference concentration inequality yields
P (fv(φ)− Eφfv(φ) > t) ≤ e−t2/2ν , (57)
where the the variance is bounded from above by the Efron-Stein upper bound as
ν =
1
4
n∑
i=1
∑
j 6=i
∣∣vij∣∣
2 ≤ 1
4
n∑
i=1
(n− 1)∑
j 6=i
∣∣vij∣∣2
 = n− 1
2
∑
1≤i<j≤n
v2ij =
n− 1
2
. (58)
Inserting (58) to (57), we obtain the following inequality. For any t > 0,
P (fv(φ)− Eφfv(φ) > t) ≤ e−
t2
n−1 , for all v ∈ S(n2)−1.
The conclusion follows from the equivalence between the tail probability characterization and the
Orlicz function characterization (see 1 and 4 in Proposition 35).
I.2. Upper Bound on τ for Mallows Model
Proposition 30 Let φ generated as per a Mallows model; see (3). Then the derived distribution of
ι(φ) is subgaussian. Moreover, ∥∥ι(φ) − ι(φ0)∥∥ψ2 ≤ C√n log n.
Proof Due to the equivalence of the Kendall-tau metric and the squared ℓ2 metric in the space of
pairwise representation (see Proposition 31),
P (φ) = exp
(‖ι(φ)− ι(φ0)‖22 log φ− logZ) .
We want to show any distribution as per the Mallows model is sub-gaussian.
Observe that
sup
u∈S(
n
2)−1
Pφ
(∣∣uT (ι(φ)− ι(φ0))∣∣ ≥ t) ≤ Pφ(‖ι(φ)− ι(φ0)‖2 ≥ t)
=
∑
φ∈Sn
P (φ) I {‖ι(φ)− ι(φ0)‖2 ≥ t}
≤ n! exp (t2 log φ− logZ) .
Here, Z is the partition function and
Z =
∑
φ∈Sn
φdKT (φ,φ0) ≥ 1.
To show sub-gaussianity, it suffices to findK > 0 such that
n! exp
(
t2 log φ− logZ) ∧ 1 ≤ 2 exp (−t2/K2) .
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Note that Z ≥ 1 and hence logZ ≥ 0. We observe that exp (t2 log φ− logZ) is strictly decreasing
with respect to t (since φ < 1) and n! exp
(
t2 log φ− logZ) = 1 if and only if t = √ logn!− log φ . It
remains to findK > 0 that satisfies
n! exp(t2 log φ) ≤ 2 exp (−t2/K2) (59)
for all t ≥
√
logn!
− log φ . It is easy to verify any K ≥
√
logn!
− log 2 logφ ≍
√
n log n satisfies (59).
I.3. Equivalence between Kendall’s tau in Sn and the Squared ℓ2 Metric in ι(Sn)
Proposition 31 For any positive integer n and for any φ1, φ2 ∈ Sn,
dKT (φ1, φ2) =
∥∥ι(φ1)− ι(φ2)∥∥22.
Proof Observe that
dKT (φ1, φ2) =
∑
1≤i<j≤n
I {ι(φ1)ij 6= ι(φ2)ij}
=
∑
1≤i<j≤n
2
[
1
4
− ι(φ1)ijι(φ2)ij
]
=
1
2
(
n
2
)
− 2 〈ι(φ1), ι(φ2)〉
where 〈·, ·〉 denotes the traditional inner product (=dot product) in R(n2).
We also observe that∥∥ι(φ1)− ι(φ2)∥∥22 = ∥∥ι(φ1)∥∥22 − 2 〈ι(φ1), ι(φ2)〉+ ∥∥ι(φ2)∥∥22
=
1
2
(
n
2
)
− 2 〈ι(φ1), ι(φ2)〉 .
Therefore,
∥∥ι(φ1)− ι(φ2)∥∥22 = dKT (φ1, φ2).
Appendix J. Useful Facts
J.1. Sub-gaussian Random Variable
J.1.1. BASIC PROPERTIES
Here we recall some properties of sub-gaussian random variables. We may assume the random
variable X of our interest is centered, i.e., E [X] = 0, and define sub-gaussianity of the random
variable utilizing the Laplace transform characterization. Other equivalent characterizations are
also presented in Proposition 35 (see section J.1.2).
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Definition 32 A real-valued random variable X with E [X] = 0 is said to be sub-gaussian if there
exists τX <∞ such that
E
[
eλX
]
≤ e 12λ2τ2X for all λ ∈ R. (60)
We refer to the infimum of τ2X satisfying Eq. (60) as the variance proxy of X.
Given two sub-gaussian random variables, the sum of them is still sub-gaussian and the vari-
ance proxy of the sum has an upper bound in terms of the variance proxies of the original random
variables.
Proposition 33 Suppose that X1,X2 are sub-gaussian random variables with variance proxy
τ2X1 , τ
2
X2
, respectively. Then X1 +X2 is also sub-gaussian with variance proxy τ
2
X1+X2
≤ (τX1 +
τX2
)2
.
Proof Let p, q > 1 satisfy 1p +
1
q = 1. By Ho¨lder’s inequality,
E
[
eλ(X1+X2)
]
=
∥∥∥eλX1eλX2∥∥∥
L1
≤
∥∥∥eλX1∥∥∥
Lp
∥∥∥eλX2∥∥∥
Lq
= E
[(
eλX1
)p]1/p
E
[(
eλX2
)q]1/q
≤ e 12λ2pτ2X1e 12λ2qτ2X2
= e
1
2
(
pτ2X1
+ p
p−1
τ2X2
)
.
Minimizing the last term over p > 1, we obtain E
[
eλ(X1+X2)
] ≤ e 12λ2(τX1+τX2 )2 with the choice
of p = p∗ = τX1+τX2τX1 .
We have a stronger upper bound on the variance proxy of the sum of sub-gaussian random
variables when the two summands, X1 and X2, are independent.
Proposition 34 Suppose that X1,X2 are independent sub-gaussian random variables with vari-
ance proxy τ2X1 , τ
2
X2
, respectively. ThenX1+X2 is also sub-gaussian with variance proxy τ
2
X1+X2
≤
τ2X1 + τ
2
X2
.
Proof Due to the independence between X1 and X2,
E
[
eλ(X1+X2)
]
= E
[
eλX1
]
E
[
eλX2
]
≤ e 12λ2
(
τ2X1
+τ2X2
)
.
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J.1.2. EQUIVALENT CHARACTERIZATIONS OF SUB-GAUSSIAN RANDOM VARIABLES
There are various ways to characterize a sub-gaussian random variable.
Proposition 35 (Proposition 2.5.2 in Vershynin (2018)) Let X be a random variable. Then the
following properties are equivalent. Moreover, the parameters Ki > 0 appearing in each of the
properties differ from each other by at most an absolute constant factor; there exists an absolute
constant C such that property i with parameter Ki implies property j with parameter Kj ≤ CKi
for any two properties i, j ∈ {1, 2, 3, 4, 5}.
1. The tails of X satisfy
P (|X| ≥ t) ≤ 2 exp
(
− t
2
K21
)
, ∀t ≥ 0.
2. The moments of X satisfy
‖X‖Lp =
(
E
[∣∣X∣∣p] )1/p ≤ K2√p, ∀p ≥ 1.
3. The MGF of X2 satisfies
E
[
exp(λ2X2)
] ≤ exp(K23λ2), ∀λ s.t. |λ| ≤ 1K3 .
4. The MGF of X2 is bounded at some point, namely
E
[
exp
(
X2
K24
)]
≤ 2.
Moreover, if E [X] = 0, then properties 1-4 are also equivalent to the following one.
(5) The MGF of X satisfies
E [exp(λX)] ≤ exp(K25λ2), ∀λ ∈ R.
The equivalence between (2) and (5) in Proposition 35 suggests that the covariance (=the second
central moment) of a sub-gaussian random vector is bounded. The next lemma certifies this with a
tight constant.
Lemma 36 Suppose that X is a sub-gaussian random vector with ‖X‖φ2 = τ . Then∥∥∥ E [(X − E [X])(X − E [X])T ] ∥∥∥
2
≤ τ2.
Proof Choose a vector u ∈ Sd−1 and define a function
fu(λ) = exp
(
λ2τ2
2
)
− E [exp (λuT (X − E [X]))] .
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It is easy to see fu(0) = exp(0)− exp(0) = 0.
We consider the first and the second derivatives of fu(λ) evaluated at λ = 0. Recall the follow-
ing property of the moment generating function (MGF) that for any positive integer k,
dk
dλk
E
[
exp
(
λuT (X − E [X]))] ∣∣∣
λ=0
= E
[(
uT (X − E [X]))k] .
Therefore, we can observe
d
dλ
fu(λ)
∣∣∣
λ=0
= λτ2 exp
(
λ2τ2
2
)∣∣∣∣
λ=0
− E [uT (X − E [X])]
= 0
and
d2
dλ2
fu(λ)
∣∣∣
λ=0
=
(
τ2 + λ2τ4
)
exp
(
λ2τ2
2
)∣∣∣∣
λ=0
− E [uT (X − E [X])(X − E [X])Tu] .
Since we assumed ‖X‖φ2 = τ ,
E
[
exp
(
λuT (X − E [X]))] ≤ exp(λ2τ2
2
)
, ∀λ ∈ R
by definition of ‖ · ‖φ2 , and hence, fu(λ) ≥ 0 for all λ ∈ R. We have seen fu(0) = 0, ddλfu(0) = 0.
If d
2
dλ2
fu(λ)
∣∣∣
λ=0
< 0, there exists λ∗ in the neighborhood of 0 such that fu(λ∗) < 0. This is a
contradiction.
Therefore, d
2
dλ2 fu(λ)
∣∣∣
λ=0
≥ 0 and
E
[
uT (X − E [X])(X − E [X])Tu] ≤ τ2.
The proof is complete as the upper bound holds for all u ∈ Sd−1.
J.2. Spectral Norm of a Random Matrix with Independent Rows
A concentration inequality (Lemma 37) essential in the proof of Lemma 17 is presented. This is a
classic result in high-dimensional statistics and random matrix theory, and we follow Vershynin’s
version; see Theorem 5.39 and Remark 5.40 in Vershynin (2010).
J.2.1. CONCENTRATION OF SPECTRAL NORM
Lemma 37 Let A be an N × d matrix whose rows Ai are independent, mean zero, sub-gaussian
random vectors in Rd. Then for every t ≥ 0,∥∥∥∥ 1NATA− Σ
∥∥∥∥
2
≤ K2max{δ, δ2} where δ = c3
(√
d
N
+
t√
N
)
with probability at least 1−2·9−t2 . Here,K = maxi ‖Ai‖ψ2 , Σ = 1NE
[
ATA
]
, and c3 = c3(c0) >
0 is an absolute constant10 .
10. c0 is another absolute constant that is from Lemma 42
48
MIXTURE LEARNING FROM PARTIAL OBSERVATIONS: APPLICATION TO RANKING
This lemma directly implies an upper bound on σ1(A).
Corollary 38 Let A be anN × d matrix whose rows Ai are independent, mean zero, sub-gaussian
random vectors in Rd. Then for every t ≥ 0,
σ1(A) ≤
{
Nσ1(Σ) +K
2
[
c3
√
N(
√
d+ t) ∨ c23(
√
d+ t)2
]}1/2
with probability at least 1− 2 · 9−t2 .
J.2.2. TECHNICAL TOOLS FOR THE PROOF OF LEMMA 37
We need the following auxiliary lemmas to prove Lemma 37. These results, including the proof of
Lemma 37 can be found in standard textbooks on high-dimensional probability and statistics; see
Vershynin (2018) for example.
Sub-exponential Random Variables
Definition 39 The sub-exponential norm of a random variable X, denoted ‖X‖ψ1 is defined as
‖X‖ψ1 , inf
{
t > 0 : E
[
exp
( |X|
t
)]
≤ 2
}
.
X is called a sub-exponential random variable if ‖X‖ψ1 <∞.
Lemma 40 A random variableX is sub-gaussian if and only ifX2 is sub-exponential. In addition,
‖X2‖ψ1 = ‖X‖2ψ2 .
Lemma 41 (centering) If X is a sub-gaussian random variable, then so is X − EX. Moreover,
there exists an absolute constant C such that
‖X − EX‖ψ2 ≤ C‖X‖ψ2 .
Similarly, if X is a sub-exponential random variable, so is X − EX.
‖X − EX‖ψ1 ≤ C‖X‖ψ1 .
Lemma 42 (Bernstein’s inequality) LetX1, . . . ,XN be independent, mean zero, sub-exponential
random variables. Then, for every t ≥ 0, we have
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
[
−c0min
(
t2∑N
i=1 ‖Xi‖2ψ1
,
t
maxi ‖Xi‖ψ1
)]
,
where c0 > 0 is an absolute constant.
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The ε-net Argument LetN (K, ε) denote the covering number ofK–the smallest possible cardi-
nality of an ε-net–and P(K, ε) denote the packing number of K–the largest possible cardinality of
an ε-separated subset of a given set K .
Lemma 43 LetK be a subset of Rd and ε > 0. Then
vol(K)
vol(εBd2 )
≤ N (K, ε) ≤ P(K, ε) ≤ vol(K +
ε
2B
d
2)
vol( ε2B
d
2)
.
Corollary 44 The covering number of the unit Euclidean ball Bd2 satisfy the following bounds for
any ε > 0: (
1
ε
)d
≤ N (Bd2 , ε) ≤
(
2
ε
+ 1
)d
.
The same upper bound is true for Sd−1.
Lemma 45 Let A be anN × d matrix and ε ∈ [0, 1). Then for any ε-net N of the sphere Sd−1, we
have
sup
x∈N
‖Ax‖2 ≤ ‖A‖2 ≤ 1
1− ε supx∈N ‖Ax‖2.
J.2.3. PROOF OF LEMMA 37
Proof We can find a 14 -net N of the unit sphere Sd−1 with cardinality |N | ≤ 9d due to Corollary
44. Then it follows that ∥∥∥∥ 1NATA− Σ
∥∥∥∥ ≤ 2maxx∈N
∣∣∣∣xT ( 1NATA− Σ
)
x
∣∣∣∣
= 2max
x∈N
∣∣∣∣ 1N ‖Ax‖22 − xTΣx
∣∣∣∣ .
It suffices to show the following inequality holds with the required probability:
max
x∈N
∣∣∣∣ 1N ‖Ax‖22 − xTΣx
∣∣∣∣ ≤ ε2 where ε := K2max{δ, δ2}.
For any fixed x ∈ Sd−1, we can write ‖Ax‖22 as a sum of independent random variables:
‖Ax‖22 =
∑N
i=1
(
Aix
)2
, where Ai denotes the i-th row of A. Ai’s are independent and ‖Aix‖ψ2 ≤
K by assumption.
The squared random variable (Aix)2 = xTAiA
T
i x is sub-exponential (Lemma 40) and so is the
centered version (Lemma 41). That is to say, xTAiA
T
i x − xTE
[
AiA
T
i
]
x are independent, mean
zero, and sub-exponential random variables with∥∥∥ xTAiATi x− xTE [AiATi ]x ∥∥∥
ψ1
≤ CK2i .
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Recall that Σ = 1N
∑N
i=1 E
[
(Ai)TAi
]
. Applying Bernstein’s inequality (Lemma 42), we obtain
P
(∣∣∣∣ 1N ‖Ax‖22 − xTΣx
∣∣∣∣ ≥ ε2
)
= P
(∣∣∣∣∣ 1N
N∑
i=1
(
xTAiA
T
i x− xTE
[
AiA
T
i
]
x
)∣∣∣∣∣ ≥ ε2
)
≤ 2 exp
[
−c0N min
{
Nε2∑
iK
4
i
,
ε
maxiK
2
i
}]
≤ 2 exp
[
−c0N min
{
ε2
K4
,
ε
K2
}]
= 2exp
[−c0δ2N] ∵ ε
K2
= max{δ, δ2}
≤ 2 exp [−c0c23(d+ t2)] .
The last inequality follows from the definition of δ and the inequality (a+b)2 ≥ a2+b2 for a, b ≥ 0.
Lastly, applying the union bound over all choices of x ∈ N , we obtain
P
(
max
x∈N
∣∣∣∣ 1N ‖Ax‖22 − xTΣx
∣∣∣∣ ≥ ε2
)
≤ |N | · 2 exp [−c0c23(d+ t2)]
≤ 2 exp [(2 ln 3− c0c23)d] exp [−c0c23t2]
≤ 2 · 9−t2
if we choose c3 sufficiently large, e.g., c3 ≥
√
2 ln 3
c0
, where c0 > 0 is an absolute constant (cf.
Lemma 42).
J.3. Subspace Stability and Davis-Kahan Sin Θ Theorem
In this section, we recap perturbation bounds for singular subspaces known from literature. Specifi-
cally, we recall Davis-Kahan sinΘ theorem (Wedin’s modified version for singular values) Davis and Kahan
(1970); Wedin (1972), which will be used in our proofs. It would be convenient to keep in mind
that M is the parameter matrix of our interest, and Mˆ = 1pY is the estimate of M . We can write
Mˆ = M + Z where Z = 1pY −M is a perturbation.
LetM ∈ RN×d be an approximately rank-r matrix with SVDM = UΣV T , where σr(M) ≫
σr+1(M). Since the leading r left and right singular vectors ofM are of our interest, we decompose
M as follows:
M =
[
U0 U⊥
] [Σ1 0
0 Σ2
] [
V T0
V T⊥
]
, (61)
where U0 ∈ RN×r, V0 ∈ Rd×r, Σ1 = diag
(
σ1(M), . . . , σr(M)
)
, Σ2 = diag
(
σr+1(M), . . .
)
and[
U0 U⊥
] ∈ RN×N , [V0 V⊥] ∈ Rd×d are orthogonal matrices.
Let Z be a perturbation matrix and let Mˆ = M +Z . We write the SVD of Mˆ in the same way:
Mˆ =
[
Uˆ0 Uˆ⊥
] [Σˆ1 0
0 Σˆ2
] [
Vˆ T0
Vˆ T⊥
]
, (62)
where Uˆ0, Vˆ0, Σˆ1, Σˆ2 have the same structures as U0, V0,Σ1,Σ2.
51
SHAH SONG
Given two d× r orthogonal columns V0 and Vˆ0, we measure their distance by the sinΘ metric.
Suppose the singular values of V T0 Vˆ0 are s1 ≥ s2 ≥ . . . ≥ sr ≥ 0. Then we call
Θ(V0, Vˆ0) = diag
(
arccos(s1), arccos(s2), . . . , arccos(sr)
)
as the principal angles between V0 and Vˆ0. We are particularly interested in the quantitative measure
‖ sinΘ(V, Vˆ )‖ = sin arccos(sr), which corresponds to the maximum angle between the column
space of V and the column space of Vˆ . It is well known that
‖ sinΘ(V0, Vˆ0)‖ = ‖V0V T0 − Vˆ0Vˆ T0 ‖ = ‖PV0 − PVˆ0‖.
Here, PV0 = V0V T0 denotes the projection operator onto the column space of V0 when acting by left
multiplication.
Theorem 46 (The generalized sinΘ theorem; Wedin (1972), section 3 ) Let δ = max{σr−σˆr+1, σˆr−
σr+1}. If δ > 0, then
‖ sinΘ(U0, Uˆ0)‖, ‖ sinΘ(V0, Vˆ0)‖ ≤ max{‖ZV⊥‖, ‖Z
T Uˆ⊥‖}
δ
(63)
for any unitary invariant norm ‖ · ‖.
Note that max{‖ZV⊥‖, ‖ZT Uˆ⊥‖} ≤ ‖Z‖ for unitary invariant norms.
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