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ABSTRACT
Two dimensional (2D) materials can withstand an order of magnitude more strain
than their bulk counterparts, which results in dramatic changes to electrical, thermal
and optical properties. These changes can be harnessed for technological applica-
tions such as tunable light emitting diodes or field effect transistors, or utilized to
explore novel physics like exciton confinement, pseudo-magnetic fields (PMFs), and
even quantum gravity. However, current techniques for straining atomically thin ma-
terials offer limited control over the strain field, and require bulky pressure chambers
or large beam bending equipment. This dissertation describes the development of
micro-electromechanical systems (MEMS) as a platform for precisely controlling the
magnitude and orientation of the strain field in 2D materials. MEMS are a versa-
tile platform for studying strain physics. Mechanical, electrical, thermal and optical
probes can all be easily incorporated into their design. Further, because of their small
size and compatibility with electronics manufacturing methods, there is an achiev-
able pathway from the laboratory bench to real-world application. Nevertheless, the
incorporation of atomically thin crystals with MEMS has been hampered by fragile,
non-planer structures and low friction interfaces. We have innovated two techniques
to overcome these critical obstacles: micro-structure assisted transfer to place the 2D
materials on the MEMS gently and precisely, and micro-riveting to create a slip-free
x
interface between the 2D materials and MEMS. With these advancements, we were
able to strain monolayer molybdenum disulfide (MoS2) to greater than 1% strain with
a MEMS for the first time. The dissertation develops the theoretical underpinnings
of this result including original work on the theory of operation of MEMS chevron ac-
tuators, and strain generated PMFs in transition metal dichalcogenides, a large class
of 2D materials. We conclude the dissertation with a roadmap to guide and inspire
future physicists and engineers exploring strain in 2D systems and their applications.
The roadmap contains ideas for next-generation fabrication techniques to improve
yield, sample quality, and add capabilities. We have also included in the roadmap
proposals for experiments such as a speculative technique for realizing topological
quantum field theories that mimics recent theoretical wire construction methods.
xi
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1Chapter 1
Introduction
Since the isolation of the first two-dimensional (2D) material, graphene, in 2004 there
has been tremendous interest in these materials because of their impressive electronic,
mechanical and optical properties. Because 2D crystals are only a single to a few unit
cells thick, the electron motion is restricted to a 2D plane. From an electronic per-
spective this restriction is ideal for generating topological phases such as the integer,
fractional, spin and valley quantum Hall phases. Unlike their 3D counter parts the
bulk of 2D systems is a surface allowing the bulk electronic states to be probed with
STM or optical spectroscopies. For example the origin of charge density waves in
SnSe2 has been hotly debated, but recent measurements of this phase in monolayer
SnSe2 is beginning to shed new light on this old puzzle. Further the atomic thinness
of these materials means that electrostatic charging is equivalent to uniform electron
doping, so the electron density can be easily tuned in a single sample. In compar-
ison to study electron density effects in 3D crystals requires atomic doping which
necessitates a new sample for each level of doping and also introduces defects that
confound analysis. From a many-body physics perspective the low-dimensionality of
2D crystals results in reduced dielectric screening and thus creates strong interactions
creating tightly bound states as well as exotic bound states such as trions and biex-
citons. Most 2D crystals can with stand greater than 10% strain before breaking,
2which is an order of magnitude larger than their 3D counter parts. This makes 2D
materials ideal for structural applications and highly desirable for flexible electronics
and optics. Some example 2D crystals are Graphene, hexagonal Boron Nitride (hBN),
and Molybdenum Disulfide (MoS2) which is a member of a family of systems known
as the Transition Metal Dichalcogenides (TMDC). The TMDC family is of particu-
lar interest because when it is thinned down to the monolayer it becomes a direct
gap semiconductor with coupled spin and valley degrees of freedom with non-zero
Berry’s curvature strongly peaked at the valleys. These properties make the TMDCs
especially good materials for opto-electronic and valley-tronic applications. For these
reasons 2D materials are on a fast track towards technological applications and for
investigating fundamental physics.
While 2D crystals have stunning intrinsic properties their mechanical strength
makes strain an excellent method for tuning material properties such as electrical and
thermal conductivities, band gap, and optical properties. Additionally, the extreme
stretch-ability of these systems enables the exploration of much more exotic strain
physics such as pseudo-magnetic fields and topological phase transitions. However, it
has proven challenging to generate high strains and precisely control the orientation
and magnitude of the strain field in 2D materials. To date 2D crystals have been
strained by either placing them on an elastic polymer and apply force to the polymer
or by suspending the crystal over a hole in a substrate and using an Atomic Force
Microscope (AFM) or differential pressure to strain it. The first technique suffers
from difficulties in measuring the intrinsic properties because the interface with the
2D material changes it’s properties due to both charge transfer and screening. In the
second technique of suspension over holes, the strain field is highly non-uniform and
the ability to engineer specific strain fields is very limited. Further either of these
two techniques would be difficult to incorporate with modern electronic devices, and
3results would rarely make it from the lab bench to application.
Using Micro-ElectroMechanical Systems (MEMS) to strain 2D materials is a very
promising technique. First, because MEMS are fabricated with micron resolution it
is easy to design interfaces tailored to the micron sized samples. It is a simple task to
alter the geometry of the MEMS device to explore uniaxial, shear, biaxial or custom
tailored strain fields. Second, because the crystals are suspended between MEMS
structures the technique probes the intrinsic properties free of substrate effects. Third,
MEMS are readily incorporated with modern electronic devices, which will enable new
sciences to quickly develop into new technology.
The significant obstacle to incorporating 2D materials with MEMS is anchoring.
Crystals that exfoliate down to single layers have structures that are strong in plane
and very weak out of plane relying solely on van der Waals interactions. In fact the
out of plane interaction is so weak that the 3D crystals of many 2D materials have
historically been used as lubricants. There are three aspects of the interface with
MEMS that can be engineered to improve the adhesion.
1) Surface Roughness: Previous work has shown that the friction between
graphene and its substrate decreases with strain. This effect can be visualized by
imagining un-strained graphene perfectly conforming to the substrate following every
peak and valley of the surface. As the graphene becomes strained, elastic energy
is reduced at the expense of increased surface energy by graphene popping off the
bottoms of the valleys of the surface. As a result with more strain there is less contact
area and correspondingly less friction. In 3D materials a rough surface increases the
coefficient of friction because the rough surface can not only increase the effective
surface area but also convert shear force into normal force. But for 2D materials
atomically smooth surfaces increase the friction because it reduces the amount of
contact area lost under strain. This idea is supported by experiments which have
4broken graphene suspended over wells etched into atomically smooth silicon oxide
proving that atomically smooth surfaces offer enough friction to strain graphene to
25%.
2) Chemistry: There are existing surface treatments that can readily function-
alize the silicon dioxide or gold substrates of MEMS in order to improve adhesion to
2D materials. Similarly capabilities for functionalizing 2D crystals are readily being
developed, and it is already possible to functionalize the 2D cyrstals and substrates
in a complementary fashion such that when the two are brought in contact they
match like the hooks and loops of Velcro forming strong covalent bonds. However,
significant challenges remain in making these techniques compatible with lithographic
techniques necessary for shaping the 2D materials.
3) Interface Geometry: Ideally the interface can convert the shear force from
tension into a normal force. One strategy for this involves undulating the surface
with a period on the order of a few microns so as to create a capstan like exponential
increase to the friction force. Note that the long length of the undulations makes
this effect much different from previous discussion of surface roughness. The high
frequency components of the surface topology are the components that reduced fric-
tion. Another strategy for changing the interface geometry consists of etching holes
into the 2D crystal and then filling them with metal creating a structure like a rivet
or nail. This geometry effectively converts the shear motion into a normal force on
the edge of the rivet.
The bulk of my contributions to this field consist of fabrication methods for im-
proving the interface geometry. There are many constraints that make this a non-
trivial task. For example the non-planar and high aspect ratio of the MEMS struc-
tures make typically simple tasks such as spinning resists for lithography and metal
deposition challenging. Further the MEMS structures are fragile and require very
5gentile transfer techniques. I’ll discuss the pros and cons of several different methods
I have developed for incorporating 2D materials with MEMS, and will explain the
experimental signatures observed which prove that I have indeed successfully strained
MoS2 to ≈1%.
This thesis is organized as follows: Chapter 2 provides theoretical background
on non-strained material properties of 2D materials. These developments are then
applied to an experiment on trions in MoS2 in Chapter 3. I’ll return to theory in
Chapter 4 to incorporate strain into the theory developed in Chapter 2. In Chapter 5
I dive into methods for straining 2D materials focusing on pressurized micro-chambers
briefly and then going at length into the theory of operation of MEMS designed to
strain 2D crystals. The following chapter, Chapter 6, discusses how to integrate 2D
materials with MEMS, and the experimental observation of MEMS strained MoS2 is
discussed at length in Chapter 7. Chapter 8 takes a hard look at what can be done
to improve the integration of 2D materials with MEMS for strain based devices, and
takes a speculative approach to what new phenomena and devices could be possible
using MEMS as a platform for studying strain physics in 2D materials.
This thesis is not complete. If you’ve read the acknowledgments, then you have
probably gotten the sense that it was written under a severe time crunch. And you
would be correct. I am planning to fill in the missing gaps after submission to the
library, so if you find there is something missing I recommend contacting my advisor,
Anna Swan (swan@bu.edu). She will likely have a more complete version and be
willing to share.
6Chapter 2
2D Materials Background
Not long after monolayer graphene was isolated, Novoselov et. al. (Novoselov et al.,
2005b) isolated the first TMDCs, hBN, and several oxides. This was well in advance of
the rest of the community who wouldn’t start working on these materials in detail for
another 6 years. Here we will focus on graphene, MoS2 and hBN. These materials have
nearly identical crystal structures, and the low energy excitations in these materials
is described by the same model with different parameters. As a result I will be able to
cover the theoretical background for all these materials simultaneously. Additionally,
this analysis is extended easily to cover other materials in the TMDC family. Further
these three materials are a semi-metal, semi-conductor, and insulator, which covers
the three general electrical categories for materials. This means that with these
three materials true solely 2D material based electronic devices and circuits can be
fabricated.
2.1 Crystal Structure
The majority of 2D materials have hexagonal structure, graphene, hBN, and all the
TMDCs. The one notable exception is Phosphorene which has a ?? structure. Con-
sidering the importance of the hexagonal structure we take a moment here to setup
several conventions for describing the crystal structure.
7Figure 2.1 shows a hexagonal lattice structure. The unit cell is contained within
the dashed lines and has two atoms labeled A and B marking the sub-lattices. The
Bravais vectors are a1 = α
(
3,
√
3
)
/2 and a2 = α
(
3,−√3) /2 where α is the un-
strained distance between atoms, 0.142 nm in graphene, and ?? in hBN. For the
TMDCs there are two calcogenide atoms vertically stacked on top of one another on
the B sub-lattice. In the case of MoS2 the in-plane distance between the A and B
sub-lattices is ??.
The nearest neighbor vectors play an important role in calculating the tight bind-
ing structure and strain effects in these materials. For the hexagonal structure I define
one nearest neighbor (NN) vector as d3 = (−α, 0), but instead of defining the other
NN vectors independently we will define them in terms of the Bravais vectors and d3:
d1 = a1 + d3 (2.1a)
d2 = a2 + d3. (2.1b)
This definition nicely links d1 to a1 and d2 to a2. As we’ll see when we incorporate
strain, this definition also makes it clear that relaxing d3 to minimize the elastic
energy will fully determine the crystal structure under the applied strain. In a recent
paper the complex behavior of d3 under strain was highlighted (Jiang et al., 2016b).
The authors considered the case where bond lengths were infinitely rigid relative to
bond rotation, and vice versa. These two cases result in different Poisson’s ratios for
graphene showing just how important this seemingly subtle detail is.
Symmetry will play an important role throughout the analysis in this chapter and
the next, so we’ll begin to incorporate this concept here by introducing the point group
of the crystal shown in Figure 2.1. If A and B sub-lattices are the same, then the
8Figure 2.1: Graphene Lattice Structure: The dashed parallelogram denotes the unit
cell with two atoms shown in red and blue to indicate the A and B sub-lattices. The
Bravais lattice vectors are labeled a1 and a2, and the three NN vectors are labeled δ1,
δ2, and δ3.
9point group is ??, where as if A and B are different, then inversion symmetry is broken
and the space group is reduced to ??. The character tables for these groups are shown
in Table ?? and Table ??. Two excellent and complementary references regarding
the application of group theory to condensed matter systems are Dresselhouse’s book
and El-Bat’s book.
Reciprocal space will also play an important role in the next two chapters, so we’ll
make important definitions here that are used throughout this thesis. The reciprocal
space vectors are b1 =
2pi
3α
(
1,
√
3
)
and b2 =
2pi
3α
(
1,−√3), resulting in a hexagonal
Brillouin Zone (BZ) as shown in Figure ??. The high symmetry points of the BZ
are the Γ point, K = 1
3
(2b1 + b2) and K
′ = 1
3
(b1 + 2b2) points where the low energy
excitations of these materials occur, and the M = 1
2
(b1 + b2) point situated between
the K points. The high symmetry lines are labeled ?, ? and ?.
2.2 Band Structure
The tight binding model including only NN hopping between a single orbital for each
atom does an impressive job of describing the band structure of Graphene. There are
two reasons we can hope that this would workout so well: 1) There is little spin-orbit
coupling in carbon because the electrons are at most p-orbital and have only a small
amount of orbital momentum. 2) Carbon has four valence electrons, and in graphite
and graphene there are three NNs which manifests along with sp2 hybridization. This
orbital configuration strongly bonds and localizes three of the four electrons, leaving
the fourth orbital, an out of plane p-orbital, to be primarily responsible for electron
motion.
Similar arguments work for anticipating that a single orbital, NN tight binding
calculation will work for hBN. Like carbon, boron and nitrogen valence orbitals have
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little orbital momentum, so spin-orbit coupling can be neglected. And when the atoms
are arranged into a hexagonal lattice all of boron’s valence electrons become bound
into the covalent bonds with the three NNs. This leaves nitrogen’s two additional
valence electrons, which share an out of plane p-orbital, to provide low energy electron
motion. The key difference in comparison with graphene is the large energy difference
between an electron residing in one of nitrogen’s or boron’s out of plane p-orbitals.
It is significantly lower energy for electrons to be in the nitrogen p-orbital since the
nucleus has a greater charge than boron. This difference in energy between the atoms
is often referred to as staggered chemical potential since if we choose to put zero
energy at the average energy of the nitrogen and boron out of plane p-orbitals, then
the energy for an electron being in the nitrogen p-orbital is equal in magnitude but
opposite in sign to the energy for an electron being in the boron p-orbital. Hence
there is a stagger in the potential energy between the A and B sub-lattices. And since
if we used the grand partition function to do statistical calculation, then the staggered
potential would manifest in a staggered chemical potential between the sub-lattices. I
will use this terminology thought this thesis and will adopt the convention of shifting
my energy scale so that the average energy between the A and B sub-lattices is zero.
The staggered chemical potential gives rise to a band gap, which in the case of hBN
is large, ≈5-6 eV, making hBN a wide band gap insulator.
It is much harder to reason out why a simple tight binding calculation such as for
graphene and hBN would work for the TMDCs or specifically MoS2. The TMDCs are
named for the fact that they contain transition metals, which by definition contain
d-orbital valence electrons with appreciable orbital momentum. Spin-orbit coupling
is now important, so we expect to need a copy of each orbital to keep track of spin.
Further there are two dichalcogenide atoms on each B sub-lattice, so it would ap-
pear important to have at least two orbitals for the B sub-lattice. However, several
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symmetries conspire to simplify the situation. First, there is horizontal mirror plane
symmetry, which simply switches the dichalcogenide atoms. As a result instead of
working in the basis of orbitals for each of these atoms independently we can form
bonding and anti-bonding pairs. The anti-bonding orbital will have significantly
higher energy than the bonding orbital. This means electrons will not occupy the
anti-bonding orbital and we can safely neglect it. As for spin there is no way around
it, technically we will need twice as many orbitals to keep track of spin. However we
know that the spin-orbit coupling will simply change signs with the spin, so we can
keep track of spin with an index. I’ll use s ∈ {+1,−1}, to denote spin up and down.
Anticipating that the important low energy behavior will be centered around the K
and K ′ points, which since −K is equivalent to K ′ they are time-reversed copies
of each other. Given the time-reversal symmetry we know that s will change signs
between K and K ′. As it will turn out the most important orbitals near the K and
K ′ points are the dzz orbitals of the molybdenum atom (need reference). The last
important background information about TMDCs needed is that like hBN, they will
have a staggered chemical potential. The transition metals in this family of materials
have fewer valence electrons than the chalcogenides, so the metals will effectively be
the donors and chalcogenides the acceptors of electrons. Hence the potential energy
for an electron on the metals will be less than on the chalcogenides. In this case the
staggered chemical potential between the A and B sub-lattices is much less than in
the case of hBN, and instead of generating a wide band gap insulator, the resulting
band structure has a band gap of around ≈2 eV, and is a semi-conductor.
Having discussed the logic behind using a single orbital per sub-lattice and NN
hopping tight binding model, let’s actually do the calculation. The Hamiltonian in
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this case is
H =
∑
R∈ΛA
(
UAψ
†
A,RψA,R − t
3∑
i=1
ψ†B,R−diψA,R
)
+
∑
R∈ΛB
(
UBψ
†
B,RψB,R − t
3∑
i=1
ψ†A,R+diψB,R
)
(2.2)
where ΛA and ΛB are the set of A and B sub-lattice sites, UA and UB are the on-site
potentials for the sub-lattices, t is the NN hopping parameter, ψ†x,R is the creation
operator at lattice site R of orbital type x, and ψx,R is the corresponding annihilation.
In the case of hBN and TMDCs it is obvious that the x index is necessary because
the orbitals on the different lattice sites must be different. The x index remains
necessary even when there is inversion symmetry like in graphene. The reason is
simply to keep track of the correct number of degrees of freedom. If we overloaded
our notation so that ψR covered both sub-lattices, then we’d have to be very careful
about how we kept track of the two degrees of freedom within the single symbol. To
see this you can repeat the derivation below dropping the x induces. The notation
I’ve adopted is both more flexible and eliminates errors from variable overloading.
Next we offset the energy by (UA + UB) /2 and set ∆ = (UA − UB) /2. Further, I’ll
incorporate spin-orbit coupling by adding a contribution to ∆ that depends on the
spin index s, and leave room for a difference in spin-orbit coupling on each sub-lattice.
I.e. ∆→ ∆xs = ∆ + s∆xso.
H =
∑
R∈ΛA
(
∆As ψ
†
A,RψA,R − t
3∑
i=1
ψ†B,R−diψA,R
)
+
∑
R∈ΛB
(
−∆Bs ψ†B,RψB,R − t
3∑
i=1
ψ†A,R+diψB,R
)
(2.3)
As is standard for solving tight binding models I will introduce the Fourier transform
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of the annihilation operator, φx,k.
ψx,R =
1√
N
∑
k∈BZ
φx,ke
ık·R (2.4)
where N is the total number of atoms in the lattice and k is a wave vector in the BZ.
Recall that if v is some real space vector, then
∑
R∈Λ
ψ†x,R+vψy,R =
∑
k∈BZ
φ†x,kφy,ke
−ık·v. (2.5)
Note that in the above the equation Λ could be equal to the A or B sub-lattice
sites, because all that matters is the difference in location between the creation and
annihilation operators.
For the benefit of those unfamiliar with this notation, or a bit rusty with working
on Fourier transforms of operators, I’ll work this out in detail. Each wave vector
in the BZ can be defined as k = n
N1
b1 +
m
N2
b2 for some value of n ∈ {0 . . . N1 − 1}
and m ∈ {0 . . . N2 − 1} where N1 and N2 correspond with how many translations
by b1 or b2 it takes to span the material. This is because of the Born-von Karman
boundary conditions which require the wave function to be equal to the same value
when translated by the length of the sample, e.g. N1a1 or N2a2. Each vector in Λ is
equal to R = pa1 + qa2 where p ∈ {0 . . . N1 − 1} and q ∈ {0 . . . N2 − 1}. Using these
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definitions
∑
R∈Λ
ψ†x,R+vψy,R =
1
N1N2
∑
R∈Λ
∑
k∈BZ
φ†x,ke
−ık·(R+v) ∑
k′∈BZ
φy,k′e
ık′·R (2.6a)
=
1
N1N2
∑
k,k′
φ†x,kφy,k′e
−ık·v∑
R
eı(k
′−k)·R (2.6b)
=
1
N1N2
N1−1∑
n,n′=0
N2−1∑
m,m′=0
φ†x, n
N1
b1+
m
N2
b2
φ
y, n
′
N1
b1+
m′
N2
b2
e
−ı
(
n
N1
b1+
m
N2
b2
)
·v
×
N1−1∑
p=0
N2−1∑
q=0
exp
{
ı
(
n′ − n
N1
b1 +
m′ −m
N2
b2
)
· (pa1 + qa2)
}
(2.6c)
=
1
N1N2
N1−1∑
n,n′=0
N2−1∑
m,m′=0
φ†x, n
N1
b1+
m
N2
b2
φ
y, n
′
N1
b1+
m′
N2
b2
e
−ı
(
n
N1
b1+
m
N2
b2
)
·v
(2.6d)
×
N1−1∑
p=0
N2−1∑
q=0
exp
{
ı2pi
[
(n′ − n) p
N1
+ (m′ −m) q
N2
]}
(2.6e)
=
1
N1N2
N1−1∑
n,n′=0
N2−1∑
m,m′=0
φ†x, n
N1
b1+
m
N2
b2
φ
y, n
′
N1
b1+
m′
N2
b2
e
−ı
(
n
N1
b1+
m
N2
b2
)
·v
×N1δnn′N2δmm′ (2.6f)
=
N1−1∑
n=0
N2−1∑
m=0
φ†x, n
N1
b1+
m
N2
b2
φy, n
N1
b1+
m
N2
b2e
−ı
(
n
N1
b1+
m
N2
b2
)
·v
(2.6g)
=
∑
k
φ†x,kφy,ke
−ık·v. (2.6h)
In the first line we used the fact that N = N1N2. Going to the second line I have
simply shifted terms and summations around. In the third line I have converted the
summations from being implicitly over the lattice sites and BZ to explicitly over the
appropriate subset of natural numbers. Going to the fourth line I have used the
defining relation between lattice vectors and reciprocal space vectors, ai · bj = 2piδij
where δij is the Kronecker delta function. The magic happens going to the fifth line
where I have used the equation
∑N
p=0 exp
[
ı2pi (n′ − n) p
N
]
= Nδnn′ . The intuition
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behind this equation is that if n = n′, then every term in the sum is 1, so the sum is
N . If n 6= n′, then each term in the sum is a vector in the complex plane pointing from
the origin to a point on the unit circle. Since each term is a rotation of the previous
term and each rotation is by the same amount the points along the unit circle are
equally spaced out, and the average value of them is zero. More algebraically let
z = exp [ı2pi (n′ − n) /N ], then the sum simply becomes 1 + z + · · · + zN−1 = zN−1
z−1 .
Since zN = 1 the sum is zero. If z = 1, then we need to use L’Hoˆpital’s rule to take
the limit as z goes to 1 to find the sum equals N . To finish the derivation, in line six
I have used the delta functions to eliminate the sums over the prime induces, and in
line seven returned to the implicit notation for summing over the BZ.
Now it easy to apply Equation 2.5 to the Hamiltonian to take the Fourier Trans-
form,
H =
∑
k∈BZ
[
∆As φ
†
A,kφA,k −∆Bs φ†B,kφB,k
−t
3∑
i=1
(
φ†B,kφA,ke
ık·di + φ†A,kφB,ke
−ık·di
)]
. (2.7)
In momentum space we can safely overload the symbol, φk, by defining it to be
(φA,k, φB,k)
T where the T denotes transpose. For ease of notation I define γk =∑3
i=1 e
ık·di , and the Hamiltonian becomes
H =
∑
k∈BZ
φ†k
 ∆As −tγk
−tγ∗k −∆Bs
φk. (2.8)
The eigenvalues of the Hamiltonian are
Es,± (k) = ∆′s ±
√
∆¯2s + t
2 |γk|2 (2.9)
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[meV] MoS2 WS2 MoSe2 WSe2
∆cso -3 29 -20 34
∆vso 150 430 190 473
Table 2.1: Values taken from (Ridolfi et al., 2015; Liu et al., 2013; Komider et al.,
2013) where the Spin-Orbit splittings are defined as the spin up energy minus the
spin down energy.
where ∆′s =
(
∆As −∆Bs
)
/2, ∆¯s =
(
∆As + ∆
B
s
)
/2, and the plus corresponds with
the conduction band and minus with the valence band. This band structure is plot
in Figure ?? for ∆ =??, ∆Aso = ∆
B
so =??, and t =??. Because of the valence and
conduction bands are simply reflections of each other across ∆′s, there is particle-
hole symmetry and the conduction band minimum occurs precisely at the valence
band maximum. Another way of putting this is that there is a direct gap in the
band structure, which is ideal for optical excitation. To understand the low energy
excitations I’ll linearize the Hamiltonian about the band gap minima, which occur at
the K and K ′ points as shown in Figure ??.
γK+k =
3
2
αeı5pi/6 (kx + ıky) +O
(
k2
)
(2.10a)
γK′+k =
3
2
αeı5pi/6 (kx − ıky) +O
(
k2
)
(2.10b)
2.3 Low-Dimensional Effects
The electric field in low-dimensional systems isn’t screened nearly as much as in higher
dimensional systems. This is why electrons and holes are so strongly attracted to each
other in the TMDCs giving rise to large exciton binding energies on the order of 500
meV. For this same reason excitons are even more strongly bound in nanotubes. It
isn’t difficult to visualize why this is the case. In Figure ?? we see an electron and
hole in a bulk, 3D material. The field lines between the electron and hole are screen
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in all directions because of renormalization due to the excitations of the material.
On the other hand in the 2D material, the excitations are confined to be within the
plane of the material, so the electric field is only screened in plane. This leaves the
majority of the field to be unscreened by the external environment.
Clearly the picture changes when a material is placed above or below the 2D
material. I investigated this in an experiment on graphene over hBN. The hBN
substrate changed the screening relative to graphene, altering the electron phonon
interaction. My colleague, Fish made extensive measurements of the Raman 2D peak
with two laser energies to map out the D phonon velocity near the K and K ′ points.
This ultimately lead to insights into the 2D Raman spectra (Wang et al., 2017). First,
while it was already known the that the 2D peak contains two sub-peaks originating
from inner and out BZ scattering processes, we were able to determine which of the
sub peaks corresponded with which process. Second, we were able to relate charge to
the splitting between these sub peaks, which we found to be a much more sensitive
technique for low doping than the more standard method relying on the G and 2D
peak positions to separate charge from strain (ref).
Amazingly the analysis of screening effects in 2D systems embedded in a 3D world
was first done many years ago (Keldysh, 1979). More recently this topic was taken
up with 2D materials in mind (Cudazzo et al., 2011). In both papers the effective 2D
Coulumb potential is
Veff (ρ) =
e2
42D
[
H0
(
ρ
r0
)
− Y0
(
ρ
r0
)]
(2.11)
where ρ is the in-plane position vector, 2D is the 2D polarizability, r0 = 2pi2D, and
H0 and Y0 are the Struve function and Bessel function of the second-kind. As noted
in both papers this potential gives rise to tightly bound hydrogenic states. Further it
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is found that the dielectric function is intrinsically wave vector dependent, so the long
wavelength approximation that is typical for calculating the energies of such bound
states is no longer valid.
This discussion is further complicated by the fact that we are really dealing with
many-body systems, and at a minimum the Lindhard formula should be used to
further correct the potential. In particular this brings into focus the considerable
challenges involved with predicting how bound state radii and binding energies change
as a function of doping.
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Chapter 3
Long Tailed Trions
3.1 Long Tailed Trions Abstract
Monolayer molybdenum disulfide (MoS2) has emerged as a model system for study-
ing many-body physics because the low dimensionality reduces screening leading to
tightly bound states stable at room temperature. Further, the many-body states
possess a pseudo-spin degree of freedom that corresponds with the two direct-gap
valleys of the band structure, which can be optically manipulated. Here we focus on
one bound state, the negatively charged trion. Unlike excitons, trions can radiatively
decay with non-zero momentum by kicking out an electron, resulting in an asymmet-
ric trion photoluminescence (PL) peak with a long low-energy tail and peak position
that differs from the zero momentum trion energy. The asymmetry of the trion PL
peak and resulting peak red-shift depends both on the trion size and a temperature-
dependent contribution. Ignoring the trion asymmetry will result in over estimating
the trion binding energy by nearly 20 meV at room temperature. We analyze the
temperature-dependent PL to reveal the effective trion size, consistent with the lit-
erature, and the temperature dependence of the band gap and spin-orbit splitting of
the valence band. This is the first time the temperature-dependence of the trion PL
has been analyzed with such detail in any system.
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3.2 Introduction
The two-dimensionality of MoS2 reduces dielectric screening, resulting in strong inter-
actions and many-body states such as trions (Mak et al., 2012a) and bi-excitons (Sie
et al., 2015). The binding energies of these states in MoS2 are nearly an order of
magnitude larger than in GaAs quantum wells (QW) (Esser et al., 2000a), which for
trions in MoS2 is large enough to make them stable even at room temperature (Mak
et al., 2012a). Like other transition metal dichalcogenides (TMDCs), MoS2’s band
structure contains two direct-gap inequivalent valleys with identical bands but with
opposite spins due to time-reversal symmetry (Xu et al., 2014). This symmetry makes
it possible to optically address excitations in a specific valley, or coherently generate
excitations between valleys (Mak et al., 2012b; Mak et al., 2014; Zeng et al., 2012);
effectively endowing the single-particle states with a pseudo-spin degree of freedom
called the valley index. Remarkably this pseudo-spin index continues to be conserved
in more complicated many-body states. These properties have led to great interest in
exciting and manipulating trions to further our understanding of many-body physics
and identify unique properties, which may be useful in novel applications such as
valleytronics and spintronics.
A trion is formed when either an electron or hole binds to an exciton. In MoSe2 and
WSe2, both positively charged and negatively charged trions have been observed (Ross
et al., 2013; Jones et al., 2013), however, only negatively charged trions have been
observed in MoS2. This difference is due to the high unintentional doping of MoS2
that typically leaves samples with an electron density near 1013 cm−2 (Mak et al.,
2012a); too large to be completely neutralized via electronic back-gating on SiO2/Si
++
substrates. These excess electrons greatly increase the likelihood that an exciton and
electron meet and bind into a trion, which gives rise to the large trion population
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observed in photoexcited MoS2.
Many properties of trions in MoS2 are already established. Valley selectivity and
binding energy were investigated in the first reported observation of trions (Mak et al.,
2012a). Several experiments have monitored trion population while electrically (Mak
et al., 2012a) or chemically doping (Mouri et al., 2013). Recent ultra-fast THz trans-
mission measurements of MoS2 found that the larger mass of the trion relative to the
electron results in negative photo-conductivity (Lui et al., 2014). Importantly, the
negative photo-conductivity enabled C. H. Lui et. al. (Lui et al., 2014) to separate
the trion and electron contributions to the photo-conductivity, providing direct evi-
dence of trion transport (Lui et al., 2014). These early observations show that trions
have pseudo-spin and charge, and are abundant when MoS2 is photoexcited. These
properties make trions interesting candidates for both scientific and technological pur-
suits because trion transport, density, and pseudo-spin can be easily controlled with
electric fields and polarization.
In this article, we probe the thermal distribution and effective size of trions by
measuring the long low-energy tail of the trion PL spectra over a wide range of
temperatures. During radiative decay, an electron or hole is kicked out of the trion,
carrying away appreciable momentum, leaving the net zero-momentum electron-hole
pair to recombine. This allows non-zero momentum trions to radiatively decay and
is responsible for the long, low-energy tail of the trion PL spectrum. In Figure 3.1
an example of such a long tail can be seen in the trion component of the fit to the
spectra, and is in contrast with the two symmetric peaks corresponding with the A
and B exciton fit components. As indicated in the inset, the A and B excitons emerge
from spin-orbit splitting of the valence band. As will be discussed in detail below,
the trion low-energy tail length depends on two factors: the trion thermal momentum
distribution, and the bound state wave function. We vary temperature to change the
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Figure 3.1: PL spectrum of MoS2 at 273 K (background subtracted). Raw spectra are
included in Supplementary Information S1. A and B denote excitons, and T denotes
the trion. Note the trion asymmetric shape with a characteristic long low-energy tail.
Inset: Band structure near the K and -K points of the Brillouin zone with band gap,
Eg, ∼1.9 eV, and spin-orbit splitting, Eso, ∼140 meV.
momentum distribution in order to explore these two factors enabling estimation of
the trion size.
To the best of our knowledge, the temperature dependence of the trion tail length
has not been analyzed in detail for any system. The most extensive work prior to ours
observed the trion tail in MoSe2 only for temperatures below 70 K (Ross et al., 2013),
which is where the tail is shortest and the peak almost symmetric. Further, Ross et.
al. (Ross et al., 2013) did not analyze the temperature dependence of the trion tail
length to separate the thermal and wave function components. We also show for the
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first time that the contribution to the PL from non-zero momentum trions leads to a
temperature dependent PL peak offset between the zero momentum trion energy, E0tr,
and the energy with highest trion PL intensity. As temperature increases and more
non-zero momentum trions contribute to the PL, the trion peak becomes increasingly
asymmetric increasing the peak offset from E0tr. Our analysis allows us to correct for
peak shifts caused by asymmetry and is equally applicable to trions in any system.
3.3 Results
3.3.1 Trion Photoluminescence Theory
The trion spectral shape is heavily influenced by the momentum distribution of trions,
and the momentum dependent trion decay rate. To gain intuition for the trion spec-
tral shape we momentarily disregard the momentum dependence of the trion decay
rate. When an exciton decays, all of its momenta must be carried away by the emitted
photon, so only excitons within the light cone, |p| < pc, can radiatively decay, see Fig-
ure 3.2a. This small population of excitons appears like a delta function in occupation
space, which when convolved with a Lorentzian to account for the phenomenological
finite lifetime creates the exciton Lorentzian PL peak. Trions, on the other hand,
eject an electron when they radiatively decay as shown in Figure 3.2b. The recoil
electron carries away all of the trion’s momentum, allowing all trions to decay radia-
tively. The corresponding PL spectrum resulting from a Boltzmann distribution of
trion kinetic energies is shown in Figure 3.2c. Our use of the Boltzmann distribution
is well supported by thermalization time and lifetime measurements, details of which
are included in the Supplementary Information S2. Including the energy of the recoil
electron is essential when determining the PL spectral shape from the trion momen-
tum distribution. The emitted photon energy is given by ~ωtr = E0tr− mXme EKE, where
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Figure 3.2: a) The exciton dispersion is shown in orange and photon dispersion
in blue with exaggerated momentum, ∼200×, to make the light cone visible. Only
excitons within the light cone, |p| < pc, can radiatively decay. This population is
highlighted in the narrow, delta function like region in the occupation number plot,
which results in a Lorentzian shaped PL. b) The Feynman diagram for trion radiative
decay. One of the electrons recombines with the hole to emit a photon while the other
electron is kicked out to conserve energy and momentum. c) The trion dispersion is
shown in purple with the zero-momentum and kinetic energies of a trion denoted.
All trion states can radiatively decay, so all states in the occupation plot are allowed
optical transitions. To convert from the occupation distribution to the PL, we must
account for the energy of the recoil electron resulting in the long low-energy tail.
E0tr is the zero-momentum trion energy, mX is the exciton mass, me is the effective
electron mass, and EKE is the trion kinetic energy. Thus the PL spectrum is the ther-
mal trion population distribution “flipped” over the zero-momentum trion energy and
magnified by the ratio mX/me as shown in Figure 3.2c. The flipping means that the
higher energy, non-zero momentum trion states create a low energy tail containing
information about the thermal distribution and effective electron and hole masses.
To accurately analyze the trion PL shape we need to account for the fact that
trions with different momenta will decay at different rates. This effect is accounted
for in the optical matrix element, M (p), which is a function of the trion momentum,
p. Based on theory as well as experimental observations in GaAs quantum wells and
TMDCs, it is known that the optical matrix element is well approximated by an
exponential of the trion kinetic energy (Esser et al., 2000a; Ross et al., 2013; Ste´be´
et al., 1998). In the limit that the trion wave function takes the form of a Gaussian
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wave packet, this approximation becomes exact (see Supplementary Information S3).
With that insight in mind, we approximate the optical matrix element, M (p), as
M (p) ∝ exp
[
−(mX
mtr
a
~
)2
p2
]
where a is the standard deviation of the Gaussian wave
packet, which we interpret as the effective size of a trion. Details of the optical matrix
element calculation are included in the Supplementary Information S3.
Accounting for the optical matrix element and the thermal distribution of mo-
menta, the trion PL intensity is given by
Itr (~ω) = exp
[− (E0tr − ~ω) /]Θ (E0tr − ~ω) / (3.1a)
1

=
me
mX
1
kBT
+
mX
mtr
4mea
2
~2
(3.1b)
where Θ is the unit step function, T is temperature, kB is Boltzmann’s constant, and
 is the length, in units of energy, of the low-energy tail of the trion PL. The spectrum
described by Equation refPTp is normalized to have a total integrated area of 1, which
does not take into account thermal disassociation of trions at elevated temperatures.
Nor does Equation 3.1a include phenomenological broadening, which we include by
convolving Equation 3.1a with a Lorentzian. The first term in Equation 3.1b for 1/
comes from the Boltzmann distribution of trion momenta, is temperature dependent,
and is a function of the hole to electron mass ratio. The second term comes from the
optical matrix element, is temperature independent, and is a function of the trion size.
At low temperatures, the Boltzmann term will dominate and the tail length will be
small creating a nearly symmetric peak shape. As the temperature is increased, the
temperature independent term will dominate, and the energy tail length will increase
until it saturates at a value dictated by the size of the trion. By measuring the tail
length at different temperatures, we can separate these two terms, and determine the
hole to electron mass ratio and the effective trion size multiplied by the electron mass.
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As illustrated in Figure 3.2c the peak in the PL intensity is red-shifted rela-
tive to the zero-momentum trion position. The convolution of Equation 3.1a with a
Lorentzian rounds the sharp corner caused by the step function, and red-shifts the en-
ergy with highest intensity by an amount that depends on the width of the Lorentzian
and the trion tail length. The longer the tail, the larger the red-shift. And the wider
the Lorentzian, or shorter the trion lifetime, the larger the red-shift. As temperature
increases the tail length gets longer and the Lorentzian gets wider, so the red-shift
increases as well. The red-shift in trion PL peak position with temperature has been
observed before in GaAs quantum wells (Esser et al., 2000b) but without analysis.
We note that absorption spectroscopy will also have a red-shifted trion peak position,
but with a reduced magnitude (see Supplementary Information S4).
3.3.2 Experiment
To study the temperature dependence of the trion tail length, we prepared mono-
layer MoS2 flakes via standard mechanical exfoliation onto silicon wafers with 300
nm of thermal oxide. After exfoliation, monolayer samples were identified optically
and verified via PL and Raman spectroscopies. Spectra were obtained at tempera-
tures ranging from 83 K to 473 K in steps of 25 K. We stayed above liquid nitrogen
temperatures because theory suggests that at temperatures lower than ∼70 K the
tail length is very small and difficult to extract with any accuracy. Further, we also
found it difficult to extract the trion tail length at temperatures above ∼300 K be-
cause the trion peak becomes weaker due to thermal disassociation, and the thermal
broadening of the peak dwarfs the tail length. For this reason, we focused our efforts
on measurements made between 83 and 300 K.
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Band Gap and Spin-Orbit Coupling Temperature Dependence
The measured spectra shown in Figure 3.3a are in good agreement with our qualitative
expectations. First, note that at and below 123 K the trion and A exciton peaks are
clearly distinct, indicating high sample quality and little broadening due to impurities.
At higher temperatures, thermal excitations reduce the populations of bound states
and shorten the trion and exciton lifetimes resulting in a less prominent, broader
trion peak until it completely disappears at ∼348 K. Additionally, we see that both
the exciton and trion peaks red-shift as temperature increases, because of thermal
expansion (Tongay et al., 2012; O’Donnell and Chen, 1991). We find the temperature
dependence of the A and B excitons to be well described by a semi-empirical model
based on electron-phonon coupling (O’Donnell and Chen, 1991), see Figure 3.3b. In
this model, the exciton energy is
EX (T ) = E
0
X − S〈~ω〉 [coth (〈~ω〉/2kBT )− 1] (3.2)
where E0X denotes the zero temperature exciton energy, 〈~ω〉 represents the average
phonon energy contributing to the temperature change of the exciton energy, and S is
the effective electron-phonon coupling constant. Best-fit values for E0X , 〈~ω〉, and S
for the A and B excitons are shown in Table 3.1 along with results from measurements
done before the trion was discovered (Tongay et al., 2012). There is good agreement
with the previous measurements with the exception of the zero temperature energy.
Given that the trion was not known at the time of the earlier work, we suspect
that the low-temperature spectra were fit to the trion peak instead of the A exciton
peak, which would account for the significant difference in zero temperature energy.
Recalling that the A and B excitons are split by spin-orbit coupling, and noting that
〈~ω〉 and S are different for the A and B exciton, we conclude that the spin-orbit
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E0X [eV] 〈~ω〉 [meV] S [-]
A 1.952 ± 0.003 23 ± 6 2.2 ± 0.3
B 2.094 ± 0.005 16 ± 6 2.3 ± 0.2
A (Tongay et al., 2012) 1.86 22.5 1.82
Table 3.1: Table of parameter values describing the exciton energy temperature
dependence using Equation 3.2. The bottom row shows previous measurements done
without accounting for the trion contribution to the PL (Tongay et al., 2012).
splitting of the valence band slightly decreases as temperature increases.
Trion Tail Length and Zero-Momentum Trion Energy
Figure 3.4 contains three panels to highlight the changes to the trion PL spectrum
with temperature. Panel a shows the trion fit component of the spectra at each
temperature, and data with contributions due to background and excitons subtracted.
Dashed lines, as guides for the eye, are drawn to show how peak shift and tail length
evolve with temperature, and panels b and c further focus on each of these important
features. Qualitatively, we see the expected temperature dependent effects to the
trion spectra. As predicted by our theory developed above, the low-energy tail gets
longer and the peak red-shifts relative to the zero-momentum trion energy as the
temperature increases. Note that this red-shift is in addition to the red-shift caused
by band gap renormalization discussed in the previous section.
To highlight the magnitude and temperature dependence of the red-shift we plot
the difference between the energy with the highest PL intensity and E0tr in Figure 3.4b
as calculated from the curves in Figure 3.4a. This represents the error that would be
made in fitting the trion peak with a Lorentzian and ascribing the zero-momentum
trion energy to the peak position. In such a case, E0tr would be measured incorrectly
by nearly 20 meV at room temperature. The temperature dependence of the red-shift
relies on trion properties in a complicated form (see Supplementary Information S6
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Figure 3.3: a) Monolayer MoS2 PL spectra measured from 83 K to 423 K. The
background has been removed from the spectra, and the spectra have been normalized
to make features easily visible. Guides to the eye for the trion, A exciton and B
exciton peak positions are included for clarity. b) A exciton and B exciton peak
positions versus temperature and best-fit to a semi-empirical model (Tongay et al.,
2012; O’Donnell and Chen, 1991). For most data points the error bars are smaller
than the symbols. Inset: Temperature dependent spin-orbit splitting between A and
B exciton energies.
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for details) making it difficult to gain further physical insight from this data without
considerable speculation. However, over the temperature range studied, the shift is
fit well by a linear function, which we have included along with fit parameters in
the Figure 3.4b. The fit provides a simple means of comparison with future experi-
ments, and a method for others to correct for the peak shift in analysis done using a
Lorentzian fit function.
Figure 3.4c shows our extracted trion tail lengths, which increase with tempera-
ture as expected. Fitting the tail lengths to Equation 3.1b, the best-fit value for the
effective trion size, a, is 0.54 nm assuming quasiparticle self-consistent GW deter-
mined values for the effective electron and hole masses (Cheiwchanchamnangij and
Lambrecht, 2012). For comparison, we have included in Figure 3.4c tail length versus
temperature curves for several different values of a. The topmost curve is the best-fit
line to the data. Two important references to compare our result with are a mea-
surement made using absorption spectroscopy (Zhang et al., 2014) and a theoretical
prediction (Berkelbach et al., 2013). Both of these references used more complicated
trion wave packets in their analysis than we have, so in order to make a fair comparison
we derived values of a for these references by minimizing the difference between the
optical matrix elements of the Gaussian wave packet we use and the more complicated
wave packets used in the references (see Supplementary Information S3 for details).
The curves in Figure 3.4c with a equal to 0.96 and 1.35 nm sizes correspond with the
derived values for a from the absorption spectroscopy reference (Zhang et al., 2014)
with two different levels of electron doping. The curve with a = 1.78 nm corresponds
with the derived value from the theoretical prediction (Berkelbach et al., 2013). The
relative position of the curves is explained by the high temperature behavior of Equa-
tion 3.1b, which shows that the tail length saturates at a value proportional to a−2,
placing curves for larger values of a below those for smaller values. However, a low
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temperature expansion of Equation 3.1b reveals that the lowest order term is pro-
portional to temperature and independent of a (see Supplementary Information S7
for details), forcing the curves to merge at low temperature explaining the tighter
spacing between curves at lower temperature. Given the tighter spacing at lower
temperatures, our lower temperature data is less sensitive to the value of a, and leads
us to suspect that our two lowest temperature data points skew the best-fit value for
a too low. This possibility is qualitatively supported by the good agreement of our
data, excluding the two lowest temperature points, with the 0.96 nm curve.
3.4 Discussion
An alternative explanation for the low-energy trion tail is the existence of additional
peaks such as trapped states or a splitting between inter- and intra-valley trions (Singh
et al., 2016). While these possibilities cannot be ruled out completely without fur-
ther measurements, it is unlikely that additional peaks would imitate the observed
low-energy tail, especially the temperature dependence. There are two characteris-
tics of trapped state peaks in MoS2 that allow us to rule them out. First, at the
low end of the temperature range of our measurements, trapped state peaks are ob-
served as isolated, low energy peaks (Lagarde et al., 2014; Korn et al., 2011; Tongay
et al., 2013) that could not be confused with a low-energy tail on the trion peak.
Second, the temperature dependence of trapped state peak amplitudes is opposite of
what is necessary to explain the observed trion tail length temperature dependence.
As temperature increases trapped state peaks decrease in amplitude (Lagarde et al.,
2014; Korn et al., 2011; Tongay et al., 2013). If a trapped state peak was responsi-
ble for a low-energy shoulder on the trion peak, then as temperature increased the
shoulder would decrease in size, producing a tail length that decreased as temper-
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Figure 3.4: a) Trion contribution to the PL. The data points are the PL with
background and exciton contributions subtracted, and the fit is only the trion portion
of the fit function. As the temperature increases, the peak position red-shifts and the
low-energy tail gets longer. b) Difference between the energy with highest intensity
and E0tr from the spectra in panel a. c) Extracted trion tail length, , as well as
theoretical curves assuming various values for a.
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ature increased, contrary to our observations. In support of the characteristics of
trapped state peaks reported in the literature, we too observe an isolated, low-energy
peak at low temperatures (see Supplementary Information S1). Our observation of
a trapped state peak provides additional assurance that the low-energy tail is not
due to a trapped state peak. As for inter- and intra-valley trions, the higher energy
inter-valley trion decays rapidly, ∼ 1 ps (Singh et al., 2016), into the lower energy
intra-valley trion. Since the transition rate from inter- to intra- is large relative to
the optical decay rate (Wang et al., 2016), the vast majority of PL comes from the
intra-valley trion, and the inter-valley trion, if anything, would create a high-energy
tail in contrast to the low-energy tail we observe. For these reasons we are confident
that the long tail is due to the decay of non-zero momentum trions and not other
peaks.
Substrate dielectric and electron density can greatly affect the trion binding energy
and effective tion size because they alter charge screening. The substrate dielectric
will change the external screening, screening that occurs outside of the monolayer,
while the electron density changes the internal screening, screening that occurs within
the monolayer. Keeping these two forms of screening in mind, we return to the ref-
erences we highlighted in the previous section regarding trion size. The theoreti-
cal prediction (Berkelbach et al., 2013) assumed vacuum as the substrate and zero
electron density, neither of which match our experiment or that of the absorption
spectroscopy measurements. This gives one explanation for why the theoretical pre-
diction differs from the experimental measurements. The absorption spectroscopy
measurements (Zhang et al., 2014) were performed on a quartz substrate which has
a nearly identical dielectric constant as our SiO2 substrate, so we expect the external
screening to be similar. Additionally, Zhang et. al. (Zhang et al., 2014) did substan-
tial work to calculate the trion radius accounting for external screening and internal
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screening as doping changes. They found that as doping increases from 2×1012 cm−2
to 4×1012, the trion size decreased from 1.35 nm to 0.96 nm. We have incorporated
this information into Figure 3.4 by labeling the curves with electron density on the
right edge, which shows a monotonic trend from 0 electron density, the theoretical
calculation, up to ∼ 10 × 1012 cm−2, a likely estimate of the electron density in our
sample given observations in similar samples (Mak et al., 2012a). This trend suggests
that heavy electron doping offers an explanation for the smaller trion radius found in
our experiment.
This trend is counter to standard intuition that increased doping strengthens
screening, and, based on the hydrogen atom, strengthened screening leads to an in-
creased radius. However, in the 3D hydrogen model there is only one form of screening
unlike the external and internal components of 2D materials. With suitable scaling of
the spatial coordinates and eigenvalues, the hydrogen model can be nondimensional-
ized. This makes it easy to determine how screening changes the binding energy and
wave function; they are simply rescaled appropriately. To account for the internal
and external screening in a 2D system embedded in a 3D environment, the proper
interaction potential introduces a new length scale (Keldysh, 1979; Cudazzo et al.,
2011) which makes it impossible to nondimensionalize the 2D exciton Schro¨dinger
equation, and it is no longer as simple as rescaling to determine the effect of screen-
ing on binding energy or wave function. Hence, we cannot be certain of how screening
will change the trion radius without resorting to numerics like Zhang et. al. (Zhang
et al., 2014), and intuition from the hydrogen atom no longer applies.
In our analysis we assumed that the trion wave function is temperature indepen-
dent, but this is only approximately true. As the temperature changes, the band-gap
renormalizes altering the dielectric function which, as discussed above, changes the
trion wave function. This offers an explanation for why our data do not follow the
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theoretical curves in Figure 3.4c exactly.
3.5 Conclusion
In this article, we have discussed the physical mechanism through which non-zero
momentum trions radiatively decay and how that results in an asymmetric PL peak
with a long, low-energy tail. By accounting for the long tail in our fits to spectra
measured over a wide range of temperatures, we were able to estimate the trion
effective size, determine the temperature dependence of the A and B exciton energies,
and resolve the temperature dependent spin-orbit coupling for the first time. We
find that our trion size is consistent with doped MoS2 as measured using absorption
spectroscopy. We have further shown that the zero momentum trion energy, E0tr,
will be erroneously determined when using a symmetric, Lorentzian peak, which will
result in over-estimating the trion binding energy.
The analysis we have presented can be used to study trions in other systems such as
MoSe2 and WSe2 and applied to heterostructures of TMDCs where only the interlayer
excitons (Rivera et al., 2015) have been investigated. Experiments on MoSe2 or WSe2
would require back-gating due to the small unintentional doping from exfoliation in
order to have a sufficient number of trions for good signal to noise. However, adding
the back-gate will need to be done with great care to preserve sample quality. In the
case of interlayer trions, our method could add additional benefit by estimating the
hole to electron mass ratio. While not pursued here, it is clear that the first term of
Equation 3.1b contains precisely this information. For interlayer trions, this would
be crucial information in determining which layer contains the electrons and which
contains holes.
The red-shift of the trion peak and the long low-energy tail could be used to
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understand the effect of doping on the dielectric function. The complicated relation-
ship between charge and screening is still not well understood in TMDCs. However,
theory can make direct predictions for the trion size and binding energy, which can
be compared with experiments using the methods in this article. It is typically dif-
ficult to extract this information from excitons since it requires identifying excited
exciton states which have a small oscillator strength (Chernikov et al., 2015). This
suggests that a systematic way to probe the doping effect on the dielectric function in
TMDCs is to back-gate a sample and measure the trion binding energy and tail length
as a function of gate voltage. Such an experiment will still require more elaborate
theoretical work to properly interpret the indirect observations.
3.6 Methods
Sample Preparation Bulk MoS2 crystals were obtained from SPI Supplies, and
mechanically exfoliated down to few-layers using low adhesion cleanroom tape (Ul-
traTape). Clean substrates of degenerately doped silicon with 300 nm of thermal ox-
ide, ideal for optical contrast (Benameur et al., 2011; Castellanos-Gomez et al., 2010),
were prepared via isopropyl alcohol and acetone sonication baths for 10 minutes each,
followed by piranha etch for 20 minutes to remove all traces of contamination.
Photoluminescence Spectroscopy We controlled sample temperature using
a Linkham THMS 600 cryostat, and excited our samples with a 514.5 nm Argon
ion laser at 250 µW to avoid heating the sample. The laser was focused to a spot
size of ∼790 nm using an extra long working distance Mitutoyo 100x objective (0.7
NA). Spectra were obtained using a Renishaw spectrometer with a 600 lines per mm
grating. Details of our fitting method and statistical analysis can be found in the
Supplementary Information S5.
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3.7 Raw PL Spectra
The raw spectra used in our analysis are shown in Figure 3.5 with the trapped exciton
peak at low temperatures clearly noted.
3.8 Trion Thermal Distribution
Ultra-fast pump-probe experiments find the carrier thermalization time in MoS2 to be
∼20 fs (Nie et al., 2014), while THz pump-probe spectroscopy shows the combined
trion non-radiative and radiative lifetime to be ∼30 ps (Lui et al., 2014). Since
these two time scales differ by three orders of magnitude, our assumption of thermal
equilibrium is well founded. Further, estimates of trion density based on laser power,
spot size and quasi-particle lifetimes show that in our experiment we will not achieve
trion densities sufficient for quantum degeneracies, supporting our use of the Maxwell-
Boltzmann distribution for trion momentum.
3.9 Optical Matrix Element Calculations and Adaptations
The optical matrix element, M (p), which describes the momentum dependent prob-
ability of radiative decay of a trion is given by (Esser et al., 2000a)
M (p) ∝
∫
d2ρψtr (ρ1 = 0,ρ2 = ρ) exp
(
−ip · ρ
~
mX
mtr
)
. (3.3)
where ψtr is the trion wave function, and ρ1 and ρ2 are the locations of the electrons
relative to the hole. The matrix element is computed with one of the electrons having
a relative coordinate of zero, which makes intuitive sense as one of the electrons should
be recombining with the hole at the origin. Hence, the optical matrix element is just
the Fourier transform of the trion wave function’s second electron position with the
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Figure 3.5: Waterfall plot of data before removing the trapped exciton peak, marked
with D, and an exponential tail from lower energy defect states.
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first electron position set to zero. If we make the substitution into Equation 3.3 that
the trion wave function is a Gaussian packet with standard deviation a, ψ1Ptr (0,ρ) ∝
exp
(
−ρ2
4a2
)
, then M1P (p) ∝ exp
[
−
(
mX
mtr
a
~
)2
p2
]
and we can interpret a as the effective
trion size as discussed in the text.
We have emphasized in the previous paragraph that the Gaussian wave packet
corresponds with a one parameter trion wave function by using the superscript 1P,
the single parameter being the effective trion size, a. However, the absorption spec-
troscopy work (Zhang et al., 2014) and theoretical calculations (Berkelbach et al.,
2013) both used more realistic two parameter trion wave functions as follows. It
is expected, based on observations in GaAs quantum wells, that the two electrons
will form a singlet state, in which case ψtr must be symmetric when swapping the
positions of the two electrons. A standard way to incorporate this symmetry is to
form the symmetric product of two single particle wave functions. In the absorption
spectroscopy work (Zhang et al., 2014) and theoretical calculations (Berkelbach et al.,
2013) the single particle wave function is chosen to be the zero angular momentum
2D hydrogen atom wave function
ψX (ρ; a) =
√
2
pia2
e−ρ/a (3.4)
where the X denotes exciton since this is expected to be the lowest energy exciton
wave function, and a is a free parameter for the size of the orbital. The trion singlet
state wave function formed from this single particle wave function is
ψ2PT (ρ1,ρ2; b, c) ∝ ψX (ρ1; b)ψX (ρ2; c) + ψX (ρ2; b)ψX (ρ1; c) (3.5)
where the superscript 2P denotes that this is a two parameter wave function with
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author Substrate ne [cm
−2] b [nm] c [nm] ⇒ a [nm]
(Zhang et al., 2014) Quartz 4× 1012 0.83 1.08 ⇒ 0.96
(Zhang et al., 2014) Quartz 2× 1012 0.93 1.77 ⇒ 1.35
(Berkelbach et al., 2013) Vacuum 0 1.03 2.52 ⇒ 1.78
Table 3.2: Table of two parameter, b and c, wave function sizes along with adapted
single parameter wave function size, a.
parameters b and c that describe the size of the two electron orbits about the hole.
To compare results from Berkelbach et. al. (Berkelbach et al., 2013) and Zhang
et. al. (Zhang et al., 2014) with ours we have adapted their values for b and c by
finding the value of a that minimizes the sum square error (SSE) between the optical
matrix elements of their two parameter wave function and our single parameter wave
function. The SSE is given by
SSE =
∫
d2p
[
M1P (p)−M2P (p)]2 (3.6)
where M1P is the matrix element given by our one parameter, Gaussian wave func-
tion, and M2P is the matrix element given by the more complicated two parameter,
symmetrized hydrogen atom wave function. The values of a that minimized the SSE
for different values of b and c found in the literature are shown in Table 3.2.
3.10 Absorption Spectroscopy Trion Peak Shift
As discussed in the main text, the trion peak is red-shifted relative to zero momentum
trion energy because of the convolution of the phenomenological broadening with the
asymmetric intrinsic spectrum. The Feynman diagram for trion decay can be run
in the reverse time direction to create the diagram for optical absorption via trion
formation, so the absorption spectra will also have a low energy tail just like equation
(1a). However, because the absorption will be proportional to the occupation number
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of electrons (which are being captured by the photo excited excitons to create trions)
equation (1b) will be modified slightly to
1

=
mtr
mX
1
kBT
+
(
mX
mtr
)2
4mea
2
~2
(me → mtr in the first term) , (3.7)
which makes the temperature dependent first term roughly 3 times larger than in
the PL case. This means that the absorption tail length at temperature T is ap-
proximately equal to the PL tail length at temperature T/3. The peak red-shift is
determined by the trion tail length and lifetime, so if we neglect thermal changes
to the trion lifetime, then Fig. 4b & c can be used as a mapping from tail length
to peak red-shift. Under this approximation, the red-shift of the absorption peak
at temperature T is simply the red-shift of the PL peak at temperature T/3. Since
the red-shift monotonically increases with temperature, the peak shift observed in
absorption spectroscopy will always be smaller than the shift observed in PL spec-
troscopy. For example, at room temperature the PL peak is red-shifted by ∼15 meV,
but the absorption peak is expected to red-shifted by only ∼10 meV (the red-shift
in Fig. 4b at 100 K). In short, the red-shift of the absorption trion peak will be less
than the PL peak.
3.11 Fitting Method and Statistical Analysis
We fit our measured spectra to two Lorentzian peaks for the A and B excitons, and
a long-tailed peak for the trion using equation (1a) convolved with a Lorentzian to
account for the finite trion lifetime. Additionally, we accounted for inhomogeneous
broadening (Mak et al., 2012a; Nan et al., 2014; Buscema et al., 2014) by convolving
the fit function with a Gaussian. This broadening is relatively small at the lower tem-
peratures where it is less than half the FWHM of any of the peaks, but is increasingly
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important at the higher temperatures where it becomes the same size as the Trion
FWHM, the smallest FWHM of any of the peaks. In total, these peaks amount to 11
fit parameters: amplitude, position and width of all three peaks, the trion tail length,
and the inhomogeneous broadening parameter. This is only one additional parame-
ter, the trion tail length, relative to the number of parameters that are typically used,
and all the parameters are well motivated by the physics. A small trapped exciton
peak (Mak et al., 2012b; Lagarde et al., 2014) was observed in the spectra below 198
K, which we were easily able to subtract from the spectra due to the large energy
difference between the trapped state and the trion (see Supplementary Information
S1).
The addition of the trion tail length to the set of typical fit parameters does
complicate the fit procedure because the tail length and peak widths can compensate
for each other creating unphysical, local χ2 minima. We use a multi-step fit procedure
to steer the fitting parameters away from these spurious, local minima. First, we take
advantage of the separation between the trapped exciton peak and trion peak to
fit the trapped exciton peak and background parameters independently (Bevington
and Robinson, 2003). These parameters are then held constant while performing an
initial fit to the trion and exciton peaks. For some spectra, the peak widths and
inhomogeneous broadening extracted at this stage are unphysically small, in which
case we replace them with realistic values which are held constant during a refitting
of the remaining parameters. Then a final fit is performed in which all parameters
are free to minimize χ2, yielding the best-fit overall parameters. This procedure was
successful at yielding physical fit parameters for all but one spectrum, measured at 148
K, so we have removed this spectrum from all further analysis. Finally, we quantify
the confidence intervals of our fit parameters by bootstrapping our data to perform
a Monte Carlo simulation of our experiment (Press et al., 2007). Bootstrapping also
43
estimates the distribution of each fit parameter for each spectrum. In all cases, the
distribution contained a single peak clustered around the best-fit value, indicating
the robustness of our approach (see below).
Fit errors were determined by bootstrapping the data to create 100 new data sets
for each measured spectra. Each of the 100 new data sets was then fit to create
a distribution of fit parameters with different χ2 values. Confidence intervals were
calculated by ranking fit results by their χ2 values and increasing the cutoff χ2 value
until 68% of the fits or more fell between the upper and lower bounds set by the cutoff.
Note that this was necessary as the Jacobian fit matrix was very flat at the bottom of
the χ2 potential, so simple first order propagation of error yielded erroneously large
fit errors.
Figure 3.6a shows the cumulative distribution of reduced chi squared, χ2ν , for
100 fits to the bootstrapped data from the PL measurements made at 123 K. The
distribution appears like an error function suggesting that 100 samples is a good
representative sample. Figure 3.6b shows the distribution of trion tail lengths. The
best-fit to the original data is shown in cyan, which the distribution is centered
on. That there is no other value of the tail length around which the distribution
is clustered is indicative of a robust fit. The green bars indicate the low and high
cutoffs that surround 68% of the distribution and set the 1σ confidence interval for
the trion tail length for the data measured at 123 K. All parameters for each of the
PL measurements similarly show distributions clustered around a single value of the
fit parameter, indicating a robust fit.
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Figure 3.6: a) χ2ν cumulative distribution for PL measured at 123 K. The dashed
red line denotes the 68th percentile, which indicates the threshold χ2ν value that sets
the 1σ confidence interval for the joint probability distribution of all variables. b)
Distribution of trion tail length, , for the PL measured at 123 K. The cyan vertical
line denotes the best-fit value to the data, and the green vertical lines denote the
upper and lower cut offs which contain 68% of the distribution, establishing the 1σ
confidence interval for the single variable probability distribution for .
3.12 Peak Red-Shift Temperature Dependence
The PL spectrum of a trion is the convolution of a Lorentzian with equation 1a in
the main text
Itr (E) =
Γ
pi
∫ ∞
−∞
dE˜
exp
[
−
(
E0tr − E˜
)
/
]
(
E − E˜
)2
+ Γ2
Θ
(
E0tr − E
)
(3.8a)
=
Γ
pi2
∫ ∞
0
e−xdx(
x− E0tr−E

)2
+
(
Γ

)2 = Γpi2
∫ ∞
0
e−xdx
(x− X)2 + γ2 (3.8b)
=
Γ
pi2
1
X2 + γ2
∫ ∞
0
e−xdx
1− 2Xx−x2X2+γ2
(3.8c)
=
Γ
pi2
1
X2 + γ2
∫ ∞
0
dx e−x
[
1 +
2Xx
X2 + γ2
+O (x2)] (3.8d)
=
Γ
pi
1
(E0tr − E)2 + Γ2
[
1 +
2 (E0tr − E)
(E0tr − E)2 + Γ2
+ · · ·
]
(3.8e)
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where in the second line we temporarily defined X as (E0tr − E) / and γ as Γ/,
and in the third line we have Taylor expanded the non-exponential part of the inte-
grand about zero, a standard method for approximating integrals with exponential
factors (Bender and Orszag, 1999). The peak position is where the derivative with
respect to energy is zero, which gives the following implicit equation for the peak
position as a function of temperature
∂Itr
∂E
=
Γ
pi
 2 (E
0
tr − E − )[
(E0tr − E)2 + Γ2
]2 + 8 (E0tr − E)2[
(E0tr − E)2 + Γ2
]3 + · · ·
 (3.9a)
⇒ 0 =
[(
E0tr − E
)2
+ Γ2
] (
E0tr − E − 
)
+ 4
(
E0tr − E
)2
+ · · · . (3.9b)
The temperature dependence is hidden in this equation in E0tr, , and Γ. However, we
are not interested in the complete shift, as much of the shift will be due to band gap
and binding energy renormalization, but the shift relative to E0tr. For convenience we
will denote the shift we are interested in as ∆E = E0tr − E. Keeping only the terms
we have explicitly calculated this gives a third order polynomial equation for ∆E,
which we can Taylor expand in temperature about some temperature T0.
0 = ∆E3 + 3∆E2 + Γ2∆E − Γ2 (3.10a)
0 =
(
3∆E2 + 6∆E + Γ2
)
∆E ′ +
(
3∆E2 − Γ2) ′
+ 2Γ (∆E − ) Γ′ (Derivative with respect to T .) (3.10b)
⇒ ∆E (T ) = ∆E|T0 +
(3∆E2 − Γ2) ′ + 2Γ (∆E − ) Γ′
3∆E2 + 6∆E + Γ2
∣∣∣∣
T0
(T − T0) + · · · (3.10c)
where primes denote derivatives with respect to temperature. We could attempt to
gain new information from this formula by using it to compare our peak fit parameters
to our linear fit to peak shift versus temperature. However, the degree of approxima-
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a [nm] 0.54 0.96 1.35 1.78
Tc [K] 1403 444 224 129
Table 3.3: Convergence temperature scale for each value of a used in Fig. 4c of the
main text.
tion in the calculation is large and any new insights gained would be very speculative.
Further, this formula is too complicated to gain physical intuition from, so we find it
doesn’t assist in understanding the data.
3.13 Tail Length Low Temperature Expansion
The first three terms of the low temperature expansion of the tail length, equation
(1b) from the main text, are
 =
mX
me
kBT
[
1− mX
mtr
4mXa
2
~2
kBT +
(
mX
mtr
4mXa
2
~2
kBT
)2
− · · ·
]
. (3.11)
This expansion shows that the temperature scale that controls the convergence of this
series is
Tc =
1
kB
mtr
mX
~2
4mXa2
=
409K nm2
a2
. (3.12)
Values of Tc for the values of a used in Figure 3.4c of the main text are shown in
Table 3.3. Since Tc is lower when a is larger, higher order terms need to be included
when a is larger, which explains the increasingly non-linear behavior observed for
larger values of a. Tc is on the order of a few hundred Kelvin for most values of a
in Figure 3.4c, which necessitates the use of higher order terms to describe the tail
length curves at even the lowest temperature, < 83K, in Figure 3.4c.
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Chapter 4
Strain Physics
The physics of elastic deformation plays a central theme throughout this thesis. There
is the obvious application of straining atomically thin crystals to change material
properties, but there are also numerous engineering examples as well. For example in
Chapter 5 I’ll derive the equations of motion for a membrane, a bulk material thinned
in one dimension down to a two dimensional mechanical system. Those equations will
be solved to understand the strain distribution in 2D materials sealing pressurized
micro-chambers. I’ll then derive the equations of motion for a beam, a bulk material
that has been thinned in two dimensions into a one dimensional mechanical system.
That system of equations will allow me to develop the theory of operation of Chevron
actuations, microscopic devices capable of pushing and pulling with large force even
with a small footprint.
Another way strain physics finds its way into this thesis is through mathematics.
Much of the theory of differential geometry was originally developed to understand
elastic deformation of rigid bodies. (Need to get some historical stuff from Landau’s
book.) In Chapter 2 we already used differential geometry to understand Berry’s
curvature, and at the end of this chapter I’ll make greater use of differential geometry
when I relate electron motion in strained graphene to quantum gravity.
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4.1 Elasticity Background
This section is included for clarity, notation definition, and completeness. However, an
in depth review of the theory of elasticity cannot be done here. To fill in unavoidable
gaps I highly recommend the “Theory of Elasticity” (Landau and Lifshitz, 1999).
Many of the derivations in this section will follow those of this excellent text closely,
especially the derivations of membrane and beam mechanics.
Typically developments of the theory of elasticity begin by discussing how lengths
change as objects are deformed because it naturally introduces the strain tensor. How-
ever, given the brevity I wish to take in this section and the plethora of texts that take
this approach I will take a different path. Let us begin instead with a microscopic
theory of effective inter-atomic forces between atoms in a crystal. This approach is
very similar to tight-binding calculations of band structure and automatically intro-
duces a cut-off length scale, the lattice length. This later point is important as it is
critical to understanding the theory of elasticity as a continuum model, a macroscopic
effective theory.
When a rigid body is deformed it pushes back! This is something we have all
observed in our daily life experiences, but I need to make this statement very precise.
Hook’s law is the simplest equation to describe this behavior. It simply states that the
amount a spring pushes back is proportional to how much you compress or stretch it,
and in the opposite direction. If you stretch a spring, it will exert a force to contract,
and vice versa. However, I will need to go well beyond Hook’s law in this thesis,
and to do so I need to define what a deformation is with much greater detail, and
correspondingly elaborate on what it means to push back. After doing so we’ll have
the language necessary to discuss how hard and in what way materials push back
when they are deformed, which is described by the material’s constitutive relative,
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and we’ll have the language necessary to develop the strain behavior of material
properties and how membranes and beams behave.
Deformation is completely and precisely described by the displacement field, which
is a vector field that at each point, points from the undeformed material position to
the deformed material position. For example suppose you had a long thin beam that
was stretched length wise uniformly with one end held in place. In this case the
displacement field would be parallel to the beam and pointing from the fixed end to
the end that was moved. Further, the displacement field magnitude would be zero at
the fixed end, but linearly increase along the length of the beam to its maximum at
the end of the beam that was moved. This example in inadvertently made use of a
common conventions, the displacement field is defined in the undeformed coordinates.
It is possible, and in some instances it is advantageous to define the displacement
field in the deformed coordinates. To drive the difference home, consider where the
displacement field in the above example is non-zero, only where the undeformed beam
is located. Mathematically, this is the statement that the support for the displacement
field is the undeformed body.
As I’ll show below what matters to a material in a deformation is not the dis-
placement field, but its derivatives. Without getting into why just yet, consider how
the length of a path changes under deformation. Undeformed the path is
L =
∫ √
dxidxi =
∫ √(
dxi
d`
)(
dxi
d`
)
d` (4.1)
where ` provides some parameterization of the path, and I am using Einstein sum-
mation convention. With deformation the displacement vector,u, must be added to
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the position in this calculation
L′ =
∫ √
[d (xi + ui)] [d (xi + ui)] =
∫ √(
δij + 2
∂ui
∂xj
+
∂uk
∂xi
∂uk
∂xj
)
dxidxj
(4.2a)
=
∫ √
dxidxi +
∫ (
∂ui
∂xj
+
1
2
∂uk
∂xi
∂uk
∂xj
)
dxi
d`
dxj
d`
d`+O
(
(∂u)2
(
dx
d`
)4)
.
(4.2b)
⇒ ∆L ≈
∫
1
2
(∂iuj + ∂jui + ∂iuk∂juk)
dxi
d`
dxj
d`
d` (4.2c)
where in the final line I have symmetrized the ∂iuj term. Note that in the second line
I have included the factors of dx
d`
in the big O notation. While it is true that the next
order term will have terms of order (∂u)2 like the third term of the final line, those
terms will be smaller by an amount
(
dx
d`
)2
and so are considered to be higher order.
The final line motivates the definition of the strain tensor as
ij =
1
2
(∂iuj + ∂jui + ∂iuk∂juk) . (4.3)
Usually the derivatives of the displacement field are small, and the third term in
this equation is safely neglected. An important point regarding the symmetrization
of  is that it explicitly removes the rotational portion of the displacement field,
1
2
(∂iuj − ∂jui). Since a rotation leaves a material undeformed, it is an unimportant
component of the displacement field.
It turns out that the elastic response of a material must depend only on the first
derivatives of the displacement field. Suppose that a body was uniformly displaced,
constant displacement field, then from a microscopic perspective the relative position
of each of the atoms would remain unchanged and we know there couldn’t be addi-
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tional forces between the atoms. This means that it must be how the displacement
field changes with position that matters.
• Start with what we are all familiar with, Hooke’s law.
• Unit of stretch: infinitesimal change in length = strain
• Linear response: constitutive relations
• Beyond linear!
4.2 Theory of Strained Phonons
• Representation theory of phonons
• Symmetry to figure out lowest order strain effects
4.3 Strain Generated Pseudo-Magnetic Fields: Tight Binding
Here we propose PMFs can also be generated in the TMDCs, similar to graphene.
Strain-generated PMFs in graphene naturally arise in the tight-binding model by ac-
counting for hopping parameter, bond length dependence (Suzuura and Ando, 2002;
Man˜es, 2007; Kitt et al., 2013) Using the bond length dependence in TMDCs is more
challenging given their complicated tight-binding models, which include either a large
number of orbitals (Cappelluti et al., 2013; Ridolfi et al., 2015) or third nearest neigh-
bor hopping (Liu et al., 2013). However, the experimentally well-established Berry
curvature in several TMDCs (Mak et al., 2014; Mak et al., 2012c; Zeng et al., 2012;
Jones et al., 2013) necessitates a simple effective low energy Hamiltonian identical
with graphene with the addition of a mass term and spin-orbit coupling (Xiao et al.,
2012). Hence, TMDCs with non-trivial Berry curvature will exhibit strain-generated
pseudomagnetic fields.
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This paper begins with the tight-binding model for a honeycomb crystal with a
staggered chemical potential, because it is the ideal way to introduce the effect of
strain into the model. I then review how strain creates a pseudo vector potential, and
spend a moment discussing the resulting axial gauge symmetry. I will draw from the
literature as needed to connect the strain field to the strain induced charge, and in
the final portion of the paper I will describe the mechanics of a deflected membrane
over a hole to introduce the role of hole geometry on the strain field and thus the
fractional charge.
In this paper I will be following similar conventions for the lattice vectors, nearest
neighbor vectors, etc. as those found in the literature (Castro Neto et al., 2009), but
for clearity I will repeat some of these conventions. See Figure 4.1 for drawings of the
lattice sites, nearest neighbor vectors, and lattice vectors and for a diagram of the
Brillouin Zone (BZ) with the high symmetry points labeled.
Figure 4.1: On the left is a drawing of a honeycomb lattice with the A lattice sites
labeled in blue and B lattice sites labeled in yellow. The nearest neighbor vectors si
with i = 1, 2, 3, and lattice vectors a1,2. On the right is the BZ with the points of
high symmetry (Γ, Ki, M , and K
′
i) labeled along with the reciprocal lattice vectors
b1,2. The rhombus created by the reciprocal lattice vectors and the dashed lines is
the typical irreducible BZ.
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In this convention the unstrained nearest neighbor vectors, lattice vectors and Ki,
K ′i points are
s1 =
(
a
2
,
a
√
3
2
)
, s2 =
(
a
2
,−a
√
3
2
)
, s3 = (−a, 0) (4.4)
a1 =
a
2
(
3,
√
3
)
, a2 =
a
2
(
3,−
√
3
)
(4.5)
Ki =
−4pi
3
√
3a
(
sin
[
2pi
3
(i− 1)
]
, cos
[
2pi
3
(i− 1)
])
(4.6)
K ′i = −Ki (4.7)
where a is the lattice constant. Neglecting the spin degree of freedom the tight binding
model is
H =−
∑
r∈ΛA
3∑
j=1
t (sr,j) a
†
rbr+sj + h.c.
+ µ
(∑
r∈ΛA
a†rar −
∑
r∈ΛB
b†rbr
)
, (4.8)
where a†r and b
†
r+sj are creation operators at A and B lattice sites and where ΛA
and ΛB represent the set of all A and B lattice sites. µ is the staggered chemical
potential equal to the difference in on site energy between the A and B lattices.
Here the nearest neighbor vectors get an extra index, r, to handle the case where in
homogeneous strain is applied which results in position dependent nearest neighbor
vectors. The strain dependent hopping parameter is
t (sr,j) = t0 exp
[
−β
( |sr,j|
a
− 1
)]
(4.9)
where t0 is the uniform hopping parameter and β controls the rate at which the
hopping parameter changes with nearest neighbor length.
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I will refrain from specifying a, t0, β, and µ to keep the model as general as possible,
but typical values for graphene are easily found (Castro Neto et al., 2009; Pereira and
Castro Neto, 2009; Kitt et al., 2012). Increasingly these parameters are being set by
fitting the tight-binding model to a DFT calculation near the K and K ′ points which
is useful for studying hexagonal Boron Nitride (hBN), Molybdenum Disulfide (MoS2)
or other transition metal dichalcogenides (TMD)(Xiao et al., 2012). As I have already
alluded to these materials are more interesting for exploring charge fractionalization
than graphene because they are gapped which is required for generating a fractional
state.
Now consider the effect of a deformation field, u (r), on the lattice site locations
and nearest neighbor distances following closely the work done by (Pereira et al.,
2009) and (Kitt et al., 2012). By definition the location of a lattice site located at r
before the distortion is located at r′ = r+u (r) after the distortion. This means the
nearest neighbor vectors at lattice site r become
s′r,j = [r + sj + u (r + sj)]− [r + u (r)]
= sj + u (r + sj)− u (r)
≈ sj +∇u · sj (4.10)
as long as the length scale over which u changes is long relative to the lattice size.
Note that the r index is dropped on the nearest neighbor vectors to the right of the
equals sign. This is because the unstrained nearest neighbor vectors are the same at
55
all lattice sites. The change in length of these vectors follows the formula
|s′r,j| =
[
sTj · sj + sTj · ∇u · sj
+ sTj · (∇u)T · sj + sTj · (∇u)T · ∇u · sj
]1/2
≈
[
a2 + sTj ·
(
∇u+ (∇u)T
)
· sj
]1/2
≈ a+ sTj ·  · sj/a (4.11)
where  = 1
2
[
∇u+ (∇u)T
]
is the Cauchy strain tensor. In the first approximation
I dropped the term second order in the gradient of the deformation, and in the
second approximation I kept only the first order term in the Taylor expansion of the
square root. Both of these approximations are standard when working in the limit of
small strain. The approximate formula for the strain dependent hopping parameter
is obtained by plugging (4.11) into (4.9) and keeping only the first order term in the
Taylor expansion:
t (sr,j) ≈ t0
(
1− β
a2
sTj ·  · sj
)
. (4.12)
The effect of strain on the hopping parameter is all that is needed to calculate the
strain generated pseudo magnetic fields (Kitt et al., 2012), however there is a second
equally large effect on the pseudo vector potentials that results from accounting for
the change in the lattice positions when transforming to momentum space. Since this
second effect will highlight the axial gauge symmetry I will include this effect in my
calculation following (Kitt et al., 2012).
To properly transform (4.8) into momentum space the strained lattice positions
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should be used in the Fourier transforms:
a†r′ =
1√
N
∑
k
eık·r
′
a†k, (4.13a)
b†r′ =
1√
N
∑
k
eık·r
′
b†k (4.13b)
where N is the number of unit cells in the system. Inserting these equations into
(4.8) yields:
H =
∑
k
[
−
∑
k′
3∑
j=1
(
1
N
∑
r′∈ΛA
t (sr′,j) e
ır′·(k−k′)e−ık
′·s′
r′,j
)
a†kbk′ + h.c. + µ
(
a†kak − b†kbk
)]
(4.14)
Care must be taken in evaluating and interpreting the sum in the sub-lattice exchange
term. First I apply the approximation that the strain is small to simplify the sum:
t (sr′,j) e
−ık′·s′
r′,j ≈ t0
(
1− β
a2
sTj ·  · sj
−ık′ · ∇u · sj
)
e−ık
′·sj (4.15)
Next consider the limit of no spacial variation of ∇u which is consistent with the
previous assumption that u varies on a scale much larger than the lattice size. In
this case the sum over r′ ∈ ΛA creates a Kronecker delta function in momentum
space as desired. If on the other hand ∇u had some spatial variation, then its
Fourier transform would have some finite width around k = 0. The k 6= 0 Fourier
components create scattering terms in the Hamiltonian between sub-lattices that
do not conserve momentum. Such terms can be interpreted as elastic scattering of
electrons off phonons. In this analysis I will not consider these scattering processes,
and will only keep the k = 0 component of the Fourier transform of ∇u which is the
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average value of ∇u. Later we will take the continuum limit of the Hamiltonian, and
in that approximation the spatial dependence of ∇u is restored.
With these complications aside the standard tight-binding analysis can be re-
sumed. H =
∑
kHk where
Hk =
(
a†k b
†
k
) µ −t0γk
−t0γ∗k −µ

ak
bk
 (4.16)
and
γk =
3∑
j=1
(
1− β
a2
sTj ·  · sj − ık · ∇u · sj
)
e−ık·sj . (4.17)
To derive the Dirac equation for 2D electrons from this tight-binding Hamiltonian it
is necessary to Taylor expand to first order in k γk about the Ki and K
′
i points. We
can make use of the fact that we are working in the small strain limit to simplify the
analysis greatly. In this limit  1 and ∇u 1, so to a good approximation
∇kγk = −ı
3∑
j=1
[
sj
(
1− β
a2
sTj ·  · sj − ık · ∇u · sj
)
+∇u · sj
]
e−ık·sj
≈ −ı
3∑
j=1
sje
−ık·sj . (4.18)
The terms neglected renormalize the Fermi velocity and are responsible for distorting
the Dirac cone from a circular shape into an elliptical shape. Without these terms
the Fermi velocity, νF , is
3
2
t0a as usual, and the Hamiltonian can be written in the
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form
Hp = νF σ ·
(
p− e
~
A
)
+ µσ3 (4.19)
where the σ1,2,3 matrices are the standard Pauli matrices. The value of the vector
potential at each of the Ki or K
′
i points is (Kitt et al., 2012):
AK′1 = −AK1 =
φ0
2a
 43√3 [∇u]yx
4
3
√
3
[∇u]yy
+Ap (4.20a)
AK′2 = −AK2 =
φ0
2a
23 [∇u]xx − 2
√
3
9
[∇u]yx
2
3
[∇u]xy − 2
√
3
9
[∇u]yy
+Ap (4.20b)
AK′3 = −AK3 =
φ0
2a
−23 [∇u]xx − 2
√
3
9
[∇u]yx
−2
3
[∇u]xy − 2
√
3
9
[∇u]yy
+Ap (4.20c)
with
Ap =
φ0
2a
 βpi xy
β
2pi
(xx − yy)
 (4.21)
where φ0 =
h
e
. The portion of the vector potential proportional to the components
of ∇u is clearly a gradient which means it will not contribute to the creation of a
pseudo magnetic field since the the magnetic field is the curl of the vector potential
as usual.
It is surprising that the vector potential would differ depending on which Ki or
K ′i we expand the Hamiltonian about because we should only need to include a single
K and K ′ point in our calculations otherwise it would mean the irreducible BZ has
expanded. With further analysis though it will become clear that each of theK points
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is identical to the others through a gauge transformation and similarly for the K ′
points. To see this we construct a 4x4 Hamiltonian by combining the the Hamiltonian
expanded about the K1 with the Hamiltonian expanded about K
′
1 arriving at
H = ψ† [α · (p− γ5A5) + αzµ]ψ (4.22)
where we follow the conventions used by (Chamon et al., 2008). In this formulation
the Fermi velocity, electron charge and Plank’s constant have all been set to 1. The
axial gauge potential, A5, is the same as the vector potential derived previously, and
we have gone to the continuum limit, p = −ı (∂x, ∂y). The matrices used in this
formulation are
α = (αx, αy) ≡
σ 0
0 −σ
 , αz ≡
σ3 0
0 σ3
 , (4.23a)
γ5 ≡ −ıαxαyαz =
1 0
0 −1
 . (4.23b)
This Hamiltonian is nearly identical to the one studied by (Chamon et al., 2008)
the only difference being that the complex scalar field, ϕ, in their model is zero in
this model. Despite this difference many of the results can be carried over by simply
setting ϕ equal to zero. Taking advantage of the similarity I will quote several of the
key results from (Chamon et al., 2008) adapted as necessary.
The first adapted result from (Chamon et al., 2008) is the local axial gauge sym-
metry
ψ → eıωγ5ψ, A5ν → A5ν + ∂νω, µ→ µ, (4.24)
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where ω is a real-valued field and the index ν = t, x, y. This gauge symmetry can be
used to eliminate the portion of the vector potential proportional to the components
of∇u. For exampleAK1−Ap can be eliminated by this transformation if ω = 2φ03√3auy.
This means that all the Ki and K
′
i points are equivalent and the irreducible BZ has
not grown.
The second adapted result from (Chamon et al., 2008) is the equation for induced
charge. In (Chamon et al., 2008) the induced charge is derived in several different
ways and it is shown that all are consistent. The technique used in section VI, IN-
DUCED CHARGE FROM SYMMETRY ARGUMENTS, is most applicable
for my needs and in particular I follow subsection B. There are no great difficulties
in modifying this subsection for the case where ϕ = 0. The adapted equation for the
induced charge is
Q = − 1
2pi
∫
d2r ∇×A5 = − 1
2pi
∮
A5 · d`. (4.25)
A first check in determining if a strain induced charge is possible is to insert Ap
into the equation for Q. The integrand under this substitution is proportional to
∂2xux − 2∂x∂yuy − ∂2xux, which is not zero by construction giving us hope for further
investigation.
Next consider a system with azimuthal symmetry. In such a system the strain
tensor will be expressed naturally in polar coordinates:
 =
1
2
 2∂rur ∂ruθ − uθ/r + ∂θur/r
∂ruθ − uθ/r + ∂θur/r 2r (∂θuθ + ur)
 . (4.26)
Azimuthal symmetry requires that all derivatives with respect to θ are 0 and that
uθ = 0. These restrictions force rθ = 0. In this situation the cartesian components
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of the strain tensor are
xx = cos
2 θrr + sin
2 θθθ (4.27a)
yy = sin
2 θrr + cos
2 θθθ (4.27b)
xy = cos θ sin θ (rr − θθ) . (4.27c)
Plugging this strain tensor into (4.25) we find that the charge is proportional to
(rr − θθ) r
∫ 2pi
0
θˆ · [(cos2 θ − sin2 θ) xˆ+ 2 cos θ sin θyˆ] dθ
= (rr − θθ) r
∫ 2pi
0
sin 3θdθ = 0 (4.28)
This clearly shows that azimuthal symmetry must be broken to generate a charged
state.
From here there are two approaches to better understand under what scenarios
an induced charge is possible. In one approach we consider an arbitrarily shaped hole
defined by its radial coordinate, R as a function of polar position, θ:
R (θ) = R0 +
∞∑
n=1
(Ra,n sinnθ +Rb,n cosnθ) . (4.29)
The line element for integrating around the edge of this hole is d` =
(
R′rˆ +Rθˆ
)
dθ.
We add an arbitrary deformation field in polar coordinates:
ur = ur0 +
∞∑
n=1
[ar,n (r) sinnθ + br,n (r) cosnθ] (4.30)
uθ = uθ0 +
∞∑
n=1
[aθ,n (r) sinnθ + bθ,n (r) cosnθ] (4.31)
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In this fully arbitrary case we can work out an equation for the induced charge
Q ∝
∫ 2pi
0
[
2θr (R sin 3θ +R
′ cos 3θ) +
(rr − θθ) (R cos 3θ −R′ sin 3θ)
]
dθ. (4.32)
Though this approach is overwhelmingly general it does give us some insight. First,
there is no reason why this integral must be zero. Second, if we put aside the radial
dependence of u for a moment then we see that we need to span three harmonics
between the hole geometry and the deformation field. This suggests that triangular
holes a are good place to start looking for induced charge. Third, it would be easy
to think that this 3rd harmonic effect results from the crystal symmetry, but in this
analysis the crystal structure has not entered. The equation for charge was derived
in the continuum limit where there is no reference to the lattice symmetry, and the
hole geometry and deformation field were completely general.
The second approach to improve our search for strain induced charge is to con-
sider the elastic theory of a deformed membrane to determine what relationships
exist between the hole geometry and the deformation field. It is expected that the
deformation field will have the same azimuthal symmetry as the hole, but it is much
harder to say how the deformation field will behave radially which does impact the
induced charge.
To pursue this second approach three relationships are needed: the constitutive
relations of the material, the relationship between the deformation field and the strain
tensor and equations for mechanical equilibrium of the membrane. For any material
with a honeycomb lattice it is possible to model it as an isotropic material with
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Young’s modulus, E, and Poisson’s ratio, ν, defined as
E =
(C11 − C12) [(C11 + C12)C33 − 2C213]
C11C33 − C213
, (4.33a)
ν =
C12C33 − C213
C11C33 − C213
(4.33b)
where Cij is the i, jth elastic constant in Voigt notation. With these constants defined
we can use the constitutive relations of an isotropic material
σij =
E
1 + ν
(
ij + gij
ν
1− ν tr{}
)
(4.34)
where gij is the metric tensor, and σij is the stress tensor.
In the theory of bending membranes the strain tensor picks up an extra term to
account for the out of plane bending.
ij =
1
2
(ui;j + uj;i) +
1
2
∂iW∂jW (4.35)
where W is the lateral, out of plane, deformation of the membrane (Landau and
Lifshitz, 1999). Note the use of a semi-colon to signify covariant differentiation as is
standard in differential geometry.
The equations for mechanical equilibrium are
D∆2W − h [σij∂jW ];i − P = 0 (4.36a)
hσij;j + f
ui√
uiui
= 0 (4.36b)
where the bending rigidity is D = Eh
3
12(1−ν2) , ∆ is the Laplacian, h is the thickness
of the membrane, P is the external pressure applied to the membrane, and f is the
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friction force per unit area between the membrane and the substrate. In the case
where h W the term proportional to D can be dropped safely, and is an excellent
approximation for single atomic materials.
The above relations have been re-derived from (Landau and Lifshitz, 1999) with
great care to convert them to a manifestly covariant form in the interest of choosing a
coordinate system that reflects the symmetry of an arbitrarily shaped hole. Consider
for example a mapping from r → r′ such that
r′ (R (θ) , θ) = R0, (4.37a)
r′ (0, θ) = 0, (4.37b)
r′ (R∞, θ) = R∞. (4.37c)
The first equation is chosen such that in this coordinate system the hole boundary
is at a constant radius. The second equation is required to avoid a singularity at
the origin, and the last equation limits the distorted coordinate system to a subspace
of the plane. In circular holes there is only a finite region where the strain is non-
zero(Kitt et al., 2013). This mapping can be achieve easily by Taylor expanding r′ in
r about R (θ), and requires only a quadratic function in r.
The next step in this analysis is to use the coordinate system described above
to simplify the boundary conditions of the membrane equations, and then expand
the deformation field as done in (4.30) in an attempt to solve the angular portion of
the equations. The radial portion will then be attacked using a power series such as
Henky has done with great success for the case of a circular hole(Hencky, 1915).
In summary we have examined in detail how a pseudo vector potential is generated
from strain, and have glimpsed at the how this results in an induced charge. We then
examined under what conditions a charge is induced and found that at a minimum we
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expect to need a hole with triangular symmetry or higher. To make further progress
it will be necessary to dive into the elastic theory of membranes.
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Chapter 5
Methods for Straining 2D Materials
5.1 Micro-Electromechanical Systems (MEMS)
Our approach towards modeling chevron actuators rests on several important assump-
tions: 1) Strains are small enough that only linear stress-strain constitutive relations
are necessary, and material properties such as electrical and thermal conductivities
will not change dramatically from their values at Standard Temperature and Pressure
(STP). 2) The temperatures reached in the structure are small enough that thermal
deformations are accurately accounted for with a linear Coefficient of Thermal Ex-
pansion (CTE), and material properties are not altered significantly from their STP
values. 3) The standard assumptions of the beam bending equation are valid. Given
these assumptions it is natural to divide the model into two main components: me-
chanical and thermal. In the mechanical portion of the model we will consider the
load and average structure temperature as given and determine the displacement.
In the thermal portion we will consider the the current as given, and determine the
maximum temperature in the beam as well as the average temperature. The thermal
model tells us the current operating range of the device and the maximum average
temperature given we know the maximum temperature at which the material prop-
erties begin to deviate substantially from their STP values. The maximum average
temperature is then used in combination with the mechanical model to determine the
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maximum displacement and force the device can create.
5.1.1 Mechanical Model
With the above assumptions in mind we will restrict our model to the linear regime,
y = X∆T − FL
keff
(5.1)
where y is the actuator displacement, FL is the load applied to the actuator, ∆T is
the average temperature of the structure relative to the substrate, keff is the effective
spring constant of the actuator, and X is the rate at which temperature changes the
displacement. The constant term of this model is zero reflecting the fact that without
a load or temperature difference the displacement is zero. When ∆T = 0 we recover
Hook’s law, and find that our interpretation of keff as the spring constant is correct.
The goal of this section is to determine keff and X, as they completely deter-
mine the mechanical performance of the actuator. The maximum displacement is
achieved with zero load and the maximum average temperature, ymax = X∆Tmax.
And the maximum force is achieved with zero displacement and maximum average
temperature FLmax = keffX∆Tmax. We will approach this goal in three steps: 1)
solve the beam bending equation with appropriate Boundary Conditions (BCs), 2)
solve for the compressive force within the beam as a function of load force and aver-
age temperature, and 3) balance external forces applied on the beams with internal
forces.
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Beam Bending
The fundamental beam bending equation is (Landau and Lifshitz, 1999)
IEw(4) + Fcw
(2) = 0 (5.2)
where I is the beam’s moment of inertia, E is the Young’s modulus, w is the lateral
deformation of the beam, and w(2) and w(4) are the second and fourth derivatives of
the lateral deformation with respect to position along the beam, `.
The general solution to this differential equation is
w (`) = A sin (k`) +B cos (k`) + C`+D (Fc > 0) (5.3a)
w (`) = A`3 +B`2 + C`+D (Fc = 0) (5.3b)
w (`) = A sinh (κ`) +B cosh (κ`) + C`+D (Fc < 0) (5.3c)
where A, B, C and D are undetermined coefficients for matching BCs, k =
√
Fc/IE,
and κ =
√−Fc/IE. We are interested in the linear behavior of the actuator near
zero load and temperature difference, in which case we expect Fc = 0. This means
that Fc is first order in ∆T and FL. As we will see shortly w is proportional to the
applied transverse load, FT , which we also expect to be zero when ∆T and FL are
zero, so it too is first order. This makes the term Fcw
(2) second order, and we drop
it and use Equation 5.3b.
The BCs we need to apply are that the beam is clamped at the anchor point,
` = 0, and that the beam has a fixed slope and a point transverse force, FT , at the
other end, ` = L, where L is the length of the beam, as seen in Figure 5.1. These
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lead to the following equations:
w (0) = 0 = D (5.4a)
w(1) (0) = 0 = C (5.4b)
w(1) (L) = 0 = 3AL2 + 2BL (5.4c)
−EIw(3) (L) = FT = −6EIAL (5.4d)
=⇒ w (`) = FT `
2
2EI
(
L
2
− `
3
)
. (5.4e)
Note that this solution is not the same as a clamped cantilever, because in this case
the slope of the beam where the force is applied is fixed.
Compressive Force
The compressive force, Fc, is determined by three factors which change the length of
the beam. These factors are the thermal expansion, ∆Lth, the increased length from
bending, ∆Lbend, and lengthening needed to constrain the end to motion along the
y-axis, ∆Lconst. The thermal expansion is the simplest,
∆Lth = Lα∆T (5.5)
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a)
b)
Figure 5.1: Geometry of a chevron actuator: a) un-actuated, b) actuated
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where α is the CTE. The length of a bent beam is
L+ ∆Lbend =
∫ L
0
√
d`2 + dw2 (5.6a)
=
∫ L
0
d`
√
1 +
(
dw
d`
)2
(5.6b)
=
∫ L
0
d`
[
1 +
1
2
(
dw
d`
)2
+ · · ·
]
. (5.6c)
=⇒ ∆Lbend ≈ 1
2
∫ L
0
d`
(
dw
d`
)2
(5.6d)
Examining Figure 5.1b we see that as the beam is deflected transversely it is moved
away from the y-axis by the amount ∆Lconst. In the full device the left and right beams
will pull on each other in order to lengthen and meet at the y-axis. Trigonometry
shows that
∆Lconst = θtw(L) (5.7)
where θt = tan θ.
With these changes to the beam length defined all that is necessary is to relate
them to the internal stress which determines the compressive force.
σstress = −Fc
A
= E
∆Ltot
L
(5.8a)
=
E
L
(∆Lbend + ∆Lconst −∆Lth) (5.8b)
where A is the cross-sectional area of the beam. Note the signs on the various changes
to the length. As the beam is bent, its length increases, so there must be a tensile
force to account for the stretch. Similarly the length must be increased to constrain
the motion along the y-axis. Hence these two terms have the opposite sign relative to
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the compressive force. On the other hand consider a beam clamped at both ends and
heated. As the beam tries to expand it will become compressed between the clamps.
Hence the thermal expansion term has the same sign as the compressive force.
Based on Equation 5.6d and knowing that w ∝ FT , we know that ∆Lbend is going
to be second order. I have included it thus far for completeness, but we will now
neglect it.
Fc
A
= Eα∆T − θtFTL
2
12I
(5.9)
where Equation 5.4e was used for the displacement of the beam at ` = L.
Balancing Forces
to solve for Fc and FT in order to determine the displacement we will need one more
equation, which we will get from balancing the forces on the ends of the beams where
they meet. Examining the force vectors in Figure 5.1 we find
−FLyˆ = −Fc (θcxˆ+ θsyˆ) + FT (−θsxˆ+ θcyˆ) (5.10a)
+ Fc (θcxˆ− θsyˆ) + FT (θsxˆ+ θcyˆ) (5.10b)
where θc = cos θ and θs = sin θ, and the top line corresponds with the forces acting on
the left beam and the bottom corresponds with the forces acting on the right beam.
The forces in the x-direction balance by symmetry, reducing the equation simply to
FL/2 = Fcθs − FT θc. (5.11)
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Combining this result with Equation 5.9 and simplifying
FT =
12θsθcAIEα∆T − 6θcIFL
θ2sAL
2 + 12θ2cI
, (5.12a)
Fc =
24θ2cAIEα∆T + θsAL
2FL
2 (θ2sAL
2 + 12θ2cI)
. (5.12b)
Now we can combine the transverse displacement, w(L), with the compressive dis-
placement, ∆Ltot, to get the total vertical displacement of the actuator
y = θcw(L) + θs∆Ltot = θc
FTL
3
12EI
− θsLFc
EA
(5.13a)
=
θsθ
2
c (AL
2 − 12I)Lα
θ2sAL
2 + 12θ2cI
∆T − L
3
2E
1
θ2sAL
2 + 12θ2cI
FL. (5.13b)
=⇒ X = θsθ
2
c (AL
2 − 12I)Lα
θ2sAL
2 + 12θ2cI
(5.13c)
=⇒ keff = 2E
L3
(
θ2sAL
2 + 12θ2cI
)
= 2
(
θ2skspring + 4θ
2
ckcant
)
(5.13d)
where kspring = EA/L is the effective spring constant for a block of material pressed
length wise, and kcant = 3EI/L
3 is the effective spring constant for a standard can-
tilever. The factor of 4 in front of kcant accounts for the difference between a normal
cantilever with a free slope condition at the end where the force is applied and the
constrained case we have in our design. And the overall factor of 2 in keff accounts
for the fact that there are 2 beams in a pair. This solution agrees nicely with the
intuition that when the angle is 0◦, then the effective spring constant should be that
of a cantilever with constrained slope. And when the angle is 90◦, the effective spring
constant is that of compressing the beams length wise. The effective spring constant
is also identical to that of the spring system shown in Figure 5.2, where kc = kspring,
kT = 4kcant, and all the angles are rigid.
Thus far the analysis has been very general. We have not assumed anything about
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Figure 5.2: System of springs with identical effective spring constant as the chevron
actuator.
the beam cross-section or anything about the relative size of the beam length to width.
However in most MEMS systems the cross-section is going to be rectangular with a
width W , and thickness t, and L W . In this case A = tW and I = tW 3/12, so
X =
θsθ
2
c (L
2 −W 2)Lα
θ2sL
2 + θ2cW
2
≈ θ−1t θcLα (5.14a)
keff =
2EtW
L3
(
θ2sL
2 + θ2cW
2
) ≈ θ2s 2EtWL (5.14b)
FLmax = keffX∆Tmax ≈ 2θsθ2cEtWα∆Tmax. (5.14c)
In the approximations above we have actually made the slightly stronger assump-
tion, θsL  θcW . Interestingly, when these approximations are valid the maximum
displacement will depend only on the angle and the length of the beams, and the
maximum force will only depend on the angle and the width and thicknesses of the
beams. Since the thickness is generally determined by the MEMS fabrication process
the actuator design can quickly pick a length to get the necessary range of motion,
and a width to get the desired force, leaving only the angle of the beams to be op-
timized for some other constraint for instance minimizing the actuator footprint or
power dissipation.
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E α N θ L W t
Source [GPa] [ppm/K] [-] [◦] [µm] [µm] [µm]
Simulations 160 2.6 10 10 200 3 3.5
(Que et al., 1999) 160 2.6 1 5.7 400 4 4
Table 5.1: Device geometries used in the calculations in Table 5.2.
X [nm/K] keff [N/mm]
Source Model Exp/Sim Model Exp/Sim
Simulations 2.88 3.92 5.10 5.08
(Que et al., 1999) 10.21 8.17 0.13 0.15
Table 5.2: Effective model parameters as calculated by Equation 5.13c and Equa-
tion 5.13d for the geometries in Table 5.1.
Comparison with Simulations and Literature
To validate the mechanical model we have performed simulations in COMSOL and
compared with devices reported in the literature. Actuator geometry and calculated
and measured (experiment or simulation) values for the actuator characteristics have
been tabulated in Table 5.1 and Table 5.2 for a variety of devices.
In Figure 5.3 we see the results of a COMSOL simulation of a chevron actuator.
There is clearly a nice linear response to temperature and load so our linear model is
well justified.
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Figure 5.3: COMSOL simulations of a chevron actuator showing linear response to
temperature and load.
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Chapter 6
Incorporating 2D Materials with MEMS
This chapter is devoted to an overview of several methods for combining 2D materials
with MEMS. The intent of this chapter is not to discuss detailed recipes, which are
provided in Appendix A, but instead to explain how to go about attaching atomically
thin crystals to MEMS. While only one method ended up successful, discussion of
several methods provides a sense of the trade-offs that can be made in the fabrication
process that will be useful to future experimenters. In Chapter 7 I’ll go into detail
regarding the observation of strain in two samples of MoS2 stretched with MEMS,
and discuss the non-ideal behavior of the devices including how I was able to fix one
device despite the polymer and 2D system being so stiff they broke the MEMS device.
Here I focus on methods using Chemical Vapor Deposition (CVD) grown graphene
and MoS2, but in Chapter 8 I’ll discuss methods for using exfoliated samples. The
graphene used in our experiments was purchased from Graphene Square, and the
MoS2 was grown by David Lloyd in Professor Scott Bunch’s group here at Boston
University. Two methods for using graphene and one method for using MoS2 are
presented here. Each method has five major steps (Suspension, Transfer Preparation,
Transfer, Patterning, and Quality Control) summarized in Table 6.1. However, the
order and sub-steps differ between methods.
The major difference between the two graphene methods is whether the graphene
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Transfer Method
Step Pre-G Post-G MoS2
1 Patterning Suspension Suspension
a EBL a Polymer Coat a Polymer Coat
b Plasma Ash b Copper Etch b Strain Relief Cut
c H2O Release
2 Quality Control Transfer Prep. Transfer Prep.
a Raman Check a MEMS Preparation a MEMS Preparation
b Mark Samples b µ-Struct. Transfer
3 Suspension Transfer Transfer
a Polymer Swap a MEMS Transfer a MEMS Transfer
b Copper Etch b Polymer Strip
4 Transfer Prep. Patterning Patterning
a MEMS Preparation a EBL a PMMA Transfer
b Strain Relief Cuts b Pre-RIE Raman b EBL
c µ-Struct. Transfer c RIE c RIE
5 Transfer Quality Control Quality Control
a MEMS Transfer a Post-RIE Raman a Raman & PL Check
b Polymer Strip
Table 6.1: Outlines for different methods of transferring 2D materials onto MEMS.
is patterned before or after it is transfered onto the MEMS, hence the names for the
methods (Pre-G and Post-G) and the swapping of the order of steps. The different
step order drives the differences between the sub-steps. For instance, the Quality
Control step of the Pre-G method includes a Mark Samples step missing from the
Post-G method. This is because when the samples are patterned before transfer,
the copper has to be scratched in ordered to mark where the samples are located,
otherwise when the patterning polymer is removed it becomes impossible to find the
patterned samples.
Another big difference between these methods is the Transfer Preparation step.
In the Pre-G method this step includes Strain Relief Cuts and µ-Structure Transfer
sub-steps, which are missing from the Post-G method. This is because in the Pre-G
method the patterned samples are individually placed onto MEMS, which requires
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suspending the samples on a specially designed µ-structure that places the samples
gently and precisely on the fragile MEMS.
The final marked difference between the Pre-G and Post-G methods is the tech-
nique used to shape the graphene, plasma ash versus reactive ion etching (RIE). The
reason for this difference is that in the Post-G method the graphene is shaped while
suspended across the gap of the MEMS device, which exposes the bottom side of the
graphene to the etching plasma. The RIEer allows us to limit the exposer of the
suspended region to the plasma by directing the plasma perpendicular to the sample
substrate. This is achieved by reducing the pressure of the plasma and increasing the
electric field perpendicular to the sample substrate, which is not possible with the
Plasma Asher. While we have achieved satisfactory results using the RIE, a deep RIE,
which incorporates a magnetic field perpendicular to the sample substrate, could do
an even better job. The different shaping techniques also explains the different Qual-
ity Control sub-steps. When using the RIEer to shape the graphene it is important
to characterize the sample quality before RIEing, in order to determine if the sample
was over-etched by RIE step, hence the pre and post RIE Raman measurements.
Overall the differences between the Pre-G and Post-G methods can be summarized
by a trade-off between sample quality and fabrication time and yield. The Pre-G
method allows the fabricator to select only the best samples for devices, and doesn’t
expose those samples to plasma. However, the Pre-G method is considerably more
labor intensive, well beyond what is suggested by Table 6.1, and the yield is reduced
because the additional labor introduces many more opportunities for mistakes and
includes some lower yield sub-steps. Potentially the Post-G method enables additional
tools for engineering the strain field in the sample by leaving polymer on the sample
in specific shapes, which is discussed in Chapter 8. For these reasons future efforts
are being steered toward the Post-G method.
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There are two significant differences between graphene and MoS2 samples, sub-
strate and sample morphology, and these differences give rise to the differences be-
tween the Post-G and MoS2 methods. The graphene is grown on a copper substrate,
and the only way to remove the graphene from the substrate is to etch away the cop-
per. However, the MoS2 is grown on a 300 nm silicon dioxide layer on a degenerately
doped silicon (Si) wafer, and using Poly(propylene carbonate) (PPC), a viscous poly-
mer, it is possible to simply lift the MoS2 away from the substrate in a water bath.
This is gentler on the sample, introduces less contamination, and takes less time. The
graphene grows in a continuous sheet, so when it is transfered onto the MEMS it will
cover all the devices on a sub-die allowing many devices to be fabricated in parallel.
However, the MoS2 grows in triangular flakes as large as 150 µm in some cases. As a
result if we transfered a sheet of polymer that was lifted from a MoS2 growth, then
we could hope to at most align one flake to one MEMS device and the rest of the
devices would be wasted. But by using the µ-structure assisted transfer technique
we can individually place flakes onto MEMS devices to improve fabrication efficiency
both in terms of time and cost.
After the 2D materials are transfered onto the MEMS, there is more work to be
done before the experiments can begin. The samples need to be riveted to the MEMS
in order to prevent slipping, and the samples must be installed in the measurement
system which provides cooling, electrical control, and optical access for Raman and
PL measurements. These topics will be discussed in their own subsections after
the following series of subsections that give greater detail on each of the transfer
methods. But before discussing all of these methods I’ll begin by describing three
techniques used repeatedly in explaining these methods: Float Release, Film Transfer,
µ-Structure Transfer.
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Transfer Frame 
Single Sided Tape 
Double Sided Tape 
Polymer Film 
Substrate 
Fluid 
Petri Dish
Figure 6.1: Schematic of the Float Release technique setup. The dashed red horizontal
line denotes the location of the cross-section view. The dashed black lines denote edges
of the petri dishes hidden by the Transfer Frame or out of plane of the cross-section.
6.1 Float Release
Float Release is a technique for lifting a polymer film away from a substrate. The
only time this technique is unnecessary is lifting PPC from Si. Otherwise, this is how
we remove graphene from copper foil, MoS2 from Si, and create suspended sheets of
polymer for a variety of other fabrication techniques.
A schematic of the procedure setup is shown in Figure 6.1. To begin this procedure
a piece of single sided tape is cut to length, and a hole is made in it which will end up
being the freely suspended portion of the polymer film. That tape is then placed on
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the polymer film with any portion of the film that is needed to be freely suspended
inside the hole. For instance, if there are flakes of 2D material on the polymer, then
these need to be in the hole. The tape, polymer and substrate are then attached to
a Transfer Frame with double sided tape making sure the tape is taught. The frame
is then placed across a small petri dish with the tape inside the dish, which is placed
inside another petri dish that is larger than the Transfer Frame. Next the small petri
dish is filled with fluid until the fluid comes into contact with the substrate. More
fluid is added slowly into the petri dish until the surface tension lifts the Transfer
Frame off of one edge of the petri dish. The bigger petri dish is there to catch any
over flow, very common, and also provides a support for placing a second large dish
over the top to prevent particulates from contaminating the polymer during a long
float.
Once the substrate is etched away or falls off the polymer film the Transfer Frame
can be removed from the bath, but care must be taken to avoid tearing the membrane
with the fluid’s surface tension. This is achieved by rotating the Transfer Frame along
the long edge until the short side is vertical, which causes the air-fluid boundary to
slowly move across the membrane gently. In some cases the polymer detaches from
the substrate without the substrate falling off. This can be tested by removing the
Transfer Frame from the bath and pushing gently with tweezers on the edge of the
substrate. The substrate will either come free or more time is needed.
After removal from the bath the polymer and frame are gently rinsed with deion-
ized water (DI) from a squeeze bottle, pat dry with a clean room towel (not touching
the film), and placed into a desiccator to fully dry.
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Transfer Frame 
Single Sided Tape 
Double Sided Tape 
Polymer Film 
Target Substrate 
Glass Slide 
Copper Chuck
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Figure 6.2: Steps of our generalized film transfer technique. a Top view of transfer
frame setup. The dashed red line indicates where cross-sections are taken for subse-
quent views. b Side view showing the film being lowered onto the target substrate.
c After the frame is lowered onto the target substrate, the target substrate pushes
up through the frame. d The frame is lifted off while tweezers hold the single sided
tape down. e The transfered film, target substrate and glass slide are then removed
from the copper chuck.
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6.2 Film Transfer
Polymer transfer of 2D materials has been researched for many years now (find refs),
and there are many variations. Here I describe our method which can be fine tuned for
different purposes by changing the transfer polymer and temperature profiles used in
the transfer. We perform this procedure with the aid of a specially built probe station.
There are three areas of performance that have been enhanced: Optics The station
uses high performance Mitutoyo ultra long working distance objectives, which are
essential for achieving the sub-micron alignment tolerances needed. Temperature
Control During the transfer process the temperature of the copper chuck heats or
cools the polymer film changing the elastic properties and even melting the polymer
onto the target substrate. The temperature of the chuck is also used to make gentle
contact between the polymer film and target substrate through thermal expansion.
For this reason there is a platinum (Pt) resistive thermal device (RTD) embedded in
the copper chuck connected to a proportional, integral, differential (PID) controller to
provide precise, stable temperature control. Manipulator Tools The type of work
we do on this probe station is often very different than what was intended, and we
have made many modifications to the micro-manipulators to perform this unusual
work. For example we have adapters to hold transfer frames, razor blades, and even
micro-pipettes. These enhancements greatly improve the easy, yield and capabilities
of our transfer method.
An overview of the technique is shown in Figure 6.2. First, a free standing polymer
film is prepared using the Float Release technique. The target substrate is placed
on top of a glass slide on the chuck, and heated to an initial temperature. This
temperature will roughly set the elastic properties of the polymer when it makes
contact, and thus how much pressure is applied to the target substrate. The polymer
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film is then slowly lowered toward the substrate using a micro-manipulator, and as the
membrane approaches the target surface interference patterns will begin to show on
the film. At this point we switch from lowering the sample with the micro-manipulator
to using thermal expansion of the chuck, which creates a slower and gentler contact
between the polymer film and target substrate. For most transfers the chuck is then
heated through the polymer’s glass transition temperature to melt the polymer onto
the substrate, and tweezers are used to gently push the single sided tape into contact
with the glass slide all around the target substrate. It kind of looks like the target
substrate is being vacuum sealed to the glass slide. Next the Transfer Frame is raised
away from the substrate with the micro-manipulator while tweezers press the single
sided tape down to the glass slide. The double sided tape is much less tacky than the
single sided tape, so it does not take much to break the single sided tape free of the
Transfer Frame. The vacuum holding the glass slide to the chuck is then released and
the glass slide, substrate, polymer and single sided tape are removed from the chuck.
Often this very stable assembly is placed on a hotplate at a higher temperature and
for longer to ensure good contact between the polymer and substrate.
Note that for this technique to work, the side of the polymer that contacts the
substrate must be facing away from the single sided tape. Sometimes the way samples
are prepared this is not the case, however there is a simple remedy. First, prepare
a glass slide with a 2 mm thick frame of polydimethylsiloxane (PDMS). The outer
edge of the frame should be about the width of the single sided tape, and the inner
edge of the frame should be wider than the hole in the single sided tape. Next cut
the single sided tape so there is only a small boarder around the freely suspended
polymer, and stick the tape and polymer to the PDMS frame with the sticky side of
the tape facing up. Tackiness of the PDMS will hold the tape and polymer taught
while you affix new piece of tape to the polymer. This time with the correct side of
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Figure 6.3: Schematics of µ-Structure and glass slide handle. a Glass slide handle
assembly for manipulating the µ-Structure. The hole in the side is for picking up
the structure with a probe tip. b Standard projections showing the geometry of the
µ-Structure. c Isometric view d The bottom shows small pedestals for wicking glue.
the polymer facing away from the single sided tape. The correctly assembled polymer
and tape will then easily peel free from the PDMS.
6.3 µ-Structure Transfer
The µ-Structure Transfer is identical to the Film Transfer procedure except for two
differences: 1. The target substrate rests directly on the copper chuck. 2. The
Transfer Frame is replaced by a microscopic version, the µ-Structure shown in Fig-
ure 6.3. In order to manipulate the µ-Structure it is affixed to a glass slide on top
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of a PDMS block that has been mounded with single sided tape. The PDMS block
is critical to the performance of the technique for two reasons. First, the PDMS
block raises the µ-structure above the glass slide, which creates more tension in the
polymer film when it is transfered onto the structure. Second, the block provides a
bit of cushion when the high points of the µ-Structure come into contact with the
MEMS substrate, which allows the structure to comply to excess pressure that can be
generated during the MEMS transfer. Attaching the structure to the PDMS block is
achieved by micro-pipetting ultra-violate (UV) glue that is wicked underneath the µ-
Structure by capillary forces created by putting many small pedestals on the bottom
of the structure. The structure itself is fabricated via Direct Laser Writing (DLW),
a high-resolution (sub-micron) 3D printing technique, by Rachael Jayne in Professor
Alice White’s lab here at Boston University.
To use the µStructure a sample suspended on PPC is transfered onto the structure
using the Film Transfer technique. It is important that PPC is used because PMMA
is too brittle and will tear during the transfer. It is also necessary to make strain relief
cuts in the PPC in order to prevent excess tension in the sample, however tension
in the film is essential to making a good transfer. If the polymer film is not taught
between the two high points of the structure, then the film will make poor contact
with the MEMS. When this happens the PPC curls up away from the MEMS as it is
heated and the sample is destroyed. After transferring a sample onto the µ-structure
it is heated very slightly, ∼5◦C. The heat allows the PPC to slightly flow and heal
some of the cracks in it, but doesn’t allow so much flow that the tension in the
film is lost. Done correctly results in a 140 µm by 100 µm area of freely suspended
PPC. Images of samples suspended on the µ-Structure are shown in Figure 6.4-4 and
Figure 6.6-2.
Transfer with the µ-Structures proceeds nearly identically as with the Transfer
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Frame. Aim is much improved and very little polymer is transfered onto the substrate.
Also there is no need to hold the single sided tape down with the tweezers. All that
is necessary is to heat through the glass transition temperature of PPC, ∼60◦C, and
raise the µ-Structure off of the MEMS. After use the µ-Structure and glass slide
assembly are easily cleaned with acetone and dried with nitrogen, and are ready for
another transfer.
6.4 Pre-G Method
Figure 6.4 shows a sample at each step of the fabrication method through riveting.
The riveting technique shown in step 6 is described in Subsection 6.7.
1 Patterning: Throughout this thesis I make extensive use of electron beam
lithography (EBL) to pattern 2D materials and deposit metal with micron res-
olution. UV lithography is readily capable of creating the features in my exper-
iments, however it is much less flexible than EBL because new masks have to
be made with every design change. For all of the EBL done in this thesis I will
use Poly(methyl methacrylate) (PMMA) as the resist polymer, which will often
double as a polymer to transfer 2D materials from one substrate to another (find
ref).
a EBL: This method begins by spinning PMMA onto the graphene, and
patterning it via EBL into barbell shapes with holes for the µ-rivets, see
Figure 6.4-1.
b Plasma Ash: Next the sample is placed into a plasma asher to burn off
the the exposed graphene shaping it as desired (find ref). An addition
run through the plasma asher is done to burn the graphene off the bottom
side of the foil. If the graphene on the bottom side is not removed it can
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1 Patterning 2 Quality Control 3 Suspension
4 Transfer Preparation 5 Transfer 6 Riveted
Figure 6.4: Steps for combining 2D materials using the Pre-G method. 1.PMMA
patterned via EBL on graphene on copper foil 2.PPC coated graphene with scratches
in the copper marking sample location 3.Graphene suspended on PPC film 4.PPC
film with graphene suspended on a µ-structure 5.PPC and graphene melted onto the
MEMS 6.Slightly darker gold added to rivet the graphene
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create significant contamination by flowing onto the top side graphene and
transfer polymer during the copper etch step. This contamination often
looks like spider webs (find ref).
2 Quality Control:
a Raman Check: The patterned graphene is spot checked to ensure that
the plasma ash etched away the exposed graphene. This is also a good
opportunity to check the quality of the graphene.
b Mark Samples: The best samples from the batch are then selected by
optically examining each barbell for cracks or pits in the copper foil. The
best samples are marked by scratching the copper foil with a probe tip
at the sample corners, see Figure 6.4-2. Without these marks it will be
impossible to find the graphene after the PMMA is removed.
3 Suspension:
a Polymer Swap: The PMMA is stripped off with acetone and Poly(propylene
carbonate) (PPC) is spun on. PPC has a lower glass transition temper-
ature than PMMA, and as a result is more flexible and less brittle than
PMMA at room temperature. This results in a gentler transfer.
b Copper Etch: The PPC and graphene are freed from the copper sub-
strate using the Float Release technique with a copper etchant bath. The
resulting sheet of PPC with patterned graphene is shown in Figure 6.4-3.
The scratches in the copper leave distinctive marks in the PPC, and slight
variations in the PPC thickness do to ripples in the copper foil are visible
as color variations in this figure.
4 Transfer Preparation:
91
a MEMS Preparation: The MEMS in Figure 6.4-5 was patterned with
gold where it interfaces with the 2D material in hopes of improving ad-
hesion chemically and by reducing surface roughness. However, our ex-
periments have shown this to be inadequate, and it was not done to the
MEMS used for the Post-G method. The MEMS used for making MoS2
devices where still patterned with gold because there is expected to be
a strong sulfur-gold attraction (find ref). In addition to gold deposition,
the MEMS are prepared by releasing the structures in hydrofluoric acid
(HF), tested for actuation and subjected to 15 minutes of oxygen plasma
just prior to transfer to ensure cleanliness of the interface with the 2D
materials. Details of the preparation are in Appendix A.
b Strain Relief Cuts: The Film Transfer technique is used to place the
sample and polymer onto a small pillar of Si with the sample facing away
from the substrate. The pillar provides a rigid platform on which cuts can
be put into the PPC surrounding the flake. The cuts are made by dragging
a probe tip across the polymer using a micro-manipulator.
c µ-Structure Transfer: The PPC is easily peeled by hand from the silicon
pillar and re-affixed to a transfer frame. The Film Transfer technique
is used again to transfer the PPC and sample, but this time onto a µ-
Structure to improve the transfer onto the MEMS. Figure 6.4-4 shows the
PPC film and graphene sample suspended on a µ-structure. The strain
relief cuts can be seen spread apart in this image preventing too much
tension being transfered to the sample. Further, the copper scratch marks
that have been patterned into the PPC are visible indicating the sample
location.
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5 Transfer:
a MEMS Transfer: The graphene and PPC suspended on the µ-Structure
are carefully transfered onto the MEMS using the µ-Structure Transfer
technique. After the µ-structure is lifted away from the MEMS surface,
the sample and some PPC are left on the MEMS surface as shown in
Figure 6.4-5. In this image there are two globs of PPC above and below
the sample stage where the two high spots of the µ-Structure made contact
with the MEMS. To ensure there is good contact between the flake and
the MEMS the device is heated to 90◦C for 10 minutes allowing the PPC
to fully melt and relax onto the MEMS structure.
b Polymer Strip: Finally, the device is placed in acetone to strip the PPC
off. I usually leave the device in acetone for a few days and then heat it
to 60◦C for 1 hour to ensure the PPC has been fully removed. Next the
sample is placed into a critical point drier (CPD) so that the device can
be dried without the surface tension ripping apart the graphene sample.
This step has had a notoriously low yield. It is still unclear if that is
because of low sample quality, operator error (it is all too easy to subject
the sample to a large flow of carbon dioxide), or some other issue with
the fabrication process such as the device moving in the acetone while
moving it on and off the hotplate or to the clean room. Given that the
yield changes dramatically from growth to growth for MoS2, and we know
sample strength varies considerably from growth to growth, I think the
most likely culprit for the low CPD yield is sample quality.
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4 Patterning 5 Quality Control
1 Suspension 2 Transfer Preparation 3 Transfer
6 Riveted
No Change
Figure 6.5: Steps for combining 2D materials using the Post-G method. 1.PMMA
patterned via EBL on graphene on copper foil 2.PPC coated graphene with scratches
in the copper marking sample location 3.Graphene suspended on PPC film 4.PPC
film with graphene suspended on a µ-structure 5.PPC and graphene melted onto the
MEMS 6.Slightly darker gold added to rivet the graphene
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6.5 Post-G Method
We’ll be able to keep this section much more brief by taking advantage of the steps
already described in detail in the previous section. Figure 6.5 shows the Post-G
method at each step through riveting. Recall that the riveting technique in step 6 is
described in Subsection 6.7.
1 Suspension:
a Polymer Coat: The graphene on copper substrate is coated with PMMA
that will first serve as the transfer polymer and then later be used as
the patterning polymer. The sample is then plasma ashed to remove the
graphene from the backside.
b Copper Etch: Just as in the Pre-G method, the sample is floated on
copper etchant to free the polymer and graphene film as seen in Figure 6.5-
1.
2 Transfer Preparation:
a MEMS Preparation: Since we learned that gold coating was inadequate,
the only MEMS preparation done here is to release the structures in HF,
test actuation and give them a thorough cleaning in oxygen plasma just
as was done in the Pre-G method.
3 Transfer:
a MEMS Transfer: Since this method transfers an entire sheet of graphene
onto the MEMS we use the Film Transfer technique instead of the µ-
Structure technique. The transfer is done at 90◦C, after which the device
is left on a hotplate at 180◦C for 6 minutes. The device is then cut out of
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the PMMA sheet with a razor blade and placed on the hotplate for another
15 minutes. It is good practice to check the confirmation of the PMMA
to the MEMS with a microscope and give it another 15 minutes on the
hotplate if necessary. Where the PMMA sheet makes good contact with
the MEMS surface the interference pattern within the PMMA becomes
more vibrant as shown in Figure 6.5-3.
4 Patterning:
a EBL: Standard EBL is done, however this time not only does the sample
need to be shaped, but the device cut free from the graphene sheet. This
is done with a large area pattern covering the entire MEMS device (except
where the sample needs to be). There have been several setbacks with this
technique do to actuators sticking in place. For some devices we were able
to find and expose polymer residue under the actuators and identify the
residue as PMMA via Raman spectroscopy. This evidence suggests that
great care must be taken to wash away all the exposed PMMA during the
development. However, care also must be made not to wash too vigorously
as these devices have suspended graphene on them, and some devices have
been destroyed by pieces of PMMA breaking free and floating onto devices.
The precision with which the EBL pattern can be aligned to the MEMS
device is apparent in Figure 6.5-4, where the miss alignment is around 0.5
µm. For reference the gap between the anchor and shuttle parts of the
MEMS is about 3 µm.
b Pre-RIE Raman: Since sample quality can be significantly degraded
during the RIE we take a pre-RIE Raman to compare with the post-RIE
Raman. There are two metrics of interest. The first is the area ratio of
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the D to G peaks. The D peak is Raman inactive, so the degree of its
presence indicates the degree of disorder in the sample (find ref). Dividing
the D peak area by the G peak area creates a metric for sample quality
that is independent of power, integration time, and other factors that could
diminish or enhance Raman signals such as polymer coatings which is the
case here. An example, large Raman map of the D peak area to G peak
area is shown in Figure 6.5-5. The second metric of interest is the 2D peak
area normalized by power and integration time. The 2D peak is primarily
used in our experiments to detect strain since it shifts under strain by a
factor nearly twice as large as the G peak (find ref). Thus the area of this
peak tells us how easy or difficult the sample will be to work with in the
experiments. Unless there is an anomalous measurement we measure three
spectra across the suspended portion of the sample, one in the middle of
the suspension, one 1 µm toward the anchor side of the middle, and one 1
µm toward the shuttle side of the middle.
c RIE: The important points of this step were discussed earlier when we
compared the use of RIE to plasma ash for etching graphene. One addi-
tional note I’ll add here is that the RIE is done using Argon (Ar) instead
of oxygen because the oxygen plasma will etch too rapidly through the
PMMA. Further details are provided in Appendix A.
5 Quality Control:
a Post-RIE Raman: We simply repeat the measurements done in the pre-
RIE Raman step and see if the sample has degraded or not.
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Figure 6.6: Steps for combining 2D materials using the MoS2 method. 1.Suspended
PPC film with MoS2 flake and strain relief cuts on the left and right sides. 2.PPC
film with MoS2 suspended on top of the µ-structure 3.MoS2 transfered onto a MEMS
4.PMMA atop the MoS2 flake patterned into a rectangle with holes for forming µ-
rivets. 5. No change to the sample during this step. 6.Slightly darker gold added to
riveting the MoS2 to the MEMS.
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6.6 MoS2 Method
Figure 6.6 shows the MoS2 method at each step through riveting. The riveting tech-
nique in step 6 is described in Subsection 6.7.
1 Suspension:
a Polymer Coat: As soon as the growth is determined to be good through
measurements of the PL, the sample is coated with PPC. The MoS2 does
appear to degrade over time and coating it with PPC appears to slow the
degradation. It is possible that the samples are slightly sulfur deficient
allowing air to oxidize the molybdenum (find ref). The PL is deemed good
if there aren’t any defect peaks, as discussed in Chapter 3, and if the B
peak is obvious. When there are defects in MoS2 it artificially enhances PL
by creating trapped states (find ref), and the A peak becomes so intense
that the B peak is difficult to see.
b Strain Relief Cut: The MoS2 is grown on a relatively large Si chip, but
we can only transfer one polymer membrane per chip. So after coating
with PPC we break the chip into numerous smaller chips roughly 4-5 mm
on a side, allowing us to get many samples from each growth. Each chip
is placed one by one under the probe station microscope, and we search
for a flake near the middle of the chip that has no visible cracks, has
crisp edges, and looks clean. Also the flake should be about 30 µm on
a side or larger, and the larger the better up to ∼60 µm. Larger flakes
have limited benefits because the interface area between the flake and the
MEMS becomes limited by the size of the MEMS.
c H2O Release: The MoS2 and PPC are then removed from the Si substrate
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using the Fluid Release technique with DI water.
2 Transfer Preparation:
a MEMS Preparation: Prior to transferring the MoS2 flake onto the
MEMS, gold is deposited on the interfaces as discussed in the previous
sections, they are released and tested for actuation. And immediately
prior to transfer they are cleaned with oxygen plasma. As will be shown
later, the gold-sulfur bond does not appear to either form or be strong
enough for our needs. This is contrary to observations made by David
Lloyd on MoS2 sealed micro-chambers with gold at the interface between
the 2D material and Si. In his experiments he could not cause the MoS2 to
slip at the edges of the chambers even at pressures just before breaking the
MoS2. However, there are significant differences between devices. Lloyd’s
have a much smoother interface, highly polished SiO2, versus the rough
poly-Si of the MEMS. And his samples endured a hotter and longer ther-
mal anneal, that cannot be done on the MEMS without causing significant
damage to the MEMS.
b µ-Structure Transfer Transfer onto the µ-Structure is done using the
Film Transfer technique with careful consideration of the temperature with
only minor differences from how it is done in the Pre-G method. The slight
differences are do to the use of slightly different thicknesses of PPC. In the
case of graphene grown on copper a thicker than ideal layer of PPC must
be used in order to fill all the undulations in the copper substrate. This is
less ideal because it is more difficult to make taught over the µ-Structure.
3 Transfer:
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a MEMS Transfer: The transfer of the flake onto the MEMS is done using
the µ-Structure Transfer technique. I find that there is much better optical
contrast with MoS2 than graphene, which makes alignment considerably
easier. For the data discussed later demonstrating MEMS straining of
MoS2 the fabrication was halted at this step, and the flakes were strained
while coated in PPC. This was done to avoid CPD in the following step,
because of the low yield.
b Polymer Strip: This step is performed identically to how it is done in
the Pre-G method. Figure 6.6-3 shows a flake after this step. There is
excellent contrast of the MoS2 on the gold surface, and the equilateral
triangle shape of the flake is readily apparent.
4 Patterning:
a PMMA Transfer: A small Si chip, ∼1 cm on a side, is spun with
Polyvinylpyrrolidone (PVP) and then PMMA. The PMMA is freed from
the Si using the Float Release technique with a DI water bath which dis-
solves the PVP layer between the PMMA and Si. This PMMA is then
place onto the entire MEMS die using the Film Transfor technique.
b EBL: The EBL practices used in the Post-G method are used here except
the sample shape is slightly different. Instead of creating a narrow region
in the middle over the gap in the MEMS device, we keep the sample to
full width as seen in Figure 6.6-4.
c RIE: The RIE recipe for shaping MoS2 is very different from that used
to shape graphene because both O2 and Ar etch MoS2 much more slowly
than graphene, and more importantly, much more slowly than the PMMA
mask. It is easy to etch through the mask before the MoS2 with either of
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these gases. Tetrafluoromethane (CF4) on the other hand etches through
the MoS2 much more rapidly, and slowly enough through PMMA that the
mask will survive.
5 Quality Control:
a Raman & PL Check: Just as the graphene was exposed on the bottom
side in the Post-G method, the MoS2 is exposed from the bottom in this
method. However, the etch rate is so much slower with MoS2 that it does
not appear to degrade. Regardless, this is a good time to check the sample
quality just as was done to determine growth quality (i.e. no defect peaks
and clear B peak).
6.7 µ-Riveting
After the fabrication methods discussed above the samples are ready to be riveted to
the MEMS by filling in the holes with gold, which is achieved using a shadow mask.
The shadow mask is a solid mask held very close to but above the sample instead of
a polymer mask which is directly on the sample surface. Figure 6.7 shows the basic
geometry of this technique. As metal is evaporated toward the sample, atoms that
hit the mask never make it to the sample, but metal atoms that pass through holes in
the mask will land on the sample and condense there. The result is that the sample
surface is masked from metal deposition in the shape of the mask’s shadow on the
surface, hence shadow mask.
Patterning with a shadow mask is much less standard than UV lithography or
EBL, however it is essential to our fabrication process. The standard method for
patterning metal with micron resolution is to pattern a polymer on the surface to
mask what regions are exposed or protected from metal that is evaporated onto the
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Figure 6.7: Shadow mask geometry: R is the radius of the crucible holding the metal
source. L is the distance from the metal surface to the target substrate. τ is the
distance between the mask and the target substrate. H is how off center the hole in
the mask is located. W is the width of the shadow edge, and E is the error in the
shadow’s position.
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surface. After the metal deposition the polymer is dissolved in a solvent lifting away
the gold that was deposited on the polymer and leaving behind the metal deposited
in the holes in the polymer on the sample surface. Before the polymer dissolves it
swells as the solvent is absorbed into it. Normally the swelling helps lift the metal
away from the substrate, but in our case the swelling puts excess pressure on the
fragile suspended 2D material. To date we have never had a successful attempt using
polymer to pattern the gold for the rivets.
As the geometry in Figure 6.7 shows there are position errors and edge blur when
using a shadow mask. Formulas for the position error, E, and width of the edge
blur, W , are easily determined from the geometry assuming the metal atoms travel
in rays. Since the metal deposition is done at high vacuum (∼ 10−6 Torr) the mean
free path for the atoms is long relative to the distance from the metal source to target
substrate, L, so the ray approximation is valid. Additionally we assume L is much
greater than the distance between the shadow mask and target substrate, τ . In our
setup L = 38 cm, τ < 30 µm, making this a good assumption.
E =
τ
L
H (6.1a)
W =
τ
L
2R. (6.1b)
The radius of our metal crucibles is 1 cm, which results in an edge blur of less
than 1.6 µm, which is significant relative to the size of the suspended region, 3 µm.
Unfortunately the mounting hole for holding our samples in the evaporator is directly
over the metal source, so our samples end up off center by 2 cm, see Figure 6.8a. This
means that the position error will also be 1.6 µm. However we orient the samples
so that the critical dimensions, rivet position relative to the MEMS gap, are all
perpendicular to the direction the sample is off center, there by minimizing position
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Figure 6.8: Schematic of the shadow mask chuck, which allows for precision align-
ment between the mask and underlying MEMS. The windows cut out of the shadow
mask are magnified for visibility. a. Entire Chuck: There is a hole in the center of
the chuck for mounting it in the metal evaporator, which is surrounded by 8 pockets
for holding samples. b. Zoom in of the red circle in the panel a. The dashed black
lines show the position of the magnets under the mask. c. Optical image of a shadow
mask aligned over a MEMS. Zoom in of the red circle, not to scale, in the panel b.
d. Cross-section of panel b taken at the red dashed line. e. Zoom in of the red circle
in the panel d. Features are not to scale.
error in the critical direction, see Figure 6.8.
To facilitate patterning with a shadow mask we have designed a special chuck
shown in Figure 6.8 to hold the MEMS and mask in place relative to each other.
Each sample pocket has two neodymium magnets for holding the shadow mask in
place and two slots (upper right and lower left corners) for sliding tweezers under
the masks for popping them off. The sample pockets have two slots cut out of the
left and right sides to provide a place for tweezer tips during insertion and removal
of the samples, and two circular cut outs above and below the pockets which are
reservoirs for photo-resist which is used as a temporary glue to hold the samples in
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the pockets. The hole at the center of the sample pocket allows the samples to be
poked free from the bottom after the metal deposition is complete. The shadow mask
is hot glued to a magnetic steel plate with the mask features centered in a hole cut
into the plate6.8b and d. The magnets attract the steel plate holding it tight against
the chuck, but allows the mask to slide over the chuck surface for alignment with the
sample such as in Figure 6.8c. We find that with tweezers and a steady hand the
mask can be aligned with sub-micron precision under our probe station microscope
that has a special jig for holding the chuck. The sample pocket is machined to be
as deep as the MEMS substrates, but the substrates are tolerance to ±25 µm. This
limits the mask to MEMS gap to less than 25 µm when the MEMS is thin. When
the MEMS is thick, we add a 25 µm shim between the chuck and mask, but since we
do not want to risk crashing the mask into the MEMS we add the shim even when
the MEMS are slightly thin resulting in a worst case gap of ∼30 µm.
To make durable shadow masks we use Si wafers coated with 1 µm thick, CVD
grown, low-stress silicon nitride (SiN) from University Wafer. A cross-section of a
wafer is shown in Figure 6.8. We begin the mask fabrication process by using UV
lithography and RIE to cut squares out of the top nitride layer. Then we etch through
the bulk Si using potassium hydroxide (KOH) creating membranes of suspended ni-
tride ≈400 µm on a side. The features of the mask are then cut out of the window
using a focused ion beam (FIB). A major benefit of using nitride as the shadow mask
is that it is semi-transparent making it much easier to align the mask. However,
the FIB does roughen the window near the cuts, making it more opaque as seen in
Figure 6.8c. An added benefit of these nitride masks is that they are reusable. After
metal deposition, the masks are removed from the magnetic steel by simply placing
them on a hotplate to melt the glue, and then they are placed in appropriate etchant
to remove the deposited metal.
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Figure 6.9: TEC stage providing cooling and electrical interconnect for the MEMS.
6.8 Measurement Stage
The final step in preparing our devices for measurement is mounting them on the
measurement stage to proved cooling, electrical interconnect, and optical access to
the sample. The part of the stage that provides cooling and electrical interconnect
is shown in Figure 6.9. The stage contains two copper parts, the plug which the
sample is glued to using silver epoxy, and the support which provides a large heat
sink and bath for dissipating heat. In the first step of the mounting process, the
sample is glued to the copper plug keeping the glue as thin as possible to maximize
thermal conduction. Embedded in the copper plug is a Pt RTD just like the one
used in the probe station chuck so that the temperature can be monitored during the
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experiments. Next the copper plug is attached to the printed circuit board (PCB)
using screws, and the MEMS is ball bonded to a package that surrounds the copper
plug. Then the whole assembly is completed by sandwiching the a thermal electric
cooler (TEC) between the copper plug and copper support. A thin layer of thermal
paste (Omega Engineering OT-201)is used in each interface, and the assembly is held
together by screws.
This stage is mounted on top of a high resolution piezo-electric stage under our
Raman and PL microscope. The piezo stage is computer controlled allowing us to do
line-scans and maps of the sample. The spectra are measured using the same optical
setup as in Chapter 3 except an 1800 line per mm grating is used instead of a 600
line per mm to provide greater resolution. All the pins of the package, TEC and RTD
are brought out to a 50 pin header, which is connected via a shielded ribbon cable
to a breakout board for integration with multiple sources and meters. Great care
has been made to minimize stray capacitance and inductance in both the stage PCB
and the breakout board to enable low noise electrical measurements. The electronics
have also been designed with flexibility in mind. 21 different shielded signals can be
brought into the MEMS any of which can be connected to any of the seven inputs
to the break board. Switching is done on the breakout board using a large number
of dip switches. This allows the user to change the signals in a “make before break”
fashion to prevent electro-static discharge (ESD) events from destroying the devices.
Schematics for the stage PCB and breakout board are provided in Appendix C.
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Chapter 7
Straining MoS2 with MEMS
In the previous chapters I have laid out the theory for understanding how 2D materials
respond when strained, developed the theory of operation of chevron actuators to
strain 2D materials, and have gone into great detail how to combine atomically thin
cyrstals with MEMS. All the pieces are in place and it is time to focus on the goal of
actually straining a 2D system.
None of the devices discussed in this section were riveted. There are still two
issues with the riveting process that need to be worked out. 1) PMMA and S1813
resists are being wicked underneath the MEMS devices during the fabrication process.
The resists then dry, acting as a glue preventing the devices from actuating. This
has not happened to all the devices, so it is possible to resolve this issue. 2) The
fragile thermal relief tethers have been breaking. This is any easy problem to solve.
In the current design, as the tethers transition from double thick poly-silicon to single
layer poly-silicon the tether gets shaped like a “U” because of the change in oxide
layer thicknesses, and the tethers are very weak right at the edges of the “U”. In the
next design run our devices will be designed to be wider where the tethers transition
in thickness. While these tethers are fragile, we have made many devices without
breaking the tethers, so it isn’t a fundamental limitation. However, as luck would
have it, every riveted device we have made so far has suffered from one of these two
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failure modes.
The devices I present below follow the MoS2 Method of fabrication described
in Chapter 6, but fabrication is halted after the flake has been transfered onto the
MEMS. I then simply mounted the device on to the measurement stage and begin
the experiment with the flake and device still covered with PPC. This clearly isn’t
ideal because the sample is covered in polymer and the polymer links the MEMS
to the substrate with a relatively rigid viscoelastic polymer. The result is a serious
issue with creep, delayed strain, and without the rivets the sample eventually slips.
I’ll begin this chapter by discussing and characterizing the observed creeping do to
the viscoelastic behavior of the polymer. Since the creep makes it impossible to
determine the strain in the sample from optical images, I’ll use literature values for
the Gru¨neisen parameters and shear deformation potentials to estimate the strain in
the samples. We’ll see that the maximum observed strain is 1.2%, which was large
enough to break the thin thermal relief tethers of the MEMS because of the additional
PPC. I was able to glue one of the devices, M26, back together with UV curable glue,
and get a second data set from this sample which is labeled below as “M26 Glue”. I’ll
conclude the chapter by comparing the observed relative peak shifts to expectations
based on the literature.
7.1 Polymer Viscoelastic Response
Optical images of the three devices which showed strain response are in Figure 7.1.
Images a-c show a thick layer of PPC holding the MoS2 flake to the MEMS, and
image d shows how device M26 was fixed after the thermal relief tethers were broken.
To measure creep I applied power to the actuator and then took a series of Raman
and PL measurements over time. As the PPC would slowly let the actuator move
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a) b)
c) d)
Figure 7.1: Optical images of the three devices which showed strain response. a) M24
b) M25 - Force Meter c) M26
d) Shuttles from other devices glued onto the thermal relief tethers of M26
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Figure 7.2: A exciton position versus time for the M24 and M26 devices. The M24
and M26 curves were measured with 32 mW and 42 mW of power applied to the
actuator.
the strain in the sample would increase. Of these three devices I was only able to
measure the creep in M24 and M26. M25 always appeared to be slipping instead of
creeping. If I applied power to the actuator I’d see the spectra change in response to
the strain, but then relax quickly. I attribute this to the fact that the sample stage
in M25 is designed to move with force, a gage for measuring the Young’s modulus, so
instead of the shuttle side of the sample stage slowly creeping, increasing strain, the
anchor side slowly creped, decreasing strain.
I characterized the creep by analyzing the A exciton peak positions as a function
of time as shown in Figure 7.2. The large error bars for the M26 A exciton peak
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Device Power [mW] A [eV] B [meV] τ [min.]
M24 32 1.823 ± 0.012 31 ± 11 25 ± 17
M26 42 1.799 ± 0.011 46 ± 16 12 ± 17
Table 7.1: Table of actuation power, and fit parameters for A exciton energy as a
function of time.
position corresponds with the very low signal obtained from that sample. It is unclear
why the spectra had such low signal considering that the subsequent measurements
after repairing the device yielded excellent spectra. The peak positions are fit to an
exponential function, E = A+B exp (−t/τ), which correctly captures the viscoelastic
behavior of the polymer. Best fit parameters and the power applied to the MEMS
device during the measurement are shown in Table 7.1. Note that E (t = 0) does not
correspond with the zero strain peak position because there is a time lag between
applying the power to the device and taking the data. The time constants for each
peak are within one standard deviation of each other, so there is some consistency
between the devices even though perfect consistency is not expected since the time
constant should depend on how much polymer attaches the MEMS shuttle to the
substrate, and there is no reason why the same amount should be on each device.
Interestingly the error in determining the time constant for both the M24 and M26
data is about the same despite the peak positions being much better determined for
the M24 data. This is simply because the M26 data contains an additional data point,
and the data for the M26 set covers a longer time span especially considering the time
constant. For these two reasons the time constant for the M26 data is slightly more
constrained than the M24 data despite the noisier data set.
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7.2 Determining Strain from Peak Positions
In Chapter 4 I described how to add strain to electron and phonon band structures.
The PL data is a measure for how the band gap shifts at the K and K ′ points of the
BZ since this is where the band gap is minimal and direct. Further we know that the
valence and conduction bands at the K and K ′ points will transform under the group
of the wave-vector as trivial representations. The Raman data on the other hand
concerns the in-plane and out of plane lattice vibrations at the Γ point of the BZ.
The out of plane vibration transforms as a trivial representation, A′, and the two in-
plane vibrations transform as a two dimensional degenerate representation, E ′. Thus
there are only two formulas we need to quantify how strain will effect the MoS2 peak
positions, one to describe how the trivial representations evolve with strain, and one
for the E ′ representation.
I’ve included in Appendix D a derivation for how the E ′ mode will evolve with
strain. Here I will confront the much simpler case of the A′ mode and band gap.
The important insight is that the strain dependence must be invariant to the lattice
orientation. This is because the honey comb lattice is isotropic in the continuum
limit, which is the limit in which the strain field exists. Given that the A′ mode is not
degenerate and we are working to first order in strain, the strain dependence must
be a linear function of first order rotational invariants of the strain tensor. The only
first order rotational invariant of the strain tensor is the trace, xx + yy, which is also
called the hydrostatic strain since it is the strain that is experienced when a sample
is compressed on all sides equally as is the case when compressing with a fluid. Hence
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Reference γE′ βE′ γA′ γA
(Lloyd et al., 2016) 0.68 NA 0.21 2.6 ± 0.2
(Rice et al., 2013) 0.65 0.34 0.21 NA
(Wang et al., 2013) 0.6 ± 0.1 0.3 ± 0.1 NA NA
(Conley et al., 2013) 1.1 ± 0.2 0.68 ± 0.1 NA 3.7 ± 0.6
Table 7.2: Table of Gru¨neisen, γ, and shear deformation potentials, β, for various
Raman and PL peaks of MoS2.
the A′ peak must change with strain according to the formula
ωA′ = ω0A′ [1− γA′ tr ] (7.1a)
= ω0A′ [1− γA′ (1− ν) ] (uniaxial) (7.1b)
where ω0A′ is the zero strain phonon energy, γA′ is the Gru¨neisen parameter for the
A′ phonon, ν is the Poisson’s ratio, and  is the strain tensor in the first line and
the size of the uniaxial strain in the second line. This equation also describes how
the band gap is modified by strain simply by replacing all the A′ quantities with the
corresponding values for the A exciton for instance.
Table 7.2 provides a list of Gru¨neisen parameter and shear deformation potential
values for the various Raman and PL peaks of MoS2. References that did not provide
a measure of a certain parameter have Not Available (NA) listed in the table. Most
experiments reported errors only for their measurement of the shift rate of the peak
position with respect to strain, and not for the values of Gru¨neisen parameter or
shear deformation potential. So most errors reported in Table 7.2 are adapted from
the shift rate errors in the literature. The notable exception to this is (Conley et al.,
2013), which reported error bars for γE′ and βE′ . However, these parameter values
disagree substantially from the rest of the literature, which is consistent, so I have
not used (Conley et al., 2013) parameters, except γA in the analysis below.
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Our objective is to use the known formulas for the strain behavior of the peaks,
along with the parameters in Table 7.2 to determine the strain in our measurements
from the observed peak positions. However, to do so a value for the Poisson’s ratio,
ν, must be provided. It is generally assumed that an atomically thin flake will inherit
the Poisson’s ratio of its substrate since it is assumed the two stick to each other well.
I’ll address this assumption more directly below, but for the time being adopt this
assumption. The Poisson’s ratio of PPC is not known, so I approximate it from two
similar polymers, Poly(bisphenol A carbonate) with ν = 0.41 and Polypropylene with
ν = 0.43 (Brandrup et al., 2003). Thus in the analysis that follows I will assume ν
to have a value of 0.42.
An additional consideration that needs to be made in analyzing the data regards
the degeneracy of the E ′ mode which is lifted under uniaxial strain. As the strain
breaks the crystal symmetry the two degenerate E ′ modes split into a mode that
is parallel with the major strain axis, E ′−, and a mode that is perpendicular to the
major strain axis, E ′+. However, the spectra below does not show an E
′ mode that
splits. This is do to accidental selection of only the E ′− mode in our measurement
setup. The selection rules for the two modes are
I− ∝ sin2 (θi + θs + 3φ) (7.2)
I+ ∝ cos2 (θi + θs + 3φ) (7.3)
where φ is the angle between the ZZ axis of the crystal lattice and the major strain
axis, and θi and θs are the incident and scattered polarizations of light relative to
the major strain axis in the Raman measurement(Rice et al., 2013; Huang et al.,
2009; Wang et al., 2013; Lee et al., 2017). Figure 7.3 shows an image of one of our
samples after the PPC has been removed to make the crystal orientation obvious, and
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Figure 7.3: Orientation of crystal and incident and scattered polarizations that lead
to accidental selection of only the E ′− mode.
includes markers showing the incident and scattered polarizations of light selected in
our experiment. It is highly preferential for CVD MoS2 to grow with ZZ edge termi-
nation(van der Zande et al., 2013; Lauritsen et al., 2007; Byskov et al., 2000), which
since the flakes are placed on the MEMS pointing along the direction of strain makes
φ = 90
◦. The accidental selection results from the relative transmission efficiency of
the grating in our spectrometer which transmits the vertical polarization with 10×
the efficiency of the horizontal polarization, hence φs = 0. We also setup our laser to
deliver light with vertical polarization, so φi = 0 as well. This combination of angles
makes I+ ≈ 0.
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Device Max. Change in Strain [%] Pre-Strain [%]
M24 0.95 ± 0.08 0.00 ± 0.05
M25 1.01 ± 0.08 -0.50 ± 0.05
M26 1.16 ± 0.13 -0.24 ± 0.06
M26 Glue 1.22 ± 0.09 -0.04 ± 0.04
Table 7.3: Table of maximum change in strain achieved and pre-strain in various
devices.
Device E ′− Slope [cm
−1/%] A′ Slope [cm−1/%]
M24 -1.60 ± 0.21 -0.69 ± 0.52
M25 -1.46 ± 0.14 -0.43 ± 0.36
M26 -0.82 ± 0.49 -0.51 ± 0.43
M26 Glue -2.30 ± 0.28 -0.82 ± 0.41
Table 7.4: Table of slopes for Raman peak strain response.
To extract the strain from the Raman and PL spectra, the spectra are first fit,
then the A exciton, E ′, and A′ peak positions are used individually to calculate a
value of strain. Finally these individual strain values are combined accounting for
relative confidence intervals using standard statistical methods. The PL are fit with
three Lorentzian peaks (one each for the trion, A exciton and B exciton) and a linear
background. The Raman spectra are fit with two Lorentzin peaks (one each for
the E ′ and A′ modes) and a linear background. We find that the maximum strain
achieved in our experiments before flake slipping or device breaking occur is 1.2 ±
0.1%. Table 7.3 shows the maximum change in strain observed and the pre-strain in
each device. Pre-strain is calculated assuming the unstrained A exciton energy is 1.89
eV, the E ′ phonon energy is 385 cm−1, and A′ phonon energy is 405 cm−1. Figure 7.4
shows the individual Raman and PL spectra taken for the M26 Glue device as well as
the various peak positions versus strain and the corresponding slopes giving the rate
at which strain changes the peak position. The measurement results are tabulated in
Table 7.4 and Table 7.5 for Raman and PL data respectively.
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Figure 7.4: Raman and PL spectra as sample M26 Glue is actuated. Values for the
strain are extracted from the peak positions as described in the text. a) Raman
Spectra b) PL Spectra c) Trion peak position versus strain in red, A exciton peak
position versus strain in gree, and B exciton peak position versus strain in blue. d)
A′ phonon energy versus strain e) E ′− phonon energy versus strain.
Device Trion Slope [meV/%] A Ex. Slope [meV/%] B Ex. Slope [meV/%]
M24 -43 ± 2 -42 ± 3 -41 ± 5
M25 -67 ± 6 -87 ± 25 -20 ± 6
M26 -83 ± 10 -74 ± 14 -36 ± 10
M26 Glue -48 ± 2 -44 ± 4 -49 ± 5
Table 7.5: Table of slopes for PL peak strain response.
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7.3 Strain Response Comparison with Literature
Since strain in our experiments is determined from literature values of the strain
response of the various Raman and PL peaks, any attempt to compare the strain
response we observe with literature would be circular reasoning. However, if we take
ratios of the strain response of peaks, then we eliminate strain as an independent
variable, and create truly independent measures that can be compared with the lit-
erature. Since there are three peaks with known strain response we can create three
ratios of strain responses:
dωA′
dEA
=
dωA′
d
dEA
d
=
ωA′0
EA0
γA′
γA
, (7.4)
dω−E′
dEA
=
dω−
E′
d
dEA
d
=
ωE′0
EA0
[
γE′
γA
+
βE′
2γA
1 + ν
1− ν
]
, (7.5)
dω−E′
dωA′
=
dω−
E′
d
dωA′
d
=
ωE′0
ωA′0
[
γE′
γA′
+
βE′
2γA′
1 + ν
1− ν
]
. (7.6)
Table 7.6 contains values for the ratios computed from the experimental data and from
the Gru¨neisen parameter and shear deformation potential values from the literature.
In calculating the 1σ confidence interval for the literature values of the ratios, it was
necessary to assume log normal distributions for the parameters. This is because
the uncertainty is large relative to the parameter values and the parameters must
be non-negative. Further, 1σ confidence intervals were not available for all sources.
In such cases I have assumed the interval to be equal to the worst reported interval
for the same parameter by an alternative source. The interval for γA′ has to be
completely assumed since none of the sources provide an interval. I have assumed the
confidence interval to be ± 0.1 for each measurement, the largest interval for any of
the Raman parameters used in the analysis. Given the non-linear functional form of
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Slope Ratio M24 M25 M26 M26 Glue Lit.
dωA′
dEA
[cm−1/eV] 17 ± 6 6 ± 3 7 ± 2 18 ± 5 16 ± 5
dω−
E′
dEA
[cm−1/eV] 35 ± 4 15 ± 6 13 ± 3 52 ± 4 75 ± 32
dω−
E′
dωA′
[-] 1.8 ± 0.6 1.9 ± 0.6 2.0 ± 0.6 2.4 ± 0.6 12 ± 17
Table 7.6: Table of relative shift rates of peaks.
the slope ratios, non-normal distribution for the parameters, and large uncertainties,
the literature values for the ratios were computed using the Monte Carlo method with
107 samples. Several calculations with a smaller number of samplings were done to
ensure convergence of the calculation.
7.4 Discussion
Now that all the data has been laid out we can look for consistency and trends. The
most obvious trend is that devices M25 and M26 behave differently from M24 and M26
Glue. M25 and M26 both have non-zero pre-strain, and show very different slopes
for the trion and A exciton peaks from the B exciton peak. Not only is this different
from the behavior of M24 and M26 Glue, but also from experiments on biaxially
strained MoS2 (Lloyd et al., 2016) where all the peaks shift with roughly the same
slope. This behavior is also apparent in Table 7.6 where it results in low values for
dωA′
dEA
and
dω−
E′
dEA
. Further,
dωA′
dEA
is arguably the most important comparison we can make
with literature since it is independent of the Poisson’s ratio and the literature has the
tightest bounds on it. However, the M25 and M26 values for
dωA′
dEA
are significantly
low. In the case of M25 we have good reason to be suspicious of the consistency of
the data, the sample stage can shift reducing the strain. There is not as clear of a
reason why the M26 data should come out so different from expectations especially
considering that after it was repaired the data compares so well with expectations.
121
However, considering the M26 data looks so much like M25 data we do not consider
it valid for comparison with the literature.
Now we return to the peak slopes in Table 7.4 and Table 7.5 keeping in mind that
the M24 and M26 Glue data sets deserve the most attention. We see that the PL
slopes for the M24 and M26 data sets agree well with each other, and that the slopes
are consistent for the trion, A exciton and B exciton as expected from literature (Lloyd
et al., 2016). Turning to the Raman slopes, we see that while the A′ slope is consistent
across all data sets, there is a very large uncertainty in its value. This because the shift
is so small there is very little observe variation, and the peak amplitude is smaller than
the E ′ peak resulting in less confidence in the peak position. Among the Raman data
we do find one significant discrepancy between the M24 and M26 Glue data sets, the
E ′ slope which differs by more than two standard deviations. This difference carries
through to the slope ratios, Table 7.6, where the two data sets differ significantly
in their value for
dω−
E′
dEA
, while remaining consistent otherwise. We hypothesize below
that this is because of different effective Poisson’s ratios, but here focus instead on the
excellent agreement between the M24, M26 Glue and literature values for
dωA′
dEA
. As
stated previously we believe this to be the best metric for comparison with literature,
and for the same reasons for comparison between datasets. This good agreement is
essential to building confidence in our strain analysis, because it establishes that our
observations match the literature, which is the basis for our strain analysis.
We have assumed throughout that the MoS2 flakes inherit the Poisson’s ratio of
the PPC. Here we evaluate the validity of that assumption. In other experiments that
strain 2D materials on a substrate, strain is calculated in the substrate neglecting the
small perturbations caused by the atomically thin flake. Then it is assumed that
there is no slipping between the flake and the substrate, so the strain in the flake
must be the same as in the substrate. Hence, the flake inherits the Poisson’s ratio of
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the substrate. However, in our case the 2D material is much more than a perturbation
to the strain distribution. For mechanical calculations the effective Young’s modulus
and thickness of MoS2 is ∼270 GPa and 0.65 nm (Liu et al., 2014; Bertolazzi et al.,
2011), while the Young’s modulus of PPC is ∼37 MPa (Luinstra and Borchardt,
2012; Jiang et al., 2016a) and we estimate the thickness to be no greater than 600
nm given the optical interference of comparably prepared films of PPC on silicon
substrates. Thus the effective 2D Young’s modulus of MoS2 and PPC are 175 N/m
and 22 N/m respectively, and it is no longer a good assumption that the substrate
elastic constants alone determine the strain distribution. In Appendix E I discuss
the boundary conditions and a crude method for estimating the effective Poisson’s
ratio for 2D materials adhered to substrates. Importantly the effective Poisson’s
ratio depends on the thickness of the substrate, and this potentially explains the
discrepancies between the M24, M26 Glue and literature values for
dω−
E′
dEA
and
dω−
E′
dωA′
.
We did attempt to find the value of ν that brought experiment and literature into
closest agreement, but the large confidence intervals on the slope ratios resulted in a
relatively flat probability distribution for ν across the physical range of -1 to 0.5. We
leave it to future work to investigation the effective Poisson’s ratio for 2D systems
coupled to bulk materials, and simply state that this is the likely reason for the
discrepancies in Table 7.6.
A final source of error worthy of discussion is the creep between the time of the
PL and Raman measurements. For the M25 and M26 Glue data sets we did not
measure a creep rate. In the case of M25 we simply didn’t take the time considering
the challenges with the sample stage. As for M26 Glue we took smaller step sizes
in our actuation, and while some creep was seen, it was a much smaller effect than
in either the M24 or M26 datasets. Further, we did attempt to correct for the creep
in the M24 dataset by using the time delay between measurements. However, the
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changes to the slopes and slope ratios were much less than the confidence intervals,
and there is significant uncertainty as to the exact time delay, so we chose not to
include this correction to the data.
In conclusion, we have strained a 2D material with a MEMS for the first time, and
achieved 1.2 ± 0.1% strain. This is a major mile stone in the field of 2D materials and
MEMS, and marks an important advancement towards creating novel devices with
2D materials. While there is much work to be done in improving the sample quality
and anchoring of the 2D material, this opens a direct path towards building novel
strain based devices such as strain tunable LEDs, FETs, and even a low resolution
spectrometer by adjusting the absorption spectrum. Further, the MEMS platform
offers many exciting avenues for exploring physics in 2D systems by enabling strain
engineering. Some obvious examples include Pseudo-magnetic field generation and
exciton confinement for forming exciton condensates.
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Chapter 8
Outlook for Straining 2D Materials with MEMS
In this thesis I have barely begun to explore the possibilities the MEMS platform
offers for developing new technology and studying physics. The first few working
devices discussed here naturally build confidence in the MEMS platform and hope
that all of its potential capabilities may, in the not too distant future, be realized.
However, there is much work to be done! So I will begin this chapter by discussing
several techniques and features that I think will allow the platform to reach its full
potential. With these capabilities in mind I will turn to the scientific questions that
I believe this platform can provide new insights into.
8.1 Platform Development
There are many features of the MEMS platform that we have either already imple-
mented or nearly so, but I simply haven’t had an appropriate place to discuss until
now. I will start this section by discussing these near term features, and will then turn
to three features I believe will become increasing important in future experiments:
four point probe transport, thermometry, and improved anchoring.
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Figure 8.1: a) SEM image of our specially designed MEMS for straining 2D systems.
Yellowgold contacts. Purple, Green top, bottom poly-Si layers respectively. The
schematic connects a voltage source and current meter to the two terminal electrodes
that connect to the sample. The shuttle (S) makes contact through a many soft
parallel springs. b) Close up SEM image of the sample stage with a cross section
showing the Poly-silicon and oxide stack-up that creates a 250 nm air gapped back
gate. c) Alternative back gate technique that could be adapted to creat a top gate.
8.1.1 Near Term Features
In Chapter 7 I extensively probed strained MoS2 on a MEMS optically. This highlights
how readily accessible the MEMS platform is to optical reflection measurements,
however this can be extended to transmission too. Tom Stark and Lawrence Barrett
have developed methods for deep RIEing through the backside of a MEMS sub-die.
This can be done with aim to place a hole, large enough for optical transmission
measurements, directly underneath the sample. It isn’t difficult to imagine using this
to make Transmission Electron Microscopy (TEM) measurements too, which would
even provide a means to measure how the inter-atomic distances change under strain.
Another capability we have already implemented is two terminal electrical trans-
port measurements. Figure 8.1 shows how the shuttle side of the sample is electrically
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connected through very flexible springs, and how we have been able build a back gate
into our devices. These capabilities open the door to many interesting experiments
combining strain and current. We’ve even taken very crude data showing that when
the flake is transfered onto the MEMs it does make electrical contact. An interesting
example is to modulate the band gap of a TMDC with strain, and there by create
a low resolution spectrometer. This would be easily verified by measuring the photo
current as a function of strain and incident photon energy. Further, Figure 8.1c)
shows a back gate that slides under the sample. This is a design that could be easily
converted into a top gate that instead floats above the sample. By combining top
and bottom gates it is possible to not only electro-statically tune the doping level of
the sample, but also to expose the sample to a static electric field. Some interesting
experiments have already used this technique to probe the Stark effect in the tightly
bound exciton and trion states of 2D materials (Jones et al., 2013; Chernikov et al.,
2015) or break inversion symmetry in bilayer MoS2 (Lee et al., 2016a). Here we would
be able to do similar measurements, but simultaneously include strain.
So far I have only discussed using the MEMS to generate uniaxial strain, but this
is not a limitation of the technique in the least. In fact, one of the most significant
advantages of the MEMS platform is the ability to engineer specific strain fields into
a material. There are essentially two approaches to this which can also be combined:
MEMS Geometry and Sample Geometry.
MEMS Geometry If we simply change the sample stage geometry we can dra-
matically change the strain field in the sample. Figure 8.2 shows several different
stage geometries and the resulting displacement fields in the samples.
Sample Geometry On the other hand the standard uniaxial strain MEMS geom-
etry can setup non-trivial strain fields by shaping the sample edges, cutting holes in
them, or even leaving transfer polymer strategically to create domains with different
127
Uniaxial
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Wedge
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[µm]
Figure 8.2: Four different displacement fields induced in materials by changing the
MEMS geometry. The vectors are normalized, so only indicate direction. The color
corresponds with the magnitude of the displacement field. All samples have roughly
the same geometry (2 µm wide and effective length of 3 µm) and are each strained
to 5%.
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Holes
Figure 8.3: Three different techniques for engineering the uniaxial strain field by
modifying the material geometry. Just as in Figure 8.2 the vectors are normalized to
indicate the strain field orientation, and the color corresponds with the magnitude of
the displacement field. In the embedded example the elastic modulus in the left and
right domains are twice the center domain as would be the case for free graphene in
the middle and graphene with PMMA on the sides.
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effective elastic constants. Figure 8.3 shows examples of each of these techniques.
The idea of leaving transfer polymer on the sample strategically is not just a
good idea for engineering strain, but also a good idea for sample stability. We have
observed suspended sheets of CVD graphene, several microns on a side, framed by
a PMMA window survive harsh treatment. For instance one such window survive
EBL development and air drying without critical point drying. This suggests that
we could freely suspend 2D materials with high yield simply by leaving a polymer
boarder.
Another benefit of the MEMS platform is its compatibility with low temperature
measurements. Unlike bulky beam bending systems and pressure chambers it is very
easy to put a MEMS device in a cyrostat. Further, if we consider cooling with liquid
helium (He) we can quickly estimate the feasibility simply by balancing the Joule
heating of the device by actuation with latent heat of evaporation of He. Assuming
the MEMS is consuming ∼500 mW of power, we can back out that we’ll need ∼620
mL/hr of He to keep the device cool. Without a thermal load a typical He cryostat
can consume > 1.5 L/hr at 4 K, but that drops as temperature is increased. For
instance at 10 K the flow decreases to ∼1 L/hr, and total flow needed to keep even
an actuated device becomes reasonable.
8.1.2 Four Point Probe Transport
Four point measurements are difficult if not impossible to implement relying solely on
the fabrication process provided by MEMSCAP’s PolyMUMPS process. The reason
is that I have yet to see or hear about a technique for mechanically attaching two
structures without electrically shorting them together. This means every surface the
flake is mechanically clamped to can only carry one electrical signal. Despite this fact
I envision two ways to create four point probe transport measurements.
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Figure 8.4: L-Edit CAD for MEMS capable of four point probe electrical transport
measurements. Lower Left: Device over view. Upper Left: Zoom in on the sample
stage. Note the HOLE2 line drawn across the device. This breaks the stage into four
pieces, one for each electrical contact. Lower Right: Zoom in on the cross over of
the left actuator by the tether for the right actuator. This design will not work well
because the tether will catch on the actuator. With some work though it should be
possible to put a kink in the tether to remove the catching point, but it would need
to be a very rigid kind in order to transfer the force of stretching the 2D material
through it without much bending.
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The first is to succumb to the fabrication limitations and simply increase the
number of clamping points. Figure 8.4 shows an example of what this might look
like. In this draft of the device I have not been careful about ground planes or steps
in the structure that would cause the thermal relief tether to snag on the underlying
shuttle. Much more thought needs to put into this design to have a working device.
The second is to do significant post processing to grow an insulator layer on top of
the MEMS and create four point contacts on top of this layer. Short ball bonds would
then be used to electrically connect these contacts to standard ball bonding pads on
the substrate without making electrical connection through the poly-silicon of the
shuttle. Figure ?? shows an outline of the fabrication process.
8.1.3 Thermometry
Thermal conductivity is an important material property for engineering new devices,
but in the field of topological physics it is elevated to new heights. The reason is
that the edge of states in topological phases of mater are expected to have quantized
thermal conductivity, just like electrical. But in this case the quantization is propor-
tional to the “central charge”, a number that indicates the ground state degeneracy
of the system an important signature of the topological state of the system (Need
some references...).
The part of measuring thermal conductivity that is easy to do is heating. Our
actuators rely on Joule heating, and we could very easily incorporate heaters into our
sample stage. What is challenging is measuring the temperature, thermometry. A
recent article outlining current, applicable methods is (Brites et al., 2012). However,
there are only two techniques readily available to us: Raman spectroscopy and IR
emission.
We have used Raman spectroscopy to diagnose failure modes and assess device
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Figure 8.5: Process for fabricating four point probe electrical contacts. 1) A dielec-
tric layer is patterned onto the substrate using standard photolithography techniques.
2) Using our EBL techniques for patterning gold on MEMS the contacts are created.
3) Short ball bonds connect the floating contacts on the shuttle to pads on the die.
These bonds only have to withstand a couple microns of motion, but need to be kept
out of the way for the future transfer step. Note that this needs to be done before the
MEMS is released otherwise the ball bonding will break the device. 4) HF release
and transfer the flake as described in Chatper 6. 5) Rivet per previously mentioned
techniques. This will also ensure there is good electrical contact with the 2D mate-
rial. The numbered dashed circles indicate where ball bonds are made to connect this
device to the package.
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performance, but it suffers from low sensitivity. The Raman active mode of poly-
silicone at ∼520 cm−1 down shifts do to temperature at a rate of -0.0232 ± 0.0002
cm−1/◦C (Perez Garza et al., 2014). A typical Raman measurement of the poly-
silicon has an uncertainty around 0.02 cm−1 or 1◦C, and it is easy to find location
to location variations that will erroneously change the temperature by 2◦C. (See my
slides on the group drive: 2017-04-10 R119designs+R118char JC.key) Supposing the
goal is to measure the thermal conductivity with 10% precision, then at least a 30◦C
gradient will be needed across the sample just to overcome the measurement noise
and location to location error. The Raman thermometry technique can be improved
upon with longer measurements and good calibration to specific locations, but there
will also be errors associated with determining the thermal current. So even tighter
tolerance will be needed. Additionally, we’d like to isolate the conductivity do to the
edge states. This means freezing out the phonon contribution, which is at odds with
the temperature gradient needed to reduce noise.
Measuring the temperature with an IR camera appears to be an even bigger
challenge. The temperature resolution of the camera is ∼3◦C, and it suffers from
further challenges in calibrating the emissivity of the materials. Lastly, it doesn’t
have nearly as good spatial resolution as the Raman thermometry.
A nice example of thermal conductivity measured at low temperatures, with mi-
cron size samples, and with very good resolution is (Crossno et al., 2015). They
rely on the technique of Johnson noise thermometry, which they claim allowed them
to measure the temperature gradient with an accuracy of ∼10 mK. However, this
required high frequency measurements at 100 MHz.
Considering all the difficulties discussed here, I consider this the most challenging
feature to implement. If we give up on the ability to perform this measurement at low
temperatures, then Raman thermometry with an improved methodology is a viable
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but tedious path forward.
8.2 Scientific Questions
There are three categories of experiments I envision the MEMS platform to be es-
pecially useful: 1) elastic properties, 2) high magnetic fields, and 3) new stats of
matter.
8.2.1 Elastic Constants and Strain Dependent Electron and Phonon Struc-
ture
The experiments I propose here are rather obvious. They probe inter-atomic po-
tentials and how augmenting the equilibrium atomic positions through strain effects
material properties. The most basic experiment in this category is a measurement of
the Young’s modulus. The modulus of 2D materials has thus far been inferred from
indenting micro-chambers sealed with a flake using a diamond tip AFM(Liu et al.,
2014; Bertolazzi et al., 2011; Cooper et al., 2013; Lee et al., 2008). These are difficult
experiments to interpret because the results depend on the shape of the AFM tip,
and the stretching is in the non-linear regime. With the MEMS on the other hand we
can mount the sample on a stage with a force gauge allowing us to directly measure
the elastic constant in the linear regime.
Additional easy experiments simply combine strain with another probe like two
terminal conductivity, PL, optical or IR absorption, etc. These experiments will allow
precise measurement of the k · p parameters discussed in Chapter 7. For example
in graphene we discussed β the rate at which the hopping parameter changes with
inter-atomic distances. What makes these experiments challenging is interpretation
because it is not just the electronic structure that is going to change, but also the
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phonon band structure, and electron-phonon interaction potential. For instance, if
you attempted to measure the strain dependence of the D phonon mode through
the 2D peak, then what you would really measure is a combined shift do to the
change in the Fermi velocity and stain dependent shift in the D phonon. To really
disentangle these effects you would need to measure the change in the Fermi velocity
using Shubnikov-de Haas oscillations (Novoselov et al., 2005a), and then account for
this in your analysis of the 2D peak position.
I set of experiments that require a more challenging setup but provide new ben-
efits include combining the MEMS platform with TEM or STM measurements. The
benefit of these measurements is precise measurement of inter-atomic distances. As
mentioned earlier this would provide access to the internal strain tensor, which would
enable good measurements of the inter-atomic potentials. With larger strains you
could determine phonon-phonon interaction coefficients. An addition with STM, the
shift of the electronic wave function between the sub-lattices will be observable. All
of these strain effects are important to using strain to engineer material properties.
8.2.2 Strain Confined Bound States
As discussed in Chapter 4 as a TMDC is strained the band gap is modulated. For a
bound state such as an exciton the lowest energy state has energy is equal to the band
gap minus the binding energy, which means that strain will also modulate the bound
state energy. Hence, bound states will be attracted towards strained regions where
the band gap is reduced(Castellanos-gomez et al., 2013). The natural configuration
for this confinement is an axially symmetric strain distribution where the hydrostatic
strain, xx + yy = tr , is large in the middle and tappers with some profile to zero.
This will cause the band gap to be minimal in the middle, thus confining the bound
states.
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In the TMDCs there are two bound states we can try to strain confine in this man-
ner, excitons and trions. Exciton condensation has been of interest for many years as
an alternative to superconductivity for forming demonstrating superfluidity in a solid
state system (Fuhrer and Hamilton, 2016). The challenge in forming exciton conden-
sates has been short exciton lifetime. One mechanism for increasing the lifetime is to
embedding the system in a micro-cavity creating exciton-polaritons, which are longer
living (Kasprzak et al., 2006). More commonly though it is to separate the electrons
and holes into two different layers (Eisenstein, 2013; High et al., 2012). This can be
done in 2D materials with monolayers of graphene separated by hBN (Kharitonov and
Efetov, 2008), but more likely in double bilayer-graphene (Perali et al., 2013). While
this hasn’t been experimentally observed yet, the experimental attempts show inter-
esting unexpected and unexplained behavior (Li et al., 2016b; Lee et al., 2016b). A
heterostructure of TMDCs (Kavokin and Lagoudakis, 2016) could be a better method
for realizing an exciton condensate as the close proximity of layers would improve the
exction binding energy relative to the graphene implementations.
While there is a significant amount of research on exciton condensates, I have
found nothing about forming a degenerate gas of trions. The same strain distribution
that will confine the trions via a local band gap minimum, will also induce a scalar
potential that will attract electrons. This means optical pumping will efficiently gen-
erate trions. It also helps Pauli-block the trion decay channels. When the trion decays
it kicks out an electron that carries away its momentum, but this is only possible if
the electron state with that momentum is not already filled. Thus raising the chem-
ical potential into the conduction band will stabilize trions with small momentum.
If the trions can be stabilized, then we can do some interesting experiments with
them, like excite them to higher internal states much like the states of singly ion-
ized molecular hydrogen to explore the internal state energy spectrum and selection
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rules. Or we could subject the trions to a magnetic field to split spin states through
the Zeeman effect. Perhaps we could even form quantum hall states with trions, or
would the bound states break apart first? What happens if you build a fractional hall
state from a composite particle? I don’t think there is any other way to build such a
system, and it very much stimulates the imagination.
8.2.3 Large Pseudo Magnetic Fields
A major benefit of PMFs over real magnetic fields is the possibility of achieving
unattainable field strengths, such as 300 T observed in graphene nano-bubbles (Levy
et al., 2010). We have followed closely the work by (Zhu et al., 2015) to generate PMFs
from uniaxial strained devices by tapering the edges of the sample or embedding the
sample within a material with a different stiffness and tapering the boundary between
materials. The generated PMFs have a strength equal to
BPMF =
6tβ
evF

L
1− fr
1 + fr
(1 + ν) (Tapered) (8.1)
BPMF =
6tβ
evF

L
(1− fr) (1− Eo/Ei)
1 + fr + (1− fr)Eo/Ei (1 + ν) (Embedded) (8.2)
where β is the rate at which the hopping parameter changes with inter-atomic dis-
tances, t is the hopping parameter, vF is the Fermi velocity, e is the charge of an
electron,  is the uniaxial strain, L is the length of the sample, fr is the ratio of the
narrow to wide widths of the sample, and ν is the Poisson’s ratio. In the Embedded
case Eo and Ei are the Young’s modulus of the outer and inner materials. The mech-
anism for generating the PMF can be understood by considering that the tension
in the sample must be constant, thus where the sample is thinnest it stretches the
most. So going from bottom to top in Figure 8.6 Tapered the yy component of the
strain tensor increases, i.e. ∂yyy > 0. Recalling that the x component of the pseudo
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vector potential is proportional to yy, and that the curl of the vector potential is the
field, it is clear that the PMF is proportional to ∂yyy and non-zero! A very similar
argument explains the embedded case. Since the tension is constant the horizontal
cross-sections that have more stiff material will stretch less than those with less stiff
material. Assuming Eo > Ei as in Figure 8.6 Embedded, the sample is overall stiffer
at the top than the bottom, so going from bottom to top the strain decreases, i.e.
∂yyy < 0. Hence, there is a PMF just as in the tapered case, but the sign is oppo-
site. In Figure 8.6 I also show a triaxially strained sample similar to the proposal
in (Verbiest et al., 2015), which creates a more uniform PMF but requires a more
challenging device configuration.
A difficulty in achieving large PMFs is the length scale of our devices and optical
characterization methods. As shown in Equations 8.1 the size of the PMF scales as
1/L, so ideally the sample is as small as possible. However, the Poly-MUMPs process
limits the feature size of the gap in our MEMS structures to three microns or larger.
Hence the sample sizes chosen in the simulations. We can get to smaller gaps by using
a FIB to cut smaller features in “blank” sample stages, but anything much smaller
than ∼1 µm becomes a challenge to probe optically as the sample becomes the size of
the beam waist. There are two approaches to accessing shorter length scales without
making our samples actually smaller. One strategy is to cut a lattice of holes into
the sample, so the lattice size dictates the length scale over which the strain changes.
This is demonstrated in Figure 8.7 where both triangular and circular shaped holes
are tested with three different lattice sizes. Table 8.1 gives the average value of the
PMF field over circular regions centered on the sample with several different radii.
The fact that the triangular and circular holes give similar PMF strengths for the
same hole size shows that this is not a result of strain concentration at the corners
of the hole, but the result of forcing the strain distribution to vary at the hole lattice
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PMF [T]
Figure 8.6: K-point PMF distributions with the lattice AC direction oriented in
the y direction. The tapered and embedded devices are three microns long graphene
samples with 5% strain with a width ratio, fr, of 0.3. For the embedded device
Eo/Ei = 2. The triaxial device is three microns on a side, also with 5% strain.
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125 nm250 nm500 nmHoleRadius
Figure 8.7: Just as in the triaxial device in Figure 8.6, K-point PMF distributions
with the lattice AC direction oriented in the y direction, and devices are three microns
on a side with 5% strain. Top row has triangle shaped holes where the distance from
center to corner is the hole radius, and bottom row has circular holes with radius
equal to the Hole radius. The hole to hole distance is 2
√
3× the hole radius.
length scale. i.e. lattice size is what matters most, not hole shape. This nicely
predicts that we can use circular holes, which have a much lower chance of taring
because there isn’t strain concentration in corner. As shown in Table 8.1 this appears
to be a good method for generating an effective field stronger than 1 T that can be
probed with a 500 nm beam waist.
The second approach to amplifying the achievable PMF is to exploit the embedded
geometry by making fr as small as is lithographically possible and making Eo > Ei
by as much as is feasible. Without embedding it would be likely that the narrow side
of the sample would tare if fr was made too small. However, with strong support
material on both sides, this is no longer a concern. Assuming an EBL resolution of
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Hole BPMF [T]
Radius [nm] Shape (100 nm) (500 nm) (1000 nm) (Entire Sample)
500 Triangle 0.9 0.8 0.3 0.3
500 Circle 1.0 1.0 0.0 0.1
250 Triangle 1.7 0.5 0.6 0.6
250 Circle 1.6 -0.2 0.4 3.8
125 Triangle 3.0 1.0 0.8 0.7
125 Circle 4.5 1.3 0.8 0.2
Table 8.1: Table of average magnitude of PMF in triaxially strained devices with
a lattice of holes of varying sizes and shapes. The averages are taken over circular
regions centered over the sample with radii given in the parentheses.
∼100 nm and a practical maximum of the sample width to be 5 µm we can achieve
an fr = 0.02. Figure 8.8 shows the PMF generated in such an embedded sample
assuming we can achieve Eo/Ei = 4, and 5% strain in a 3 µm long sample. The
average PMF in the 500 nm diameter circular region at the center of the sample is 2.0
T. While not as high as the highest field strengths achieved with the lattice method,
this is a much more uniform field at an achievable length scale for optical probing.
Considering we are only beginning to explore methods for generating strong PMFs
over practical length scales it is not unreasonable to think that in a few years we may
have techniques that achieve field strengths an order of magnitude larger than dis-
cussed here. This means practical PMF strengths will be just starting to surpass real
field strengths achieved in laboratories other than highly specialized facilities like the
National High Magnetic Field Laboratory. This is an especially exciting prospect for
the TMDCs where the effective mass of the electrons and holes requires larger field
strengths to observe similar effects as in graphene. Exploration into interesting mag-
netic phenomena in TMDCs have only just begun. Recently the valley Zeeman (Wu
et al., 2016) effect as described by magneto-excitons (Srivastava et al., 2015; Mitioglu
et al., 2016) and Quantum Hall Plateaus (Wang et al., 2016) have were observed, and
theory predicts unconventional quantum and spin Hall effects in these materials (Li
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Figure 8.8: Just as in the embedded device in Figure 8.6, K-point PMF distribution
with the lattice AC direction oriented in the y direction with three micron long sample
with 5% strain. The profile corresponds with fr = 0.02, and Eo/Ei = 4 for calculating
the strain distribution.
et al., 2013). An additional benefit of PMFs over real fields is that these large fields
can be achieved without large equipment such as liquid nitrogen cooled, supercon-
ducting magnets. This opens the door to making high magnetic field phenomena
such as the quantum hall effect (which is observable at room temperature in graph-
ene (Novoselov et al., 2007)) accessible every day electronic devices such as laptop
computers and even smart phones.
8.2.4 Edge States
Just as a real magnetic field induces edge states at high field strengths, so will a large
PMF (Vozmediano et al., 2010). However, unlike in a real magnetic field which breaks
time reversal symmetry, the PMF edge modes will not be topologically protected. i.e.
for every edge mode there is a mode with opposite spin and momentum which arises
because the PMF switches signs between valleys. This does not necessarily prevent
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Figure 8.9: K-point PMF distribution with three micron long samples with 5%
strain. a) Single well isolated edge mode down the center of the sample with the
lattice oriented ZZ in the y-direction. b) Two edges bridging the top and bottom
with interaction mediated by a third edge in the middle of the sample. The lattice is
oriented with AC in the y-direction. c) Same as in b, but with interaction removed by
turning “off” the second top to bottom edge mode by pulling laterally on the sample.
quantized conductivity from being observed. Recently quantized conductance was
observed in kink modes that arise between regions of bilayer graphene gated with
opposite polarity (Grosso and Mele, 2015; Li et al., 2016a). These edge states are
susceptible to inter-valley scattering just like the PMF edge mode, but (Li et al.,
2016a) minimize scattering by placing their kink modes in the middle of the sample
far from disorder typically found at the sample edges. Figure 8.9a shows how we
can isolate PMF generated edge modes to the middle of a sample. Where the PMF
changes signs (dashed line) is where the quantum hall fluid changes phase and thus
where the edge modes are located.
A well isolated edge mode as in Figure 8.9a is expected to display Shubnikov-de
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Haas oscillations which we could measure with simple two terminal electron transport
measurements. However, we can do much more. For one we can turn the edge modes
on and off quickly by changing releasing the channel. In the case of TMDCs this
would turn conductivity on and off like a transistor. Further by rotating the lattice
so that the ZZ direction is along the y-direction, we can create two channels for
edge modes to form in as shown in Figure 8.9b. These channels are intersected by
a third channel running horizontally across the middle of the sample. Since there is
no reason the edges would not interact, we expect to see them re-hybridize. But by
pulling on the side of the sample we can essentially turn “off” the second vertical
channel, there by removing the interaction. Edge mode re-hybridization is not well
understood, but this is a remarkable system for studying such phenomena since the
re-hybridization can be slowly tuned. This can be achieved to some extent in other
2D systems by defining the sample boundary via back gating, but it is not as clean
(requires many bottom and top gates whose edges introduce disorder) and not as
continuously tunable.
As a final interesting example of what could be possible, consider repeating the
sample geometry of Figure 8.9b many times horizontally. This would setup a series
of parallel edge modes running from the top to the bottom interacting through a
channel of edge modes running horizontally across the sample. This is beginning
to look a lot like a recently proposed method for creating new topological phases
out of interacting 1D wires (Iadecola et al., 2016). This opens up exciting prospects
for creating new states of matter using strain generated PMFs to create the 1D
edge states and tune their interactions. A major reason to doubt the feasibility of
creating new phases of matter in this way is the stability of the quantum hall fluids.
For instance, the stability of fractional quantum hall states generated from a real
magnetic field perturbed by inhomogeneous PMFs has only recently been studied
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theoretically (Bagrov et al., 2017). However, even if the lofty goal of creating new
phases of matter is not achieved, there will be much to learn about the generation,
stability and interactions of edge modes.
146
Chapter 9
Conclusion
In the last two chapters I have proved that the MEMS platform is a viable technique
for straining 2D materials, and motivated important technique and scientific develop-
ments. I hope that maybe this has even inspired you to continue what I have started.
If so my advise is as follows:
Become the jack of all trades, and the master of several. Clearly the physics of 2D
materials has played a central role throughout this thesis, but so to has chemistry,
engineering and mathematics. And even within these fields, particular sub-fields such
as statistics and differential geometry, or low noise electronics and MEMS have played
important roles. To be successful, you need a knowledge set that is both deep and
broad. Get colleagues to help as much as possible.
Build lots of samples as soon as and as often as possible. The parameter space
for fabrication is just way too vast, and there is reason to believe that the optimal
parameters for building these devices is still just waiting to be found. Take good
notes so you remember what you have tried, and how it failed. Too often I tried
something and it didn’t quite workout but I couldn’t remember exactly why. That
information could have been hugely useful in developing my intuition for fabrication
earlier and directed my techniques more precisely near the end when I had only one
shot to make a device work.
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Be ready to fail often, and more importantly be ready to shrug it off. The devices
will fail way more often than they work. That’s just how it is, but you can’t get
discouraged. Build, build, build! I ended up attempting to build nearly 100 devices,
and only got strain data from three of them (four if you count the repaired M26 device
as a second one). I hope you have more success, but be ready for a lot of failure. Just
remember it is possible.
Good luck!
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Appendix A
Fabrication Recipes
In Chapter 6 a good overview for device fabrication is provided, however many of the
details are missing. Those details are filled in here.
Since we’ll follow the methods given in Chapter 6 and outlined in Table 6.1 I’ve
reproduced that table here for convenience as Table A.1.
A.1 Floating Release
1. Cut 3M magic tape to approximately 5 inches and fold each end over in it self
to create handles.
2. Cut a hole into the tape either using a hole punch or razor blade. A precise
way to make arbitrary holes is to draw them on the cutting board, then lay the
tape on top and trace the drawing with the razor blade.
3. Attach the tape to the film with the critical parts in the window. The micro-
scope can assist in alignment to tight windows greatly by putting at 5x magni-
fication, getting the critical part of the film centered under the microscope, and
turning the illumination all way up. Then simply lower the tape onto the film
keeping the ray of illumination in the hole of the tape.
4. Give the tape a gentle rub to push out any bubbles and secure it well to the
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Transfer Method
Step Pre-G Post-G MoS2
1 Patterning Suspension Suspension
a EBL a Polymer Coat a Polymer Coat
b Plasma Ash b Copper Etch b Strain Relief Cut
c H2O Release
2 Quality Control Transfer Prep. Transfer Prep.
a Raman Check a MEMS Preparation a MEMS Preparation
b Mark Samples b µ-Struct. Transfer
3 Suspension Transfer Transfer
a Polymer Swap a MEMS Transfer a MEMS Transfer
b Copper Etch b Polymer Strip
4 Transfer Prep. Patterning Patterning
a MEMS Preparation a EBL a PMMA Transfer
b Strain Relief Cuts b Pre-RIE Raman b EBL
c µ-Struct. Transfer c RIE c RIE
5 Transfer Quality Control Quality Control
a MEMS Transfer a Post-RIE Raman a Raman & PL Check
b Polymer Strip
Table A.1: Outlines for different methods of transferring 2D materials onto MEMS.
film. The handle side of tweezers have a soft curve that I find works well for
this.
5. Tear off two pieces of 3M double sided tape to about 1/4 inch long and stick to
the long edges of the window of a transfer frame.
6. Attach the tape with film to one piece of the double sided tape, then pull it
taught and secure to the other piece of double sided tape.
7. Clean a 2 inch and 4 inch petri dish, and set the 2 inch inside the 4 inch.
8. Fill the 2 inch half way up with what ever fluid is needed in the release. If using
copper etchant use etchant fresh from the bottle and check the expiration date.
9. Place the transfer frame over the 2 inch petri dish and fill with fluid until there
is contact with the film.
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10. Continue to fill slowly until the transfer frame is lifted off the petri dish by the
fluid on one side.
11. Cover everything with a second 4 inch petri dish. Wait approximately 3 hours
for copper etching or 30 minutes for dissolving PVP.
12. Remove the transfer frame from the fluid by rotating it along its long edge.
13. Rinse with DI water the film and frame over a 4 inch petri dish using a spray
bottle. Do not spray the film directly, but spray above the film so the water
runs over the film.
14. Carefully blot the frame and tape dry with a clean room towel. Do not directly
touch the film with the towel.
15. Place the frame in the desiccator for at least an hour. Check and freshen the
desiccant if needed. I recommend Drierite 10-20 mesh with indicator for the
desiccant, which can be purchase from Sigma-Aldrich.
A.2 Film Transfer
1. Prepare the film using the Float Release technique.
2. Place the target sample on a 1 inch by 1 inch glass slide on top of the probe
station chuck secured in place with vacuum.
3. Heat the chuck to the initial temperature, and set the hotplate for the temper-
ature you will need after the transfer. Or if there is something time sensitive,
like limiting contamination I’ll heat just the chuck and glass slide and finish the
preparation of the substrate and film. Then everything is ready to go as soon
as the film and substrate are.
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4. Stick the transfer film in the micro-manipulator and align the film to the sub-
strate by eye, and lower to the substrate by eye until there is about 1 mm
between the film and substrate.
5. Align the film and substrate with the microscope. Typically you’ll have move
the focal plane back and forth between the substrate and film a bunch. You
can make drawings of either focal plane to assist in alignment or use the cross
hairs. The tick marks on the microscope focus are close to 1 µm increments, so
that can give you a good sense of how far you have to go.
6. Once you see interference patterns between the film and substrate you should
switch to controlling the deposition with the chuck temperature if you are trans-
ferring flakes. However, if I am transferring a sheet of PMMA or graphene I
typically do the transfer completely with the micro-manipulator.
7. Once the transfer frame has made contact with the glass slide, I very carefully
and gently touch the tape down to the glass using blunt metal tweezers. I then
carefully and slowly circle the sample with the tweezers sealing it in, and then
press the tape down to the surrounding area. (If you are having troubles getting
the film to make complete contact there are two tips I can give you. First, you
may have over lowered the transfer frame. When this happens the frame will
actually move up away from th substrate because it is being bent by the edge
of the glass slide. Second, you can use a second micro-manipulator, setup for
holding a probe tip but with no probe tip, to push down on the free side of the
transfer frame. This can even out the pressure and give better contact. Very
rarely do I need to use either of these tricks. Essentially only when I am trying
some new technique.)
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8. Lift the transfer frame away from the substrate while holding the single sided
tape down. Sometimes I run out of travel in the micro-manipulator before the
double sided tape has released. In such cases simply lowering the stage does
the trick.
9. Turn off the vacuum and remove the sample and glass slide from the chuck.
10. Place the slide on the hotplate and wait for the prescribed time. The recipes
below will specify the time. Do not cover the glass slide and sample with a petri
dish! The double sided tape out gases, and will leave residue on the sample if
you do.
A.3 µ-Structure Transfer
A major part of this technique that is missing from the main text is how to fabricate
the glass slide, PDMS block, µ-Structure assembly. We’ll start there.
1. Clean a glass slide with acetone, IPA and dry with N2.
2. From a Gel-Pak, tackiness 4, cut out about a 2.5 mm square piece of PDMS
with a razor blade.
3. Transfer the PDMS block to the glass slide with the razor blade (it should stick
to the side of the blade) and drag the block along the glass to get it to stick to
the slide. You want the block to be about 3/4 of an inch from the end of the
slide and centered. Be sure to make sure that the top of the block on the glass
slide is the same as the top of the block in the Gel-Pak otherwise the cuts will
make the block opaque.
4. Tear off a 3 inch piece of glossy 3M single sided tape.
153
5. Bow the tape sticky side out and lower it over the PDMS block making contact
with the block first and continue lowering until it makes contact with the glass
slide.
6. Use the blunt end of the razer blade push the tape down on short sides squeezing
the PDMS block. Then do the same to the other sides of the PDMS block. The
block should be visibly mounded by the tension of the tape.
7. Under the probe station microscope place a piece of Si, and load the glass slide
with the PDMS block into the micro-manipulator.
8. Lower the block until it just touches the Si and take a picture. The place of
contact is the high spot of the block, and where you want to glue the µ-Structure.
9. Raise the micro-manipulator, and replace the Si with the glass slide on the
chuck.
10. Place the Si with the µ-Structures on the chuck next to the glass slide, and
setup a micro-manipulator with a T-4-60 probe tip (GGB Industries) on each
side of the probe station.
11. Put one probe tip down the hole in the top of the µ-Structure, and use the
other to pop the structure off the substrate. Without the tip down the middle
the structure could fly very far and somewhere you will not find it.
12. Poke the structure through the hole in the side to lift it off the substrate and
bring it over to the PDMS block.
13. Find the high spot of the PDMS block and lower the structure down to the
block.
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14. Do not worry about exact positioning yet. Instead just make sure you get
the structure on the block by holding it down with the second probe tip while
removing the first probe tip from the hole in the side of the structure.
15. Now get the structure position precisely by pushing on the sides with the probe
tips. Also get the orientation such that the high spots of the structure are on
the long sides of the slide.
16. Setup a micro-pipette in the micro-manipulator
a. Pipette: 10 µm wide tip, 2 inch long, silanized, with Luer-Lock (World
Precision Instruments)
b. Carefully thread the pipette into the pipette adapter for the micro-manipulator,
and tighten the screws.
c. Attach the vacuum tubing to the pipette, and clip the tubing into the
micro-manipulator.
d. Screw the adapter to the micro-manipulator making a loop in the tubing
to reduce tension and pressure on the pipette shank.
e. Insert the tubing into the pressure control manifold. It has two valves,
one for air and one for vacuum. You can use these valves along with the
pressure gage to control the pressure.
f. Use a tack to place a very small drop of Norland Optical Adhesive (NOA)
81 onto a cover slip, and place the cover slip on the chuck next to the glass
slide.
g. Put the drop under the microscope and carefully lower the tip into the
middle of it.
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h. Dab the tip of the pipette on the cover slip near the drop to remove excess
glue.
17. Move the µ-structure under the microscope again, and bring the pipette close
to the edge of the structure.
18. Very gently land the tip on the PDMS block and bring it into contact with the µ-
Structure. Capillary action should cause the glue to rapidly fill the µ-Structure.
If necessary use vacuum to suck up extra glue.
19. Lift the pipette away from the structure and place the glass slide under the UV
wand.
20. The Xenon, RC-250B pulsed UV curing system should be setup in the larger
fume hood in the wet lab. The slide should be put in the bottom of the black box
with the wand held over it using the ring stand and clamps. And the opening
to the fume hood should be covered with the laser blocking foam board.
21. With the cure time dial set to 48, the slide should be exposed 10 times. After
each exposure you must wait for the system to beep before you can do another
exposure.
22. Check the µ-Structure under a micro-scope.
Sometimes the glue needs to be touched up on the µ-Structure, so it should be checked
before and after every transfer. The vast majority of the time though, after cleaning
with acetone and drying with N2 the structure is ready for another transfer.
The remaining missing details of the µ-Structure Transfer technique are specific
temperatures that depend on the transfer method, so I will provide those details in
the corresponding sections.
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A.4 Pre-G Method
1 Patterning:
a EBL:
i Spin PMMA 950 A3 (Ramp: 500 rpm/s, Speed: 2000 rpm, Time: 45
s)
ii Hotplate at 180◦C for 6 minutes
iii Repeat spin to create a second layer.
iv e-beam exposure (Aperture: 120 µm, Dosage: 350 µC/cm2)
v Develop (Agitate for 70 seconds in 1:3 methyl isobutyl ketone (MIBK):IPA
solution, agitate for 20 seconds in IPA, dry with N2 gas)
b Plasma Ash: O2 300 sccm, 300 W, 1 minute
2 Quality Control:
a Raman Check: 532 nm laser, 1200 lines per mm grating (capture G and
2D peaks) with a power of 1% (∼270 µW), and 10 second integration time.
b Mark Samples: Use T-4-60 (GGB Industries) probe tip.
3 Suspension:
a Polymer Swap: Strip PMMA off in an acetone bath at 60◦C for 20
minutes followed by an acetone rinse, IPA rinse and drying with N2. 3 g
PPC per 20 ml anisole solution is spun onto the graphene (Step: 1, Ramp:
500 RPM/s, Speed: 3000 RPM, Time: 60 s)(Step: 2, Ramp: 500 RPM/s,
Speed: 0 RPM, Time: 5 s)
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b Copper Etch: Float Release with a solution of DI water and Transene
APS-100, which is an Ammonium Peroxydisulfate (APS) Solution. The
mixture is 1:1 by volume.
4 Transfer Preparation:
a MEMS Preparation: See section below.
b Strain Relief Cuts: Use T-4-60 (GGB Industries) probe tip.
c µ-Structure Transfer: Transfer onto the µ-Structure at 25◦C, and raise
the temperature until the PPC appears to slightly heal.
5 Transfer:
a MEMS Transfer: Initial transfer temperature is 40◦C. Ramp to 75◦ as
needed to contact the MEMS. If the film is not making contact with the
MEMS after heating to ∼50◦C try raising the µ-structure a bit and re-
approaching the MEMS at a slightly higher temperature.
b Polymer Strip: There are some subtlties that can improve the yield in
the CPD process. 1) Use the porous little white cups. I do this from the
beginning during the acetone bath. The cup limits the flow of fluid over
the MEMS surface that could wash away or break the 2D flake. When
changing from acetone to methanol for the CPD you can move the cup
quickly between fluids without worrying about drying out the sample. Also
when putting the cup into the methanol do it slowly allowing the porosity
of the cup to slow the fluid exchange. After completely submerging the cup
in the methanol I lower a second cup that hasn’t been in acetone into the
beaker, and move the MEMS to this cup thereby eliminating all acetone.
During CPD the pressure should be increased at about 1 PSI per second,
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the carbon dioxide (CO2) flow should be ∼-11 g/minute, and the pressure
released also at about 1 PSI per second.
A.5 Post-G Method
1 Suspension:
a Polymer Coat: PMMA is spun on the copper just as in the Pre-G
Method.
i Spin PMMA 950 A3 (Ramp: 500 rpm/s, Speed: 2000 rpm, Time: 45
s)
ii Hotplate at 180◦C for 6 minutes
iii Repeat spin to create a second layer.
b Copper Etch: Float Release with Transene APS-100.
2 Transfer Preparation:
a MEMS Preparation: See section below.
3 Transfer:
a MEMS Transfer: Use a hole punch to cut the window out of the tape.
Otherwise the chapter notes give complete details including temperature
of the transfer and post transfer hotplate process.
4 Patterning:
a EBL:
i e-beam exposure (Aperture: 120 µm, Dosage: 350 µC/cm2)
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ii Develop (Agitate for 70 seconds in 1:3 methyl isobutyl ketone (MIBK):IPA
solution, agitate for 20 seconds in IPA, dry with N2 gas). Agitation
must be done carefully. Too much and pieces of PMMA float all over
the sample potentially breaking structures. Too little agitation and
PMMA residue remains under the MEMS structure tacking it in place.
b Pre-RIE Raman: 532 nm laser, 1200 lines per mm grating (capture G
and 2D peaks) with a power of 0.5% (∼135 µW), and 45 second integration
time. Do a three point line scan in the middle of the suspended region with
1 µm steps. Fit the spectra and calculate the area ratio of the D to G peaks.
Record the range of the area ratio and the range of the 2D peak area for
comparison with after RIE measurements.
c RIE: To get reproducible results “season the chamber”.
i Do a thorough IPA clean before any runs.
ii The first run do an oxygen plasma clean (Gas: O2 10 sccm, Pressure:
200 mTorr, Power: 250 W, Time: 15 minutes).
iii Then place the glass slides, which will be used to hold the sample
in place inside the RIEer, and do an Argon run (Gas: Ar 10 sccm,
Pressure: 50 mTorr, Power: 30 W, Time: 2 minutes).
iv With the sample in the chamber do the actual etch run (Gas: Ar 10
sccm, Pressure: 50 mTorr, Power: 30 W, Time: 10 seconds)
5 Quality Control:
a Post-RIE Raman: Repeat the measurements done in the pre-RIE Ra-
man step and see if the sample has degraded or not.
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A.6 MoS2 Method
1 Suspension:
a Polymer Coat: Spin 2 g PPC / 20 ml anisole solution on the sample
(Step: 1, Ramp: 500 RPM/s, Speed: 3000 RPM, Time: 60 s, Step: 2,
Ramp: 500 RPM/s, Speed: 0 RPM, Time: 5 s).
b Strain Relief Cut: Cut the sample down to size by making small scores
in the Si near the edge, placing sharp tweezers under the score, and pressing
on opposites sides of the score with soft, plastic tip tweezers. Use T-4-60
(GGB Industries) probe tip to make the strain relief cuts.
c H2O Release: Use the 1.5 mm square hole punch to make the hole in
the tape used for suspending the sample, and use the micro-scope to align
the hole to the sample. Free the film with DI water and the Film Release
technique.
2 Transfer Preparation:
a MEMS Preparation: See following section.
b µ-Structure Transfer Do not heat the stage while placing the PPC onto
the µ-Structure! Only after the sample is secured slightly heat it to 35-40◦C
to lightly heal the PPC.
3 Transfer:
a MEMS Transfer: Same as in the Pre-G method.
b Polymer Strip: Same as in the Pre-G method.
4 Patterning:
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a PMMA Transfer: Use triple thick PMMA 950 A6 for patterning.
i Spin PVP (Ramp: 1200 RPM/s, Speed: 4000 RPM, Time: 60 s)
ii Spin PMMA (Ramp: 1000 RPM/s, Speed: 2000 RPM, Time: 45 s)
iii Repeat PMMA spin two more times.
iv Free the PMMA film with the Float Release technique with DI water
and a hole punched window in the tape.
v Follow the Post-G method’s procedure for lowering the graphene sheet
onto the MEMS to lower the PMMA onto the devices.
b EBL: Follow the Post-G method’s procedure.
c RIE:
i Do a thorough IPA clean before any runs.
ii The first run do an oxygen plasma clean (Gas: O2 10 sccm, Pressure:
200 mTorr, Power: 250 W, Time: 15 minutes).
iii Then place the glass slides, which will be used to hold the sample in
place inside the RIEer, and do a test run (Gas: CF4 50 sccm, Pressure:
30 mTorr, Power: 100 W, Time: 2 minutes).
iv With the sample in the chamber repeat (Gas: CF4 50 sccm, Pressure:
30 mTorr, Power: 100 W, Time: 2 minutes).
5 Quality Control:
a Raman & PL Check: 532 nm laser, ) with a power of 0.1% (∼27 µW),
and 90 second integration time. Use the 2400 lines per mm grating for
Raman and the 600 lines per mm grating for the PL. Note the lower power.
It is very easy to burn suspended MoS2.
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A.7 MEMS Preparation
1 Remove photo-resist the MEMS are shipped with as protection. Place in a bath
of acetone at 60◦C for 20 minutes. Rinse with acetone, IPA, and dry with N2.
2 Add gold if needed. Skip this step if you do not need to pattern gold on the
MEMS. This procedure is done because the gold that is deposited by MEM-
SCAP can only be within 3 µm of the edge of the poly-silicon and is 500 nm
thick. This effectively suspends the 2D material an extra 6 µm, and seems to
make a sharp edge that breaks the 2D material. By post processing the MEMS
to deposit our own gold we bring the gold up to the edge of the poly-silicon,
and seem to make a smoother edge.
a PMMA Transfer: Follow the PMMA Transfer instructions in the MoS2
Method with additional step. Immediately prior to placing the PMMA
film onto the MEMS, plasma ash the MEMS (Gas: O2 300 sccm, Power:
300 W, Time: 15 minutes). Note that is uses a thick layer of PMMA for
the patterning, which is necessary in order to get good metal lift-off on the
non-planar MEMS structures. Also note that we have not spun the PMMA
on because it does not spin uniformly over the non-planar structures.
b EBL: Follow the Post-G method’s procedure, except the agitation does
not need to be done so carefully. In fact if there is PMMA residue in the
pattern, simply repeat and this will likely clear it out. However, be aware
that you should not plasma ash the to clean the pattern as this will thin
the PMMA too much and cause poor metal lift-off.
c Metal Deposition: We’ll use an electron-beam evaporator for this. The
vacuum must be below 3×10−6 Torr before deposition begins.
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i Deposit 5 nm of Chromium (Cr) at 2 A˚/s (Step: 1, Power: 12%,
Ramp: 60 s, Soak: 120 s, Step: 2, Power: 14.9%, Ramp: 60 s, Soak:
240 s)
ii Deposit 100 nm of Gold (Au) at 1 A˚/s (Step: 1, Power: 11.8%, Ramp:
60 s, Soak: 120 s, Step: 2, Power: 15.3%, Ramp: 90 s, Soak: 150 s)
d Lift-off: Place the MEMS in acetone at 60◦C for 20 minutes. I like to give
a little agitation as soon as the samples go into acetone to get the gold
to start peeling off. After 20 minutes if the gold doesn’t come off with
agitation leave them longer. Sometimes it can take up to an hour, but
make sure you keep the acetone topped off. If it dries, then the devices are
ruined.
e De-scum: Sometimes there is some polymer residue left on the MEMS, so
I simply give them a plasma ash to make sure they are very clean (Gas:
O2 300 sccm, Power: 300 W, Time: 15 minutes).
3 HF release: The MEMS devices need to be submerged in HF for 6 minutes to
release. They are robust and do not need to be handled especially carefully or
go through the CPD. Store in the desiccator.
4 Immediately prior to transferring a 2D flake onto the MEMS plasma ash to
clean (Gas: O2 300 sccm, Power: 300 W, Time: 15 minutes).
A.8 µ-Riveting
There are a number of details missing from the corresponding section in Chapter 6.
To begin with, the process parameters for fabricating the masks is nearly completely
lacking. For each process I’ve listed the parameters below.
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UV Lithography:
1. Spin HMDS on the SiN wafer to improve photo-resist wetting (Ramp: 1000
RPM/s, Speed: 2500 RPM, Time: 40 s).
2. Spin S1818 (Ramp: 1000 rpm/s, Speed: 2500 rpm, Time: 40 s). Do not dry
with a hotplate or bake, simply wait a couple minutes for the photo-resist to
dry. This keeps the resist slightly wet, which will allow the lithography mask
(a transparency) to stick to the surface nicely.
3. UV exposure (Flood-Exposure, HC wait: 1 s, WEC type: continuous, WEC
Offset: 0+, Lamp: 10 mW for 15 s)
4. Develop (MF319 for 1 minute, DI water for 1 minute, and dry in N2).
REI:
Gas: Ar at 30 sccm, Sulfur hexafluoride (SF6) at 80 sccm, Pressure: 150 mTorr,
Power: 100 mW, Time: 12 minutes
FIB:
• Milling Parameters: Aperture: 5 nA, Application: Si3N4, Depth: 1.2 µm,
Dwell: 2 µs
• Charging: To reduce drift do to charging while milling the nitride, watch with
nitride with the FIB, and when the image settles, drift stops, begin the milling.
• Cutting Tips: Instead of milling the entire area out, simply cut a 1 µm wide
edge. I also recommend cutting the edges in an order that maximizes the
strength of the membrane. The cutting order for making our typical mask is
shown in Figure A.1.
KOH Etch:
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• Solution: Mix 35 ml DI water with 25 ml KOH (45% by wt.) in a 100 ml
beaker.
• Temperature: Use an in-solution thermometer on a hotplate to precisely sta-
bilize the temperature of the solution to 80◦C.
• Additional Notes:
i: Use a wafer holder to securely position the masks in the etchant and hold
them vertically which helps with agitation and keeping the solution con-
centration uniform.
ii: Check the solution hourly and top off with water. It is easy to create a
dangerously concentrated solution of KOH by evaporating the water.
iii: Keep a 50 ml beaker near by for Di water for rinsing tweezers and the
thermometer when you check the samples.
To glue the MEMS into the shadow mask chuck use S1813 photo-resist. A simple
way to apply the glue is to use a pipette to place a couple drops on cover slip. Then
use a disposable micro-pipette tip to suck up a little of the resist just using your
finger to create a little suction at the top. The tip can then be easily placed in one
of the resist reservoirs to dispense the glue. After there is enough glue in the chuck
check that the MEMS substrate is resting flat in the chuck by looking at it under
the microscope. If it isn’t flat, then the MEMS will not reflect light back into the
microscope well and will appear dark. You can gently nudge the side of the MEMS
to get it to settle into the pocket. Once it is all set, place the chuck on a hotplate at
80◦C for 6 minutes to solidify the glue.
Electron beam evaporation is used to deposit metal to form the µ-Rivets. Usually
it is preferred to rotate the sample during metal evaporation to make the deposition
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Figure A.1: Order and geometry of FIB cuts to make a shadow mask for riveting 2D
materials to MEMS.
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more uniform. However, we are more concerned with alignment of the mask to the
MEMS, so we disable the rotation in this case so bumps or shakes from the rotation
will not miss align the mask. As for the actual metal deposition, we have two recipes
depending on whether the substrate is gold coated or bare poly-Si. In the case of
gold coating we deposit 30 nm of Au at 1 A˚/s (Step: 1, Power: 11.8%, Ramp: 60
s, Soak: 120 s, Step: 2, Power: 15.3%, Ramp: 90 s, Soak: 150 s). And in the case
of bare poly-Si we first deposit 100 nm of Chromium (Cr) at 2 A˚/s (Step: 1, Power:
12%, Ramp: 60 s, Soak: 120 s, Step: 2, Power: 14.9%, Ramp: 60 s, Soak: 240 s),
then 20 nm of Au at 1 A˚/s (Step: 1, Power: 11.8%, Ramp: 60 s, Soak: 120 s, Step:
2, Power: 15.3%, Ramp: 90 s, Soak: 150 s). Capping the Cr with Au passivates the
Cr so that it doesn’t degrade.
The remaining missing details regard mask maintenance. To attach and remove
the masks from the magnetic steel plate the hotplate should be set to 130◦C. After
removing the mask from the plate the plate is easily cleaned with acetone and dried
with N2. The mask on the other hand has to be carefully cleaned with a chisel shaped
razor blade to scrape the glue off. When etching of the metal deposited on the mask
agitate the mask in the etchant for 1 minute, then rinse in DI water. Repeat as
necessary until the metal is removed. Be careful during the agitation to keep the
motion in the plane of the mask. Fluid flow perpendicular to the plane could cause
too much pressure on the SiN membrane and break the mask.
A.9 Measurement Stage Mounting
When mounting the MEMS to the copper plug you want an interface that is as
thermally conductive as possible. To do so I use the following procedure.
1 Sand the plug with 600 grit wet/dry sandpaper.
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2 Remove the residue by cleaning with acetone, IPA, and drying with N2.
3 Apply a dab of silver epoxy (Pelco Colloidal Silver from Ted Pella) to the plug
and spread it thin with razor blade.
4 Use an old probe tip to add epoxy to edge. The epoxy will wick underneath
the MEMS filling in any small gaps. I find the best way to put the epoxy on
the probe tip is get fresh epoxy on the applicator and scrape a bit off with the
probe tip.
5 Place the copper plug and MEMS on a hotplate at 60◦C for 1 hour. Cover with
a petri dish, but leave some room for air to flow under the petri dish clear out
any out gasing of the epoxy.
I have also found that the ball bonder settings need slight adjustment to work
reliably with the package on the stage PCB. Simply increasing the force to 5.5 and
time to 7 for the second bond helps considerably.
A.10 EBL Tips
The fabrication methods make extensive use of EBL, so I’ve included several tips here
that will help.
• Rotation: I highly prefer to align the rotation of the sample instead of using
the rotation offset used in the patterning software. This can be easily achieved
by following the standard rotation alignment procedure of the software, except
instead of accepting the new rotation, keep the rotation offset set at 0 degrees
and apply that rotation to the Scanning Electron Microscope (SEM) stage. This
allows you to check the rotation, and even do the rotation alignment procedure
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multiple times to refine it. I typically consider the alignment done when the
change to the alignment is ∼0.02 degrees or less.
• Magnification: When patterning an entire MEMS to free it from graphene
do not simultaneously pattern the graphene sample. If you do, then the field
size for patterning the graphene sample will be very large in order to pattern
the entire MEMS, and you’ll have poor alignment of the sample to the MEMS.
Instead, do the patterning in two steps, the first being the sample pattern, the
second the rest of the MEMS. You can check that field size will not be an issue
by examining the run file and checking that the magnification of the sample
patterning step is much higher the than the MEMS patterning step.
• Translations: An inherent challenge with EBL is that what ever you look at
with the SEM will be patterned, so there is always a translation step to begin
any pattern. Keep this translation small! You’ll have much better alignment
between the sample and the MEMS. The fiducials that are incorporated into
the MEMS design for this makes the translation 50 µm, and we’ve had good
success with this. Since the MEMS substrate is 2.5 mm square you clearly need
to have some big translations. I achieve this by centering over the ground pad
of the MEMS, and than doing big translations from there to nearest ball bond
pad of the device I am patterning. This then allows me to move to the fiducial
with while running the SEM without getting lost or risking exposure to parts
that I care about.
• Complex Patterns: Some of the patterns I’ve done are too complicated
to draw using the very limited CAD program built into the patterning soft-
ware. For more complicated designs I use a python program, which is on the
group server under GroupData/Projects-Research/Swan/MEMS+2Dmaterials
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and called 2Dmat+MEMS EBL.py. Examples of sample patterns that can be
easily implemented with the program are show in Figure A.2, which include
the standard barbell design with holes for riveting, the typical kirigami spring
shape, and a profile for programmable PMFs(Zhu et al., 2015). Additionally
it is easy to invert the design or do enable or disable holes for doing fabrica-
tion steps between riveting and sample patterning. When incorporating these
designs into the EBL patterning software you will have to convert them from
GDSII file type to DC file type. During that conversion process make sure that
the Line Type Scale is 4.0. I hope this tool proves useful for future experiments.
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a b c
Figure A.2: Examples of several complicated sample geometries that can be easily
designed with the python patterning program. a. Standard barbell shape with in-
tricate lattice of rivet holes b. Kirigami spring shape c. profile for programmable
PMFs
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Appendix B
Error Propagation Formula
The goal of these notes is to derive the main propagation of error result,
σ2y =
∑
i,j
∂y
∂xi
∣∣∣∣
x¯
∂y
∂xj
∣∣∣∣
x¯
σij, (B.1)
where σy is the standard deviation of y, x¯ is the mean value of x, and σij is the
covariance between xi and xj. Additionally we want to understand when this equation
is valid.
First some remarks on notation and definitions. To keep the notation compact
we will write ∂iy as shorthand for
∂y
∂xi
∣∣∣
x¯
, ∆i for the deviation from the mean, xi− x¯i,
and we will adhere to the Einstein summation conventions where repeated indexes
are summed over. We will also use brackets, 〈−〉, for expectation values and define
the following symbols:
mean: x¯ = 〈x〉 (B.2a)
covariance: σij = 〈∆i∆j〉 (B.2b)
variance: σ2i = σii (B.2c)
We start by Taylor expanding y about the mean values of the dependent variables,
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x¯i,
y (x) = y (x¯) + ∂iy∆i +
1
2
∂i∂jy∆i∆j +
1
6
∂i∂j∂ky∆i∆j∆k +O (4) , (B.3)
where O (4) is “big O” notation for terms that are to the third power or higher in
∆. If the joint probability distribution function (PDF) for x is peaked around x¯ tight
enough then the higher order terms will make smaller contributions when expectation
values are taken. We want to work to second order in ∆, so we’ll carry out these
computations to third order so we can assess the error.
We’ll need the mean of y to compute its standard deviation, so that is a logical
next step,
y¯ = y (x¯) +
1
2
∂i∂jyσij +
1
6
∂i∂j∂ky 〈∆i∆j∆k〉+O (4) . (B.4)
In the case of uncorrelated xi this formula reduces to
y¯ = y (x¯) +
1
2
∂2i yσ
2
i +O (3) . (B.5)
A first test of our assumption that the PDF for x is well peaked around x¯ is determin-
ing if 1
6
∂i∂j∂ky 〈∆i∆j∆k〉 is small enough that it is acceptable error to drop the term.
Note that for PDFs that symmetric about their mean 〈∆i∆j∆k〉 is 0 by symmetry
and it is necessary to go to fourth order to check the magnitude of the error caused
by truncating to second order.
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Now we can compute σy straight forwardly,
σ2y =
〈
(y (x)− y¯)2〉 (B.6a)
=
〈[
∂iy∆i +
1
2
∂i∂jy (∆i∆j − σij)
+
1
6
∂i∂j∂ky (∆i∆j∆k − 〈∆i∆j∆k〉) +O (4)
]2〉
(B.6b)
= ∂iy∂jyσij + ∂iy∂j∂ky 〈∆i∆j∆k〉+O (4) . (B.6c)
The first term is Equation B.1, so its validity rests on the magnitude of
∂iy∂j∂ky 〈∆i∆j∆k〉, and if that is a small enough to be an acceptable error then we
are done. In the case of uncorrelated xi this equation reduces to
σ2y = (∂iy)
2 σ2i +O (3) . (B.7)
B.1 Application to Gaussian Distributed Random Variables
Gaussian distributed random variables are prevalent because the when many obser-
vations of a random variable are made the distribution of the mean asymptotically
approaches the Gaussian distribution as the number of observations tends to infin-
ity (Central Limit Theorem). Therefor we give this especially prevalent distribution
extra attention.
The multivariate Gaussian PDF is
p (x) =
√
1
2pi detσ
exp
(
−1
2
σ−1ij ∆i∆j
)
. (B.8)
The relationship between this formula and the single variable formula is readily seen
by considering changing variables to the eigen-basis of σ. In that basis the PDF is
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simply the product of single variable Gaussian distributions with variances equal to
the reciprocal of the eigenvalues, and since the determinant of σ will be the product
of the eigenvalues we see that the normalization is correct.
Moments of the multivariate Gaussian PDF are easily calculated using Wick’s
theorem or Isserlis’ theorem as it is known in the mathematics community,
〈∆1 · · ·∆n〉 =
∑∏
σij (B.9)
where
∑∏
is short hand for summing over all distinct partitions of ∆i · · ·∆n into
pairs and each summand is the product of the corresponding covariances. If n is
odd, then the expectation value is zero, so in the derivation of the propagation of
error formula the third order terms are zero by symmetry and the calculations need
to be carried out to fourth order to determine the error caused by truncating the
summation in Equation B.4 and Equation B.6c to second order.
The formula we need is that for fourth order moments. By Wick’s theorem
〈∆i∆j∆k∆l〉 = σijσkl + σikσjl + σilσjk. (B.10)
Using this relation, the fourth order term for the mean of y in Equation B.4 is
1
4!
∂i∂j∂k∂ly (σijσkl + σikσjl + σilσjk) . (B.11)
In the case of uncorrelated xi this reduces to
1
8
∂2i ∂
2
j yσ
2
i σ
2
j . (B.12)
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The fourth order term for the variance of y in Equation B.6c is more complicated,
1
4
∂i∂jy∂k∂ly (〈∆i∆j∆k∆l〉 − σijσkl) + 1
3
∂iy∂j∂k∂ly 〈∆i∆j∆k∆l〉 (B.13a)
=
1
4
∂i∂jy∂k∂ly (σikσjl + σilσjk) +
1
3
∂iy∂j∂k∂ly (σijσkl + σikσjl + σilσjk) , (B.13b)
which in the case of uncorrelated xi reduces to
(
1
2
(∂i∂jy)
2 +
1
3
∂iy∂i∂
2
j y
)
σ2i σ
2
j . (B.14)
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Appendix C
Electronics Schematics
Schematics for both the stage PCB and breakout board are provided here for reference.
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Figure C.1: Stage PCB schematic
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Appendix D
Strain Dependence of the E Representation
In this appendix I derive strain dependence for a E representation mode in the context
of the D3 point group symmetry. An excellent reference for this specific calculation
is (Huang et al., 2009). The starting point is Taylor expanding the secular equation
for the mode in powers of strain. I’ll be doing this derivation with phonons in mind,
so eigenvalues of the secular equation are the frequencies squared. This is simply
because the equation of motion for phonons is second order in time derivative, they
are bosons. The unstrained secular equation is
∑
β
Kαβuβ = ω
2uα. (D.1)
where K is the dynamical matrix in the case of phonons, but more generally could
some tensor operating over the E ′ representation subspace. ω2 is the eigenvalue of
the tensor, u is the displacement vector of the phonon or in a more general context a
vector in the E ′ representation subspace. α, β ∈ {1, 2} are simply used as indexes to
run over the dimensions of the E ′ representation’s dimensions.
Expanding the dynamical matrix in powers of the strain we find
Kαβ = K
(0)
αβ +
∑
lm
K
(1)
αβµνµν +O
(
2
)
(D.2)
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where
K
(0)
αβ = ω
2
0δαβ, K
(1)
αβµν =
∂Kαβ
∂µν
∣∣∣∣
=0
The point group symmetry forces many components of K(1) to be zero and leaves
only 2 free parameters.
K
(1)
1111 = K
(1)
2222 = A, K
(1)
1122 = B, K
(1)
1212 =
1
2
(A−B), (D.3)
and all other components are zero. I need to actually explain this...
The resulting secular equation is
A11 +B22 + ω20 (A−B)12
(A−B)12 B11 + A22 + ω20
u = ω2u, (D.4)
and solving the characteristic equation will give the eigenvalues.
0 = det
A11 +B22 − λ (A−B)12
(A−B)12 B11 + A22 − λ
 (D.5)
0 = λ2 − λ (A+B) tr + AB (tr )2 + (A−B)2 det  (D.6)
⇒ λ = A+B
2
tr ± |A−B|
2
√
(tr )2 − 4 det  (D.7)
where λ = ω2−ω20 and tr  is the trace of the strain tensor (the hydrostatic strain). I’ve
chosen to write the result in terms of the trace and determinant of the strain tensor
because these are rotation invariant quantities. This is important because when this
equation is used for calculating energies it better be independent of how we choose the
orientation of our axes. Note that (tr )2− 4 det  = (11 − 22)2 + 4212 for comparison
183
with typical equations that don’t use these rotationally invariant quantities.
We’ll make one further simplification, ∆ω = ω − ω0 << ω0, then
λ = (ω − ω0) (ω + ω0)⇒ ∆ω ≈ λ/2ω0 (D.8)
which makes
ω = ω0 +
A+B
4ω0
tr ± |A−B|
4ω0
√
(tr )2 − 4 det  (D.9)
= ω0
[
1− γ tr ± β
2
√
(tr )2 − 4 det 
]
(D.10)
(D.11)
where γ is called the Gru¨neisen parameter and β is the shear deformation potential.
The choice in moving ω0 out front makes these parameters unit-less. In terms of A
and B the Gru¨neisen parameter and shear deformation potential are
γ = −A+B
4ω20
and β
|A−B|
2ω20
. (D.12)
Two important situation often encountered are uniaxial and biaxial strains. Uni-
axial is described by a strain tensor of the form  ( 1 00 −ν ) where as under biaxial strain
the strain tensor takes the form  ( 1 00 1 ). In either of these situations the formula for
ω reduces substantially.
ω = ω0
{
1−
[
γ (1− ν)± β
2
(1 + ν)
]

}
(uniaxial) (D.13)
ω = ω0 (1− 2γ) (biaxial) (D.14)
These formulas clearly show that under biaxial strain the shear deformation potential
184
does not play a role, so the energies remain degenerate.
Still need to write a section on strained eigenvectors and selection rules.
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Appendix E
Elastic Coupling of 2D Materials with 3D Materials
In this appendix I demonstrate how to combine 2D and 3D elastic models. Of par-
ticular interest are the equilibrium equations for a 2D material on a 3D substrate.
One approach is to start with two 3D systems and take the limit as one becomes
infinitesimally thin. However, I instead start with the free energy equations for the
bulk and 2D system, and then couple them using Lagrange multipliers.
H =
∫
dV FB
(
B
)
+ τ
∫
dS
[
FS
(
S
)
+ λij
(
Bij
∣∣
z=0
− Sij
)]
(E.1)
where FB, 
B and FS, 
S are the free energy densities and strain tensors of the bulk
material and surface (2D system), τ is the effective thickness of the 2D material, and
λij are Lagrange multipliers to constrain the strain of the 2D material and the bulk
at the boundary, z = 0, to be equal. Since  is symmetric, so too must λ otherwise
there would be too many constraints. Summation over repeated induces is assumed.
Note that B is a three dimensional tensor, while S is only a two dimensional tensor
and only has support over the domain z = 0.
Now we can take functional derivatives with respect to the displacement fields
uB and uS, bulk and surface, to determine the equilibrium equations and boundary
186
conditions. Well also define the stress tensor σXij :=
∂FX
∂Xij
where X can be B or S.
δH
δuBi
=
∫
ΣB
dV σBjk
1
2
(
δik∂jδ
(3) (x) + δij∂kδ
(3) (x)
)
+ τ
∫
ΣS
dSλjk
1
2
[
δik∂jδ
(2) (x) + δij∂kδ
(2) (x)
]
δ (z = 0) (E.2)
=
∫
ΣB
dV
[
∂j
(
σBijδ
(3) (x)
)− δ(3) (x) ∂jσBij]
+ δ (z = 0) τ
∫
ΣS
dS
[
∂j
(
λijδ
(2) (x)
)− δ(2) (x) ∂jλij] (E.3)
= −
∫
ΣB
dV ∂jσ
B
ijδ
(3) (x) +
∮
∂ΣB
dAjσ
B
ijδ
(3) (x)
− δ (z = 0) τ
∫
ΣS
dS ∂jλijδ
(2) (x) + δ (z = 0) τ
∮
∂ΣS
d`jλijδ
(2) (x) = 0 (E.4)
= −
∫
ΣB
dV ∂jσ
B
ijδ
(3) (x) +
∫
∂ΣB ,z 6=0
dAjσ
B
ijδ
(3) (x)
+ δ (z = 0)
∫
ΣS=∂ΣB ,z=0
dS
[
σBij Aˆj − τ∂jλij
]
δ(2) (x)
+ δ (z = 0) τ
∮
∂ΣS
d`jλijδ
(2) (x) (E.5)
⇒ ∂jσBij = 0, σBij Aˆj
∣∣∣
∂ΣB ,z 6=0
= 0, σBij Aˆj
∣∣∣
z=0
− τ∂jλij = 0,
and λij ˆ`j
∣∣∣
∂ΣS
= 0 (E.6)
In the first line I have taken the partial derivative with respect to Bjk, and then
taken the functional derivative of Bjk. In the second line I collapse the sums making
use of the symmetry of  and λ, and perform the first step of integration by parts,
f∂jg = ∂j (fg)− g∂jf . In the third line I have integrated over delta functions where
possible and used the generalized Stoke’s theorem to convert integrals over ΣB and
ΣS to their boundaries, ∂ΣB and ∂ΣS. The integration measures dAj and d`j are
oriented outward of the integration domain. In the fifth line I have combined the
portion of the integral over ∂ΣB that corresponds with ΣS, i.e. where z = 0, with the
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explicit integral over ΣS. Note that Aˆj and ˆ`j in the following line are outward normal
unit vectors of their domains. In the final line I have used the fact that the functional
derivative must be zero, so the integrands of each integral, each over different domains,
must be zero. The first equation is the standard equilibrium equation for a bulk elastic
material, and the second equation is the standard boundary condition for no external
forces acting on the material. The third equation gives a rule for balancing the forces
between the bulk material and the 2D system, and the fourth provides a no force
boundary condition on the 2D system.
These last two equations will make more sense after we take the function derivative
of the energy with respect to 2D system displacement field, which we do now.
δH
δuSi
= τ
∫
ΣS
dS
(
σSij − λij
)
∂jδ
(2) (x) (E.7)
= τ
∫
ΣS
dS
{
∂j
[(
σSij − λij
)
δ(2) (x)
]− [∂j (σSij − λij) δ(2) (x)]} (E.8)
= τ
{∮
∂ΣS
d`j
(
σSij − λij
)
δ(2) (x)−
∫
ΣS
dS
[
∂j
(
σSij − λij
)
δ(2) (x)
]}
(E.9)
⇒ (σSij − λij) ˆ`j∣∣∣
∂ΣS
= 0 and ∂j
(
σSij − λij
)
= 0. (E.10)
This derivation followed the same exact steps as for δH
δuSi
, but there are fewer terms
and there is no complication of the boundary of one domain being part of another
integrals domain.
We can now easily eliminate the Lagrange multipliers yielding the following set of
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equations
0 = ∂jσ
B
ij , (E.11)
0 = σBij Aˆj
∣∣∣
∂ΣB ,z 6=0
, (E.12)
0 = σBij Aˆj
∣∣∣
z=0
− τ∂jσSij, (E.13)
0 = σSij
ˆ`
j
∣∣∣
∂ΣS
(E.14)
0 = Bij
∣∣
z=0
− Sij. (E.15)
As mentioned earlier the first two equations are the standard equilibrium equation
and zero force boundary conditions of a bulk material. The third term relates the
boundary force of the bulk to the interior force on the 2D material. Note that when
i = z, the second term is zero. Further, for a system where the 2D material is at the
z = 0 plane, Aˆj = zˆ, so this equation reads 0 = σ
B
iz
∣∣
z=0
− τ∂jσSij. The fourth equation
is the standard no force boundary condition, but this time for a 2D system. The final
equation is reminder that though we have eliminated the Langrange multipliers, we
still need to adhere to the constraints they impose. This is very important because
otherwise you might think that you could decouple the bulk from the 2D system by
creating a uniform strain distribution with zero off diagonal strain components, which
would trivially satisfy Equation E.13.
We’d really like to solve these equations in the situation of uniaxial strain. In
the bulk situation this is solved by hypothesizing a uniform strain distribution, which
trivially satisfies the equilibrium equation, and then solving for the strain components
that satisfy the no force boundary conditions. If we tried to use the same method
to solve these coupled equations it isn’t hard to see that we will fail to satisfy the
requirement that strains between the bulk and 2D system are equal. In short we’d
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find
Bxy = 
B
xz = 
B
yz = 0, (E.16)
Bxx = , 
B
yy = 
B
zz = −νB, (E.17)
Sxy = 0, (E.18)
Sxx = , 
S
yy = −νS, (E.19)
where  is the stain along the x axis (major strain axis), and νB and νS are the
Poisson’s ratios of the bulk and 2D system. Unless νB = νS these strains do not
satisfy the requirement of Equation E.15. There simply isn’t a uniform solution to
the coupled bulk, 2D material equations.
However, we can find a uniform strain field that does not violate the coupled
equations so egregiously. Let’s begin with what we want to respect most, Equa-
tion E.13, and hypothesize that Bxx = 
S
xx =  and 
B
yy = 
S
yy = −νeff. Now
we try to satisfy as many boundary conditions as possible. Very easily we’ll find
Bxz = 
B
yz = 
B
xy = 
S
xy = 0. Setting σ
B
zz = 0 we’ll find that 
B
zz = −νB 1−νeff1−νB . The
remaining boundary conditions are σByy = 0 and σ
S
yy = 0. We could choose νeff to
satisfy one of these, but that would mean setting νeff equal to νB or νS. Instead we
choose to satisfy neither, and let energy minimization select the best νeff. Integrating
the free energy density over the thickness of the bulk we find
∫
dzFB
(
B
)
+ τSFS
(
S
)
=
τB
2
(
σBxx
B
xx + σ
B
yy
B
yy + σ
B
zz
B
zz
)
+
τS
2
(
σSxx
S
xx + σ
S
yy
S
yy
)
(E.20)
=
2
2
∑
X∈{B,S}
τXEX
(1 + νX) (1− νX)
(
1− 2νXνeff + ν2eff
)
(E.21)
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where τB and τS and EB and ES are the thicknesses and Young moduli of the bulk
and 2D material. Let KX := τXEX(1+νX)(1−νX) , then we can simply set the derivative with
respect to νeff to zero in order to minimize the energy density. The solution is
νeff =
KBνB +KSνS
KB +KS . (E.22)
This solution has a nice intuitive balance. If the product of the thickness and the
Young’s modulus of the 2D material is small compared with the substrate, then the
effective Poisson’s ratio is that of the substrate. This is the typical assumption for
2D materials on bulk substrates. However, when the product of the thickness and
the Young’s modulus of the 2D material is large compared with the substrate, then
the effective Poisson’s ratio is that of the 2D material. In particular, if there isn’t a
substrate, KB = 0, we recover what we’d expect, νeff = νS.
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