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ABSTRACT
We investigate the effect of helium abundance and α-element enhancement on the properties of con-
vection in envelopes of solar-like main-sequence stars stars using a grid of 3D radiation hydrodynamic
simulations. Helium abundance increases the mean molecular weight of the gas, and alters opacity by
displacing hydrogen. Since the scale of the effect of helium may depend on the metallicity, the grid
consists of simulations with three helium abundances (Y = 0.1, 0.2, 0.3), each with two metallicities
(Z = 0.001, 0.020). We find that changing the helium mass fraction generally affects structure and
convective dynamics in a way opposite to that of metallicity. Furthermore, the effect is considerably
smaller than that of metallicity. The signature of helium differs from that of metallicity in the manner
in which the photospheric velocity distribution is affected. We also find that helium abundance and
surface gravity behave largely in similar ways, but differ in the way they affect the mean molecular
weight. A simple model for spectral line formation suggests that the bisectors and absolute Doppler
shifts of spectral lines depends on the helium abundance. We look at the effect of α-element en-
hancement and find that it has a considerably smaller effect on the convective dynamics in the SAL
compared to that of helium abundance.
1. INTRODUCTION
Understanding stellar convection and accurately rep-
resenting it in stellar models remains a formidable chal-
lenge. One of the commonly used treatments for convec-
tion is the mixing length theory (MLT; Bo¨hm-Vitense
1958), which represents convection with a characteristic
length scale. The mixing length parameter (which is the
ratio of the mixing length to the pressure scale height,
α = l/HP ) sets the specific entropy of the convection
zone, which in turn adjusts the stellar radius. This pro-
vides a means of determining the mixing length parame-
ter for the Sun, since we have precise constraints on the
solar radius. This solar-calibrated value for the mixing
length parameter is usually used to model all other stars,
but there is evidence suggesting that this is not the case
in reality.
Even when properly calibrated to the stellar radius,
MLT-like treatments of stellar convection fail to ac-
curately represent inefficient convection. This failure
severely limits the accuracy of the convective envelope
boundaries within stellar models. One such boundary is
the superadiabatic layer (SAL), which is a region near
the surface of stars with convective envelopes. This layer
spans several scale heights and encompasses the transi-
tion from efficient convective energy transport to radia-
tive.
Radiation hydrodynamic (RHD) simulations of the
SAL have proven to be a useful tool for studying re-
alistic stellar convection. Simulations self-consistently
couple the convective envelope to the radiative atmo-
sphere, while including important physical processes
such as turbulent pressure. Established by Nordlund
(1982, 1985b) as a feasible technique for studying re-
alistic stellar convection in the SAL, RHD simula-
tions have been carried by a number of groups. (e.g.
Chan & Sofia 1989; Stein & Nordlund 1989, 1998, 2000;
Cattaneo et al. 1991; Kim et al. 1995; Robinson et al.
2003, 2004, 2005; Jung et al. 2007, etc.). Efforts to
methodically simulate convection in the log(g)-log(Teff)
plane (e.g. Ludwig et al. 1995, 1998, 1999; Freytag et al.
1999; Ludwig et al. 2009; Collet, Magic & Asplund 2011,
etc.) reveal a significant and systematic variation in con-
vective properties over a broad range in stellar properties.
In addition to stellar properties, the convective dynam-
ics near the stellar surface are affected by the chemical
composition of the convective envelope. The recent ob-
servational study by Bonaca et al. (2012) and theoreti-
cal work by Tanner et al. (2013) both suggest that the
stellar surface convection depends on the chemical com-
position of the convective envelope. Similar results are
obtained by Magic et al. (2013). Kupka et al. (2009) ex-
amined helium abundance in 2D simulations, and found
that the helium-free case was characterized by larger ve-
locities and flow structures. The abundance of helium
and its effect on stellar convection, however, has not yet
been examined systematically. In this study we build
upon our previous work by adding helium abundance to
the parameter space of our simulation grid, and isolate
its effect on convection by fixing the other dimensions of
parameter space.
It is difficult to measure spectroscopically the helium
mass fraction present in stars that are cool enough to
have convective envelopes. Asteroseismology permits
constraints on the helium abundance through measure-
ments of low degree acoustic modes (Basu et al. 2004;
Houdek & Gough 2007), however helium abundance in
stars remains largely unconstrained. The common prac-
tice is to use a chemical evolution formula, such as that
of Dotter et al (2008). Quite separately from chemical
evolution, the helium content may be enriched or de-
pleted in stellar envelopes through processes such as rota-
tionally induced mixing and meridional circulation (e.g.
Sweigart & Mengel 1979; Zahn 1992; Sweigart 1997). For
2example, the multiple stellar populations present in ω
Centauri can be modeled if rather extreme helium abun-
dances are used. A recent study by Esch et al. (2013)
finds that helium mass fractions in excess of Y = 0.40
yield the best models for certain EHB stars. Conversely,
helium could be depleted in the outer layers of stars
as a result of diffusion from the gravitational settling
(Chaboyer et al. 1992, etc).
In Sections 2 and 3 describe the 3D RHD code and
the grid of simulations used in this work. Section 4 out-
lines the changes to the microphysics induced by altering
the hydrogen mass fraction, and the expected effect that
these changes will have on convective dynamics. We then
examine in detail the consequences of hydrogen abun-
dance on various properties extracted from the simula-
tions in Sections 5 through 7. We briefly discuss the
significance of the α-enhancement in the context of glob-
ular cluster environments in Section 8. Finally, in Section
9, we examine the extent to which log(g) mimics helium
abundance in 3D simulations, as it is known to do in 1D
model atmospheres.
2. THE RADIATION HYDRODYNAMICS CODE
Our code simulates convection by solving the com-
pressible Navier-Stokes equations with radiative transfer,
and has been described in detail in Tanner et al. (2012).
The code is originally based on that of Chan & Sofia
(1989) and Kim & Chan (1998) but has updated physics
and numerical schemes.
The simulation code uses microphysics that are fully
consistent with that of the stellar evolution code YREC
(Demarque et al. 2008). The equation of state and opac-
ity are taken from the OPAL tables (Rogers & Nayfonov
2002) and the Ferguson et al. (2005) opacity tables at
low temperatures using the heavy element mixture of
Grevesse & Sauval (1998). For the simulations in this
work, radiative transfer was computed using the 3D Ed-
dington approximation (Unno & Spiegel 1966) in the op-
tically thin layers, and the diffusion approximation in the
deeper optically thick layers, however, as Tanner et al.
(2012) showed, using a different radiative transfer scheme
(rays with long-characteristics) does not make a substan-
tial difference in the SAL below the photosphere.
The computational domain is a Cartesian box with pe-
riodic boundary conditions on the vertical walls, and the
top and bottom surfaces are closed. Spatial curvature
and the radial variation of gravity are both negligible.
The domain spans the SAL so the bottom surface is well
below the superadiabatic peak, and the top surface is
in the optically thin radiative layers of the atmosphere.
Thus, the space between the two surfaces encompasses
the transition from fully convective to fully radiative en-
ergy transport.
Regardless of implementation, boundary conditions
will introduce unwanted artifical effects to the dynam-
ics and structure of the simulation. Kupka & Robinson
(2007) and Grimm-Strele et al. (2013) suggest that the
domain of influence of the closed boundary can extend
one or two pressure scale heights from the boundary
surface. Thus, to minimize the effect of the bound-
ary surfaces on our analysis, we trim one scale height
from the top and bottom of the simulation domain. The
complete simulation domain extends one pressure scale
height above what is shown in all figures presented in
subsequent sections, and the lower boundary layer is be-
low the plotted range.
3. THE GRID OF SIMULATIONS
The strategy for exploring the effect of helium on
convection closely mirrors the approach described in
Tanner et al. (2013), which dealt only with changes to
the mass fraction of metal elements. In this study, we
construct a grid of simulations that covers a range in he-
lium mass fractions. Because the effect of helium may
differ between metal-rich and metal-poor stars, we com-
pute our simulations with different hydrogen mass frac-
tions (Y = 0.1, 0.2, 0.3) for two different metallicities
(Z = 0.001, Z = 0.020). The grid of simulations com-
prises six sets, each with a different chemical composi-
tion. The grid is divided into two groups (each with three
sets), corresponding to low and high metallicity. The
sets within a group have fixed metallicity, but different
helium abundances. The range in helium and metallicity
is quite large, covering a factor of three in Y and a factor
of 20 in Z. While large, the range in helium mass frac-
tion is less extreme than what has been used to model
some stellar populations, including that of ω Centauri,
which Esch et al. (2013) recently modeled with helium
enrichments of up to Y = 0.40.
The grid of 24 simulations is summarized in Table 1.
The two metallicity groups are denoted with a and b for
the low- and high-metallicity, respectively. Surface grav-
ity is held fixed at log(g) = 4.30 for the entire grid. The
effective temperature for each simulation is an output
property, and cannot be precisely controlled. As such,
simulations typically cannot be directly compared, but
each set overlaps in the effective temperature range, al-
lowing for comparisons as a function of radiative flux.
Some simulations, however, serendipitously fall very
near to each other in effective temperature, which per-
mits direct comparison of their properties as a function
of depth without resorting to interpolation. One example
of this in our grid is the group comprised of simulations
s4a, s10a, and s12b. These three simulations reveal the
effect of changing the helium mass fraction (comparing
s4a and s10a) and the effect of metallicity (comparing
s10a and s12b). These three simulations are showcased
throughout the following sections when we examine var-
ious properties. The differences in chemical composition
between these three simulations represents much of the
range that might be expected in stars near the main se-
quence.
4. WHY WE EXPECT CHEMICAL COMPOSITION TO
CHANGE CONVECTIVE PROPERTIES
Altering the chemical composition of the convective en-
velope introduces change to the microphysics that have
a feedback on the convective dynamics. Changes to the
microphysics appear in the opacity and the equation of
state, and the significance of these changes derives from
the original motivation for 3D simulations, which is to
determine the stratification through the SAL. As men-
tioned in Section 1, this is usually accomplished through
MLT and the selection of the (unconstrained) mixing
length parameter. A range of adiabatic stratifications
can be made to be compatible with a particular at-
mospheric structure by selecting different MLT parame-
ters. Aside from having an unconstrained free parameter,
3TABLE 1
Properties of the simulations in the grid. All simulations have the same surface gravity (log(g) = 4.30). The grid is divided
into two parts (low and high Z), with each part containing three sets at with different Y .
ID Z Y log Teff δx× δz (km) Nx ×Nz ∆x (Mm) ∆z (Mm)
s01a 0.001 0.100 3.735 50.23 × 16.07 95× 205 4.77 3.29
s02a 0.001 0.100 3.751 53.56 × 17.13 95× 205 5.09 3.51
s03a 0.001 0.100 3.765 57.88 × 18.52 95× 210 5.50 3.89
s04a 0.001 0.100 3.780 63.33 × 20.26 95× 210 6.02 4.25
s05a 0.001 0.200 3.752 50.23 × 16.07 95× 205 4.77 3.29
s06a 0.001 0.200 3.765 53.56 × 17.13 95× 205 5.09 3.51
s07a 0.001 0.200 3.778 57.88 × 18.52 95× 210 5.50 3.89
s08a 0.001 0.200 3.790 63.33 × 20.26 95× 210 6.02 4.25
s09a 0.001 0.300 3.766 50.23 × 16.07 95× 205 4.77 3.29
s10a 0.001 0.300 3.778 53.56 × 17.13 95× 205 5.09 3.51
s11a 0.001 0.300 3.789 57.88 × 18.52 95× 210 5.50 3.89
s12a 0.001 0.300 3.800 63.33 × 20.26 95× 210 6.02 4.25
s01b 0.020 0.100 3.676 50.23 × 16.07 95× 205 4.77 3.29
s02b 0.020 0.100 3.706 53.56 × 17.13 95× 205 5.09 3.51
s03b 0.020 0.100 3.726 57.88 × 18.52 95× 210 5.50 3.89
s04b 0.020 0.100 3.751 63.33 × 20.26 95× 210 6.02 4.25
s05b 0.020 0.200 3.699 50.23 × 16.07 95× 205 4.77 3.29
s06b 0.020 0.200 3.723 53.56 × 17.13 95× 205 5.09 3.51
s07b 0.020 0.200 3.744 57.88 × 18.52 95× 210 5.50 3.89
s08b 0.020 0.200 3.764 63.33 × 20.26 95× 210 6.02 4.25
s09b 0.020 0.300 3.722 50.23 × 16.07 95× 205 4.77 3.29
s10b 0.020 0.300 3.740 53.56 × 17.13 95× 205 5.09 3.51
s11b 0.020 0.300 3.760 57.88 × 18.52 95× 210 5.50 3.89
s12b 0.020 0.300 3.777 63.33 × 20.26 95× 210 6.02 4.25
MLT also fails to include some relevant physics, such as
turbulent pressure.
The atmospheric helium mass fraction potentially af-
fects the convective gas dynamics by altering the opacity,
and the equation of state. While the continuum opacity
is not as strongly dependent on hydrogen as metallicity,
the effect is nonetheless apparent. The convective mo-
tions are driven by the requirement to carry the stellar
energy flux through the convective envelope, and the ex-
cess weight provided by helium can alter the flow proper-
ties. Enriching or depleting the helium abundance, which
alters both the mean molecular weight and the opacity, is
therefore expected to change the convective length scales
and the turbulent pressure contribution to hydrostatic
equilibrium.
Performing 3D RHD simulations provides a way of self-
consistently determining which adiabatic stratification is
compatible with a given atmosphere (with a specified
surface gravity, effective temperature and composition).
From this perspective, helium composition is important
because it changes which adiabatic structure is compati-
ble with a given atmosphere. Further details are provided
in section 5.1, which examines the mean stratification of
simulations with varied composition.
4.1. Opacity
The primary source of continuum opacity for these
stars is from the negative hydrogen ion. This source
of opacity depends on the hydrogen mass fraction (X),
which forms the negative ion, as well as the metal el-
ement mass fraction (Z), which provide the free elec-
trons as a result of their low ionization energy (e.g. Gray
2005). The helium mass fraction (Y ) will have an effect
on the continuum opacity primarily by displacing hydro-
gen. While the effect is not as significant as that induced
by changes to metallicity, it is large enough to change the
structure of the superadiabatic layer.
Fig. 1 shows how the Rosseland mean opacity changes
when the helium and metal element mass fractions are
adjusted. The opacity is presented as a function of pres-
sure, having been averaged spatially in the horizontal
dimensions of the simulation domain. Opacity is clearly
most sensitive to the metallicity, but the effect of helium
is non-negligible. An increase in helium (decrease in hy-
drogen) changes the opacity in the opposite way as an
increase in metallicity.
The location of the SAL is marked by a precipitous
drop in the opacity. The SAL of the high-metallicity
simulation is pushed higher into the atmosphere (to lower
pressure and density) as a result of the increased opac-
ity. The effect of decreasing helium is similar but more
subdued.
4.2. Equation of State
Although the helium abundance does not contribute to
the opacity as strongly as metallicity, it has a more sig-
nificant effect on the equation of state. In particular, the
mean molecular weight is increased substantially by dis-
placing hydrogen with the helium. Since helium doesn’t
contribute strongly to opacity, to rough approximation
this excess material behaves like ‘dead weight’.
We compare the molecular weight of gas in the simu-
lations by assuming an ideal gas, where the ratio of the
gas constant to the mean molecular weight is
R
µ
=
P
ρT
. (1)
In this representation, all non-ideal effects in the equa-
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Fig. 1.— Opacity as a function of total pressure for three simu-
lations from the grid. The magnitude of the shift in opacity as a
result of metallicity is greater than that of helium, but is signifi-
cant in both cases. Line color and style indicate helium and metal
abundance, respectively.
tion of state are implicitly included in the R/µ term. We
emphasize that the simulations are computed using the
OPAL equation of state (which includes non-idealized ef-
fects), and that this ideal representation is only used for
convenience when calculating the mean molecular weight
to analyze the simulation data.
Fig. 2 shows that changes to metallicity primarily
affect the mean molecular weight in the deeper layers.
Changes to the helium mass fraction introduce a shift in
the mean molecular weight across the entire range of the
simulation domain, including the peak of the SAL and
the optically thin atmospheric layers. This rather large
shift in the molecular weight results in a corresponding
adjustment to the convective velocity field, resulting in
differences in mean velocity and RMS velocity (see Sec-
tion 6 for a detailed comparison).
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Fig. 2.— Mean molecular weight as a function of total pressure
for three simulations from the grid. Metallicity primarily changes
the mean molecular weight below the SAL, while helium abundance
shifts it throughout the simulation domain.
Also included in the equation of state is the effect of
ionization. Particularly relevant to this study is the hy-
drogen ionization zone, and the first ionization zone of
helium. While the metals can begin to be ionized at low
temperatures contributing to the opacity in the atmo-
sphere, the hydrogen ionization zone extends below the
peak of the SAL. Deeper still are the first and second
helium ionization regions, which peak near 20000K and
60000K, respectively. The simulation domain extends
deep enough to partially capture the first ionization zone
of He, which is situated in the near-adiabatic region at
the bottom of the box. The second ionization zone is well
outside the simulation domain, and so its effect on con-
vection cannot be included. Because of practical compu-
tational limitations, these simulations cannot encompass
the entire second ionization zone.
The adiabatic temperature gradient, ∇ad, is sensitive
to the helium and metal mass fraction, as shown in Fig.
3. The broad dip in the gradient through most of the
simulation domain is the hydrogen ionization zone. The
effect of the first helium ionization zone is much smaller
than that of hydrogen ionization, and not visible in the
figure. The adiabatic temperature gradient increases
with the fraction of ionized helium because the helium
has displaced hydrogen. The second ionization region
sets the slope of the adiabatic gradient at higher temper-
atures. As the mass fraction of helium increases, so does
its effect on the adiabatic gradient.
Metallicity has comparatively a greater effect on the
adiabatic gradient than displacing hydrogen with helium.
The hydrogen ionization zone is affected by the electron
pressure, which is altered by changing the mass fraction
of metal. Figure 3 shows that this effect is stronger than
that of changing the helium (or hydrogen) mass fraction.
Changes to metallicity has an effect on the adiabatic tem-
perature gradient through the entire simulation domain,
while changing the helium abundance does not have a sig-
nificant effect in the atmospheric layers above the SAL.
Because helium and metallicity affect different domains,
comparing the adiabatic gradient above and below the
SAL could provide a way of distinguishing between the
two effects.
5. STRUCTURE OF THE SUPERADIABATIC LAYER
5.1. Mean Stratification
The stratification from the 3D simulations is the re-
sult of self-consistently coupling the radiative transfer in
optically thin layers with the convectively efficient adi-
abatic region below. The SAL in between includes the
turbulent pressure support from inefficient convection.
Examining the mean stratification of the simulation
shows how the fully convective deep stratification can
be self-consistently coupled to the SAL and atmosphere.
The construction of 1D models typically utilizes an ap-
proximation similar to the mixing length theory to set
the structure of the SAL. When using MLT-like treat-
ments, a wide range of adiabatic structures is compati-
ble with a given atmosphere, depending on the value of
the mixing length parameter. Simulations provide real-
istic stratifications through the region of transition from
convective to radiative energy transport, and provide in-
sight into what improvements might be made to existing
treatments for convection in stellar models.
For a given log(Teff) and log(g), the structure of the
atmosphere is determined by the chemical composition.
Increasing the opacity results in a lower density through
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Fig. 3.— Adiabatic temperature gradient as a function of to-
tal pressure (top) and temperature (bottom) for three simulations
from the grid. Both metallicity and helium abundance shift the
location of the broad dip, which corresponds to the hydrogen ion-
ization zone. Metallicity has a comparatively larger effect than
helium, and also changes the adiabatic temperature gradient in
the atmosphere above the SAL.
the SAL so that the energy flux is maintained. As de-
scribed in Tanner et al. (2013) and presented in Figure
4, a lower density in the SAL requires a lower density in
the adiabatic structure below. Note that this behaviour
is not present in MLT models, where the density of the
adiabatic structure is determined by the value of the mix-
ing length parameter.
In Section 4 we outlined the changes to the micro-
physics as a result of the helium abundance. The combi-
nation of changing the mean molecular weight, opacity,
and equation of state result in a different pairing of an
adiabatic structure with an atmosphere. Fig. 4 compares
density as a function of pressure in three simulations that
have the same log(Teff) and log(g). Lowering the metal-
licity significantly reduces the opacity, resulting in a cor-
responding rise in the density across the entire simulation
domain.
Generally, adjusting the helium abundance has a simi-
lar effect as that of metallicity, but in the opposite direc-
tion, which is consistent with the change in opacity. For
example, comparing in Fig. 4, from comparing the high-
Z high-Y structure with that of the low-Z low-Y com-
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Fig. 4.— Mean stratifications from three simulations in the grid.
The surface gravity and effective temperature are essentially the
same, so any differences in structure are attributed to composition.
One pair of simulations differ only in Z, while the other pair differ
only in Y .
position it is clear that the adiabatic and atmospheric
structures can remain essentially unchanged over a range
in metallicity, provided that a corresponding adjustment
is made to the helium abundance. Note, however, that
the structures near the SAL maximum (denoted by a
change in slope in density as a function of pressure) are
distinct, despite having essentially the same adiabat and
atmosphere. Put another way, for a given atmospheric
and adiabatic structure, the helium abundance is instru-
mental in determining the structure of the SAL between
optically thin atmosphere and the deeper adiabatic lay-
ers.
5.2. Superadiabatic Excess (∇−∇ad)
Comparisons of the mean structure in Section 5.1 re-
vealed that the structure of SAL depends on both metal-
licity and helium abundance. For a given log(Teff) and
log(g), the structure through the SAL is determined by
the transition from convective to radiative energy trans-
port. As evidenced by the different structures presented
in Figure 4, the rate and nature of the transition clearly
depends on composition. The difference between the
actual temperature gradient and adiabatic temperature
gradient, or superadiabaitic excess, is a measure of con-
vective efficiency. The location and extent of this excess
temperature gradient reveals the location of the transi-
tion from convective to radiative energy transport.
We compute the adiabatic temperature gradient ∇ad
from the OPAL equation of state tables using tempera-
ture and gas pressure from the simulation. The adiabatic
temperature gradient is defined as:
∇ad =
(
d lnT
d lnPgas
)
ad
. (2)
The actual temperature gradient is computed directly
from the simulation with the total pressure (Ptot =
Pgas + Pturb), which includes turbulent support in the
pressure term defined in Equation 4. The dimensionless
temperature gradient is defined as:
∇ =
(
d lnT
d lnPtot
)
. (3)
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Fig. 5.— Superadiabatic excess as a function of total pressure
(which includes turbulent pressure) and temperature. The pressure
at the location of maximum superadiabaticity is sensitive to Y and
Z, while the temperature is mostly sensitive to Z.
The location of the SAL as a function of pressure
changes in response to the opacity. An increase in Y
pushes the SAL in the opposite manner as an increase in
Z.
As a function of temperature, however, the signature
of helium abundance differs slightly from that of metal-
licity. The lower panel of Fig. 5 shows that even a large
change in Y (increasing Y by a factor of three) does little
to change the degree of superadiabaticity, or the temper-
ature at which it is maximal. An increase of metallicity,
on the other hand, pushes the superadiabatic peak to
lower pressure, but higher temperature.
The location and extent of the SAL is closely cou-
pled with the hydrogen ionization zone. When measured
against temperature, the location of the peak of the su-
peradiabatic excess is largely insensitive to helium abun-
dance, which closely mirrors the behavior of the adiabatic
gradient. The location of the hydrogen ionization zone
depends on chemical composition, but the lower panel
of Fig. 3 shows that helium abundance only induces a
relatively small adjustment to the temperature of the ion-
ization region. Metallicity causes a more significant shift
in temperature because the electrons with low ionization
potential are the source of electron pressure.
The superadiabatic excess is not directly observable,
but the differences caused by chemical composition might
leave signatures in the optically thin layers. In partic-
ular, differences in the thermal structure of the SAL
lead to changes in the convective velocities and turbu-
lent pressure support. Although convection is not driven
in the atmosphere, the velocity field from the convection
below is still imprinted on it through convective over-
shoot. Convective velocities and overshoot are dealt with
in more detail in sections 6.1 and 6.3, respectively.
6. CONVECTION-ZONE DYNAMICS
6.1. Mean Convective Velocities
For a given surface gravity and composition, the
strength of the convective velocity field is determined by
the energy flux. A star with a higher effective temper-
ature will have faster convective flows in order to carry
the increased energy flux which scales as F ∝ σT 4eff .
Unlike MLT, which represents convection with equal
areas of up-flowing and down-flowing material, realis-
tic convection exhibits a strong asymmetry in the veloc-
ity field (e.g. Gray 1982, 2009, 2010a,b; Robinson et al.
2003; Stein & Nordlund 1989, 1998). The buoyant rising
fluid is characterized by a larger filling factor through
nearly all of the simulation domain (e.g. Trampedach
2010). Upflows maintain nearly constant entropy as
they rise almost adiabatically (e.g. Ludwig et al. 1999;
Stein et al. 1999) until they reach the SAL near the sur-
face and radiate the energy away. Near the surface,
where radiative losses are strong, the upflows form the
characteristic granulation pattern, where they are sep-
arated from each other by narrow and fast flowing in-
tergranular lanes that cycle the material back into the
convection zone.
Altering the chemical composition of the convection
zone will modify the nature of the convective-to-radiative
transition and result in a change in convective velocity,
the temperature gradient in the atmosphere, and also
result in visibly different granulation. (e.g. Tanner et al.
2013; Collet 2008; Collet et al. 2008). The appearance
of low-Z granulation presented in Tanner et al. (2013)
showed less laminar flow as a result of increased cooling
rates from the lower opacity. Increasing Y has a similar
effect on opacity as decreasing Z, but the magnitude of
the effect is much smaller, so the visual differences in
the appearance of the granulation are more subtle. The
consequence of changing Y is more readily apparent in
quantitative comparisons.
The radial variation in normalized upflow area as well
as the photospheric velocity distributions in Fig. 6
show an adjustment in response to changes in Y and
Z. The upflowing gas rises nearly isentropically (e.g.
Ludwig et al. 1999; Stein et al. 1999) through most of
the convective envelope, until it approaches the surface
and can begin to radiate. As energy is radiated away,
the gas cools and is then cycled back into the convec-
tive envelope. The relative surface area of the hot, rising
granules is sensitive to the radiative cooling rate near
the surface (e.g. Tanner et al. 2013; Collet et al. 2007;
Asplund et al. 1999). A high cooling rate (low opacity)
permits the granules to begin radiating energy sooner, so
the drop in upflow area occurs deeper in the star, which
is shown in the left panel of Fig. 6. The right hand panel
7presents the velocity distribution from the photosphere
of the same three simulations.
The bimodal nature from the distinct upflows and
downflows is prominantly displayed in the velocity distri-
bution. The histogram is qualitatively similar to those of
Stein & Nordlund (1998), Stein & Nordlund (2000), and
Asplund et al. (2000), but the three profiles in Fig. 6
show the effect of composition. The smaller peak at neg-
ative velocity corresponds to the downflows, which are
faster than the upflows but occupy less area. The larger
peak at positive velocity corresponds to the rising gran-
ules.
The nature of the downflows does not appear to be
strongly affected by metallicity, particularly in the high
velocity wing of the probability distribution. Downflows
are the consequence of mass conservation, and exist so
that the gas can be cycled back into the convective en-
velope. Radiative cooling rates from opacity are not as
important in the downflows, so changes to Z introduce
a small effect. The downflow component of the veloc-
ity histogram, however, does appear to be sensitive to
helium abundance. Increasing Y substantially increases
the mean molecular weight (Fig. 2), particularly in the
atmosphere. Since the mean molecular weight in the at-
mosphere is not significantly altered by increasing Z, this
suggests that the nature of the intergranular lanes de-
pends to some degree on the helium abundance.
Metallicity influences the upflows more than the down-
flows. The second peak in the distribution is consider-
ably larger in the high-Z simulation, which means that
the granules are occupying a greater surface area. This
is consistent with the larger and more laminar visual ap-
pearance of the high-Z granules in Tanner et al. (2013).
These differences in the velocities are areas could have an
effect of the shape of spectral lines, which we examine in
more detail in Section 7.
If upflows are defined as having a positive velocity,
the large filling factor results in a positive spatial av-
erage through most of the domain. This is a general
characteristic of sub-photospheric stellar convection, and
the role of the filling factor and its implications for
modeling convection has been discussed in the litera-
ture (e.g. Canuto & Dubovikov 1998; Kupka 1999a,b).
The situation reverses above the photosphere where con-
vection is no longer driven and overshoot occurs (e.g.
Nordlund & Dravins 1990; Robinson et al. 2005), and
the mean velocity is negative. Fig. 7 presents the spa-
tially averaged vertical velocity as a function of height.
The zero point of the height axis has been set to the
photosphere, where 〈T 〉 = Teff .
The velocity reaches a maximum very near the peak of
the superadiabatic excess, and drops sharply approach-
ing the photosphere from below. For a given chemical
composition and surface gravity, the maximum mean ve-
locity scales with energy flux, which is consistent with
the simulation grids of Trampedach et al. (2013) and
Magic et al. (2013). The upper panel of Figure 7 com-
pares the velocity profiles from a set of four simulations
with the same composition. The three simulations in the
lower panel, however, have the same energy flux, so dif-
ferences in the velocity field are caused by changes to the
helium or metal element abundances.
Simulations with higher effective temperatures require
more vigorous convection to carry the energy flux. For
the simulation set presented in the top panel of Figure
7, increasing the effective temperature by 10% results
in mean convective velocities that are 60% larger. The
convective velocities are shown to increase with opacity,
which is larger with increasing metallicity and decreasing
helium. The lower panel of Figure 7 shows a 25% increase
in mean convective velocity from increasing Z from 0.001
to 0.020. As reported by Tanner et al. (2013), the larger
velocities are a direct result of the decreased density in
the lower-opacity simulations, wherein the less dense gas
must mix more vigorously in order to maintain the en-
ergy flux. The temperature at the height of the maxi-
mum velocity shows a similar sensitivity to composition
as that of the maximum superadiabaticity (Fig 5). The
temperature at this location increases with metallicity,
but is largely insensitive to helium abundance.
We present the range of maximum vertical velocity
over the grid of simulations Fig. 8. Each point corre-
sponds to the peak of the velocity profiles from the cor-
responding simulation (the maximum value from velocity
profiles similar to those in Fig. 7). Data points from sim-
ulations that share a chemical composition are connected
with lines. There is a strong visible trend with energy
flux, with the higher Teff simulations exhibiting larger
convective velocities. Chemical composition introduces
an offset in the 〈w〉-〈Teff〉 trends. Changing metallicity,
which has a strong effect on opacity, induces a larger shift
than the helium abundance. The magnitude of the effect
of helium on the vertical velocity appears to be generally
insensitive to metallicity. The range in maximum vertical
velocity as a function of helium abundance at a partic-
ular Teff is essentially the same in the high (Z = 0.020)
and low (Z = 0.001) metallicity simulations.
6.2. Turbulent Convective Velocities
One of the advantages that 3D simulations have over
stellar models is the inclusion of turbulent pressure. It
arises automatically and self-consistently in 3D simula-
tions from the convective gas dynamics, and is undoubt-
edly an important factor in understanding the structure
near stellar surfaces.
We extract turbulent pressure from the density, ρ, and
RMS vertical velocity, wrms. Defined as
Pturb = ρw
2
rms, (4)
the turbulent pressure is most important where the
superadiabatic excess is large. Gas pressure dominates
below the SAL, and convective velocities are weak above.
Through the SAL, turbulent pressure contributes signif-
icantly to hydrostatic equilibrium, reaching values in ex-
cess of 15% of the gas pressure (Rosenthal et al. 1999;
Kupka 2009; Beeck et al. 2012).
Recent systematic studies of near-surface stellar con-
vection show that turbulent pressure varies as a
function of effective temperature and surface grav-
ity (Trampedach et al. 2013) as well as metallicity
(Tanner et al. 2013; Magic et al. 2013). In this section
we examine the variation of turbulent pressure with
composition, including the effect of changing metallicity
and helium abundance. The variation in maximum tur-
bulent pressure is consistent with previously published
work of Tanner et al. (2013), and qualitatively similar
to the values reported by Trampedach et al. (2013) and
Magic et al. (2013).
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The fraction of turbulent pressure support depends on
composition, as demonstrated in Fig. 9, which presents
the maximum turbulent pressure (relative to gas pres-
sure) for all the simulations in the grid. Similar to the
trend in velocity, the largest effect is from varying the en-
ergy flux, and the contribution from turbulent pressure is
quite sensitive to metallicity as well. Quite surprisingly,
there is little remarkable change induced by changes to
helium abundance. Our simulations show sensitivity to
helium, but it is much smaller than the effect of metal-
licitiy.
6.3. Overshoot
Chemical composition strongly influences the convec-
tive dynamics and thermal structure across the SAL,
where the convection is most turbulent. This region is
below the photosphere and not directly observable, but
momentum carries the convective dynamics above the
convective envelope and into the convectively stable ra-
diative atmosphere. This so-called convective overshoot
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may well bear the signature of chemical composition. In-
deed, using 3D simulations in conjunction with spectral
synthesis has proven to be a useful method for account-
ing for macro-turbulent broadening and produces realis-
tic spectral line profiles (e.g. Asplund et al. 2000).
We estimate the strength, or length scale, of convective
overshoot by measuring correlations between thermody-
namic and convective properties. When convection is
coherent, fluctuations in temperature and velocity will
be positively correlated. This is simply because hot re-
gions rise (with positive velocity) and cool regions sink
(with negative velocity).
The correlation function between two turbulent quan-
tities is defined as:
C[q1, q2] =
〈q1q2〉 − 〈q1〉〈q2〉
q1,rmsq2,rms
. (5)
where the RMS of a quantity is calculated using:
qrms =
√
〈q2〉 − 〈q〉2. (6)
The correlation function will be near unity where con-
vection is efficient, and will fall in regions near and above
the photosphere. This provides a way to define the edge
of the overshoot region; namely, where the correlation
function reaches zero. Additionally, the limit of driven
convection can be defined as where superadiabatic ex-
cess goes to zero. Because of convective overshoot, these
two boundaries will not be at the same location (the
overshoot boundary will be above the driven convection
boundary) in the SAL, and the overshoot length is de-
fined as the difference between them.
An example of the effect of helium abundance on over-
shoot is provided in Fig. 10. Panels on the left side
of the figure show the horizontally and temporally av-
eraged radial profiles of superadiabaticity and the tur-
bulent correlation functions that define the overshoot
length. The right-hand panels show vertical slices of the
velocity field from a simulation snapshot. The velocities
in the low-Y simulation are larger, which is consistent
with Figs. 7 and 8, and the distance (extending higher
into the atmosphere) over which the velocites remain co-
herent is visbily larger, resulting in a larger space be-
tween height where ∇−∇ad = 0 and C[T, Vz] = 0. The
dashed lines on the left are also displayed on the vertical
slice for reference. The difference in overshoot is smaller
than what was observed in the metallicty comparison of
Tanner et al. (2013), but it is nonetheless apparent. We
present the overshoot length for the entire grid of simu-
lations in Figure 11 in a similar manner to Figs. 8 and 9.
The amount of overshoot into the atmosphere is corre-
lated with the mean convective velocities. The upflows in
simulations with larger velocities (hotter Teff , larger Z,
or smaller Y ) have more momentum, and so they remain
as coherent structures over a greater distance.
7. SPECTRAL LINE SHAPES
We have shown in Section 6 that the mean velocity, fill-
ing factor, photospheric velocity distribution, and over-
shoot length scale are sensitive to helium and metallicity.
The composition-induced differences in convective dy-
namics suggests that Doppler broadening of spectral lines
may bear the signature of helium abundance. Forming
over a range of depths in the atmosphere, the turbulent
broadening of spectral lines is complex, and depends on
the radial variation of velocity, as well as thermal struc-
ture and filling factor from flow asymmetry. The large,
hot upflows will contribute the most to spectral features,
and differences in the velocity field between the photo-
sphere and higher atmospheric layers will change the way
that line wings and cores are affected.
In this section we describe a simple toy model for spec-
tral line formation, and use it to estimate the kind of ef-
fect that helium abundance might introduce. We empha-
size that this is a simple model, and this analysis should
be followed up by more sophisticated 3D spectral syn-
thesis (e.g., Ludwig & Steffen 2008; Prakapavicius et al.
2013).
7.1. A Simple Model
Our spectral model is derived from the weak-line treat-
ment described in Bo¨hm-Vitense (1989), and inspired by
the modeling technique of Dravins (1990).
We model a spectral line as the cumulative contribu-
tion from lines originating from different columns that
span the horizontal extent of the simulation domain.
This is qualitatively similar to the model of Dravins, ex-
cept that instead of a four-component approach, we have
one component for each column. We resample each sim-
ulation snapshot to 64x64 columns, which is sufficient to
capture the effect of the bimodal velocity field. The line
profile from each component is Doppler shifted according
to the simulated velocity field. The model is applicable
only to the stellar disk center, and does not include ef-
fects such as limb-darkening.
The contribution to the spectral line from a particular
column is represented by a Voigt profile. The function
is characterized by a damping parameter (a) and a fre-
quency offset (u), which is defined as:
u =
ν − ν0
∆νD
, (7)
where ∆νD is the Doppler width:
∆νD =
v0
c
√
2kT
m
. (8)
The intrinsic Doppler width of the Voight profile de-
pends on the atomic mass of the element, which we set
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to 56 to correspond to iron. The damping parameter is
set to 0.001 which is consistent with the ‘weak’ lines in
Dravins (1990).
The Voigt profile is Doppler shifted as a function of
wavelength according to the vertical velocity from the
column in the simulation, at the formation depth of the
line. Line wings are formed closer to the photosphere
where the velocities tend to be higher, and line cores are
formed higher in the atmosphere where the velocity is
typically smaller.
The strength of the line is computed using the descrip-
tion provided by Bo¨hm-Vitense (1989), which is valid
for unsaturated lines. The depth of the line relative to
the continuum is characterized by a parameter R, which
is related to the equivalent width. Larger values of R
create stronger lines with cores that form higher in the
atmosphere. We keep relatively small values of R (which
correspond to weak spectral lines) so that we can ap-
ply the weak-line treatment of Bo¨hm-Vitense (1989) and
minimize potential effects from the simulation boundary.
The line depth is:
R =
FC − Fλ
FC
=
Bλ(τc = 2/3)−Bλ(τλ = 2/3)
Bλ(τc = 2/3)
, (9)
where FC and Fλ are the continuum and lines fluxes,
respectively, which under local thermodynamic equilib-
rium are given by the Planck function. The wavelength
dependence of the Doppler shift is introduced indirectly
through the temperature gradient in the simulation. For
a particular column in the simulation, we determine the
depth of the line formation by solving Equation (9) for
Bλ(τλ = 2/3) with a given value of R and Bλ(τc = 2/3).
The Planck function, which depends only on tempera-
ture for a given wavelength, is then used to determine
the temperature of the layer at which the line is formed,
which in turn gives us the depth of formation. The value
of R varies as a function of wavelength from the line wings
to the line core, which translates to different formation
depths. The Doppler shift is applied using the velocity
field at the depth determined by Equation (9).
The contribution from bright (blueshifted) upflowing
granules is significantly larger than that from a cool (red-
shifted) downflowing intergranular lanes. The combina-
tion of the large filling factor for upflows and temperature
contrast between upflows and downflows means that they
are both brighter and larger. The upflow contributes
much more to the final spectrum, but the downflow has
a larger Doppler shift relative to line center, and in the
opposite direction. Furthermore, the lower continuous
opacity in the downflows causes the line of sight to pen-
etrate deeper in the atmosphere where the velocities are
stronger. The final line profile is a sum of profiles over the
horizontal surface of the simulation, weighted by the con-
tinuum flux. We use several simulation snapshots over
several hours of simulated time to produce the final time-
averaged profile.
7.2. Helium Abundance and Spectral Line Shapes
Insofar as they are affected by the photospheric veloc-
ity field from convection, the basic properties of spectral
line shapes are defined by two principal factors. These
are the asymmetry of the flow (with upflows forming the
granule surfaces and having a large filling factor near the
photosphere), and the radial velocity profile.
The vertical velocity profile from a particular column
from a simulation snapshot determines the Doppler shift
at a particular depth. The line wings are formed close
to the photosphere, and so they bear a strong imprint
of the photospheric granulation. Line cores form higher
in the atmosphere where the velocities are smaller. The
magnitude of the Doppler shift applied the core relative
to the wings depends on the velocity gradient, and the
strength of the line. Cores of stronger lines form higher in
the atmosphere than those of weaker lines, so the Doppler
shift is smaller.
To rough approximation, the absolute shift in line cores
will be determined by the upflows (see, for example,
Gray (2005) which describes a simple two-stream model
for visualizing granulation). Even accounting only for
the radial velocity profile sets the stage for explaining the
absolute Doppler shift of lines, or third signature of con-
vection (Gray 2009). Asymmetry in the flow, however,
also contributes to the shape of the line. Lines formed
in the cool, fast intergranular lanes will be strongly red-
shifted, but lower intensity relative to the upflows.
The combined effect of the velocity profile and the flow
asymmetry explains the typical ‘C’ shaped line bisector
(e.g. Gray 2005, 2010a). We show the line shapes as a
function of line strength in the upper panels of Fig. 12.
The location of the line cores is most strongly shifted
in the weak lines, where the formation depth is closest
to the photosphere and the velocities are high. The line
core becomes progressively less blueshifted as the depth
of the line grows. Weak lines also tend to show the upper
half of the ‘C’, as their formation depths do not extend
very high into the overshoot layer. Stronger lines with
deeper cores begin to complete the ‘C’ shape.
Fig. 12 compares two line bisectors computed from
simulations with different helium abundances. Each
panel in the figure compares the same two helium abun-
dances, but at different line strengths. The change in
velocity field as a result of the different helium abun-
dances induces a corresponding adjustment to the shape
of the bisector, with the larger velocities (and steeper
gradient) in the low-Y simulation (Fig. 7) causing the
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larger shift in the line.
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Fig. 13.— Absolute Doppler shifts (of line cores) as a function of
line strength. The line shift decreases with line strength because
the cores of deeper lines are formed higher in the atmosphere where
the velocities are weaker.
After extracting the Doppler shift of the line cores, we
present it in Fig. 13 as a function of line strength, which
is essentially a third signature plot. Each curve traces
the velocity of the line core as a function of line strength
from a set of spectral lines similar to those presented in
Fig. 12. The systematically larger shifts in the low-Y
simulation are a consequence of the larger velocities and
overshoot length discussed in Sections 6.1 and 6.3.
The line profiles computed in our simple model sug-
gest that spectral line shapes might bear the signature
of helium abundance. We stress that this result is from
a simple model, and should be followed up with spectral
synthesis. Furthermore, extracting information about
helium composition in this manner is only possible if the
metallicity is known.
8. ALPHA-ENHANCEMENT IN GLOBULAR CLUSTER
ENVIRONMENTS
Our grid of simulations is divided into those with solar-
like metallicity of Z = 0.020 and those that are metal-
poor with Z = 0.001. Old metal-poor stellar popula-
tions, such as those found in globular clusters, are often
enriched in α-elements. It is expected that the details of
the mixture of metals will have a considerably smaller ef-
fect on convection than the metal mass fraction, but the
effect may be detectable in the simulations. Given that
properties of convection are considerably more affected
by changes to Z than Y , we are interested in measuring
the magnitude of the effect on convection that might be a
result of the details of the heavy element mixture. Since
the primary source of opacity is from the H− ion, chang-
ing the number of ionized electrons by altering the heavy
element mixture could have a measurable effect on the
structure and dynamics of the SAL. As described in sec-
tion 4, the ionized electrons from the metals contribute
to the electron pressure, which alters the hydrogen ion-
ization zone, and in turn affects the SAL structure.
Examples of particular interest include the stellar pop-
ulations of ω Centauri and NGC 2808, both of which
show signs of enriched helium abundance (Lee et al.
2005). We use 3D simulations to determine to what de-
gree α-enhancement affects near-surface convection. In
this section we summarize results from a tests using a
grid of simulations that is separate from the grid de-
scribed in previous sections. These simulations also have
a fixed surface gravity, and span a range of effective tem-
perature near the main sequence turnoff of ω Centauri.
Properties of this grid are presented in Table 2. In a
manner similar to the grid defined in Section 3, the sim-
ulations are broken into sets corresponding to different
compositions. Instead of changing the helium mass frac-
tion, the alpha enhancement is altered by using the en-
hanced tables of Ferguson et al. (2005) for the mixture
of Grevesse & Sauval (1998). The ratio of hydrogen-to-
metal mass fraction is kept fixed.
Relative to changes in the Z and Y mass fractions,
the mixture of heavy metal elements introduces a rather
minor effect on the convective dynamics. Although the
effect is quite small, changing the α-element abundance
has some detectable consequences in the mean quan-
tities, which have smaller statistical errors than quan-
tities computed from turbulent fluctuations. At these
low metallicities, enhancing the α-elements adjusts the
opacity slightly, resulting in a small alteration in density
through the SAL. Fig. 14 compares the density at the
location of the peak superadiabaticity for the normal and
α-enchanced GS98 tables.
Although the changes induced by α-element enhance-
ment to the density through the SAL is detectable, it is
considerably smaller than the effect of changing metal-
licity or helium abundance. For example, the increase in
density at a particular effective temperature is approxi-
mately 25 and 40 times smaller than the range in SAL
density as a function of helium and metallicity in Fig. 4,
respectively. As a consequence of changing the density
stratification by enhancing the α-element abundance, the
convective velocities would need to change to maintain a
fixed energy flux. The effect on the convective velocities
is small enough that we cannot measure it to a level of
good statistical significance.
Higher-order quantities such as the turbulent pressure
and adiabatic gradient have larger statistical error bars,
and variations between simulations with different alpha
enhancements are within the statistical uncertainty of
the measurement. This is not a surprise considering that
changing the metal element mass fraction itself intro-
duced no remarkable change to the superadiabatic excess.
While the results from Tanner et al. (2013) demonstated
that turbulent pressure is sensitive to changes in metal-
licity, our current set of alpha-enchanced simulations sug-
gest that any adjustment caused by enhancing the alpha
elements appears to be below the precision of the simu-
lations. The precision of the quantities measured from
simulations can be improved by gathering statistics over
a much longer baseline, but we do not pursue this further
since the effect is expected to be small.
9. HELIUM ABUNDANCE AND SURFACE GRAVITY
In classical stellar atmospheres, the effect of helium
can alter the spectroscopically deduced surface gravity.
As pointed out by, e.g. Gray (2005), helium and sur-
face gravity behave in a similar way. Because the effect
of helium and gravity are similar, at least on the mean
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TABLE 2
Properties of the simulations with varied α-element enhancement. All simulations have the same metallicity, hydrogen
mass fraction, and surface gravity (log g = 4.30).
[α/Fe] log(Teff ) Z X ∆x×∆z (km) Nx ×Nz ∆X (Mm) ∆Y (Mm)
0.00 3.791 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.00 3.794 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.00 3.796 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.00 3.799 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.00 3.802 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.80 3.795 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.80 3.797 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.80 3.800 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.80 3.802 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
0.80 3.805 0.00057 0.870 84.94× 25.80 95× 225 8.07 5.80
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Fig. 14.— Density at the location of maximum superadiabatic-
ity in simulations with normal and α-enhanced GS98 abundances.
The effect of changing the heavy element mixture is considerably
smaller than changing Z or Y , as seen in Fig. 4.
stratification away from the SAL, it is worth examining
to what extent log(g) and Y have a similar effect on 3D
RHD simulations. In sections 4 through 7.2 we presented
various effects of changing the helium abundance on the
structure of the SAL, by comparing simulations with dif-
ferent compositions at fixed log(g) and over a range of
Teff . Other published work (e.g. Trampedach et al. 2013;
Magic et al. 2013) has dealt with the variation of convec-
tive properties across much of the HR diagram, but here
we examine the effect of surface gravity in the context of
helium abundance. We compare the behavior of log(g)
and Y in simulations to determine if they behave simi-
larly even in a 3D turbulent atmosphere.
Table 3 summarizes the set of simulations used for this
comparison. The simulations are divided into two groups
that overlap in their respective Teff ranges. The two sets
have log(g)= 4.30 and log(g)= 4.50, respectively. All
of the simulations have exactly the same microphysics.
We can directly compare the properties of simulations
s02c and s03d, which have identical compositions and
essentially the same Teff . These two simulations differ
in composition to those presented in previous sections,
so direct comparison is not possible. We can, however,
compare the response of log(g) to that of Y to see if the
effect is in the same direction.
The mean stratification below the SAL behaves as ex-
pected, with an increase in log(g) or Y both yielding a
higher density at a given pressure. Comparing the first
panel of Fig. 15 to Fig. 4 confirms that helium and sur-
face gravity qualitatively alter the structure through the
SAL in a similar manner as well. Differences between the
effect of helium and surface gravity are apparent in the
atmosphere, however, where for a fixed Teff the structures
remain similar as log(g) changes, but are different when
helium is changed. The variation in opacity exhibited in
the center panel of Fig. 15 mirrors the changes to the
density and pressure stratification. Atmospheric opacity
remains unchanged between the simulations with varied
log(g), and below the photosphere the opacity profiles
diverge in a similar manner to that seen in Fig. 1 from
adjusting the helium abundance.
The reason that log(g) and Y affect the sub-
photospheric layers in a qualitatively similar manner
while behaving differently in the atmospheric layers is
because of the mean molecular weight. Comparing the
lower panel of Fig. 15 to Fig. 2 shows that the mean
molecular weight in the atmosphere is sensitive to he-
lium abundance and not surface gravity.
In addition to the mean structure, the response of tur-
bulent gas dynamics to log(g) and Y also show some
differences. In Section 6.2 (Fig. 9) we did not see a sig-
nificant sensitivity of the maximum turbulent pressure
to helium abundance, although it does depend on metal-
licity. In this set of simulations we find that an increase
in log(g) yields a decrease in turbulent pressure, which is
qualitatively similar to the results of Trampedach et al.
(2013) and Magic et al. (2013). The degree of convec-
tive overshoot (as measured in Section 6.3) is also more
sensitive to log(g) than Y .
10. DISCUSSION AND CONCLUSIONS
The signature of helium abundance on stellar convec-
tion is smaller than that of metallicity, but is nonetheless
significant. Changes to convective properties are primar-
ily caused by opacity. The sensitivity of convective prop-
erties to helium abundance is because of similar reasons
as metallicity described in (Tanner et al. 2013), namely,
for a given Teff , an increase in opacity in the SAL is ac-
companied by a corresponding decrease in density so that
the constant radiative energy flux is maintained. Our
simulations show systematically larger convective veloci-
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TABLE 3
Properties of the simulations with varied surface gravity. All simulations have the same metallicity and hydrogen mass
fraction.
ID log(g) log(Teff ) Z X δx × δz (km) Nx ×Nz ∆x (Mm) ∆z (Mm)
s01c 4.30 3.710 0.020 0.735 50.23 × 16.06 95× 215 4.77 3.46
s02c 4.30 3.729 0.020 0.735 53.56 × 17.13 95× 215 5.09 3.68
s03c 4.30 3.752 0.020 0.735 57.88 × 18.52 95× 215 5.50 3.98
s04c 4.30 3.770 0.020 0.735 63.33 × 20.26 95× 215 6.02 4.36
s01d 4.50 3.687 0.020 0.735 29.96× 9.58 95× 215 2.85 2.06
s02d 4.50 3.707 0.020 0.735 31.35 × 10.02 95× 220 2.98 2.21
s03d 4.50 3.727 0.020 0.735 33.20 × 10.62 95× 220 3.16 2.34
s04d 4.50 3.748 0.020 0.735 35.56 × 11.38 95× 220 3.38 2.50
ties and overshoot with hotter Teff , larger Z and smaller
Y .
While similar, the effect of helium is distinct from that
of metallicity because of the way in which it changes the
equation of state. The mean molecular weight is more
sensitive to helium abundance, particularly in the opti-
cally thin layers above the maximum superadiabaticity.
The signature of helium might manifest itself separately
from that of metallicity in the details of the velocity field,
such as the velocity distribution presented in Fig. 7. The
key to isolating the effect of helium may be in compar-
ing the hot upflows and cool downdrafts. Fig. 7 shows
variation in the ‘upflow’ peak with Z, and variation in
the extreme edge of the ‘downflow’ peak with Y . Ra-
diation accounts for most of the energy flux from the
hot upflowing granules. Consequently, the structure and
dynamics of the granules are more sensitive to radiative
cooling rates, which vary more strongly with metallicity
than helium. Conversely, the downflows are less sensi-
tive to radiative cooling rates, but will be affected by the
mean molecular weight.
It is possible that the signature of helium abundance
is observable through its effect on the convective over-
shoot in the atmosphere. In particular, the curvature
of spectral line shapes and the absolute shift of the line
cores are sensitive to helium abundance. Provided that
the metallicity and surface gravity are well constrained,
it might be possible to isolate the effect of helium on the
velocity field. Both surface gravity and helium behave
in similar ways below the SAL, but behave differently in
the atmosphere. This is because the helium abundance
changes the mean molecular, while surface gravity does
not. In many cases, the signature of helium on the SAL
structure and gas dynamics will be smaller than that of
metallicity or surface gravity, however, it is distinct in
the manner in which it affects mean molecular weight.
Old metal-poor stellar populations often exhibit signs
of α-element enrichment. Using a set of simulations sep-
arate from our grid, we have carried out tests to mea-
sure the magnitude of the effect of changing the heavy
element mixture. Details of the heavy element mixture
alter the opacity because of changes in the number of
ionized electrons, which affects H− opacity. Our simu-
lations show that the effect is quite small; considerably
smaller than the effect of changing Z or Y . While α-
element enrichment may have a more substantial effect
in the deep interior of the star, we do not measure a
significant dependence on the structure of the SAL. Our
α-enhancement tests also verify that the effect of helium
could not be accounted for by adjusting the heavy ele-
ment mixture.
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