In this paper, a new numerical method based on Genetic Algorithm (GA) for robust Strictly Positive Real (SPR) synthesis is presented. The algorithm works well in coefficient space of continuous-time systems and is computationally efficient for some types of polynomial families, such as polynomial segments, interval polynomials and polytopic polynomials et al.. The method can be easily extended to the discrete-time systems. Illustrative examples are provided showing that the method is rather effective for arbitrary given high-order systems. Copyright © 2002 IFAC 
INTRODUCTION
The robust Strict Positive Realness (SPR) of transfer functions is an important performance of dynamic systems. It plays a crucial role in absolute stability and hyperstability (Popov, 1973) , passivity analysis, and adaptive system theory (Landau, 1979) . Since there always exist uncertainties in the real systems, it is imperative to study the robust strict positive realness. In recent years, stimulated by the parameterization approach in the robust stability analysis (Bhattacharyya, et al., 1994; Barmish, 1994) , much attention has been paid to the study of robust strict positive realness of dynamic systems, and much progress has been made (Anderson, et al., 1990;  (Hollot, et al., 1989) ; If F is a low order (n ≤ 4) stable interval polynomial set (Anderson, et al., 1990; Betser and Zeheb, 1993; Hollot, et al., 1989; Wang and Yu, 2000; Yu, 1998; Yu and Wang, 2001a) , such a polynomial ) (s b always exists; If F is a low order (n ≤ 5) stable polynomial segment (Wang and Yu, 2000; Yu, 1998; Yu and Huang, 1998; Yu and Wang, 2001b) , such a polynomial ) (s b always exists. Some sufficient conditions for robust synthesis are presented in (Anderson, et al., 1990; Betser and Zeheb, 1993; Yu,1998; Wang and Yu, 2000) , especially, the proposed design method in (Wang and Yu, 2000) , by introducing the concept of Weak Strict Positive Realness (WSPR) and giving a complete characterization of the (weak) SPR regions for transfer functions in coefficient space, is numerically efficient for high order systems and the derived conditions are necessary and sufficient conditions for low order stable interval polynomials (n ≤ 4) and segment polynomials (n ≤ 5). However, the method in (Wang and Yu, 2000) had not provided any convex programming algorithm for the intersection of weak strictly positive real regions. This subject deserves further investigation. Betser and Zeheb (1993) and Yu (1998) dealt with this problem using Matrix Equations (MEs) or Linear Matrix Inequalities (LMIs). However, the order of involved MEs or LMIs may be high, many variables must be introduced, and there is no theoretic result of the feasible conditions for the MEs or LMIs.
In this paper, a new algorithm based on Genetic Algorithm (GA) is proposed to synthesize the robust SPR for a family of polynomials. GA is a parallel problem solver, which uses ideas and gets inspira -tions from natural evolutionary processes. Due to its intrinsic parallelism and some intelligent properties, GA has been applied successfully to problems where heuristic solutions are not available or generally lead to unsatisfactory results. In recent years, GA has proved to be efficient in a large number of optimi -zation and search tasks (Fernandez-anaya, et al., 1997; Goldberg, 1989; Li, et al., 1996; Rechenberg, 1989) . Moreover, GA using real-valued encoding deals directly with real number, thus saving more computation of mapping from the solution space to bit strings, contrary to what simple genetic algorithm does.
The problem under consideration involves a non -empty, bounded convex set in 1 − n R (Wang and Yu, 2000) , thus fulfilling the applicability criteria of GA (Li, et al., 1996) . Furthermore, there is no method that leads to satisfactory results, especially for the condition with many vertices and high order. Thereby, given these characteristics of GA, it is selected as a heuristic method and suits for constructing a polynomial, the ratios of which to a finite collection of polynomials could be SPR (WSPR).
An outline of the paper is as follows. In Section 2, preliminaries about SPR are introduced. The main frame of our algorithm and details are presented in Section 3. Numerical examples are provided to illustrate the effectiveness of this method in Section 4. Then conclusion appears in Section 5.
PRELIMINARIES
The concept of strict positive realness stems from different areas such as control systems and network analysis. There is some slightly difference in definitions in the literature (Yu, 1998; Wang and Yu, 2000) . In this paper we employ the following definitions from (Yu, 1998; Wang and Yu, 2000) : In the following definitions,
is a rational function.
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From the definitions above, it is easy to get the following properties: Property 1. (Hollot, et al., 1989 
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Some results in (Wang and Yu, 2000) will be used in this paper. Theorem 1. (Wang and Yu, 2000) Given
Theorem 2. (Wang and Yu, 2000) Given
Theorem 3. (Wang and Yu, 2000) Given
From (Wang and Yu, 2000) , we also know that the boundary of every entry of x is:
Since a Ω and a 1 Ω are both unbounded sets, when considering the robust SPR synthesis problem, it is hardly tractable operating on unbounded set to check the intersection of SPR regions. On the other hand, from the Theorem 2, 3 and the boundary of W a 1 Ω listed above, we can construct the finite search space for this particular problem that is one of the applicability criteria of GA. That's why we first con -sider the problem from Ω , thus saving the computation.
COMPUTATIONAL METHOD

Algorithm description
Based on genetic algorithm, the main procedures of the new numerical algorithm are as follows:
Step 1. For the input vertices of polynomials, test the robust stability of the convex hull of F, i.e. F . If F is robustly stable, then go to Step 2; otherwise, print "there does not exist such a b(s)"; (by Definitions 1 and 2)
Step 2. Set the search space;
Step 3. Call the main program of genetic algorithm for WSPR. If succeed in searching, then go to
Step 4; Otherwise, go to Step 5;
Step 4. Take a sufficiently small 
Remark 2. In order to get the sufficiently small positive numberε , noting that the n-th polynomial ) ,..., , , 1 , (
) (s c , must be Hurwitz stable (by Property 2). Employing a necessary condition of n-th Hurwitz polynomials (Huang, 1989) , we can at first set the domain of ε in the concept of stability, i.e. Remark 4. Our method can be easily extended to the discrete-time systems. In fact, by using linear fractional transformation, we can transform discrete -time systems into continuous-time systems.
The main frame of GA
The algorithm's efficiency depends on the adequate strategy selection for the problem under consideration. In this particular case the selected strategy, which constructs the main frame of the main GA, is the following.
After encoding, N individuals (parents) of the population are selected, crossed over, mutated, thus producing a new population (offspring). Then each individual of this population is assigned its corresponding value. The procedures above are repeated until the pre-set number of iterations (M) is completed or the task is solved. Details are discussed as follows:
Encoding: In robust SPR (WSPR) synthesis for n-th order polynomial set, what we need is to find an n-th or (n-1)-th order monic polynomial in coefficient space, so the particular codification assumes the n or (n-1) coefficients as an individual in the form of a vector, i.e. ) ,..., , (
In order to improve the performance, a number of Hurwitz stable polynomials (randomly selected from the search space.) are pre-given as a part of initial population and others are generated randomly from the search space.
Selection:
In order to improve the GA's performance, "Elitism mold" is adopted which forces the GA to retain some number of the best individuals at each generation (in this paper, denote the number as Ne). Those best individuals are directly selected to form a part of the offspring. By using the fitness -proportionate selection with "Roulette wheel" and "Stochastic Universal" sampling (Goldberg, 1989) , the N individuals (parents) of the population are selected, producing one population of offspring. From which we choose (N-Ne) individuals and treat them with crossover and mutation and after that they form the other part of the offspring population.
Crossover: By randomly mating, pairs of individuals are selected by the probability of c p and crossed over with each other. In this particular case, "global recombination" is used just as follows:
x , i y are parents and i z offspring.
Mutation: For GA with real-valued encoding, muta -tion has played one of the most important parts in genetic operators, thus intensified mutation has been adopted. The strategies presented by Rechenberg (1989) have been modified. In this particular case we use "BGA" strategy as follows. 
where r is selected randomly from (0,1).
As a means of avoiding local convergence, a more great probability of mutation, denoted by mc p , is considered and it is controlled by the parameter e that takes effect when the best fitness of the population is maintained constant during e iterations (Fernandez -anaya, et al., 1997; Rechenberg, 1989) . The fitness function F of the GA is proposed as follows: The examples above are taken from (Wang and Yu, 2000) where robust synthesis is done by grid.
As far as we know, there is not any examp le of order higher than 9 in the literature for robust strict positive real synthesis.
In what follows, we will provide some more exam -ples for high order polynomial families. 
CONCLUSIONS
In this paper, a new numerical method using genetic algorithm for the robust SPR synthesis has been presented. The algorithm works well in coefficient space of continuous-time systems and is computa -tionally efficient for some types of polynomial families. Illustrative examples have been provided showing that the method is rather effective for arbitrary given high order robust stable polynomial families.
