z and a vertex of P u occur in the same equivalence class of R red , or else u must be adjacent to z, a contradiction. We conclude that for each vertex of S 3;blue , or for each pair of vertices of S 3;blue , there is a corresponding vertex of L or a corresponding set of vertices of L, which occur in an equivalence class of R red which is di erent from all the equivalence classes in which the other vertices of L occur. It follows the vertices of L occur in at least jS 3;blue j=2 n=72 di erent equivalence classes of R red . But this contradicts the assumption that the number of equivalence classes of R red is less than n=72. 2 CASE 1: Suppose that either jS 1 j < 10n=18 or jS 2 j < 10n=18. We assume that jS 1 j < 10n=18, (the case when jS 2 j < 10n=18 can be handled similarly).
From the de nition of S 1 it follows that the number of red vertices is at most: jS 1 j+(jS 1 j (jS 1 j?1))=2. Since jS 1 j < 10n=18 we get (by substituting 10n=18 instead of jS 1 j in the above formula) that for n 20 the number of the red vertices is at most: 0:165n 2 . However, since the number of red vertices greater than (n 2 )=6 there must be at least 0:166n 2 red vertices, a contradiction.
CASE 2: Suppose that both jS 1 j 10=18 and jS 2 j 10n=18. Let S 3 denote the intersection of S 1 and S 2 . Since the total number of vertices occuring either in S 1 or in S 2 (or in both of them) is equal to n, we get that at least n=18 vertices occurs both in S 1 and in S 2 . In other words we get that jS 3 j n=18. Let In this section we show how our technique presented in section 5 above can be applied to other graph classes. In particular we show that the split graphs and all the graph classes which contains them are of unbounded clique{width.
De nition 20 (Split graph of a clique splt(G)) Let G = hV; Ei be a clique, the split graph of of G, denoted splt(G), is is de ned as the graph hV 0 ; E 0 i, such that: V 0 = V E and E 0 = E f(v; e) j v 2 V; e 2 E and v is one of the endpoints of eg Lemma 4 Let n 2 N be such that n 20, let G = hV; Ei be a clique of n vertices, and let G 0 = splt(G) be the split graph of G, then 2colw(G 0 ) n=72.
Proof:
Let n 2 N be such that n 20, let G = hV; Ei be a clique of n vertices, and let G 0 = hV 0 ; E 0 i be the split graph of G. Suppose that 2colw(G 0 ) < n=72.
Then there is a partition of the vertices of G 0 into two disjoint sets V 0 red and V 0 blue of red and blue vertices respectively, such that n(n + 1)=6 jV 0 red j n(n + 1)=3, and the number of equivalence classes of R red (see de nition 17 above) is less then n=72. We say that a vertex v of G 0 is spanned{by{red{edges (spanned{by{blue{ edges) if v 2 V and there is at least one red (blue) vertex e 2 E such that v is adjacent to e in G 0 . Note that a vertex v can be spanned{by{red{edges and also spanned{by{blue{edges. Let S 1 (S 2 ) denote the set of all the vertices of G 0 which are spanned{by{red{edges (spanned{by{blue{edges). We consider the following two cases:
Since we have considered all possible cases, and got a contradiction in each case, we conclude that our assumption that 2colw(G) < n=3 was not correct. In other words we conclude that 2colw(G) n=3. 2
Theorem 2. There is a class C containing in nitely many (6; 3) graphs, such that for every graph G = hV; Ei 2 C, cwd (G) q jV j=27. Proof: Let C be the class of extended square grids de ned by: C = fH n;1;1 : n 2 N; n 3g. From Theorem 5 and Lemma 2 above it follows that for n 2 N n 3, cwd(H n;1;1 ) n=3. Since by Fact 2 above every H n;1;1 is a (6; 3) graph the class C satis es the conditions of the theorem. In this section we show that the class of (q; q) graphs are not of bounded clique{width. For that we shall consider the extended square grids H n;q;q (see de nition 19) above which are (q; q) graphs by Fact 3 above.
Lemma 3 For every n 2 N such that n 3, and for every q 1, 2colw(H n;q;q ) n=3q.
The proof is similar to the proof of Lemma 2 above.
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Theorem 3. For every q 4, there is a class C(q) containing innitely many (q; q) graphs, such that for every graph G = hV; Ei 2 C cwd(G) q jV j=27q 3 . Proof:
For q 4 let C(q) be the class of extended square grids de ned by: C(q) = fH n;q;q : n 2 N; n 3g. From Theorem 5 and Lemma 3 above it follows that for n 2 N n 3, cwd(H n;q;q ) n=3q. Since by Fact 3 above every H n;q;q is a (q; q) graph the class C(q) satis es the conditions of the the-of L occurs in di erent equivalence classes of R red , which implies that the number of these equivalence classes is at least n, a contradiction. CASE 2: Suppose that for some i in f1; 3; : : : ; 2n ? 1g there is there is no vertex v 2 S occuring in column i of G. There are two possible cases: CASE 2.1: Suppose that all the vertices of column i are red. We say that v is a red (resp. blue) row{alternating vertex if v is a red (resp. blue) vertex such that there is a blue (resp. red) vertex u adjacent to v such that v and u are in the same row in G. We construct a set Q by the following procedure:
(i) Set j = 1, and set Q = ;.
(ii) If j = 2n + 1 stop.
(iii) If not all the vertices at row j are red then let v be any red row{ alternating vertex occuring in row j. Set Q = Q fvg.
(iv) If all the vertices at row j are red and not all the vertices at row j ? 1 are red then let v by any red vertex occuring in row j such that its neighbor at row j ? 1 is blue. Set Q = Q fvg.
(v) set j = j + 2 and go to step (ii) above Suppose that the number of vertices occuring in Q is < n=3 it follows that there more than 2n=3 rows in which we could not choose a vertex to add to Q by the above procedure. In other words there are at least 2n=3 odd rows j in f3,5, : : :2n-1g such that all the vertices at row j and row j ? 1 are red. Counting the number of red vertices in these rows, we get that jV red j 2n 2 ? 2n=3 > 2n 2 ? 4n=3, a contradiction. Hence jQj n=3. But since all the vertices of Q occur in di erent equivalence classes of R red it follows that the number of equivalence classes of R red is at least n=3 a contradiction. CASE 2.2: Suppose that all the vertices of column i are blue. In this case we can use a similar argument to case 2.1 above to show that this case is not possible.
De nition 19 (Extended square grid H n;l;m ) Let G n be an n n square grid. The extended square grid H n;l;m is the graph obtained from G n by replacing every edge (u; v) occuring in a row (resp. column) of G n by a simple path of length l + 1 (resp. m + 1) such that the endpoints of the path are u and v.
Counting the number of possible P 4 s in every q vertices of an extended square grid, it can be showed that:
Fact 2 For n 2 every extended square grid H n;1;1 is a (6; 3) graph. Fact 3 For n 2 every extended square grid H n;q;q is a (q; q) graph.
Hence, to show that the class of (6; 3) graphs is not of bounded clique{width we shall show that:
Lemma 2 For every n 2 N such that n 3, 2colw(H n;1;1 ) n=3. Proof: Let n 2 N be such that n 3, and let G = hV; Ei be the extended square grid H n;1;1 . First note that jV j = 3n 2 ? 2n. Suppose that 2colw(G) < n=3. Then there is a partition of the vertices of G into two disjoint sets V red and V blue of red and blue vertices respectively, such that n 2 ?2n=3 jV red j 2n 2 ?4n=3, and the number of equivalence classes of R red (see de nition 17 above) is less then n=3. Note that G has 2n-1 rows and 2n-1 columns. We number the rows and columns of G from 1 to 2n ? 1. Note that all the even rows and columns contains just vertices of degree 2. We say that v is a red (resp. blue) column{alternating vertex if v is a red (resp. blue) vertex such that there is a blue (resp. red) vertex u adjacent to v such that v and u are in the same column in G. Let S denote the set of all the red column{alternating vertices. We consider the following two cases: CASE 1: Suppose that for every i in 1,3, : : : ,2n-1 there is one vertex v 2 S occuring in column i in G. Then there is a set L = fv 1 ; v 3 ; : : :; v 2n?1 g of n vertices of S such that for every i; j in f1; 3; : : : ; 2n ? 1g such that i 6 = j v i and v j occur in di erent columns in G. It is easy to see that all the vertices at the same distance from column i (in both directions), then chose arbitrarily either u or v. Set Q = Q fvg.
(iv) set j = j + 1 and go to step (ii) above Suppose that the number of vertices occuring in Q is < n=3 it follows that there are more than 2n=3 red rows. Hence, jV red j > 2n 2 =3, a contradiction. Therefore we can assume that jQj n=3.
Suppose that two vertices occuring in Q (say x and y) are in the same equivalence class of R red . We can assume without loss of generality that x and y occurs in columns j 1 and j 2 respectively, such that either j j 1 j 2 , or j 2 j 1 j. Let i denote the row in which y occurs. In both cases the blue vertex w which occurs in row i and is adjacent to y distinguishes x and y. But this contradicts the assumption that x and y are in the same equivalence class of R red . We conclude that all the vertices of Q occur in di erent equivalence classes of R red , which implies that the number of equivalence classes of R red is n=3, a contradiction. CASE 2.2: Suppose that all the vertices of column i are blue. In this case we can use a similar argument to case 2.1 above to show that this case is not possible.
Since we have considered all possible cases, and got a contradiction in each case, we conclude that our assumption that 2colw(G) < n=3 was not correct. In other words we conclude that 2colw(G) n=3.
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Remark 1 Using a more complicated argument it can be shown that for every n n square grid G, cwd(G) n. Since it is not hard to see that every n n square grid can be build by an n + 2{expression, it follows that for every such graph the clique{width is between n and n + 2. We suspect that for n 3 the clique width of an n n square grid is exactly n + 2, but we leave it as an open question. v is a red (blue) row{alternating vertex if v is a red (blue) vertex such that there is a blue (red) vertex u adjacent to v such that v and u are in the same row in G. Let P denote the set of all the red row{alternating vertices. We construct a set Q P by the following procedure:
(ii) If j = n + 1 stop.
(iii) If not all the vertices at row j are red then let v be the red row{ alternating vertex occuring in row j, such that the column in which v occur is the closest column to column i, which contains a red row{ alternating vertex. If there are two such vertices v and u occuring
The following fact shows that the other direction of Theorem 5 above does not hold:
Fact 1 There is a graph G = hV; Ei such that the clique{width of G is q jV j=6 and the 2{color{width of G is equal to 1. Proof: Let G = hV; Ei be the graph obtained by taking the disjoint union of n 2 isolated vertices with and an n n square grid. By Lemma 1 below cwd(G) n=3 which implies that cwd(G) q jV j=6. By coloring all the n 2 isolated vertices of G with red and all the n 2 vertices of the square grid of G with blue, we we obtain that the number of the equivalence classes of R red is one, which implies that the 2{color{width of G is equal to 1. 2
(6; 3) graphs
In this section we shall show that the class of (6; 3) graphs is of unbounded clique{width. Before handling the case of the (6; 3) graphs we show how our techniques can be used for the class of square grids:
Lemma 1 Let n 2 N be such that n 4, and let G be an n n square grid, then 2colw(G) n=3.
Proof:
Let n 2 N be such that n 4, and let G be an n n square grid, suppose that 2colw(G) < n=3. Then there is a partition of the vertices of G into two disjoint sets V red and V blue of red and blue vertices respectively, such that n 2 =3 jV red j 2n 2 =3, and the number of equivalence classes of R red (see de nition 17 above) is less then n=3. We say that v is a red (blue) column{alternating vertex if v is a red (blue) vertex such that there is a blue (red) vertex u adjacent to v such that v and u are in the same column in G. Let S denote the set of all the red column{alternating vertices. We consider the following two cases:
nally obtain a sub{tree T x of T such that nl(T)=3 nl(T x ) 2nl(T)=3. 2
We say that a class of graphs C is of unbounded clique{width (2{color{ width) if there is no xed k 2 N, such that for every graph G 2 C, the clique{width (the 2{color{width) of G is at most k.
Theorem 5 For every graph G, if the 2{color{width of G is > k then the clique{width of G is > k.
Proof: Let G = hV; Ei be any graph such that 2col(G) > k. Suppose that cwd(G) k. Then there is a k{expression t which de nes G. By proposition 11 above there is a node a in tree(t) (see de nition 7 above) such that nl(tree(t))=3 nl(tree(a; t)) 2nl(tree(t))=3, where tree(a; t) denotes the sub{tree of tree(t) rooted at a (cf. de nition 8 above) and nl(tree(t)) denotes the number of leaves in tree(t).
Clearly, nl(tree(t)) = jV j. Let V red and V blue be the partition of the vertices of jV j into two disjoint sets such that all the vertices of V red are colored with red and occurs in tree(a; t) and all the vertices of V blue are colored with blue and do not occur in tree(a; t). Since nl(tree(t)) = jV j and nl(tree(a; t)) = jV red j, it follows that jV j=3 jV red j 2jV j=3. Let R red be the relation de ned in de nition 17 above. Since 2colw(G) > k, there are at least k + 1 equivalence classes in R red . Hence there is a set S = fv 1 ; : : : ; v k+1 g of k + 1 vertices of G such that for 1 i k + 1 and for 1 j k + 1 such that i 6 = j, v i and v j do not occur in the same equivalence class of R red . Suppose that v i and v j has the same label at a, it follows that there is no blue vertex w which distinguishes v i and v j , a contradiction to the assumption that v i and v j are in di erent equivalence classes of R red . Hence, all the vertices occuring at S must have di erent labels at a. In other words the vertices of S are labeled with k + 1 di erent labels at a. But De nition 18 (The 2{color{width of a graph G; 2colw(G)) Let G = hV; Ei be any graph, the 2{color{width of G, denoted as 2colw(G) is de ned as the smallest number l 2 N, such that there is a partition of the vertices of G into two disjoint sets V red and V blue such that jV j=3 jV red j 2jV j=3 and R red has l equivalent classes.
Recall that for any tree T and an internal node a of T we denote by T a the sub{tree of T rooted at a. For every tree T, we denote by nl(T), the number of leaves of T.
In proving Theorem 5 below we shall use the following proposition:
Proposition 11 Let T = hV; Ei be any binary tree, then there is an internal vertex of the tree a, such that nl(T)=3 nl(T a ) 2nl(T)=3.
Proof: Let T = hV; Ei be any binary tree, let a be the highest node in T which has two sons, and let b and c be the sons of a. Proof:
Follows immediately from claim 3 above since the 6{expression t k de nes the spiked p{chain Q k . For the complexity, since the 6{expression t k can be constructed in k steps using claim 3 above and in each step the amount of additional work is bounded by a constant, it follows that t k can be constructed in O(jV j) time.
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Proposition 10 Every complement of a spiked p{chain Q k has clique{width 6 and a 6{expression de ning it can be constructed in time O(jV j). Proof:
Similar to the proof of proposition 9 above. 2 4 (q; q ?3) graphs for q 7 are of clique{width q In this section we show that: Theorem 1. For every (q; q?3) graph G such that q 7, G has clique{width q, and a q{expression de ning it can be constructed in time O(jV j+jEj). Proof: Let G be a (q; q ? 3) graph for q 7 and let T(G) be the modular decomposition of G. By proposition 3 above in order to show that cwd(G) q, it is enough to show that for each internal node h of T(G), cwd(G(h)) q, where G(h) is the representative graph of h in T(G). If h is a P-node (S-node) then G(h) is an edgeless graph (a clique), and has a clique width equals to 1 (2). If h is an N-node then by proposition 4 above G(h) is is isomorphic to either a prime spider, a disc, a prime p{tree or a graph with at most q vertices. Since prime spiders have clique{width 4 (cf. CMR98a]), discs have clique width 4 (by Propositions 5 and 6 above), prime p{trees have clique{width 6 (by Propositions 7, 8, 9 and 10 above), and a graph with Hence, the 6 expression t i de ned below satis es the conditions of the claim: t i = 6!2 ( 6;5 ( 6;1 ( 6;2 (6(z i ) 6!5 ( 5!3 ( 6;5 ( 6;1 (6(v i ) t i?1 )))))))) CASE 2: Suppose i is odd.
In this case from observation 1 above and from the inductive hypothesis on t i?1 it follows that a 6{expression t i which de nes the graph G i and satis es the conditions of the claim can be constructed by the following steps:
(i) Add the vertex v i and label it with 6.
(ii) Connect all the vertices labeled with 6 to all the vertices labeled with 1. This will connect v i to the vertices in S even;i?3 .
(iii) Rename the label 5 with 1. This will change the label of v i?1 from 5 to 1.
(iv) Rename the label 6 with 5. This will change the label of v i from 6 to 5.
(v) Add the vertex z i and label it with 6.
(vi) Connect all the vertices labeled with 6 to all the vertices labeled with 1 or 2. This will connect z i to the vertices in S even;i?1 K even;i?1 .
(vii) Rename the label 6 with 4. This will change the label of z i from 6 to 4.
Hence, the 6 expression t i de ned below satis es the conditions of the claim: t i = 6!4 ( 6;1 ( 6;2 (6(z i ) 6!5 ( 5!1 (( 6;1 (6(v i ) t i?1 )))))) 2
Proposition 9 Every spiked p{chain Q k has clique{width 6 and 6{ expression de ning it can be constructed in time O(jV j).
Proof:
We shall prove the claim by induction on i. The claim trivially holds for the case when i = 3. Suppose the claim holds for j i ? 1. Then there is a 6 expression t i?1 which satis es the conditions of the claim. We shall show how to construct the 6{expression t i which de nes the labeled graph G i such that the conditions of the claim are satis ed. First note that we use t i to build the graph G i in which we assume that all the vertices fz 2 ; : : : ; z i g exists. If
any of these vertices does not exist then the 6{expression obtained from t i by omitting all the vertices which does not exist in G i from the expression is the required 6{expression which de nes G i and satis es the conditions of the claim. We consider the following two cases:
CASE 1: Suppose i is even.
In this case from observation 1 above and from the inductive hypothesis on t i?1 it follows that a 6{expression t i which de nes graph G i and satis es the conditions of the claim can be constructed by the following steps: (i) Add the vertex v i and label it with 6.
(ii) Connect all the vertices labeled with 6 to all the vertices labeled with 1 or 5. This will connect v i to the vertices in S even;i?2 fv i?1 g.
(iii) Rename the label 5 with 3. This will change the label of v i?1 from 5 to 3.
(vi) Connect all the vertices labeled with 6 to all the vertices labeled with 1 or 2 or 5. This will connect z i to the vertices in S even;i K even;i?2 .
(vii) Rename the label 6 with 2. This will change the label of z i from 6 to 2.
denote by K even (resp. K odd ) the set of even (resp. odd) vertices of K. We denote by S i (resp. K i ) the set of vertices fv 1 ; : : :; v i g (resp. fz 1 ; : : : ; z i g).
We denote by S even;i (resp. S odd;i ) the set of even (resp. odd) vertices in S i . Likewise we denote by K even;i (resp. K odd;i ) the set of even (resp. odd) vertices in K i . We denote by G i the subgraph of G induced by S i K i . We assume also for simplicity that for k ? 4 i k the set K i is equal to the set K k?5 . The following observation follows from the above de nitions.
Observation 1 Let G be a spiked p{chain Q k , then G i can be obtained from v is adjacent to just one vertex in tree(b; s k ). From this assumption it follows that all the vertices of the graph de ned by s k other than u and v must have the same label at a which is di erent from 1 or 2. Let denote this label by 3. Let S 1 and S 2 denote the sets of vertices occuring at tree(b; s k ) and tree(c; s k ) respectively. Since all the vertices of S 1 and S 2 other than u and v have label 3 at v, it follows that there is just one edge e crossing between S 1 and S 2 in the graph de ned by s k . Thus, the graph de ned by s k is not 2{connected, since removing the edge e will disconnect the graph. Since a cycle C k is 2{connected, this contradicts the assumption that the graph de ned by s k is a C k . Since we have considered all possible cases we conclude that there is no 3{ expression which de nes a simple cycle C k having at least 7 vertices. Since we have shown above that every such cycle can be de ned by a 4{expression, it follows that the clique{width of every such cycle is exactly 4.
2 Recall that we denote by C n the complement of the simple cycle C n .
Proposition 6 Every complement of a simple cycle C n having at list 7 vertices, has a clique{width exactly 4 and a 4{expression de ning it can be constructed in time (O(jV j)). Proof:
Similar to the proof of proposition 5 above. 2 3.2 A spiked p{chain P k and its complement Recall that for n 2 N we denote by P k the simple path of length k?1. Recall also that N(x) denote the set of all neighbors of x. A graph G is called the same label (say 3), and the two endpoints of the path either have the same label 2 or have the two labels 1 and 2. Since k ?1 6, this contradicts either claim 2 above or corollary 1 above. CASE 2: Suppose that u is not the only vertex of the cycle occuring in tree(b; s k ) and v is not the only vertex of the cycle occuring in tree(c; s k ). CASE 2.1: Suppose that either u is adjacent to two vertices in tree(c; s k ) or v is adjacent to two vertices in tree(b; s k ). We assume without loss of generality that u is adjacent to two vertices in tree(c; s k ). Clearly, one of these two vertices is v and let x be the other vertex occuring in tree(c; s k ) which is adjacent to u. CASE 2.1.1: Suppose that x and v have di erent labels at a. Let 3 denote the label of x at a. By the above assumption there is another vertex y occuring in tree(b; s k ). If y is labeled with 1 at a (i.e the same label as u) then the 4 vertices u,v,x and y induce a C 4 in the graph de ned by s k , a contradiction since this graph is a C k , for k 7. If y is labeled with 2 or 3 at a, then u have degree at least 3 in the graph de ned by s k , a contradiction since this graph is a C k . Hence the label of y at a must be di erent from 1, 2 or 3, a contradiction to the assumption that s k is a 3{expression. CASE 2.1.2: Suppose that x and v have the same label at a. Recall that we denote this label by 2. By the above assumption there is another vertex y occuring in tree(b; s k ). If y is labeled with 1 at a (i.e the same label as u) then the 4 vertices u,v,x and y induce a C 4 in the graph de ned by s k , a contradiction since this graph is a C k , for k 7. If y is labeled with 2 at a, then u have degree at least 3 in the graph de ned by s k , a contradiction since this graph is a C k . Hence, y and all the vertices of the graph other than u,v or x must have label 3 at a. Let S denote the set of all the vertices occuring in tree(b; s k ) excluding u. Clearly, no vertex of S is adjacent to u, or else u will have degree Proposition 5 Every simple cycle C n having at list 7 vertices, has a clique{ width exactly 4 and a 4{expression de ning it can be constructed in time O(jV j). Proof:
We rst show that for n 3, the clique{width of every simple cycle C n is 4. Let n 2 N, such that n 3. By claim 1 above there is a 4{expression t n?1 which de nes the labeled path P n?1 , such that the two endpoints of P n?1 are labeled with 1 and 2 and all the internal vertices of the path are labeled with 3. Then the following 4{expression, denoted by s n de nes C n : s n = 4;2 ( 4;1 (4(x) t n?1 )) From the construction of t n?1 in claim 1 above it follows that the 4{expression s n de ning C n can be obtained in time O(jV j).
We shall show below that every simple cycle of at least 7 vertices can not be de ned by any 3{expression. Suppose that there is a 3{expression s k which de nes a cycle C k having at least 7 vertices. Let tree(s k ) be the tree corresponding to s k , (see de nition 7 above), let a be the highest node in tree(s k ) which corresponds to a operation, and let b and c be the two sons of a. Since a is the highest operation in tree(s k ), it follows that all the vertices of the cycle C k occur in the leaves of tree(a; s k ) (see de nition 8 above).
Since C k is connected it follows that there are two adjacent vertices u and v occuring in tree(b; s k ) and tree(c; s k ) respectively. Clearly u and v must have di erent label at a. Let 1 and 2 denote the labels of u and v at a respectively. We consider the following cases: CASE 1: Suppose that either u is the only vertex of the cycle occuring in tree(b; s k ) or v is the only vertex of the cycle occuring in tree(c; s k ). We assume without loss of generality that u is the only vertex of the cycle occuring in tree(b; s k ). In this case the graph de ned by the 3{expression corresponding to tree(c; s k ) is a labeled path P k?1 , such that all the internal vertices of the path have CASE 2.1.3: Suppose that u is not adjacent to any vertex occuring in tree(c; t k ), and v is not adjacent to any vertex occuring in tree(b; t k ). Since the graph P k is connected there are two vertices x,z occuring in tree(b; t k ). and tree(c; t k ), respectively such that x is adjacent to z. x and z must have di erent labels at a, or else they can not be made adjacent. Moreover, x and z can not be labeled with 1 or 2 at a, or else the graph de ned by t k will include an internal node which has the same label as the two endpoints of P k . It follows that u,v,x and z have 4 di erent labels at a, a contradiction to the assumption that t k is a 3{expression. CASE 2.2: suppose that u and v have the same label at a. This case can be handled similarly to case 1.2 above.
Since we have considered all possible cases we conclude that there is no 3{expression t k which de nes the labeled path P k such that its two endpoints have the same label and all the internal vertices has another label, a contradiction.
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Corollary 1 for every n 2 N, such that n 6 there is no 3{expression t n , which de nes the labeled path P n such that the two endpoints of the path u and v are labeled with 1 and 2 respectively, and all the other vertices of the path are labeled with 3.
Proof:
Suppose there is a 3{expression r n which de nes the labeled path P n such that the two endpoints of the path u and v are labeled with 1 and 2 respectively, and all the other vertices of the path are labeled with 3. Let t n be the 3{expression de ned by:
It is easy to see that the 3{expression t n de nes the labeled path P n such that the two endpoints of the path are labeled with 1 and all the other vertices of the path are labeled with 2, a contradiction to claim 2 above. 2 has the same label as the two endpoints of P k . It follows that u,v,x and z have 4 di erent labels at a, a contradiction to the assumption that t k is a 3{expression. CASE 1.2: suppose that u and v have the same label at a. Let 1 denote the label of u and v at a. Since there is no vertex in P k which is adjacent to its two endpoints u and v, it follows that there is no vertex x in tree(c; t k ) which is adjacent to u or to v. Since the graph P k de ned by the 3{expression t k is connected there are two vertices x,z occuring in tree(b; t k ). and tree(c; t k ), respectively such that x is adjacent to z. As in case 1.1.2 it can be shown that the 3 vertices u,x and z must have di erent labels at a. Let 2 and 3 denote the labels of x and z at a respectively. Let W denote the set of all vertices of P k other than u,v x and z. Clearly, no vertex in W can be labeled with 1 at a. Suppose that all the vertices in W are labeled just with 2 and 3 at a. Since there are at least two vertices in W, it follows that either there is one vertex in P k which is adjacent to more than two vertices or that there is at least an induced C 4 of P k , which is not possible. Hence, at least one vertex in W must have a label di erent than 1 2 or 3 at a, in contradiction to the assumption that t k is a 3{expression.
CASE 2: Suppose that u and v the two endpoints of the path P k , occur in tree(b; t k ) and tree(c; t k ) respectively. CASE 2.1: Suppose that u and v have di erent labels at a. Let 1, and 2 be the two labels of u and v at a, respectively. CASE 2.1.1: Suppose that u is adjacent to some vertex x occuring in tree(c; t k ). Then x must have label di erent than 1 and 2 at a. Let 3 denote the label of x at a. Since u is an endpoint vertex, x is the only vertex which is adjacent to u. Thus, all the other vertices of tree(a; t k ) can not have label 3 at a. It follows that there is at least one vertex y which must have a label other than 1 2 or 3 at a, a contradiction to the assumption that t k is a 3{expression. CASE 2.1.2: Suppose that v is adjacent to some vertex x occuring in tree(b; t k ). This case is similar to case 2.1.1 above.
Assume that the claim does not hold for some n = k. Then there is a 3{ expression t k which de nes the labeled path P k such that the two endpoints of the path are labeled with 1, and all the other vertices of the path are labeled with 2. Let tree(t k ) be the tree corresponding to t k , (see de nition 7 above), let a be the highest node in tree(t k ) which corresponds to a operation, and let b and c be the two sons of a. Since a is the highest operation in tree(t k ), it follows that all the vertices of the path P k occur in the leaves of tree(a; t k ) (see de nition 8 above). We consider the following cases:
CASE 1: Suppose that u and v the two endpoints of the path P k , occur either in tree(b; t k ) or in tree(c; t k ). We assume without loss of generality that both u and v occur in tree(b; t k ). CASE 1.1: suppose that u and v have di erent labels at a. Let 1 and 2 be the two labels of u and v at a, respectively. CASE 1.1.1: Suppose that one of the vertices u and v (say u) is adjacent to some vertex x occuring in tree(c; t k ). Then x must have label di erent thanProposition 4 (Babel Bab98a]) Let G be a (q; q ? 3) graph for q 7 and let h be an internal N-node of T(G), then G(h) is isomorphic to either a prime p{tree, a disc, a prime spider, or a graph with at most q vertices.
3 Clique{width of prime graphs of (q; q ? 3) graphs 3.1 A simple cycle C n and its complement C n
Recall that for n 2 N, such that n 3 , C n denotes a simple cycle of length n. Clearly, C 3 and C 4 are cographs and have clique{width exactly 2. For C 5 and C 6 there is a 3{expression which de nes them, and since they are not cographs they have clique{width exactly 3. In this section we show that for n 7, C n has clique{width exactly 4. We shall use the following two claims:
Claim 1 For every n 2 N, such that n 2 there is a 4{expression t n , such that the labeled graph de ned by t n is a path P n such that the two endpoints of the path are labeled with 1 and 2 and all the other vertices of the path are labeled with 3.
Proof:
We shall prove the claim by induction on n. The claim trivially holds for n = 2. Assume that the claim holds for n = k ? 1, and let t k?1 be a 4{ expression which de nes the labeled path P k?1 such that the two endpoints of the path are labeled with 1 and 2 and all the other vertices of the path are labeled with 3. Then the following 4{expression t k de nes the path P k and satis es the conditions of the claim: t k = 4!1 ( 1!3 ( 4;1 (4(x) t k?1 ))))) 2
Claim 2 for every n 2 N, such that n 6 there is no 3{expression t n , which de nes the labeled path P n such that the two endpoints of the path are labeled with 1 and all the other vertices of the path are labeled with 2.
2.3 The modular decomposition of (q; q ? 3) A disc (cf. Bab98a]) is a simple cycle C n or its complement for n 5.
The graph R 5 is obtained by adding the edge (v 1 ; v 3 ) to the path of length 4 consisting of the vertices v 1 ; : : :; v 5 . The graph R 6 is obtained from R 5 by adding one vertex v 6 and connecting it just to v 2 . The graph R 7 is obtained from R 6 by adding one vertex v 7 and connecting it to v 3 and v 4 .
The de nitions of a spiked p{chain P k and a spiked p{chain Q k are given in sections 3.2 and 3.3 respectively.
We say that a graph G is a prime p{tree if it is either a P 4 , R 5 , R 5 , R 6 , R 6 , R 7 , R 7 , a spiked p{chain P k , a complement of a spiked p{chain P k , a spiked p{chain Q k or a complement of a spiked p{chain P k .
The following proposition follows from Bab98a]:
Clique{width and the modular decomposition of graphs
In this section we recall the connection established in CMR98a] between the well known concept of the modular decomposition of graphs and the clique{width property of graphs.
The modular decomposition of a graph G, is tree denoted as T(G), together with a set of prime graphs associated with the internal nodes of the tree labeled by N. We start by presenting the basic de nitions and properties of the modular decomposition of graphs. It is well known (for example see CH94]) that for each graph G, the modular decomposition of the graph T(G) is unique up to isomorphism, and can be obtained in linear (O(jEj) time. In our presentation of the modular decomposition below we shall mainly be concerned with its properties, rather than in the way in which it can be constructed. More details on the exact algorithms which can be used for constructing the modular decomposition of graphs can be found in GV97, BM83, CH94]. De nition 13 (T(G) { the modular decomposition of G) The modular decomposition of a graph G, is a tree denoted as T(G). The leaves of T(G) are the vertices of G, and the set of leaves associated with the subtree rooted at an internal node, induce a strong module of G. An internal node is labeled by either P; S or N standing for Parallel, Series and Neighborhood, respectively, and it can be shown that for every graph G the tree T(G) is unique up to isomorphism. More details on how the tree T(G) is constructed can be found in GV97, BM83, CH94].
A polynomial time algorithm for recognizing the class C(3) is presented in Rot98].
In the following sections when considering a k{expression t which de nes a graph G, it will often be useful to consider the tree structure, denoted as tree(t), corresponding to the k{expression t. For that we shall need the following de nitions.
De nition 7 (tree(t)) Let t be any k{expression, and let G be the graph denoted by t. We denote by tree(t) the parse tree constructed from t in the usual way. The leaves of this tree are the vertices of G, and the internal nodes corresponds to the operations of t, and can be either binary corresponding to or unary corresponding to or .
De nition 8 (tree(a; t), sub{expression(a; t)) Let t be any k{expression, a be any node in t, we denote by tree(a; t) the subtree of tree(t) rooted at a. We denote by sub{expression(a; t) the k{expression corresponding to tree(a; t).
De nition 9 (t 1 is a sub{expression of t 2 ) Let t 1 be a k{expression and let t 2 be an l{expression, k l. We say that t 1 is a sub{expression of t 2 if there exists a node a such that tree(t 1 ) is the sub{tree of tree(t 2 ) rooted at a. In other words tree(t 1 ) is equal to tree(a; t 2 ).
De nition 10 (num{vertices(t)) Let t be any k{expression, we denote by num{vertices(t) the number of vertices of the graph de ned by t. In other words num{vertices(t) is the number of leaves in tree(t).
De nition 11 (The label of a vertex v at an internal node a) Let t be any k{expression, and let G be the graph de ned by t. Let a be any internal node of tree(t) and let v be any vertex of G occuring in tree(a; t), i.e. v is a leaf of tree(a; t). The labels of v may change by the operations in t. However, whenever an operation is applied on a sub{expression t 1 of t which contains v, the label of v (like the labels of all the other vertices occuring in t 1 ) is well de ned. The label of v at a is de ned as the label that v has when the operation a is applied on the subtree of tree(t) rooted at a. Example 1 A clique with four vertices u; v; w; x can be expressed as:
2!1 ( 1;2 (2(u) 2!1 ( 1;2 (2(v) 2!1 ( 1;2 (1(w) 2(x)))))))
De nition 5 (k{expression) With every graph G one can associate an algebraic expression built using the 3 type of operations mentioned above which de nes G. We call such an expression a k{expression de ning G, if all the labels in the expression are in f1; : : : ; kg. Clearly, for every graph G, there is an n{expression which de nes G, where n is the number of vertices of G.
De nition 6 (The clique{width of a graph G, cwd(G)) Let C(k) be the class of graphs which can be de ned by k{expressions. The clique-width of a graph G, denoted cwd(G), is de ned by: cwd(G) = Minfk : G 2 C(k)g.
The clique{width is a complexity measure on graphs somewhat similar to tree width, which yields e cient graph algorithms provides the graph is given with its k{expression (for xed k). A related notion has been introduced by Wanke Wan94] in connection with graph grammars. C(1) is the class of edge-less graphs.
Cographs are exactly the graphs of clique width at most 2, and trees have clique width at most 3 (cf. CO98]).
Problem 2 Find characterization of graphs of clique width at most k; k 3. Does there exist a polynomial time algorithms for recognizing the classes C(k); k 4 ? theory of square grids. As a by product of Theorems 2 and 4 above we obtain another proof of these results, but with an explicit lower bound on the clique{width. Our proof is direct and does not relay on the notions of graph grammars and the undecidability of the MSOL theory of square grids.
Background 2.1 Graph operations and clique-width
In this section we de ne the notions of graph operations and clique-width, as presented in CO98].
De nition 1 (k{graph) A k-graph is a labeled graph with (vertex) labels in f1; 2; : : : ; kg. A k-graph G, is represented as a structure hV; E; V 1 ; : : : V k i, where V and E are the sets of vertices and edges respectively, and V 1 ; : : :; V k form a partition of V , such that V i is the set of vertices labeled i in G.
Note that some V i 's may be empty. A non-labeled graph G = hV; Ei, will be considered as a 1-graph such that all the vertices of G are labeled by 1.
De nition 2 (G H) For k-graphs G; H such that G = hV; E; V 1 ; : : :; V k i and H = hV 0 ; E 0 ; V 0 above can not be proved on these graph classes. In particular we show that:
Theorem 2 There is a class C containing in nitely many (6; 3) graphs, such that for every graph G = hV; Ei 2 C, cwd(G) q jV j=27.
Theorem 3 For every q 4, there is a class C(q) containing in nitely many (q; q) graphs, such that for every graph G = hV; Ei 2 C, cwd(G) q jV j=27q 3 .
Clearly, a (q; t) graph is also a (q 0 ; t 0 ) graph for0 and for t 0 t. Hence, by Theorems 1 -3 we have settled the clique{width question on the (q; t) graph classes for all the possible combinations of q and t, except for the following which is still open:
Problem 1 Are the classes of (q; q?1) graphs and (q; q?2) graphs for q 7 of bounded clique{width?
For proving Theorems 2 and 3 above we de ne (cf. de nition 18 below) the 2{color{width property of a graph. We shall show (cf. Theorem 5 below) that for every graph G, if G has 2{color{width k then G has clique{width k. However, the other direction (cf. Fact 1 below) does not hold: there is a graph G which has clique{width k but has 2{color{width 1. We believe that this new concept of unbounded 2{colored{width is signi cant, since it characterizes a big subclass of the class of graphs of unbounded clique{width without using the notions of graph operations, k{expressions and clique width.
Using the same technique for other graph classes, we show that the class of split graphs is not of bounded clique{width. In particular, we show that:
Theorem 4 There is a class C containing in nitely many split graphs, such that for every graph G = hV; Ei 2 C, cwd(G) ( q 2jV j ? 1)=72.
Courcelle showed in Cou93] that the classes of square grids and chordal graphs are not of bounded clique{width, using the notion of graph grammars and based on the the undecidability of the Monadic Second Order Logic
Introduction
The study of graph classes having few P 4 s have been very active in recent years. Example for such graph classes are the classes of cographs, (extended) P 4 {sparse graphs, (extended) P 4 {reducible graphs and P 4 {tidy, studied in CLS81, JO89, JO92b, JO92a, JO95a, JO95b, GRT97, GV97]. Babel and Olariu introduced in BO95] the class of (q; t) graphs which for t = q ? 3 extends all the graph classes mentioned above. In such a graph no set with at most q vertices is allowed to induced more than t distinct P 4 s. Clearly, we assume that q 4. In a series of papers (cf. BO95, BO98a, BO98b, Bab98a, Bab98b]) Babel and Olariu studied the classes of (q; q ? 4) and (q; q ? 3) graphs.
The notion of clique-width of graphs was rst introduced by Courcelle, Engelfriet and Rozenberg in CER93], as graphs which can be de ned by k-expressions based graph operation which use k vertex labels. A detailed study of clique{width is CO98]. Clique{width has analogous properties as treewidth: If the clique{width of a class of graphs C is bounded by k (and the k{expression can be computed from its corresponding graph in time T(jV j)) then every decision, optimization, enumeration or evaluation problem on C which can be de ned by a Monadic Second Order formula can be solved in time c k O(jV j)+T(jV j) where c k is a constant which depends only on and k and v is the number of vertices of the input. For details, cf. CMR98a, CMR98b, CMR99].
In this paper we study the clique{width of the (q; t) graphs for almost all combinations of q and t. We rst show that:
Theorem 1 For every (q; q?3) graph G such that q 7, G has clique{width q, and a q{expression de ning it can be constructed in time O(jV j + jEj). Babel and Olariu (1995) introduced the class of (q; t) graphs in which every set of q vertices has at most t distinct induced P 4 s. Graphs of clique-width at most k were introduced by Courcelle, Engelfriet and Rozenberg (1993) as graphs which can be de ned by kexpressions based on graph operations which use k vertex labels. In this paper we study the clique{width of the (q; t) graphs, for almost all possible combinations of q and t.
Contents
On one hand we show that every (q; q ?3) graph for q 7, has clique{ width q and a q{expression de ning it can be obtained in linear time.
On the other hand we show that this result does not hold for the class of (q; q) graphs for any q, and for the class of (q; q ? 3) graphs for q 6. More precisely, we show that for every q, for every n 2 N there is a graph H n which is a (q; q) graph having n vertices and the clique{width of H n is at least ( p n=3q)=3q.
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