We tackle the problem of multiscale regression for predictors that are spatially or temporally indexed, or with a pre-specified multiscale structure, with a Bayesian modular approach. The regression function at the finest scale is expressed as an additive expansion of coarse to fine step functions. Our Modular and Multiscale (M&M) methodology provides multiscale decomposition of high-dimensional data arising from very fine measurements. Unlike more complex methods for functional predictors, our approach provides easy interpretation of the results. Additionally, it provides a quantification of uncertainty on the data resolution, solving a common problem researchers encounter with simple models on down-sampled data. We show that our modular and multiscale posterior has an empirical Bayes interpretation, with a simple limiting distribution in large samples. An efficient sampling algorithm is developed for posterior computation, and the methods are illustrated through simulation studies and an application to brain image classification. Source code is available as an R package at github.com/mkln/bmms.
Introduction
Modern researchers routinely collect very high-dimensional data that are spatially and/or temporally indexed, with the intention of using them as inputs in regression-type problems.
A simple example with a binary output is time-series classification; analogously, brain images can be used as diagnostic tools. In these cases, prediction of the outcome variable and interpretation of the results are the main goals, but obtainining clear interpretation and accurate prediction simultaneously is notoriously difficult. In fact, adjacent measurement locations tend to be highly correlated, with possibly huge numbers of measurements at a very high resolution.
In these settings, directly inputing such data into usual regression methods leads to poor results. In fact, methods for dimensionality reduction that do not take advantage of predictor structure can have poor performance in estimating regression coefficients and sparsity patterns when the dimension is huge and predictors are highly correlated (see e.g. Figure 1 ). Theoretical guarantees in such settings typically rely on strong assumptions on sparsity, low linear dependence, and high signal-to-noise (Zhao and Yu 2006; Wasserman and Roeder 2009; Bhlmann and van de Geer 2011, Chapter 7; Scarlett and Cevher 2017) .
The above problems can be alleviated by down-sampling the data to lower resolutions before analysis. This is an appealing option because of the potential for huge dimensionality reduction. However, any specific resolution choice might be perceived as ad-hoc, and hide patterns at different scales that could instead be highlighted by a multiresolution approach. This problem cannot be solved by methods that somewhat take into account predictor structure, but only act on a single measurement scale, like the group Lasso of Yuan and Lin (2006) , the fused Lasso of Tibshirani et al. (2005) , the Bayesian method of Li and Zhang (2010) , and data-driven projection approaches such as PCR (Delaigle and Hall, 2012) . Gordon et al. (2016) and selected in a Lasso model for a gender classification task.
Alternatively, one can use methods for "functional predictors" (Ramsay and Silverman, 1997; Morris, 2015; Reiss et al., 2017) , which view time-or spatially-indexed predictors as corresponding to realizations of a function. Typically this involves estimating a time or spatially-indexed coefficient function, which is assumed to be represented as a linear combination of basis functions. Specifically, multiscale interpretations are achievable via wavelet bases. However, a discrete wavelet transform of the data will not reduce its dimensionality, making down-sampling a necessary pre-processing step for the estimation of Bayesian wavelet regression (see e.g. Brown et al. 2001) . Additionally, wavelets require the basis functions to be orthogonal; this leads to benefits in terms of identifiability and performance in estimating the individual coefficients, while also leading to disadvantages relative to "over-complete" specifications. In fact, wavelets cannot be used when there is uncertainty on multiple pre-specified resolutions that do not conform to a wavelet decomposition (e.g. a hour/day/week structure for time-series). This is also true for ongoing research in neuroscience devoted to the development of parcellation schemes that achieve reproducible and interpretable results (Thirion et al., 2014; Schiffler et al., 2017) . Researchers might be interested in using these scales jointly in a regression model to ascertain their relative contribution, but this cannot be achieved with wavelets. For classical references on wavelet regression, see Johnstone (1994, 1995) ; Zhao et al. (2012) ; from a Bayesian perspective, see e.g. Brown et al. (2001) or Jeong et al. (2013) .
To solve these issues, we propose a class of Bayesian Modular and Multiscale regression methods (BM&Ms), which express the regression function as an additive expansion of functions of data at increasing resolutions. In its simplest form, the regression function becomes an additive expansion of coarse to fine step functions. This implies that multiple down-samplings of the predictor are included within a single flexible multiresolution model. Our approach can be used when (1) there is a pre-determined multiscale structure, or uncertainty on a multiplicity of pre-specified resolutions, as in the case of brain atlases; (2) with temporally-or spatially-indexed predictors, when the goal is a multiscale interpretation of single-scale data. In the first case, our method can be directly used to ascertain the contribution of the pre-determined scales to the regression function. This goal cannot be achieved via wavelets. In the second case, BM&Ms are related to a Haar wavelet expansion but involve a simpler, non-orthogonal transformation that facilitates easy interpretation, and suggests a straightforward extension to scalar-on-tensor regression. We address the identifiability issues induced by this non-orthogonal expansion by taking a modularization approach. The resulting BM&M regression is stable, well identified, easily interpretable, and provides uncertainty quantification at different resolutions.
The idea of modularization in Bayesian inference is that instead of using a fully Bayesian joint probability model for all components of the model, one "cuts" the dependence between different components or modules (see Liu et al. (2009); Jacob et al. (2017) and references therein). Modularization has been commonly applied in joint modeling contexts for computational and robustness reasons. For example, suppose that one defines a latent factor model for multivariate predictors X, with the goal of using factors η in place of X in a model for the response Y . Under a coherent fully Bayes model, Y will impact the posterior on η. This is conceptually appealing in providing some supervision under which one may infer latent factors that are particularly informative about Y . However, it turns out that there is a lack of robustness to model misspecification, with misspecification potentially leading to inferring factors that are primarily driven by improving fit of the model and are not interpretable as summaries of X. Modularization solves this problem by not allowing Y to influence the posterior of η; motivated by the practical improvements attributable to such an approach, WinBUGS has incorporated a cut(.) function to allow cutting of dependence in routine Bayesian inference (Plummer, 2015) .
Our multiscale setting is different than previous work on Bayesian modularization, in that we use modules to combine information from the same data at increasingly higher resolutions. Chen and Dunson (2017) recently proposed a modular Bayesian approach for screening in contexts involving massive-dimensional features, but there was no multiscale structure, allowance for functional predictors, or consideration of multiple predictors that simultaneously impact the response.
Section 2 introduces BM&Ms in a general setting, highlighting the correspondence to a data-dependent prior in a coherent Bayesian model. Section 3 focuses on linear regression. Section 4 outlines an algorithm to sample from the modular posterior. Section 5 contains applications on simulated data and to a brain imaging classification task. Proofs and technical details are included in an Appendix.
A modular approach for multiscale regression
We consider a regression problem linking a scalar response y i to an input vector x i = (x s,i ) s∈S of dimension p n, for each subject i ∈ {1, . . . , n}. For example, a subject's health outcome may be linked to the output from a high-resolution recording device. The goal is to predict the outcome variable and explain its variability across subjects by identifying specific patterns in the sensor recording at different resolutions.
We denote the vector of responses by y and the raw data matrix by X S . Each row of X S can be down-sampled to get a new design matrix X S j , where S j is a lower resolution grid such that |S j | < |S|. Down-sampling can be achieved by summing or averaging adjacent columns, or subsetting them. We simplify the notation slightly by calling X = X S and X j = X S j . We consider the same data at increasing resolutions in an additive model:
where f j is the resolution j contribution to the regression function. With this additive multiresolution expansion, it is difficult to disambiguate the impact of the coarse scales from the finer ones, leading to identifiability issues. One may be able to fit y using only a fine scale component, with the coarse scales discarded. If we were to attempt fully Bayes inferences by placing priors on the different component functions, large posterior dependence would lead to substantial computational problems (e.g. very poor mixing of Markov chain Monte Carlo algorithms) and it would not be possible to reliably interpret the different f j s. This happens in particular if each f j is linear, as seen in Section 3.
We bypass these problems by adopting a modular approach (Liu et al., 2009; Jacob et al., 2017) , splitting the overall joint model (1) into components or modules which are kept partly separate from each other, to get a modular posterior. In the following, for j > i we use the notation A i:j = {A i , . . . , A j }.
Definition 2.1. Within the overall model (1), module j for data at resolution S j consists of a prior for f j , and a model for y|f 1:j :
where model p j estimates f j via y = f 1 (X 1 )+· · ·+f j−1 (X j−1 )+f j (X j )+ε j , and f 1 , . . . , f j−1 are considered known. The output from module j is the (conditional) posterior for f j obtained by prior π(f j ) and model p j , and we denote it by m(f j |f 1:j−1 ):
Thus for the full model (1) we build K modules, using increasingly higher resolution data, with each module being a refinement on previous output.
, whereas the modular posterior distribution p M (f ) is:
thus collecting the posteriors in (2). Each module refines the output from previous modules by using higher resolution data, and the modular posterior is obtained by aggregating all refinements. Modularity is evidenced by resolution dependence, which is only allowed downwardly, as opposed to letting it be bidirectional as in a fully Bayes approach.
Proposition 2.1. There exists a data-dependent prior π d and a likelihood p d such that
is the likelihood corresponding to model y = f 1 (X 1 ) + f 2 (X 2 ) + ε, and the data-dependent prior is
Proof. See Appendix B.
The above proposition implies our modular approach to multiscale regression will resemble a fully Bayesian model if
≈ 1, i.e. if the modules agree on the marginal posterior probability of f 1 , the low resolution contribution to the regression function.
BM&Ms for linear regression
We now assume that f j = X j θ j and our goal is to study θ j for j = 1, . . . , K in the model
where
The model includes data up to resolution S K . We also assume that
1 This allows us to decompose β K , the usual regression coefficient of y on X K as:
thus interpreting θ j as the contribution of resolution S j to the regression function.
However, model (3) is ill-posed, leading to problems with standard techniques for model fitting. In fact, the effective design matrix
the columns of X j are linear combinations of columns of X j+1 . One can potentially obtain a well defined posterior through an informative prior for θ. However, this posterior will be highly dependent on the prior, as the likelihood has many flat regions.
We solve this problem via modularization as in section 2. The modular posterior is
where p j (·) is the likelihood for the response y under y =
, and θ 1 , . . . , θ j−1 are considered known. The posterior distribution for the coarsest scale coefficient θ 1 is derived treating all the finer scale coefficients as equal to zero; this makes θ 1 identifiable and interpretable as producing the best coarse scale approximation to the regression function. In defining the posterior for θ 2 , we then condition on θ 1 and set
coefficients θ 3 , . . . , θ K equal to zero, and so on. Linearity allows us to write p j (·) as
which essentially means that we are estimating θ j (and σ 2 j ) using the residuals e j−1 = y − j−1 h=0 X h θ h from the previous modules as responses for the current module. Hence, the modular posterior for (3) is built using simpler, well-identified single-scale models as modules. For example, we address uncertainty on two resolutions with the following model:
, and using a first module corresponding to model (5) is N (µ 1:2 , Σ 1:2 ) where
with Q 1 = Σ 2 X 2 X 1 , and
Finally, note we can estimate β 2 in y = X 2 β 2 + ε 2 by accumulating all components, i.e.
using L 1 θ 1 + θ 2 , which reconstructs the decomposition in (4).
Asymptotics of BM&Ms in linear regression
We now assume that (y, X ) were generated according to a process such that
2 An overview of the recurrent notation is in Appendix A 3 Note that µ βj is the posterior mean we would obtain from a single resolution model of the form
a positive definite matrix, and y|X , σ 2 ∼ N (X b, σ 2 I n ), where b ∈ R p with dimension not depending on the sample size. We consider a two-scale linear model like in (5). We assume
, and assign priors on θ j that have positive density on R p j . Finally, we assume σ 2 j is known for each module.
Proposition 3.2. The modular posterior distribution of (θ 1 , θ 2 ) in model y = X 1 θ 1 + X 2 θ 2 + ε is approximated by N (μ 1:2 ,Σ 1:2 ), wherē
where β * j is the pseudo-true value of b under the model y = X j β j + ε.
This is also the asymptotic distribution of (θ 1 ,θ 2 ), whereθ 1 =β 1 andθ 2 is the leastsquares estimator obtained by regressing y −X 1β1 on X 2 . Hence, in large samples, BM&Ms correspond to a sequential least squares procedure that regresses the residuals of coarser models on higher resolution data. Our approach propagates uncertainty across multiple stages on finite samples, unlike many two-stage procedures (see e.g. Murphy and Topel (1985) for a treatment of two-stage estimators in econometrics).
Corollary 3.1. The large sample distributions of θ 1 and L 1 θ 1 + θ 2 are approximated by
2 ), respectively. In other words, accumulating the modular posterior mean components up to j results in a consistent and asymptotically efficient estimator for β * j .
Proof. This is a direct consequence of the properties of the Normal distribution.
Computation of the modular posterior
We sample from the modular posterior of 2.2 by sequentially sampling from each module.
Obtaining a sample from the modular posterior depends on m(f j |f (t) 1:j−1 ), which is determined by the module choice. Therefore, in a multiscale linear regression with conjugate priors as in section 3 we can easily sample from each individual module taking advantage of Eq. (6). In the more complex cases where m(f j |f (t) j−1 ) is approximated via MCMC, we can use the fact that for all j, p j (f j |f 1:j−1 , y, X 1:j−1 ) = p M (f j |f −j , y, X 1:K ), i.e. the posterior distribution of each module corresponds to the full conditional distribution of the overall modular model, hence sampling from a module's posterior can be seen as a "modular" Gibbs step. This also means that the computational complexity of BM&Ms is of the same order of magnitude of each component module, since K is taken to be small.
Applications

Simulation study
We generate n = 60 observations from a linear regression model y = Xβ + ε, with
and where β is a p × 1 vector obtained by discretizing the Doppler, Blocks, HeaviSine, Bumps, and Piecewise Polynomial functions of Johnstone (1994, 1995) ; Nason and Silverman (1994) on a regular grid. Notice that covariates are highly correlated, and the sample size is relatively low, suggesting that the regression function may be challenging to estimate at a fine resolution. Our goals are thus: (1) dimension reduction and multiscale decomposition of β; (2) estimation and uncertainty quantification of the relative contributions of different scales; (3) out-of-sample prediction. The k th module, given θ k−1 , is specified by 
Gender differences in multiresolution tfMRI data
Brain activity and connectivity data plays a central role in neuroscience research today, but increasingly higher-resolution medical imaging devices make management and analysis of such data challenging. We use data from the Human Connectome Project (HCP) Glasser et al., 2013) , considering a sample of n = 100 subjects, with the goal of classifying subjects' genders using brain activation data during task-based functional Magnetic Resonance Imaging (tfMRI). Gender differences have been observed in neuro-science and linked to brain morphology and connectivity (Tomasi and Volkow, 2012; Gong et al., 2011) , or task-based activity patterns (Kaisera et al., 2009; Lee et al., 2014) . For an overview see Garrett and Hough (2018, Chapter 7) . We use BM&Ms on tfMRI data recorded during the social task in HCP, preprocessed according to the Gordon333 (Gordon et al., 2016) parcellation. This hierarchical partitioning splits the brain into a multiscale structure of 333 regions, 26 lobes, and 2 hemispheres.
While we expect each region to have low explanatory power on its own, it is unclear whether grouping them to form a coarser structure might improve predictive power. In particular, while the coarse-scale 26 lobes are easily interpretable given their connection to known brain functions, they might not be an efficient coarsening for our predictive task.
We thus implement BM&Ms in two ways, following the two multiscale points of view of Section 1: (1) we consider the regions-lobes multiscale structure as specified by Gordon et al. (2016); (2) we use regions' centroid information to adaptively collapse them into coarser groups. In both cases, we consider a binary regression model with probit link, and hence assume that P r(y i = 1) = Φ (x 1,i θ 1 + · · · + x K,i θ K ), where y i is binary and corresponds to the subject's gender, and x j,i is the same subject's data at resolution j.
We adapt the Gibbs sampling algorithm of Albert and Chib (1993) to BM&Ms .
We thus introduce a latent variable Z i for each subject, and alternate sampling from In implementation (1), X j is a n × p j matrix collecting subjects' brain activation data at resolutions j ∈ {1, 2} corresponding to regions and lobes, so that p 1 = 333, p 2 = 26. We use Bayesian Spike & Slab modules to estimate θ j = (θ j,1 , · · · , θ j,p j ) for j ∈ {1, 2}. We are We compare BM&Ms to competing models on the same data. Table 1 reports the out- of-sample performance of all tested models, whereas Figure 5 shows the estimation output of the competitors. 5 BM&Ms perform at least as well as competing models, while providing additional information on the multiscale structure. On one hand, ridge regression achieves good out-of-sample performance but the resulting estimates prevent a clear understanding of the results. Lasso regression would lead researchers to believe some regions might account for gender differences, yet its performance is the worst among tested models. Spike & Slab priors result in many regions being infrequently selected, and this may lead researchers to believe that coarser scale information from lobes might be useful. However, applying
BM&Ms on the regions-lobes multiscale structure results in little to no improvement in predictive power, with lobes being selected rarely. Finally, when considering the spatial structure of the brain regions, the estimated coefficient images of BM&Ms and FPCR are similar. However, the BM&Ms image can be decomposed in coarse-to-fine contributions (shown in Figure 4 , bottom left), which aid in the interpretation of the final estimate.
Discussion
In this article, we introduced a Bayesian modular approach that builds an overall model by the sequential application of increasingly more complex component modules. Our approach can be applied to multiscale regression problems in two common scenarios: (1) when multiple resolutions of the data could be used to model the regression relationship, to assess their contribution to the regression function; (2) showed in Section 5 that we can use variable selection modules when the resolution structure is pre-specified, and changepoint-detection modules to find a multiscale interpretation.
However, other module choices can be explored for different objectives, and overall models with mixed-type modules might offer additional interpretation opportunities. Additionally, our approach can also be used in non-parametric regression settings by considering the identity matrix I n as the high-resolution design matrix.
A Notation y output vector of size n × 1 S j resolution of the data, j ∈ {1, . . . , K} S unknown "true" resolution
, we can write the modular posterior as
C Appendix to Section 3 C.1 Two-scale BM&Ms posterior
The modular posterior of θ|σ (5) is
where we denote Q 1 = Σ 2 X 2 X 1 , and µ β j with j ∈ {0, 1} are the posterior means we would obtain from single resolution models of the form
when we assign prior β j ∼ N (m j , σ 2 j M j ). We build module 1, m(θ 1 ) with a prior π(θ 1 , σ 2 1 ) and a model p 1 (y|θ 1 , σ 2 1 ):
From this we obtain the posterior
Conditioning on θ 1 =θ 1 , we then build module 1:
Hence, the posterior for θ 1 |θ 1 will be
We find the posterior distribution θ via modules 0 and 1:
The end result follows from the properties of the Normal distribution.
C.2 Asymptotics for BM&Ms
The goal of this section is to show that the modular posterior in linear models is approximately normal in large samples, with a mean that is a composition of the (rescaled) pseudo-true regression coefficients at different resolutions. In order to do so, it will be sufficient to show that each module results in approximately normal (conditional) posteriors.
This will ensure normality of the overall modular posterior, by the properties of the normal distribution.
We consider response vector y and data matrix X , and following Geweke (2005) we assume that (y, X ) were generated according to a process such that
a positive definite matrix, and
where b ∈ R p with dimension not depending on the sample size, and σ 2 is known. We consider a finite set of predetermined resolutions S 1 , . . . , S K , corresponding to X 1 , . . . , X K ,
Here, L j and L j are coarsening operators that perform partial sums of adjacent columns and hence reduce the data dimensionality to p j , from p or p j+1 , respectively. In other words, we assume X j , the data at available resolution S j , could be obtained as coarsening of the true-model data X , and that each of the intermediate resolutions can be obtained as coarsening of higher resolutions. Given these assumptions, we have
Note that we do not assume L j = I p necessarily for some j. In other words, if S is the resolution of the data corresponding to the true regression coefficient b, it may hold that S j = S for all j. The goal is to find the "best approximation" of b at the different predetermined resolutions.
We consider without loss of generality the overall model
where X 1 = X L 1 and X 2 = X L 2 , respectively. We will assume that the prior for θ j when using component module j has positive density on a neighborhood of the corresponding pseudo-true parameter value θ * j . At the first stage, we use model
). For now, we assume σ 2 1 is known. In large samples, at this resolution and with our assumptions, the Bayesian posterior will be approximated by N (β * 1 , σ
Ωb is the pseudo-true value of the regression coefficients b at low resolution S 1 , and Ω 1 = L 1 ΩL 1 is the second derivative of the log-likelihood of this module (this corresponds to results in Gelman et al. 2014 , Geweke 2005 , Kleijn and van der Vaart 2012 . At the second stage, we fix θ 1 and consider the model
2 ). Here, we assume both θ 1 and σ 2 2 are known. In large samples, at this resolution and with our assumptions, the Bayesian posterior of θ 2 will be approximated by
2 ), where θ *
2 , i.e. the pseudo-true value of the regression coefficients b at resolution S 2 , and the rescaled θ 1 . Ω 2 = L 2 ΩL 2 is the second derivative of the log-likelihood of this module.
The modular posterior is by definition (2.2) the product of the two component modules' posteriors. Since both are normal in large samples, the modular posterior will also be approximately normal in large samples, with meanμ 1:2 and covariance matrixΣ 1:2 : • Linear Model, L1 or Lasso: lasso regression (Tibshirani, 1996) using cross-validation for λ (from R package glmnet)
• Linear Model, L2 or Ridge: ridge regression (Hoerl, 1962) 
D.2 BM&Ms for scalar-on-image regression
In the general context of scalar-on-tensor regression, each observation i corresponds to a scalar response y i , and the predictor is a D-dimensional array X i ∈ R p 1 ×···×p D . In the HCP data we consider, the response is binary and the tensor corresponds to an image, i.e. D = 2. Each element x i,(j 1 ,...,j D ) of X i is associated to y i via the corresponding regression coefficient β j 1 ,...,j D . These coefficients can be collected in a tensor B having the same size as X i . Thus in scalar-on-image regression we are estimating a coefficient matrix (or image).
The resulting regression model can be written, for i = 1, . . . , n, as:
which means we could implement standard methods for linear regression for the estimation of vec(B). However, these are likely to be poor performers given the data dimensionality.
Methods for scalar-on-tensor regression typically assume that there exists some simplifying decomposition for the B tensor (Guhaniyogi et al., 2017; Zhou et al., 2013; Li et al., 2018) , which reduces the number of free parameters. Instead, we consider a modular approach where each model corresponds to assuming B is a "step-surface." If D = 1, this reduces Figure 6 shows how a square image can be decomposed into increasingly finer-scale regions by using a hierarchical Voronoi structure. We thus represent a single-scale scalar-on-image regression model as
where, for i = 1, . . . , n we apply a coarsening operator L j to the raw image X i , which will result in the estimation of a low resolution β j and the corresponding step-surface image L j β j . Using this as a component module of BM&Ms , we can implement the overall model
following Section 3. Given each component module is at low resolution, i.e. the dimension of θ j is small, we can use default Normal priors.
Supplementary material E A toy example
Suppose only two measurements are taken from a sensor at times t 1 and t 2 , to be used as inputs in regression. In our notation,
For simplicity, we call x 1 = x t 1 , x 2 = x t 2 , X 1 = X Sp , X 0 = x t 1 + x t 2 , and we assume its correlation structure depends on parameter r as follows:
(β 1 + β 2 ). We then consider two models
Models (i) and (ii) consider the data at the high and low resolutions, respectively. Note that the KL divergence of (ii) from (i) is increasing in |β 1 − β 2 | and decreasing on r: high observed correlations (large positive r) between covariates make the lower resolution model a good approximation of the high resolution one, and thus we might prefer it, given its increased parsimony.
The KL divergence of the low-res likelihood from the high resolution one is
which is a decreasing function of r, since δ δr
We implement BM&Ms as in Section 3, and get:
Note how µ 0 roughly corresponds to the average of the high-resolution coefficient vector, whereas µ 1 -which is interpreted as the added detail from the higher resolution -to half differences. Finally, the asymptotic variance of θ 1 = (θ 11 , θ 12 ) becomes
and this shows that 7 r ≈ 1 makes the higher resolution worthless. Otherwise, the coefficient vector at the highest resolution can be estimated consistently with BM&Ms via µ β M :
We now consider the finite-sample frequentist MSE of
with c ∈ {0, 1} and l = n n+1
. If we select c = 0, we are estimating β through L 0 µ 0 , meaning that we completely discard the contribution of the high resolution. The MSE of 6 Full derivations in Section E.2. 7 Since the determinant of the 2x2 matrix is 8(1 − r)(1 + r) hence the determinant of the asymptotic variance is n(1 + r)(1 − r)
meaning that the bias term is almost equalized, but favoring c = 0, whereas the comparison on variance entirely depends on r: the closer the two coefficients β 1 and β 2 are to each other, the closer to zero r must be to make it worth it to consider the high resolution. Ultimately, this shows how considering the data at the highest resolution might be counterproductive.
An alternative way to visualize why c = 1 may be suboptimal is to look at µ where e 1 = y − (x 1 + x 2 ) (x 1 +x 2 ) y 2(r+1) (n+1) . In this case we set the prior parameters as 
