Displaying a variety of fabrics on a customized character could help customers choose which fabric is more suitable for themselves and help customers choose clothing. However, it is not an easy task to show realistic garment on customized virtual character. As a result, we propose a stable finite element method (FEM) model which is stable to approximate stretching behaviors. At first, we measure four kinds of cloth materials with measurement techniques to research elastic deformations in real cloth samples. en, we use the parameter optimization method by fitting the model with measurement data. For promoting the display of realistic fabrics, we recover 3D human in shape and pose from a single image automatically. Human body datasets are constructed at first. en, CNN-based image retrieval in shape and skeleton-based template matching method in pose are combined for 3D human model recovery. To enrich human body details, we synthesize the human body and 3D face with spatial transformation. We compared our proposed method of recovering 3D human from a single image with the state-of-the-art methods, and the experimental results show that the proposed method allows the recovered virtual human to put on garment with different fabrics and significantly improves the fidelity of virtual garment.
Introduction
Unlike physical try-on, which requires try on of several clothes before the shopper makes decision, the virtual try-on system allows shoppers to visualize what a garment might look like on themselves before purchasing and enhances the shopper's shopping experience.
us, enabling realistic clothes try on the recovered human body of their own has the potential prospect. Some virtual try-on systems, on the other hand, do not typically account for the effects of fabric materials. With the right set of parameters, these systems could simulate real cloth to a high degree of fidelity. But some parameters should be tuned based on the animator's intuition about the fabric. And during this tuning process, it is difficult to tell which models and which parameters are giving results more like the real fabric. In addition, almost all of the virtual try-on systems assume that the users have selected a predefined set of avatars or have captured accurate measurements of their own bodies through 3D scanning.
And these avatars or captured bodies do not have the generated 3D human face details.
In this study, we consider the problem of exhibiting realistic clothes on recovered virtual character with less input information, such as the capability that enables users to virtually try on different material clothes by a single photograph of themselves. Instead of previous cloth models, which are inaccurate for stretching materials, we introduce a stable FEM cloth model to approximate the stretching behaviors of various materials. en, elastic deformations on stretching in real cloth samples are studied using stretching measurement and parameter optimization method. A recovery human body method is needed to show realistic fabric. Instead of the scanned human model or human shape relying on multiview images, we recover the human model in shape and pose from a single image. For improving the accuracy of garment models with animated characters, we enhance the visual realism effects of digital human models by incorporating human body with 3D face.
And the contributions of this paper can be summarized as follows: (1) We propose a stable FEM cloth model which could approximate various materials accurately and stably. With stretching measurement and parameter optimization method, we find the stiffness parameters of the elastic model (in Section 4). (2) We recover the shape and pose of a human body from a single-view image. And a human body with 3D face is synthesized for detail display (in Section 5). (3) Two applications are applied; one is exhibiting different fabrics on the recovered human model and the other is image-based virtual try-on (in Section 6).
Related Work
Our work builds on previous efforts including cloth simulation, cloth parameter estimation, and 3D human recovery.
Cloth Simulation.
Cloth simulation is a traditional research problem in computer graphics. Early physics-based cloth simulation adopts the particle system. Macklin et al. [1] adopted particles connected by constraints as their fundamental building block and allowed them to treat contact and collisions in a unified manner. But the accuracy was fairly limited for large deformations and wastes long computation times. For supporting real-time, cloth simulations adopted a simplified mass-spring system [2, 3] , and the GPUs were used to accelerate simulation [4] . Unfortunately, these kinds of mass-spring systems are inaccurate for nonlinear cloth models.
In addition to discrete models like mass-spring, there are also continuous models based on FEM [5, 6] . e advantage of continuous models is being independent of mesh resolution, and numerous authors had attempted to accelerate stability and improve the accuracy. omaszewski et al. [7] used a corotational formulation for their finite element simulation. In their work, they show how membrane and bending energies can be modeled consistently for thin and flexible objects. Volino et al. [8] introduced a nonlinear Green-Lagrange tensor in a mechanical model which could obtain arbitrary strain-stress relationship. And the membrane model for nonlinear tensile stiffness was proposed.
As we know, garment modeling is built upon cloth simulation. Some methods start from the 2D design patterns; then, they use physical simulation or iterative optimization of related parameters to stitch the planar pattern and obtain the desired realistic 3D garment. Umetani et al. [9] provided an interface that enables users to immediately customize the parsed patterns via manipulation and editing. To facilitate the reuse of existing designs and make them as a starting point for creating new garments, Bartle et al. [10] proposed a novel framework that allows designers to directly apply the changes they envision in 3D space.
Cloth Parameter Estimation.
Despite a large amount of works on cloth simulation models, little work has been done on estimating the parameters of these models which could match the behavior of real fabrics. To this end, previous cloth parameter estimation works [11, 12] had mainly relied on hardware devices, e.g., Kawabata Evaluation System (KES) machines. But there is no mapping between the parameters for a particular cloth model and the device parameters. Several methods are attempted to extract physical cloth parameters from video sequences of simple cloth pieces. Bouman et al. [13] estimated simulation parameters by using a data-driven regression model. And the regression model is based on the marginal statistics of image features computed from video. Yang et al. [14] characterized the motion and visual appearance of the cloth geometry by video. Another approach to model the cloth is to fit cloth parameters by experimental data. Wang et al. [15] found the stiffness parameters which are fitted to experimental data. e experimental data are obtained from planar and bending deformations. But dynamic parameters are not measured. Eiguel et al. [16] numerically optimized nonlinear stressstrain curves to estimate parameters by minimizing errors in force and position. However, we are interested in finding stiffness parameters for elastic materials continuously based on FEM cloth simulation.
3D Human Recovery.
Traditional methods that capture full skeletal motion mostly rely on multiview camera systems. Baak et al. [17] combined local optimization with global retrieval for computing characteristic features and tracked full-body motions from depth image stream. But fast motions would lead to unstable posture. Ganapathi et al. [18] derived an efficient filtering algorithm for tracking human pose using a stream of monocular depth images. Such capture methods with expensive systems and special controlled recording conditions will limit their applicability.
ere are lots of studies on estimating 3D human body from multiview images or video sequences [19, 20] , while recently, static image methods [21] have emerged. Human body is an articulated object with a number of joint angles. A fixed or deformable crude model based on skeleton has been widely exploited for human body pose estimation. Guan et al. [22] had incorporated more visual cues, such as shading cues, internal edges, and silhouettes, to facilitate fitting of the SCAPE model to images. Bogo el al. [23] used the DeepCut method to predict the 2D body joint locations. en, they fitted SMPL to the 2D joint by minimizing an objective function.
ese methods have shown the shape recovery based on several silhouettes in detail. However, parameters required to optimize the SCAPE or SMPL model should use strong priors, i.e., a manually defined skeleton or body parts.
All human body recovery methods do not take into account face details; thus, we provide a fully automatic method for estimating a 3D human model in pose and shape from a single image and combining it with 3D face. Although constructing 3D human model dataset is a bit trivial, we only need to do it once.
Methodology

Process for Exhibiting Realistic Garment on Recovered Human Model.
e specific process of our system is shown in Figure 1 . e system adopts the input image I and the kind of cloth material on the input image I as input. Finally, the system adopts the recovered 3D human model, as well as the realistic cloth material as an output. In the process of recovering 3D human in shape and pose, we obtained the human segmented image I°of the input image I at rst. en, the CNN-based image retrieval method is used to nd the top 20 candidate images I * , which are most similar to human body shape on I°in the 2D human segmentation dataset H. Finally, the human skeleton L of the input image I is obtained, and the skeleton-based template matching method with each image in the candidate images I * is obtained. e 3D human body M in shape and pose is recovered for input image I. To enrich the human body M, we reconstruct the 3D human face Ω of input image I, and then human body M ′ is synthesized between the human body M and 3D human face Ω with 3D spatial geometric transformation. In the process of generating realistic fabrics, we have applied the parameter optimization method to obtain the parameters of four kinds of fabrics based on the stable FEM fabric model. en, using the cloth semantics for the input image I, the corresponding realistic cloth Λ on the input image could be obtained. e realistic cloth Λ is stitched on the synthesized human body M ′ .
Symbol De nition.
A list of symbols used in this study is presented in Table 1 . e 3D human model M and 3D human face Ω are triangulated meshes. ese triangulated meshes are composed using the vertex collection and triangle topology connection information. e input image I and candidate images I * are all 2D images. e realistic fabric Λ is generated by cloth parameter λ. x represents the coordinate in 2D, while p represents the coordinate in 3D.
Generation of Realistic Fabric
We have attempted to accelerate stability and improve the accuracy for continuous models based on FEM. While realistic fabric is possible to be simulated with existed techniques, it is time consuming to adjust many parameters to achieve an authentic appearance of the particular fabric. In this section, we rst propose a stable FEM cloth model that is stable and approximates stretching behaviors. en, we use the parameter optimization method to study the real cloth samples of four kinds of materials. And we apply the optimization parameter of four di erent materials on our proposed stable FEM cloth model.
Stable FEM Cloth Model.
We adopt the FEM for inplane elastic force in this study. And assume the nonlinear Green-Lagrange strain tensor as the strain metric. To avoid the process oscillation caused by the elastic force during the simulation process and to accelerate the convergence speed of the simulation, this model applies a damping force on each particle according to the cloth property.
It is known from the elastic mechanics that the deformation caused by the internal tension of the cloth is described by the strain ε and the tension is described by the stress σ. Assume that the adopted materials satisfy the law of Hooke, that is, the stress strain satis es the linear relationship as shown in the following equation:
Among them, Y is Young's tensor, which describes the ability of the material to resist deformation. τ represents Poisson's ratio and describes the proportional relationship between transverse strain and longitudinal strain. In this study, x is used to represent the coordinates of the points in the 2D initial material coordinate system, and p is used to represent the coordinates in the 3D world coordinate system during the deformation process. In each triangle of the initial material coordinate system, for any point within the triangle, it can be represented linearly by the three vertices of a triangle, as shown in the following equation:
e deformed points are also represented by the same weight:
To facilitate the calculation of the formula, it can be assumed that x 0 � 0 and p 0 � 0. e displacement could be expressed by equations (2) and (3) as
According to equation (4), ∇u � P − I could be obtained. And the strain obtained by Green-Lagrange tensor is
When equation (5) is developed and simplified,
erefore, B can be precalculated to speed up the simulation. From the theory of elastic mechanics, the relationship between energy per unit area w and stress and strain is σ � zw/zε. Assuming that the overall energy of a triangular element is W, the force at each vertex of the triangle is
where s is the area of the triangle. Substituting equations (1) and (6) into equation (7):
where D is
In the process of garment simulation, the elastic force is easy to cause oscillation effect, and the simulation process cannot be stabilized quickly. To solve the problem, this study introduces a linear damping force model, which is linearly related to the velocity of the particle:
Among them, φ d is the damping coefficient. v i and v j are the speeds of the particle i and j, respectively. By introducing the damping force, the convergence speed of the system is accelerated greatly, and the damping force slows down the rate change of the particle displacement, making the system more stable.
We adopt the iterative optimization of related parameters to stitch the planar pattern and obtain the desired realistic 3D garment. e initial 2D garment which is around the human body is shown in Figure 2 (a). During the stitching process, the garment is subject to internal forces and external forces. en, the clothing patterns can be connected to the 3D mannequin as shown in Figure 2 (b). Two fabric models were used for stitching; one is the FEM fabric model and the other is the stable FEM fabric model. e comparison for energy of the two fabric models during the stitching process is shown in Figure 2 (c). As can be seen from Figure 2 (c), the FEM fabric model produced two oscillating effects before reaching a steady state, while the stable FEM fabric model reached a steady state earlier.
Cloth Parameter Optimization.
We know that a given model describes a particular piece of cloth by fitting the model to the measurement data. It could adjust its parameters to minimize the difference between the model's predictions and the measured behaviors. In this study, we do this by solving an optimization problem, measuring cloth behavior under conditions, and estimating cloth deformation models following an incremental parameter fitting procedure. Like other cloth testing systems, we just focus on tensile forces, because it is hard to measure compression forces in a sheet repeatedly.
To obtain the stiff parameters, we design experiments for stretching, shearing, and bending behaviors of cloth, which demonstrate a sufficient set of cloth behaviors. e square x: the coordinates of the points in 2D p: the coordinates of the points in 3D F i : the damping force of vertex i Λ: realistic fabric fabrics on the normalized size of 25 cm * 25 cm are selected for the deformation test. And four markers on the top corner are considered as points of action. We measure the behavior of cloth, like position of the marks.
We select four kinds of common fabrics for testing, which are silk, fleece, denim, and linen, respectively. ey exhibit distinct elastic behaviors, for example, rib knit material has little effect on linen likely due to its vertically rigid structure. And we have first measured the tensile stretching, shearing, and bending force-elongation curves with our proposed method on the fleece sample, as shown in Figure 3 .
Our optimization method is to find optimal parameters by minimizing the difference between captured features and simulated features. And the optimization formulation is as follows:
Among them, T represents the number of tests, f * i represents the shape features captured from the i-th test, and f i (λ 0 , λ 1 , λ 2 ) represents the corresponding features, which is generated using a cloth simulation with the given elastic model of 3 parameters λ 0 , λ 1 , and λ 2 . e elastic model is discussed in Section 4.1. e parameter optimization test was performed based on the stable FEM cloth model, and we compared the motion of cloth in simulation with measured real fabric motion by parameter fitting incremental. e cloth parameters of four fabrics are obtained after n tests. And the three parameters of fabric silk based on stable FEM cloth simulator are 1.0e − 5, 50, and 50 respectively, while, the detailed result of cloth parameters is listed in Table 2 . Figure 4 shows the simulation results of four different kinds of fabrics, which achieves a strong sense of realism.
Recovery of 3D Human Model from a
Single Image e recovery of 3D human pose from 2D is critical in many applications. However, most existing techniques for human shape recovery rely on multiview images and are insufficient to constrain a 3D shape from a single image.
us, we provide a fully automatic method to recover a 3D human model both in shape and pose from a 2D image. First, we construct human model dataset using a 3D generative model called SMPL. en, we combine the CNN-based image retrieval and skeleton-based template matching method to match the shape and pose in the human model dataset. We add a last step, which synthesize independent human body with 3D face.
Human Model Dataset.
To reconstruct the 3D human model from a single image, we prepare human model dataset in advance. In this study, we employ the recent SMPL model introduced by Loper et al. [24] . SMPL defines a function Τ(ω, θ; δ), where ω is the shape parameter, θ is the pose parameter, and δ is the fixed parameter of the model. Given the rest shape retrieved by the shape parameters ω, SMPL defines pose-dependent deformations and uses the pose parameters θ to produce the final output mesh. e direct output of this function is a body mesh P ∈ R N×3 with N � 6890 vertices P i ∈ R 3 . SMPL is gender specific; it distinguishes the shape space of females and males. By adjusting the shape and pose parameters, it generates the male 3D human body set X m and the female 3D human body set X f . e number of X m is 1000, and the number of X f is 1000. Figure 5 shows the generation of human model dataset by two parameters, while the upper row of Figure 5 shows the human models generated with pose parameter θ and the lower row of Figure 5 shows the human models generated with shape parameter ω. 
Recovery of 3D Human Model.
When recovering the 3D model that is closest to the 2D human in image, a CNNbased image retrieval method could not accurately estimate the 3D human body model due to the particularity of the human body posture. Using a skeleton-based template matching method requires a pose comparison with each of Mathematical Problems in Engineering the 3D human bodies in the human model dataset X, which takes a lot of time. However, in this study, we adopt the combination of CNN-based image retrieval and skeletonbased template matching method, which could accurately and quickly recover the 3D human body in the input image to meet the requirement of the system. e system adopts a single image and semantics (male or female) as input. Finally, it generates the 3D human body mesh as output. A detailed recovery process is shown in Figure 6 , and the detailed steps for recovering 3D human body from a single image are as follows:
Preprocess: for each human body in the human body dataset X, a 2D image of its front side is obtained. Semantic segmentation is performed on the 2D image of X to generate a 2D image segmentation dataset H. Each image in H is binarized, the human body part is marked in white, and the nonhuman part is marked in black.
Step 1: semantic segmentation on the input image I to obtain the segmented image I°was performed. en, the CNN-based image retrieval method is used to find the top 20 candidate images I * .
Step 2: the human skeleton for the input image I is obtained, and the skeleton-based template matching method with each image in the candidate images I * is performed.
CNN-Based Image Retrieval.
For recovering the 3D model that is closest to the 2D human in the input image, it is essential to find the model that is closest in shape to the 2D image. CNN-based image retrieval could help us retrieve the candidate images that have the most similar content to the query image. e key concern for CNN-based image retrieval is feature extraction. It is important that the features extracted from the H database can be detectable even under changes in image scale, noise, and illumination.
We adopt the popular pretrained CNN model VGG-16, which could get more discriminative representations for object recognition and be used as the basic model for image retrieval [25] . Our image training dataset is H. And we calculate the Euclidean distance between the query image feature and each image feature in the training database. e closer the distance, the higher the correlation. As shown in Figure 6 , one of the input image is signed with I, and the output candidate images are signed with I * . e 3D human bodies correspond to I * in the human body dataset, which are most similar to the human body in shape with the input image I.
Skeleton-Based Template Matching Method.
For recovering the 3D human model that is similar in pose from the input image I, we adopt the skeleton-based template matching method. And the corresponding human model in I * that most matches on skeleton with the input image I is the final recovered 3D human model M. We detect the mannequin bones firstly and marked them with l 1 , . . . , l i , . . . , l n . e skeleton-based template matching algorithm is as follows:
Among them, d and θ are the two important parameters
is the distance between vertex A(x a , y a ) and vertex B(x b , y b ); η is the angle between vertex A(x a , y a ), vertex B(x b , y b ), and axis Y. ϖ represents the weight, and we set it to be 0.5 which could enhance the matching accuracy. Figure 7 (a) is part of the skeleton displayed in the coordinate system, and Figure 7(b) is the whole skeleton of a human body. As seen from Figure 6 , the human body model on I * is the most similar in shape to the human body on the input image I. e human body model on I m is the most matching in shape and pose to the human body on the input image I. e 3D human model M corresponding to I m is the final recovery of 3D human from input Image I in shape and pose.
Synthesis of Human Body and 3D
Face. From Section 5.2, we could obtain the 3D human model M from input image I. To enrich the human body details, we synthesize the human body with 3D face. At first, we adopt the 3D face reconstruction method [26] , getting the 3D face Ω of input image I. What we get are the 3D vertices and corresponding colors from a single image. e results are saved as mesh data with obj format, which can be opened with Meshlab or Microsoft 3D Builder. en, the human body M and 3D face Ω are synthesized using 3D spatial geometric transformation and labeled with M ′ .
In 3D space, when the human body and the 3D face are synthesized, the human body without spatial transformation is used as a reference object, and the spatial transformation is performed on the 3D face. e transformation calculation is shown as follows:
where R ab (θ) is the rotation matrix, S(s x , s y , s z ) is the scaling matrix of the vertex i in the 3D spatial, and T(t x , t y , t z ) is the translation matrix. e synthesis process is shown in Figure 8 , while the human body in Figure 8 recovered based on Section 5.2 is marked as M and the 3D face without texture in Figure 8 is marked as Ω. e input image of 3D face Ω is in Figure 6 and marked as I. And the synthesis result between human model M and 3D face Ω in Figure 8 is marked as M ′ .
Applications
With our proposed stable FEM cloth model in Section 4, the parameters of four different cloth materials are optimized and the realistic fabric simulation of different materials Mathematical Problems in Engineering could be obtained. And using the proposed human model recovery method in Section 5, a 3D human body with enriched face details could be achieved. ere are two applications for the above results. One application is to display fabrics with different realisms on the recovered 3D human body, as shown in Section 6.1. e other is image-based virtual try-on, as shown in Section 6.2.
Fabrics on Recovered Human
Model. Displaying various fabrics on customized character allows shoppers to visualize the effects of trying on various fabrics on their own. is is a good application prospect for virtual try-on. In this section, we will show garments that are made up of four fabrics and try them on the customized human model.
Our initial 3D garments are created from 2D panels. However, the 2D panels are triangulated using a Delaunay algorithm since we use triangular meshes to represent garment surfaces. And seam lines are explicitly specified by choosing pairs of panel boundary edges. We apply the cloth parameters obtained in Section 4.2 to our stable FEM cloth model and set it up in advance. e designed garments are assembled and linked by seaming lines to simulate clothing behavior on the 3D mannequin. By applying elastic force among the seams, two clothing pieces in the pattern can be attached to each other during the sewing process. e clothing patterns can be therefore connected to the 3D mannequin. After several seconds, the virtual human will be dressed in 3D garment. Figure 9 shows the garments that are made up of four fabrics and dressed on custom character. e fabrics in Figures 9(a)-9(d) are silk, eece, denim, and linen, respectively. From the display results, the e ect of four fabrics dressed on human body demonstrates di erent fabric shapes, even though they have some similarities. For example, silk is more stretchy than eece. And denim does not tend to have small wrinkles because it is incompatible in bending.
Image-Based
Virtual Try-On. Given a single image, our goal is to reconstruct the 3D geometry and texture of a clothed human while preserving the detail present in the image. Existing state-of-the-art virtual try-on systems require a depth camera for tracking and overlay the human body with the t garment. Saito et al. [27] introduced a novel pixel-aligned implicit function, which spatially aligns the pixel-level information of the input image with the shape of the 3D object, for deep learning-based 3D shape and texture inference of clothed humans from a single input image. But this method should train an encoder to learn individual feature vectors for each pixel of an image, which is timeconsuming. Our proposed method is able to t the human body from a single 2D image by dressing the recovered human body with the designed garments. And it could be applied directly to image-based virtual try-on. We rst recover the pose and shape of the human body from the singleview image. en, we dress the recovered human body with the designed garments.
One of the image-based virtual try-on result is shown in Figure 10 . Figure 10(a) shows the input image. Figure 10(b) shows the recovered human body and garment. e recovered human body has enriched face details based on Figure 10 (a), and the recovered garment has the same material with garments in Figure 10 (a).
Experimental Results
All of our experiments were tested on a 3.4 GHz AMD Phenom II x4965 processor machine, with 4 GB of RAM, and a NVIDIA GTX260 graphics card. For cloth simulation, we use the stable FEM cloth models with continuous collision detection and constraint-based collision response on this con guration. And we implement parallel virtual garment display on custom character on CUDA.
Comparison with Existing Methods.
Compared to the previous human model recovery method, our proposed method has some advantages. e bene ts include the follows: (1) Requiring no visual cues, such as shading cues, internal edges, or silhouettes, to promote the tting of the template model. (2) ere is no need to use strong priors, such as a manually de ned skeleton or body parts, which facilitates recovery of the human model accurately. (3) Our proposed method achieves enriched face details. And the comparison results on human image are shown in Figure 11 . Figure 11(a) shows the human image of input and Figures 11(b)-11(c) show the recovered 3D human model using the inferring 3D shape method [21] and our proposed method. e human body of Figure 11 (c) is smooth than Figure 11 (b), and the Figure 11 (c) has more enriched face details than Figure 11(b) .
Another comparison results on human image are shown in Figure 12 . Kanazawa et al. [28] described Human Mesh Recovery for reconstructing a full 3D mesh of a human body from a single RGB image. ey use the generative human body model, SMPL, which parameterizes the mesh by 3D joint angles and a low-dimensional linear shape space. However, there is a great deal of work on the 3D analysis of humans from a single image. Figure 12 performance, the accuracy of our method depends on the size of the human model dataset, and it is a bit trivial to prepare a large human model dataset in advance. e following is the comparison results of image-based virtual try-on. Yang et al. [29] achieved detailed garment recovery from a single-view image. To construct an accurate body model, the user indicates 14 joint positions on the image and provides a rough sketch outlining the human body silhouette. ey fit 3D garment template's surface mesh onto the human body to obtain the initial 3D garment and then jointly optimize the material parameters, the body shape, and the pose to obtain the final result. Compared to this imagebased virtual try-on method [29] , our proposed method has some advantages. e benefits include the following: (1) Our method considers the material of fabric, which makes the garment look more realistic.
(2) Human model has facial details and makes the human dressed on garment looks nature. e comparison results about garment recovery and repurposing are shown in Figure 14 . Figure 14(a) shows the original image; Figures 14(b)-14(c) show the recovered garment on human body based on the image-based modelling method [29] and our proposed method.
Draped Garment in Wind Environment.
For displaying dynamic effect of the fabric, we added wind into the natural environment. When the human body is in wind-blown environment, the clothe fabric will swing to a certain extent with the size and direction of the wind. In order to simulate the true natural wind blowing effect, it is necessary to randomly take the direction and size of the wind to obtain irregular wind. And we select the garment of linen material as virtual try-on. Figure 15(a) shows the draping simulation after seaming in nature environment without wind. Figure 15(b) shows the dressed garment on human body in wind environment. 
Conclusion and Future Work
We have presented a procedural method that exhibits realistic garments on a recovered 3D human model. It allows general pose of virtual human model to put on garment for displaying realistic fabrics. A stable FEM cloth model is proposed, and the stiffness parameters of elastic models are obtained by stretching measurement and the parameter optimization method. We show that four simulation fabrics which draped on recovered 3D human model. is method is easy to implement and significantly improves the fidelity of virtual garment, which make evident that our system has great potential value, such as commercial applications like virtual dressing or interactive applications like VR game. Although our method has some limitations, it points out the direction of our future research. e first limitation is that we have found the stiffness parameters of the elastic model for four real fabrics. And the parameters of elastic model for more fabrics are waiting for research. Another limitation is that the accuracy of our recovered human body depends on the human model dataset. In the future, we will devote a lot of time to remove the two limitations and so we could get more reasonable and realistic garment immediately.
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