Abstract-In this paper, we design an efficient algorithm for the energy-aware profit maximizing scheduling problem, where the high performance computing system administrator is to maximize the profit per unit time. The running time of the proposed algorithm is depending on the number of task types, while the running time of the previous algorithm is depending on the number of tasks. Moreover, we prove that the worst-case performance ratio is close to 2, which maybe the best result. Simulation experiments show that the proposed algorithm is more accurate than the previous method.
I. INTRODUCTION
In high-performance computing (HPC) systems, it is well known that when the performance is increased, the power consumption is increased, therefore the total electricity costs increase as well. Recently, the high cost of the HPC systems has lead to research that designs an efficient resource allocation algorithm to reduce the required energy consumption [1] . By combining the energy and performance objectives into a single profit objective, Tarplee et al. [2] introduced a novel monetary-based model for HPC where there is a financial distinction between the service provider and the users. By solving a linear program and rounding carefully, they [2] designed an efficient algorithm to find a feasible schedule.
For the proposed algorithm in [2] , in the rounding process, the energy consumption maybe increased, which can be avoided by using a different method. In HPC systems, there are a large number of tasks but only a small number of task types. Thus, the proposed algorithm in [2] , whose running time depends on the number of tasks, can be improved, too. Most importantly, the worst-case performance ratio of the proposed algorithm [2] is not given.
The remainder of this paper is organized as follows. The next section describes the accurate mathematical model. Section III presents the task-type-based algorithm and proves the worst-case performance ratio. Section IV gives the experimental results. The last section discusses the useful extensions to the proposed model and lists ideas for future work.
II. THE MATHEMATICAL MODEL
As in [2] , a user submits a bag-of-tasks to process, where each task is indivisible and independent of all the other tasks. The cost to the organization for processing a bag-of-tasks is the cost of electricity. The organization or service provider should maximize the profit per bag, which is equal to the price minus the cost. However, the bag-of-tasks can take a considerable amount of time to compute when trying to increase the profit by reducing electricity costs. Thus, it is more reasonable for an organization to maximize the profit per unit time.
Formally, assume that there are T task types and M machine types. Let T i be the set of tasks of type i and T i be the number of tasks in T i . Similarly, let M j be the set of machines of type j and M j be the number of machines in M j . Denote by x ij the number of tasks of type i assigned to a machine of type j, where x ij is the primary decision variable in the optimization problem. As the definitions frequently used in scheduling algorithms [1] , [2] , let ETC be a T × M matrix where ET C ij is the estimated time to compute for a task of type i on a machine of type j. Similarly, let APC be a T × M matrix where AP C ij is the average power consumption for a task of type i on a machine of type j.
Since tasks are indivisible in most cases, the x ij tasks of type i may not be allocated equally to the M j machines of type j. For every machine j k ∈ M j , let x ijk be the number of tasks of type i assigned to machine j k . Clearly,
x ijk ET C ij . Thus, the maximum finishing time of all machines (i.e., makespan), denoted by M S(x), is given by M S(x) = max j max k:j k ∈Mj F jk .
In this paper, for convenience, machines are turned off when not use, which means that the energy consumed by the bag-of-tasks is given by
Let p be the price customer pays and c be the cost per unit of electrical energy. The profit that the organization receives by executing a bag-oftasks is p − cE(x). The Energy-Aware Profit Maximizing Scheduling (EAPMS) Problem defined in [2] attempting to maximize the profit per unit time can be formulated as the following nonlinear integer program (NLIP):
The objective of (1) is to maximize the profit per unit time, where x is the primary decision variable. The first constraint ensures that all tasks of different types in the bag are assigned to some machine type. The second constraint ensures that M S(x) is equal to the maximum finishing time of all machines.
III. A TASK-TYPE-BASED ALGORITHM Note that (1) is a nonlinear integer program, which can not be solved optimally in polynomial time. To obtain an approximate solution of (1), one possible way is to convert (1) to an equivalent linear program (LP), and then to round the optimal fraction solution of LP to a feasible solution for (1) . The approximation of such a method proposed in [2] would be bad when the objective value is close to 0 or few tasks of type i with large ET C ij are assigned to machines of type j. A similar phenomenon is also observed by Tarplee et al. [1] .
To overcome the obstacle mentioned above, we will use a different method. We replace M S(x) with a constant M S, and then obtain an approximate integer linear program (ILP) for (1) . By rounding the optimal fraction solution for the relaxation of ILP based on the classic rounding algorithm for the generalized assignment problem [3] , we obtain a feasible solution for (1) . It is desired to point out that, in our method, the tasks of type i such that ET C ij > MS will not be assigned to machines of type j, which is to avoid increasing the makespan too much when rounding the optimal fraction solution.
Let LB be the optimal makespan by ignoring the energy consumption, and U B be the makespan of the feasible schedule by assigning each task to the machine with minimum average power consumption AP C ij . For any given constant > 0, the makespan M S(x * ) of the optimal solution
By trying all possible values, we will find a feasible makespan M S such that
for some t. For convenience, from now on, assume that M S is a known constant satisfying
For a constant M S, as in [2] , our algorithm is decomposed into two phases. This first phase rounds the fraction optimal solution to obtain a schedule where the numbers x ij of tasks of type i assigned to machines of type j are given. The second phase assigns tasks to actual machines to produce the full task allocation x ijk . The next two subsections describe the two phases of this recovery procedure in detail.
A. b-Matching-Based Rounding
Note that if ET C ij > MS, the tasks of type i can not be assigned to the machines of type j in the optimal solution, by the definition of M S. This implies that
Thus, we obtain an approximate equivalent integer programming formula for NLIP (1):
Replacing the constraint x ij ∈ Z ≥0 with x ij > 0, we obtain the relaxation of (3), which is a linear program and can be solved in polynomial time. Noting that there are T M variables and T + M nontrivial constraints, both are less than that in the linear program (10) in [2] . By modifying Shmoys & Tardos's rounding method in [3] , which is to find a minimum-weight matching of an auxiliary bipartite graph B(x), we can convert a feasible solution x for the relaxation of (3) to a feasible solutionx for (3) . An important observation is thatx satisfies M S(x) ≤ 2M S and E(x) = E(x) ≤ E(x * ). Note that the running time of Shmoys & Tardos's rounding method [3] is dependent on the number of tasks. To reduce the running time, we will replace minimum-weight matching by minimum-weight b-matching [4] to design a more efficient algorithm. For completeness, we present the details as follows. Here, for simplicity, we only show how to construct the bipartite graph B(x) and the edge weights, ignoring the fraction solution of the matching. Given a feasible solution x for the relaxation of (3), let 
. , M.
As in [3] , the edges in E of the bipartite graph B(x) will correspond to task-machine pairs (i, j), such that x ij > 0. To construct the edges incident to the nodes in V corresponding to machine type j, sort the task types in order of nonincreasing estimated times to compute ET C ij . For simplicity, assume that
, which implies that there is only one node v j1 ∈ V corresponding to machine type j.
For each edge (v js , u i ) ∈ E, let the weight of edge
x ij is an integer. From the construction of the bipartite graph B(x), it is easy to verify that there are at most T nodes in U and at most M j=1 k j ≤ M T nodes in V . As there are T + M nontrivial constraints in (3), the number of positive variables in x is at most T +M , following from the property of linear programming. Combining the fact that there are one or two corresponding edges in E for each x ij > 0, there are at most 2(T + M ) edges in E. Therefore, the minimum-cost b-matching BM, that exactly matches b i times of the task-type node u i in E(x), can be found quickly by using the method in [4] , whose running time is polynomial in T and M . Theorem 1. [3] The schedulex obtained by the above algorithm has a makespan at most 2M S, and the energy consumption is at most E(x * ).
B. Task-Type-Based Local Assignment
Recall that a feasible schedule is to assign every indivisible task to a specific machine. The solutionx ij obtained in the last subsection is to assignx ij tasks of type i to machines of type j. To obtain a feasible schedule, we need to schedule the tasks already assigned to each machine type to specific machines within that group. In a group of machines of type j, ET C ij and AP C ij are only dependent on the task type i. Thus, the total energy consumed by machines of type j is T i=1x ij AP C ij ET C ij , which is a constant. Therefore, we only need to schedule tasks to minimize makespan, which is equivalent to the multiprocessor scheduling problem [5] . Tarplee et al. [2] use the common longest processing time (LPT) algorithm to assign tasks to machines for each machine type, where the T i=1x ij tasks are sorted in descending order by execution time, and each task is assigned to the machine that will complete earliest. Now, we will describe a task-type-based assignment algorithm. Each group of machines of type j is processed independently. The task types are sorted in descending order by execution time ET C ij , which can be done within O(T log T ) time. Without loss of generality, assume
k be the current load of machine j k after assigning tasks of type i, where the load of machine j k is the total processing time of tasks assigned to it. Initially, L 0 k = 0 for each j k ∈ M j . Let AL i be the average load of machines of type j after assigning the tasks of type i,
Then, there are at most M j unassigned tasks of type i, which can be assigned using LPT algorithm. It is easy to verify that our method is equivalent to the LPT algorithm in [2] . However, the running time is reduced to O(
, not depending on the number of tasks, which is always a huge number in the HPC systems.
C. Performance Analysis
In summary, for each t ∈ {1, . . . , log (1+ ) U B/LB }, let M S = LB (1 + ) t . Then, use the method in the last two subsections to find a feasible solution for (3). Among these solutions, choose the one with maximum profit per unit time. It is easy to verify that the total running time is independent of the number of tasks.
Combining (2) and Theorem 1, the objective value of the schedulex is at least
where OP T is the objective value of the optimal solution for (1). It implies that the worst-case performance ratio of the proposed algorithm is 2 + 2 , for any > 0.
IV. EXPERIMENTAL RESULTS
Simulation experiments were performed to compare the quality of Tarplee, Maciejewski, and Siegelet's (TMS) method [2] and our task-type-based (TTB) methods. As in [2] , the software was written in C++ and the LP solver used the simplex method from COIN-OR CLP [6] .
Without loss of generality, assume that c = 1 for all the experiments. As in [2] , let E min be the lower bound on the minimum energy consumed when ignoring makespan, and p = γE min , where γ = p/E min is a parameter that will be used to affect the price per bag. Clearly, when γ is large enough, the focus is to minimize the makespan [2] . Thus, we only consider the case that γ ∈ [1, 1.5] .
For all the simulations, there are nine machine types and 40 machines of each type for a total of 360 machines, as in [2] . Our first experiment is based on a benchmark [7] with nine machine types and five task types, where the missing values are deleted. The workload consists of 12, 000 tasks divided among 5 task types. When γ is varying, different solutions produced by the TMS and TTB methods are shown in Table 1 . The table shows that every solution produced by the TTB method is better than that produced by the TMS method. Especially, when γ = 1, because the rounding method in the TMS method will increase the energy consumption, the TMS method produces a solution with negative objective value, while the TTB method produces the optimal solution. Since ET C ij and AP C ij differ slightly in the benchmark [7] , to quantify the quality of the solutions in a more general case, we did 25 experiments where ET C ij and AP C ij are random numbers between 0 and 1. In the q-th experiment, q = 1, . . . , 25, the workload consists of 150q tasks divided among 30 task types. Figure 1 shows the profit per unit time computed from the TMS and TTB methods when γ = 1.2. The figure shows that every solution produced by the TTB method has a higher profit per unit time. When the number of tasks is large enough, the solutions produced by two methods are close to each other. In fact, for every experiment where γ is also a random number we have done, the TTB method produces a higher quality solution. Moreover, in (3), letting M S be the makespan of the solution produced by the TMS method, we can obtain a better solution by using the b-matching-based rounding and task-type-based local assignment method in Section III. It is worth to mentioning that the TTB method performs much better when γ is smaller or the average number of tasks per machine is smaller.
V. DISCUSSION AND FUTURE WORK With small modifications, our algorithm can be extended to the idle power consumption or the case where there is upper bound on the allowed power consumption, which are considered in [2] . Due to space constraint, we omit the details here.
Although experiments show that the solution produced by the TTB method is close to the optimal solution, this does not hold in a worst-case scenario. It is interesting and challenging to design a polynomial-time algorithm with worst-case performance ratio less than 2. Moreover, both the TMS and TTB methods have to solve a linear program, which is the most time-consuming part of finding a feasible solution. It is desired to develop an efficient combinatorial algorithm without solving the linear program.
