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1 The Video Surveillance Problem
This paper addresses the problem of Automated Video Surveillance (AVS), which involves automat-
ically analyzing surveillance videos to detect suspicious or otherwise interesting activity. Interest in
AVS is rapidly growing due to its wide range of applications, such as in homeland security, security for
important buildings and shopping malls, traffic surveillance in cities and detection of military targets,
etc [1, 3]. Video surveillance algorithms represent a class of problems that are both computational and
data intensive. Obtaining the desired frame processing rate of 24-30 fps (frames per second) for such
algorithms in real-time is one of the most important challenges faced by developers of video surveillance
algorithms. A good analysis of Video surveillance workloads can be found in [2]. Furthermore, with the
recent advancements in video and network technology, there is a proliferation of inexpensive network
based cameras and sensors for widespread deployment at any location. As there is deployment of pro-
gressively larger systems, often consisting of hundreds or even thousands of cameras distributed over a
wide area, video data from several cameras need to be captured, processed at a local processing server
and transmitted to the control station for storage etc. Since there is an enormous amount of media stream
data to be processed in real time, there is a great requirement for a High Performance Computing (HPC)
solution to obtain an acceptable frame processing throughput.
The aim of automatic video surveillance is to automatically detect the interesting objects in the moni-
tored area, track their motion and automatically take appropriate action like alerting a human supervisor.
The general framework of a typical automatic video surveillance system is shown in Figure 1. Video
cameras are connected to a video processing unit to extract high-level information and generate alerts
when interesting activity is identified. This processing unit could be connected through a network to
a control and visualization center that manages, for example, alerts. The input to the system is video
streams from a single or multiple cameras. The system analyzes the video content by separating the
foreground from the background, detecting and tracking the objects and performing high-level analysis.
The high-level scenario provides results whether the situation is abnormal or not so as to assist the human
supervisor. The main video processing stages can be grouped into the following modules:
1. Foreground and Background Estimation: Classifies each pixel of the current image frame into
foreground (FG) or background (BG) regions. Given a video sequence, the aim is to segment out
image pixels corresponding to moving objects such as vehicles and humans from the rest of an
image. Extracting the foreground from the background is the first and crucial step in the whole
video surveillance system as its accuracy affects the result at the later stages as well. If the video
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Figure 1: General framework of automated visual surveillance system
scene is composed of a relatively static model of the background, which becomes partially oc-
cluded by objects that enter the scene and differ significantly from those of the background, a
simple approach of subtracting the current frame from the background frame followed by thresh-
olding can be taken to classify the pixels. However in most situations the background is dynamic
due to lighting changes and movement of static objects which requires modeling and updating
of the background to be done. Statistical background modeling is a commonly used technique
and we implement a Mean and Variance background model [5], where we compute the Mean and
Variance, for each pixel value, over the last N frames which serve as the model for the next N
frames. N is the refresh rate, representing the interval at which the background is updated. The
mean and variance calculation is done in a manner that minimizes the effect of the outliers. Then
by subtracting the current pixel value from the mean value and using some multiple of variance as
a threshold, a decision rule is applied to classify each pixel as either a foreground or background
pixel. This algorithm can successfully handle gradual as well as sudden background changes, and
stationary as well as moving objects.
2. Blob Segmentation: Uses the result (FG mask) of the FG/BG Estimation module to segment
out moving blobs in the scene. The blob segmentation module is based on a noise removal and
connected component labeling process. It does the following:
(a) Removes noise pixels from the FG mask and merges together adjacent blocks to form a
contiguous motion regions without holes. Morphological processing like erosion, dilation
and reconstruction is applied for such refinement.
(b) Calculates connected components of the FG mask. Each component is considered as a blob.
A two pass iterative algorithm is implemented to search and merge 8-connected components.
3. Object Detection and Tracking: This step uses the results from the Blob segmentation module to
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Figure 2: Various stages of the frame processing in the implementation of VS algorithms
do frame-by-frame tracking of the position and size of objects in the image. It uses a fast connected
component based tracking procedure and does the following:
(a) Tracks each blob by trying to find it in the current and the previous frame. It matches the
overlap of the blobs with the objects from the tracked object list.
(b) Adds a new blob into the tracked object list if it can be tracked successfully across multiple
successive frames. Subsequently more high level analysis of the trajectory of the objects can
be done, depending on the application, to identify an alarming activity. Figure 2 shows a
sample output of the various stages of frame processing in the implementation of the video
surveillance algorithm.
2 Parallelizing Video Surveillance with a GPU
The video surveillance algorithms are computationally demanding, and for real-time processing they
must be able to run at 24-30 frames per second. Because of this, there is a need to parallelize them to
obtain better performance. Past work has taken various approaches to this problem; for example, one
of our team members previously worked on parallelizing these algorithms using the Cell Broadband
Engine [7].
In this paper, we parallelize video surveillance using a GPGPU approach, using CUDA to run them
on NVidia GPUs. This approach has the advantage of using GPU hardware that is commonly available
in desktop-type systems, and it has the potential to deliver much higher performance than algorithms
running on the CPU, because the GPU offers parallel computing throughput well above what the CPU
can provide.
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We chose to use CUDA, which is an established language for GPU programming that works with
NVidia GPUs on several platforms [4]. We set up CUDA installations on our personal computer systems,
and familiarized ourselves with the CUDA programming model. The CUDA model of memory and
computation has various features which reflect the architecture of GPUs, and this architecture needs to
be taken into account when programming with CUDA in order to achieve high performance.
The CUDA processing model uses grids of thread blocks. Each block can contain several threads of
computation (up to 512), which can be addressed by a two- or three-dimensional vector. Furthermore,
there can be multiple blocks, themselves structured in a two-dimensional grid. All threads in a block run
the same function, and if their control flow diverges, then the control flow paths are serialized, slowing
down the execution of all threads. Therefore, a data-parallel style of programming is required to achieve
high performance with CUDA.
Attention must also be paid to the distribution of data in the several different levels of memory
provided by the GPU and exposed by CUDA. The CUDA memory model contains per-thread local
memory, per-block shared memory, and global memory accessible from all blocks. The programmer has
expicit control of the memory hierarchy and the optimum usage depend on the memory access patterns
of the application which is being parallelized on the GPU. The more local memories are generally faster,
so they should be used where possible.
One approach for parallelizing video surveillance processing is to use coarse-grained parallelism
between different frames of the video, but it would not be possible to exploit all the parallelism on a
GPU using this approach, because it would require a very large number of frames to be in processing at
the same time, which would not be feasible given the memory and scheduling constraints on the GPU
and the desire to support low-latency realtime processing of surveillance videos.
Therefore, to effectively take advantage of GPU processing, fine-grained parallelism within each
video frame must be exploited. The details of how this is done differ for each algorithm in the video
processing pipeline, but in general, we used blocks of computation corresponding to subrectangles of the
image, generally with one thread per pixel.
Some algorithms are relatively simple to parallelize. They work on one pixel position alone, perhaps
across several frames of the video. In this case, it is simple to use a thread-per-pixel model to parallelize
them, with no inter-thread communication required, apart from distributing the data at the beginning of
the computation and collecting it at the end.
Other algorithms work across pixels, and these are somewhat more complex. We chose to process
each subrectangle of the image as a block (still with one thread per pixel, but with the whole subrectangle
stored in block-local memory so that any pixel of the block can be read by any thread). Within the block,
barrier operations are used to coordinate the threads for the different pixels; for example, one processing
step can be done on each thread, with a barrier at the end, and the data generated in that step can then
be used in the next step by all threads in the block. Once the calculations for each block are done, we
combine them (e.g. based on the data at the edges of each block). We explored the possibilities of
doing this combining step in serial on the CPU and doing this on the GPU as well. This involves more
complicated operations; for example, we might progressively process larger regions of the image until
the full video frame is completely processed.
3 Strategy for Parallelizing Specific Algorithms
We developed a strategy for parallelizing each of the algorithms involved in the video surveillance prob-
lem. We give our parallelization strategy for each algorithmic step below. As we implemented these
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algorithms with CUDA and evaluated their performance, we made minor changes as discussed.
3.1 Foreground and Background Estimation
The task of the foreground and background detection phase is to classify each pixel as background or
foreground. We use statistical background modeling, which is a commonly used technique, and we
implement a Mean and Variance background model [5], where we compute the Mean and Variance for
each pixel value over the last N frames, which serve as the background for the next N frames. N is the
refresh rate, representing the interval at which the background is updated. This step of calculating the
background model can leverage the GPGPU very effectively as the operations are pixel-independent.
The images read from disk are in RGB format and need to be converted into grey scale images. This
task of converting images into greyscale images is offloaded to the GPU. Each CUDA thread operates
on one pixel as there are no dependencies between pixels within a frame and across frames. The task of
calculating the background model is also done on the GPU by letting each thread operate on N pixels,
where N is the number of images used for doing background calculation. Each CUDA thread calculates
the mean and variance for the corresponding pixel by using pixels from N frames.
Then by subtracting the current pixel value from its mean in the background model and using some
multiple of variance as a threshold, a decision rule is applied to classify the pixel as either a background
or foreground pixel. This step also utilizes the power of the GPU very effectively as the operations on a
pixel are independent of the operations on other pixels in that frame. So the frames are distributed across
GPU threads without having to worry about any dependencies that could have hindered the parallel
implementation of this phase.
3.2 Noise Removal
The objective of this module is to remove noise pixels from the foreground image. Noise can occur in
images due to camera imperfections and manifests itself in the form of random pixels scattered across
the image and holes in contiguous regions of pixels. This module is important because the accuracy of
subsequent image processing modules is dependent on the accuracy of noise removal.
Morphological operations such as image erosion, image dilation and image reconstruction are used
to remove noise elements from the image ??. These operation work on each pixel and there are no inter-
pixel dependencies. Hence they effectively leverage the power of the GPU. The most computationally
intensive operation is image reconstruction. Reconstruction is an iterative process which performs image
dilation till the number of pixels which differ between the dilated image and the image before dilation
exceeds a threshold, lower threshold provides better noise removal. Implementation of image recon-
struction requires keeping a count variable across GPU blocks and threads, which would involve locks
to avoid race conditions, hence we decided to do the comparison of the two images on CPU. However
this requires copying of the dilated image from GPU to CPU every iteration and becomes a bottleneck.
We circumvented this problem by setting the threshold to zero, which would lead to more accurate noise
removal module but also increasing the number of iterations required to reach the threshold. A zero
threshold is implemented as a shared flag across threads. If any thread finds a mismatch between the two
images, it sets the flag to be true. This results in good performance compared with the case when the
comparison is done on the CPU. We also considered the approach of doing the comparison on a single
GPU thread instead of CPU to eliminate the memory transfer from GPU to CPU. However, this approach
is only required when the threshold is non-zero and involved inherent serialization.
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3.3 Blob Segmentation
After the foreground pixels are identified and noise removal is done, the next step is blob segmentation.
The core of the blob segmentation task is connected component labeling. It identifies groups of adjacect
pixels that have been labeled as foreground pixels, and labels each group of adjacent foreground pixels
as a blob.
Blob segmentation is not as simple to parallelize as the foreground and background segmentation
phase, because it inherently involves considering multiple pixels together to see if they form a blob.
However, we can take the approach of breaking the image down into subrectangles and assigning each
subrectangle to a single computational block (with one thread per pixel, but the whole subrectangle held
in block-local memory). The size of the subrectangles is limited by the GPU’s architecture; we used
20x20 pixel subrectangles in our experiments.
The basic parallel algorithm we implemented inside each subrectangle is one mentioned in [6]. For
each foreground pixel, we will maintain a largest value corresponding to the largest known index of a
pixel in the same connected region, according to a linear ordering of the pixels within the subrectangle.
At each step, the thread for each pixel will look at the largest values for all its neighbors, and select
the largest of those or its previous largest value as is new largest value. After each step, a barrier
synchronization is used, so the largest values computed for each pixel in the last step can be used in all
threads during the next time step. This process continues until no changes are made in a step, at which
point the connected component labeling within the subrectangle is complete.
This algorithm can take time linear in the size of the rectangle if there is a long ”snake” of connected
pixels, but in cases where the connected components are more compact (which should typically be the
case for video surveillance), it should run faster. To improve its performance, we modified the algorithm
so that at the end of each step, each pixel’s thread looks at its current largest value, converts that back
into the coordinates of a pixel, and checks its current largest value against the largest value of that pixel,
in addition to its neighbors’ largest values. This should enable a blob’s final label value to spread across
it faster, in time roughly logarithmic in the distance across the blob.
Once the blobs within each block are labeled, the thread for the master pixel in each blob (the one
whose coordinates correspond to the blob label) will get a globally unique number for the blob by atom-
ically fetch-and-incrementing a global counter. After that, the bounding box of each blob is computed,
and written to a global table (the thread for each pixel checks the bounds for its blob, and updates them
based on that pixel’s coordinates if necessary). This completes the main blob segmentation phase on
each block.
After this, the data from different blocks still needs to be merged, combining portions of blobs that
cross subrectangle boundaries and merging them into a single blob. We do this in a separate kernel also
running on the GPU. It uses a different data decomposition than the initial blob identification kernel:
there is one thread for each block of pixels from the original blob identification phase. This thread will
examine all the pixels from the block’s right and bottom edges, and see if they actually form part of blobs
that span those edges and continue into the adjoining blocks. If so, it will atomically update a list of pairs
of blobs to be merged (held in the GPU’s global memory). At the end of this phase, the bounds of each
blob and the list of pairs to be merged is sent back to the CPU, where a short sequential phase is used to
actually do the merging. The final bounds of the merged blobs are the output of the blob segmentation
phase of the algorithm, which will then be used for object detection.
In our experiments, the GPU blob segmentation algorithm actually performed worse than the CPU-
based one. We believe that the core reason for this is probably because the algorithm makes inefficient
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use of GPU threads. It devotes one thread to each pixel, even if that pixel is a background pixel, and thus
is not part of any blob. This is inefficient, because almost all the computation concerns only pixels that
are in a blob, so the other threads are essentially going to waste (and because of the GPU’s SIMD style
of execution, those threads cannot simply terminate early and release their computational resources, but
instead must wait for the threads actually doing computations to complete).
A more efficient approach which we have not had time to implement would be to devote a thread
only to pixels that are actually part of blobs, using an initial pass either on the CPU or the GPU to
identify those pixels. However, this would increase the complexity of the algorithm, since there would
no longer be a straightforward mapping between the coordinates of threads in a computational block and
the coordinates of pixels within a subrectangle of the image.
3.4 Object Detection and Tracking
Object detection and tracking is done within the match function and a global update to an object database.
The match function uses blobs identified in the current and previous frame to determine if any overlap and
thus are considered the same object. Therefore when run on the CPU this requires an N1xN2 traversal to
compare all the blobs of the previous frame (N1) to all the blobs of the current frame (N2). This can be
easily parallelized on a GPU since each blob comparison does not depend on the others. To run this in
cuda each thread would compare a single blob from the current fram to a single blob from the previous
frame. Within each block of threads a single blob from the current frame is compared to every blob in
the previous frame. The function also keeps track of whether a blob in the previous frame should not be
counted as an object since it is overlapped by a more current one. This is done through a global array for
each blob in the previous group which is updated if an overlap is detected. In order to detect if a blob
overlaps, the min x of one blob is first compared to the max x of the other blob to provide a quick break
if the objects are not near each other. If the objects are overlapping they are then compared through an
overlap function. This function is run serially in each thread and uses mathematical operations on the two
blobs coordinates and size to determine a degree of overlap. If this overlap is above a certain threshold
the blobs are considered to be overlapping. The global update is a simple function that traverses through
the list of previous objects and adds any that weren’t overlapped to the object database. This is done in
an insignificant amount of time and we did not attempt to parallelize it.
In practice when run on the GPU there was actually a performance decrease when compared to the
CPU. This occured for several reasons. In general the time spent to transfer data to the GPU could not be
made up for by running the comparisons in parallel. There are two reasons for this. First, in most cases
the blobs are not close to each other in the image and thus terminate in the first x coordinate comparison,
requiring no actual computation. This means that each of those threads is not really accomplishing
much. Secondly the number of blobs is not significantly large ( 30) which means there is not as much to
be gained through massive parallism. Therefore the time spent doing computation is very small for this
function causing an offload to the GPU to be detrimental.
4 Results
In order to test the implementation the CUDA code was run on a commercial machine running a dual
core Athlon x2 @ 2.65 GHz and an Nvidia 8800GT with 112 stream processors, 700 MHz core clock
and 1400 MHz shader clock. The exact specs of each component can be seen in figure 3. Additionally
the code was also run on a more recent machine for comparison with specs also seen in figure 3.
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Figure 3: System configurations
The overall performance of the program can be seen in figure 4 when run under several configura-
tions. Here you can see an initial speedup of around 2X when running all the CUDA functions. The
breakdown of different sections of the code for the CPU and GPU can be seen in figure 5. This shows
that both blob segmentation and the match function ran slower on the GPU. This was somewhat expected
and explained in the previous sections. On the otherhand there was a very large speedup in background
detection and a decent speedup in the filter run times.
To initially speedup the program blob segmentation and match were put back on the CPU while
background detection and the filters were still ran on the GPU. This produced a run time of 2.65 s as seen
in figure 4. In order to gain even more performance each function would need to be optimized. Looking
again at figure 5 it can be seen that the two largest run times are in background detection and image
reconstruct. All the other functions run in an almost insignificant amount of time. Since the speedup on
background detection was already very good and it is only run once every 8 frames it was not critical to
optimize. However, a lot of performance could be found through optimization of reconstruct.
The reconstruct function was optimized in several ways. First, a serial section that compared images
every iteration was offloaded on to the GPU and parallelized. Next, the block and grid dimensions were
tweaked for our specific case and image size to gain the best performance (figure 6). There is a trade off
between a larger number of blocks and increased management by the scheduler on the GPU compared
to a smaller number of blocks and decrease in ability to utilize all available resources. The highest
performance was found to be around 250 threads per block (16x16 blocks). Lastly, shared memory
assignments were incorporated into the reconstruct CUDA kernels to speed up memory accesses. The
optimization created a significant speedup as seen in figure 4.
To further understand the limitations and dependencies of our program the GPU code was also run
under several different conditions and on a higher performance machine (figure 4). When the clock
speeds were lowered from 700 to 525 MHz on the GPU there was little change in the performance of
our program, but when the memory clock speeds were lowered from 1100 to 750 MHz there was a
significant increase in run time. This shows that the GPU functions are not very computation intensive,
but rather rely mostly on data manipulation and transfer. Additionally, when the PCI-E bus (transfer
from CPU to GPU) is sped up from 100 to 120 MHz there is also a slight performance gain showing
again the data dependency of the GPU operations. When run on a more modern system we see a massive
performance gain. Looking again at figure 3, we see that there is not a large difference in the modern
gpu’s processor speeds, but a big difference in the number of cores and memory bandwidths. This shows
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Figure 4: Total run time in various configurations (linear scale on top, log scale on bottom)
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Figure 5: Run time of each phase (linear scale on top, log scale on bottom)
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Figure 6: Variation of run time with block dimension
again the dependency of the code on data transfer along with its ability to be parallelized to many cores.
Lastly, the program was run with 640x480 images rather than 320x240. As expected there was a massive
increase in runtime, but there was not a very big difference in speedup between the CPU and GPU sets
of code as compared to the 320x240 images. We expect the runtime could be improved for the GPU with
further optimization for 640x480 images.
In the end we were able to achieve a frame rate of 9.33 on our system and 42.6 on the more modern
computer. This last value is well above the speed at which standard cameras record video (25 fps). The
code was found to be very dependent on memory accesses and data transfer between the CPU and GPU.
Speedups were seen when this transfer time could be offset with massive parrallelization. Any reduction
in the amount of data transfer necessary would help to improve the code. Likewise, as seen with the
modern setup, any increases in the memory transfer rate to the GPU or its ability to transfer data in
parallel provides a significant boost to performance.
5 Conclusion
In this paper, we implemented a video surveillance algorithm on a GPU and achieved the frame procesi-
ing rate of 42.6 frames per sec which is higher than the required frame processing rate (> 25-30 frames
per sec). We achieved an overall speedup of 12X on a high end commercial graphics processor (GTX
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280). The GPU used is easily available as a graphics card and could be incorporated into most modern
computers with small addition in the price.
In order to incorporate the code on a GPU the original code was first analyzed for sections that could
be programmed to run in parallel. Each of these sections was rewritten using CUDA and offloaded onto
the GPU for processing. It was found that speedups were dependent on a balance between data needing
to be transfered and performance gains from running the code on a large number of processors. For
both blob segmentation and object detection, this offloading was found to be detrimental, but for more
computation intensive and less data dependent sections it provided a very high speedup. Additionally,
achieving the best performance required various optimizations for offloading to the GPU. Memory man-
agement was an important part of programming and allowed tweaking of the program for specific data.
However, running the program across varying GPU configurations did not require specific tuning.
6 Future Work
In this paper, we achieved the necessary performance for analyzing 320x240 images using a set algo-
rithm. Future work would involve optimizing this code to run on larger images or using more effective
filters and analysis algorithms. Since image processing only needs to be as fast as the data captured any
performance above 25-30 fps can be used to run more complex code to achieve better accuracy. Ad-
ditionally, as more advanced hardware is designed the performance will continue to increase above 25
fps.
Secondly, the code used in this work was adapted from a serial application with much of the ini-
tial orginization kept intact. If the whole image processing algorithm was redesigned to be more GPU
friendly it is expected that even more performance could be gained. This would mainly include writing
the code with heavy reliance on minimizing data transfer and fully utilizing the memory hierarchy of the
GPU.
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