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Introduction
developed two methods of estimating the parameters of a linear trendcycle component from the periodic averages of the Buys-Ballot Table (Table 1) where a is the intercept, b is the slope and t is the time point.
The two alternative methods are: (i) the Chain Base Estimation (CBE) method which computes the slope from the relative periodic average changes and (ii) the Fixed Base Estimation (FBE) method which computes the slope using the first period as the base period for the periodic average changes.
Iwueze, Nwogu and Ajaraogu when Trend-Cycle Component is Linear
For short series in which the trend and cyclical components are jointly estimated, the two contending models for time series decomposition are the additive and multiplicative models (Chatfield (2004) , Kendall and Ord (1990) Iwueze and Nwogu (2004) for the additive and multiplicative models are summarized in Table 2 .
It is clear from Table 2 that the trend-cycle estimates are the same for both the additive and multiplicative models. We can also note from 
The multiplicative model (1.3) can be linearized to become the additive model (1.4) The main objective of this paper is to obtain the BLUE of the slope parameter for the additive model. Section 2 presents the covariance structure of CBE derived variables, while Section 3 presents the covariance structure of the FBE derived variables. Section 4 contains the determination of the BLUE for the CBE estimate of the slope parameter. Section 5 presents the simple average of the CBE derived variables, Section 6 contains the numerical examples while Section 7 contains the concluding remarks.
Covariance Analysis of the CBE Derived Variables: Additive Model
Under the CBE method, the estimate of the slope ( ) b was calculated as the average of
given by Iwueze and Nwogu (2004) as:
For the additive model the assumption is that the irregular components are independent and identically normally distributed with mean zero and common variance
Under this assumption, 
Hence, our variable of interest is now given by 
Therefore, the expected value and variance of 
The results (2.5) through (2.9) can be summaries as follows.
We have shown that the sequence,
, of CBE derived variables have the covariance structure of a moving average process of order one (MA (1)). For more details on MA(1) processes, see Box et al (1994) , Chatfield (2004) .
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Covariance Analysis of the FBE Derived Variables: Additive Model
Under the FBE method, the estimate of the slope ( ) b was calculated as the average of
Hence, the expected value and variance of ( )
] 
Hence, the autocovariance and autocorrelation structures are:
, of FBE derived variables are not stationary and their average as an estimate of slope (b), will not give a reliable estimate in its present state.
Best linear unbiased estimate of slope (b) using the CBE derived variables
The CBE derived variables
have been shown to be stationary and can be used for estimation, while the FBE derived variables
are not stationary and estimates based on them will not be reliable. The sequence of CBE derived random (see Rohatgi (1976) ).
As an example of the minimization of (4.7) subject to the constraint ∑ , we obtain the system of linear equations given in (4.9). We put the system of linear equations (4.9) in matrix form, to obtain 2   2   2   2   2   2   2   2   6  2  3  3  3  3  3  3  3   2  4  1  2  2  2  2  2  2   3  1  4  1  2  2  2  2  2   3  2  1  4  1  2  2  2  2   3  2  2  1  4  1  2  2  2   3  2  2  2  1  4  1  2 
Simple Average of the CBE Derived Variables
Iwueze et al (2010) discussed the properties of the estimator based on the simple average (SAE: Simple average estimator) of the derived CBE variables given by The mean and variance of (5.1) are: 
Empirical Examples
The first example are simulations (all simulations and computations in this section are done with MINITAB) of n = 4m ( As Table 4 shows, BLUE recovers the values of the slope and intercept used in the simulation better than the other two methods. The variances of the estimates of the slope and intercept are also smaller for the BLUE than for the other two methods
The autocorrelation function (acf) of the residuals obtained after decomposition using the LSE, SAE and BLUE methods were used to confirm the adequacy of the fitted models. Diagnostic checks on the residuals are discussed in Box et al (1994) . The second example is the 32 consecutive quarters of U.S beer production, in millions of barrels, from first quarter of 1975 to the fourth quarter of 1982, and is listed as Series W10 in Wei (1990) . In order to assess the forecasting performance of our models, we use only the first 30 observations of the series for model construction.
The estimates of the parameters using Least Squares Estimation method (LSE) are again determined and compared with those from the BLUE and SAE computed from the CBE derived variables. The computational procedure for the slope (b) is laid out in Table 5 while Table 6 gives the summary of the estimates. Wei (1990) are shown in Table 7 . With respect to The results of Table 7 indicate that the SAE and BLUE give approximate results that are better than those given by the LSE and ARIMA in terms of forecasts. This example illustrates the fact that sometimes a simple descriptive model computed from the Buys-Ballot procedure may be preferred to the more complicated ARIMA and LSE methods in a series where all the methods are adequate in terms of the residuals.
Concluding Remarks
This study has examined the Best Linear Unbiased Estimator (BLUE) of the slope (b) of a linear trend-cycle component of time series computed from the Buys-Ballot derived variables defined by Iwueze and Nwogu (2004) . The emphasis on the slope is based on the fact that estimates of the other parameters (intercept and seasonal indices) depend on it. The properties of the BLUE were also determined and compared with those from the Least Squares Estimation method (LSE) and Simple Average method (SAE) of the Buys-Ballot derived variables.
The results show that of the two derived variables (CBE and FBE), only the CBE derived variable were found to be stationary (with constant mean and variance) but are correlated with only one significant autocorrelation coefficient at lag one. The derived variable from the FBE are non-stationary with constant autocorrelation coefficient at all lags. Hence, they are considered incapable, in their present state, to give any reliable estimate.
The variance of the BLUE for the slope (b) based on the CBE-derived variables was shown to depend on the sum of squares and cross-products S(a) of the weights ( ) for SAE than BLUE. This ensures that the BLUE has minimum variance. As a consequence, the variances of the estimates of the intercept (a) are for every m>3, smaller for the BLUE than for the SAE. These are clearly supported by the results of the empirical examples shown in Table 4 . Another important result is that (i) for m>3, the error variance is smaller for the BLUE than for Therefore, when using Buys-Ballot procedure for time series decomposition, it is recommended that when trend-cycle component is linear, the BLUE for the slope computed from the CBEderived variable be used. This leads to more precise estimates of time series components.
