Espinosa-Soto and Wagner (2010) introduced a domain with weak assumptions on biology and environment, where modular structures emerge under simple evolutionary processes.
Introduction
Adaptability is an essential property of both biological and artificial evolutionary systems (Yang et al., 2013) . Biological organisms have already evolved it through modularity (Gerhart and Kirschner, 2007) , giving hope for artificial systems to also generate modular, adaptable systems (Pfeifer and Scheier, 2001) .
Lack of modularity is a key factor limiting scaling of artificial biological systems to higher complexity (Kashtan and Alon, 2005; Pfeifer and Bongard, 2006) . Artificial neural networks are usually densely connected (Jain et al., 1996) , where brains have modules taking different responsibilities -hippocampus for novel situations, amygdala for emotional controls (Coward, 2013) . Thus it is important to understand the conditions under which modularity spontaneously emerged through biological evolution. Engineers may leverage them to generate modular systems, while understanding may help to winnow the evolutionary theories of biology.
Formally, modularity is the division of structures or functions into sub-units that perform autonomously (Schlosser and Wagner, 2004) . A module is a group of elements which associate preferentially within the group (Newman, 2006; Espinosa-Soto and Wagner, 2010) . Many biological activities and structures can be modeled as networks -animal brains, signaling pathways, etc. (Barabasi and Oltvai, 2004) .
A modular network can be partitioned into highly connected components, with only sparse connections between them (Freeman, 1977; Clune et al., 2013) . Elements within a module preferentially undertake coherent functions independent of outside elements (Espinosa-Soto and Wagner, 2010; Larson et al., 2016) . Such modules appear everywhere in biology (Coward, 2013) , at multiple levels of organisation (Espinosa-Soto and Wagner, 2010; Coward, 2013) . Modularity can promote the evolvability of organisms, i.e. the ability to rapidly adapt to novel environments (Pigliucci, 2008) . Modular networks allow changes in one module without disturbing others; and modular structures can be reused and recombined to perform new functions (Espinosa-Soto and Wagner, 2010; Wagner and Altenberg, 1996) .
Despite decades of research into modularity (Wagner et al., 2007) , there is no consensus on its biological origin (Wagner and Mezey, 2004; Espinosa-Soto and Wagner, 2010) . Three theories stand out, as their preconditions may commonly arise in nature (Wagner et al., 2007) : modularly-varying evolutionary goals (Kashtan and Alon, 2005) , biological parsimony pressures (Clune et al., 2013) , and specialisations in gene activity patterns (Espinosa-Soto and Wagner, 2010) . In the first, modular changes in environments generate an impetus toward modularity (Kashtan and Alon, 2005) . Organisms whose environmental subcomponents change repeatedly show more modularity than those from stable environments (Parter et al., 2007) . Fluctuations are omnipresent in real environments (Espinosa-Soto and Wagner, 2010; Yachi and Loreau, 1999) . However it is unclear to what extent these fluctuations are modular (Espinosa-Soto and Wagner, 2010) . While links in networks often incur costs, as Clune et al. assert, it is less clear that the cost is so uniform across the many forms of biological networks as to fully account for modularity's ubiquity.
Gene regulatory networks (GRNs) commonly regulate to preserve specific gene activation patterns against external disturbance -the target pattern may differ over time or location (Jones and Taylor, 1980) . Espinosa-Soto and Wagner (2010) suggested this may promote modularity, and defined a GRN abstraction to test it. In the model, there was initially a single target; over evolutionary time, additional modularly-structured targets were added. They used a mutation-only (crossover-free) evolutionary algorithm. Modularity was observed to emerge, though in contrast to biological systems, it was not seen to dominate populations. Subsequently, this work was extended by Larson et al. (2016) , who examined the effects of different recombination mechanisms. Among other results, they first demonstrated an evolutionary impact from crossover hotspots, a phenomenon in which we were already interested.
We originally intended to extend this work, concentrating on two widespread biological phenomena, diploidy and crossover hotspots. To establish a baseline, we experimented with variants of standard genetic algorithms, yielding anomalous and difficult-to-explain results. This paper details some further results of our explorations, revealing further anomalies and leading to deep questions about our intuitions on both the structure of this problem, and biological evolutionary landscapes in general.
Methods
We use genetic algorithms as our evolutionary simulation tools. The GRN domain was originally proposed by Wagner (1996) and customised by Espinosa-Soto and Wagner (2010) and Larson et al. (2016) . All simulation code was implemented in Java 1.8.0 and Python 2.7.10. Modularity was evaluated using the NetworkX package with the community API (Hagberg et al., 2008) .
Model
Cells in an organism display heterogeneity in functionalities and morphologies, yet generally contain the same genes. This heterogeneity primarily arises from differing gene expression profiles resulting from differing gene-gene regulation (repression or activation). Cells interpret the same genetic material in different ways so that their behaviors and structures vary. These distinct interpretations are due to regulation, among other mechanisms via the activation and repression of genes by other genes, Such a GRN may be abstracted as a weighted directed graph with the weights limited to +1 (activation) and -1 (repression) (Wagner, 1996) .
We used the Espinosa-Soto and Wagner (2010) representation: a GRN with N genes is represented as an N 2 adjacency matrix A = a ji with a ji ∈ {−1, 0, 1} with 0 representing independence of gene i from gene j. The gene activity pattern of this network at time t is a Boolean row vector
Gene i can either be active (s i t = 1) or inactive (s i t = −1). The state transition is modeled by:
where σ(x) equals 1 if x > 0 and -1 otherwise. For a more detailed explanation and justification of the model, please refer to the above paper.
Fitness
Biological GRNs are commonly able to maintain specific activation states in cells in the face of random external perturbations (Aderem, 2005) . The abstraction by Espinosa-Soto and Wagner (2010) generated a set of P perturbations of the target, with each gene having 0.15 probability of mutating to the opposite state (they used P = 500, Larson et al. (2016) used P = 300). The GRN was recursively applied to each perturbation. Preliminary experiments indicated that it normally took fewer than 20 transitions to reach an attractor (Wagner, 1996) . In that case, the Hamming Distance D between attractor and target state was returned; otherwise the maximum possible Hamming distance D max was returned. In either case, the value γ i = (1 − D/D max ) 5 was computed for each perturbation i, with 1 ≤ i ≤ P . Finally, the mean valueγ over all γ i was used to compute the fitness of the GRN g over a particular target t as:
This process, of randomly sampling a set of perturbations of the target, and evaluating the GRN's ability to robustly return them to the target, was repeated each generation. In stage one, the system evolved to regulate only the first target state. Subsequently, the fitness function rewarded regulation of newly introduced states, while maintaining pressure to regulate earlier ones, computing the overall fitness f (g) as the arithmetic mean of f t (g) over all targets t.
We followed the strategy of Espinosa-Soto and Wagner (2010) (please see their paper for fuller detail), using only two targets: evolving for 500 generations with one target, then adding the second for a further 1500 generations. We based our choice of the number of perturbations (75) on a trade-off between the observation of Totten (2015) that 75-100 perturbations are sufficient for emergence of modularity, and the practical need to minimise runtime. Larson et al. (2016) applied a different approach to evaluating the fitness of networks, by sampling a static (but larger) set of perturbations at the beginning of each run, and using this same set of perturbed targets whenever network fitness was calculated. This method has important computational cost advantages, since the fitness value of a given GRN on a given target remains fixed from generation to generation, so that cacheing and hashing methods can be used to give substantial speedups However it converts the original stochastically dynamic fitness evaluation into a static, deterministic one. This has potential implications for search.
Evolutionary Simulations
Espinosa-Soto and Wagner (2010) imposed a mutation bias towards networks with a relatively low link density. A node u in the network has a probability µ = 0.05 to mutate every generation; if it does, it either loses or gains an interaction. The probability for u to lose an interaction is:
where N is the number of genes in the target activation pattern, and r u is the number of regulators of gene u (Espinosa-Soto and Wagner, 2010), i.e. the number of incoming edges. The probability an interaction is 1 − p(u). This bias acts to preserve the sparseness of the network, which computational biology research suggests is necessary for modularity to emerge. Espinosa-Soto and Wagner (2010) defined modules as components of targets that followed similar activation histories. In the most-used example, with two targets of length ten, the activations of the first five locations in both targets were identical, while the activations of the second five were inverted between the targets. Thus the modules treated as the connected components in the GRN involving nodes 1-5 and nodes 6-10. Figure 1 shows typical examples. 1 Espinosa-Soto and Wagner (2010) used no crossover; Larson et al. (2016) used horizontal crossover, exchanging blocks of rows: when matrices A 1 and A 2 cross over at index i, the sub-matrices A 1 [0 : i − 1, :] and A 2 [0 : i − 1, :] remain unchanged, while the remainders are exchanged. However it ignores the diagonal symmetry of modules (if a ij is in a module, then so is a ji ). We defined a 'diagonal crossover' using a diagonally symmetric interchange: given a random crossover point [i, i], we preserve the sub-matrices A 1 [0 : i − 1, 0 : i − 1] and A 1 [i : 9, i : 9] (and also for A 2 ), while exchanging the rest. Compared with horizontal crossover, as Figure 2 illustrates, this should better preserve community structure. 
Modularity Metric
In most of this paper, we used the Q modularity metric defined in Newman and Girvan (2004) . This measures whether there are more inter-module edges than would be expected from the total number of edges. Formally:
Q falls in the range [− 1 2 , 1 ), the upper bound depending on the number of modules ( 1 2 for two, 3 4 for three). Our baseline-setting experiments, using a standard genetic algorithm with an elite of 10 and tournaments of size 3, revealed surprising differences in the emergence of modularity from the results of Espinosa-Soto and Wagner (2010) and Larson et al. (2016) . Recall that in their experiments, overall modularity increased after a second target was added to the fitness function. In our initial experiments (using the Louvain metric (Blondel et al., 2008) rather than the Q metric we use elsewhere), we instead observed a decrease immediately following the addition of the second target, with the overall modularity eventually stabilising to a level substantially below that of the first phase (see Figure 3 ).
Preliminary Experiments: Modularity Surprises
Our settings differed from the previous work in the following ways:
1. Use of crossover (difference from the former only) 2. Tournament instead of proportional selection 3. Incorporation of elitism 4. Omission of the age-fitness Pareto mechanism (difference from the latter only, (Bongard, 2017)) 5. Use of the Louvain metric Of these differences, item 1 seems unlikely to explain our result since Larson et al. also used crossover, while items 3 and 4 both increase the relative eagerness of our search. The Louvain and Q metrics measure closely related properties, so seemed unlikely to be the cause. Item 2 is more complex, since a tournament of size 3 exerts relatively weak selection pressure, but the relative pressure of tournament and proportional selection varies with the stage of the algorithm. Proportional selection depends on relative differences in fitness, so it typically exerts fairly strong pressure in early stages of search, but as the population fitness converges and differences reduce, pressure weakens; by contrast, tournament selection, being dependent only on fitness rank order, exerts a relatively constant selection pressure throughout. In particular, when populations are relatively converged (as at the time of the target switch), we would expect even relatively small tournaments to be more selective than proportional.
Based on the above, we decided to test the joint effects of elitism and tournament selection. The results bore out this hypothesis: the same algorithm and settings, with elitism eliminated and proportional substituted for tournament selection, led to the emergence of modularity, see Figure 4 .
Experiment Settings
Tables 1 and 2 show the gene activity patterns and the essential parameters of our evolutionary simulations. Unless otherwise specified, all experiments used the stochastic fitness evaluation of Espinosa-Soto and Wagner (2010) . The only parameters that varied from the tables are the selection 
type (tournament) and size, and the elite size. The detailed explanations of these parameters are given in Table 3 . The evaluation metrics for experiments are the eventual fitness values and Q scores from the last generation. All are significance tested using Wilcoxon's Signed-Rank Test.
Experiments and Results

Diagonal Crossover Promotes Modularity
We ran trials comparing horizontal, diagonal and no crossover, in all cases without elitism. As Tables 4 and  5 show, diagonal crossover generated significantly higher fitness and Q score than horizontal crossover, which in turn generated significantly higher Q score, though nonsignificantly lower fitness, than absence of crossover.
This Boolean model was proposed in Wagner (1996) , who showed that random recombination made no difference to evolution of stability. Our experiments suggest that more structured forms of recombination (which occur in biology) can contribute to evolvability. Diagonal crossover can preserve underlying network modules. Although horizontal crossover did not preserve community structures as well as diagonal, its partitioning is still based on a modular structure, and thus partially preserves modularity. Elitism increases greediness of search by deterministially retaining the fittest individuals. We compared an elite of 10 with no elite, finding significantly lower fitness and modularity in the former case (Tables 6 and 7) .
Greediness Reduces Modularity Elitism Reduces Modularity
Comparing Best Fitness and Modularity between Proportional Selection and Tournaments of Various Sizes
Tables 8 shows final generation best fitness increased with decreasing tournament size, with proportional selection falling between tournaments of sizes 2 and 3, though none of these differences reached significance (Table 9 ). Modularity showed a similar pattern, although with proportional selection yielding lower modularity than tournaments of size 3; however only the differences with tournaments of size 10 were significant.
Further Analysis and Discussion
Emergence rather than Dominance Modularity in biological networks is remarkably robust; specific GRN modules cross not merely species boundaries, but are shared across kingdoms, having survived billions of years. They do not merely appear in populations, they are generally common to all individuals in a species (Schlosser and Wagner, 2004) . By contrast, modularity in this problem domain is a delicate flower. It does not appear at all if selection pressure is strong, and its emergence is heavily dependent on evolutionary details; not merely the dynamic fitness variation emphasised in the problem definition, but the details of whether stochasticity in the fitness evaluation is static or dynamic (see below).
What should we make of this? One possible reaction is to follow Clune et al. (2013) and ascribe biological modularity emergence to direct linkage costs, so that further inquiry is unnecessary. However our further confirmation that this domain does promote the emergence of modularity, albeit somewhat fitfully, deserves further investigation. We looked more deeply at the diagonal crossover data of Table 4 ; we assumed that the data might reflect some fitness advantage from modularity (i.e. that over many runs, fit but highly modular individuals might be fitter than their non-modular cousins). So from each diagonal crossover run, we collected the fittest individuals among those that had the highest modularity value, and conversely, the least modular among those that had the highest fitness. Averaged over all runs, the latter were fitter than the former (Table 10 ) -the less modular networks could more robustly recover the unperturbed pattern. Thus the failure of the modular networks to dominate was less surprising: they could not do so because fitter, non-modular ones would take over.
We wondered whether this could arise from insufficient complexity in the targeted gene activity patterns. The num- ber of genes in patterns might be too simple, or the number of targets might be too few, to reflect natural environments. Perhaps modular networks might give great performance on complex tasks, but worse than non-modular ones for simple tasks. Using the basic set-up of subsection 'Diagonal Crossover Promotes Modularity', we ran more complicated evolutionary simulations using patterns comprising 15 nodes and three sub-patterns (for which the maximum modularity score is 0.75, rather than the 0.5 for two sub-patterns), encountering a sequence of seven different targets. Evolution was extended to 35,000 generations and during the final epoch from (26000 → 35000) generations, it was evolving to robustly recover all seven targets. We repeated the preceding analysis; the results in Table 11 resemble those of Table 10 . Overall, the number and complexity of targets could not resolve the issue: less modular networks still recovered the target more robustly than more modular networks. However the differences in modularity were smaller, suggesting that modularity dominance might emerge with sufficiently complex problems -perhaps beyond the bounds of computational feasibility with current techniques.
Are Inter-Module Edges Critical to High Fitness?
Finally convinced that inter-module edges were essential to robust target recovery, we decided to validate this by an extreme meaure. From the 40 runs in the first experiment of this section, we extracted the least modular individuals among those having the maximum fitness value found in the run, yielding 40 fairly non-modular but highly fit individuals. We then simply removed all inter-module edges. Naturally the resulting networks were perfectly modular, but we expected them to be highly unfit. This expectation was borne out in 16 cases. But in the majority (24) this crude Table 6 Fitness P Q Score P Elite 10 < No Elites 0.0003 0.0022 operation resulted in an increase in fitness. Figure 5 shows a real example of this process. The 'Before removal' GRN had a fitness of 0.9472. After removing ≈20% of its edges to make it completely modular, its fitness rose to 0.9502. So the inter-modular edges were not merely inessential to the GRN's fitness, they were an impediment. Which leaves the question: since the resulting completely modular, very high fitness solutions were available to the search algorithm, why could it not find them? Originally, we suspected this anomaly might result from the lower edge density of the 'after removing' networksperhaps they were too much below the edge density targeted by the biased mutation operator, so that this soft constraint eliminated them from search. Further investigation revealed that on average, they still retained approximately 30 edges, which is above the targeted density of the mutation operator (equation 3), so far from being difficult to reach, the biased mutation operator favored moving toward them. 2 In order to further understand this phenomenon, that 2 We found this result so surprising that we suspected a bug in our implementation of the mutation bias. We turned off selection completely, giving every individual the same fitness. The average size stabilised at a little over 22 edges (because of asymmetry in the mutation distribution -a GRN must have at least zero edges, but has a finite probability of more than 40 -a small deviation above the mutation target of 20 is unsurprising). our evolutionary simulations could not find a path to the trimmed networks, we recorded all fitness values that could be obtained by removing one inter-module edge in turn, until all have been deleted, and plotted them as graphs. Figure 6 is typical. We could usually see a steadily improving fitness as edges were deleted, along a path that was favored by the biased mutation operator, yet our genetic algorithm could not find these paths.
Fitness and Modularity benefit from Dynamic Fitness Evaluation
One important difference between the work of Larson et al. (2016) and of Espinosa-Soto and Wagner (2010) is the former's sampling perturbations only once across a run. Thus there is a single change in the fitness function (the changed target after generation 500), while for the latter, the changing perturbation sample varies the fitness evaluation every generation. Preliminary experiments had already shown that static fitness evaluation substantially decreased both ultimate fitness and modularity (Qin et al., 2018) ; we decided to try to improve the performance of the static version by limiting diagonal crossover to location [5, 5] (i.e. the module boundary) -remarkably unsuccessfully, as lines 1 and 3 of Table 12 show. Unlike the fitness difference, the modularity difference was highly significant (p = 2.6879 * 10 −5 ). To further understand this phenomenon, we collected the gene regulatory networks of the final generation, and mutated each network 499 times to generate neighbours. We measured the fitness values of these neighbours with the target perturbations from this generation, and determined their maximum. In this fashion, we would have 40 neighbourhood-maximum fitness values for both dynamic and static fitness evaluation. We repeated this process for the modularity Q score. As Table 12 shows, the fittest individuals in the final generation for the dynamic problem were generally local optima, whereas for the static problem, they were generally on a fitness plateau, with equally fit neighbours, and a substantially lower fitness than found in the dynamic problem. In both scenarios, there were neighbours of substantially higher modularity than the original individual, but overall modularity, both of the final generation best individual and of its neighbours, were much higher in the dynamic problem than in the static. Again, fitness differences between dynamic and static were not significant, but modularity differences were (p = 2.6956 * 10 −5 ).
Conclusions
The modularity-inducing problem of Espinosa-Soto and Wagner (2010) is clearly important for understanding the evolution of network modularity, in that it relies on much weaker assumptions about the world that provides the evolutionary context (namely that some parts of the fitness target change independently of others) than do other explanations. It also provides potential insights into other aspects of biological evolution. The results of Larson et al. (2016) reveal connections between modularity and recombination, and of particular importance, the first results known to us to suggest an evolutionary advantage to the ubiquitous phenomenon of recombination hotspots. Our own results suggest connections to homologous recombination, and to stochastic variation in fitness landscapes. They also reveal some puzzles: why don't modules dominate populations in this environment as they do in nature? Why can't the many different algorithms we tried find the very high fitness, completely modular solutions that we know to exist? Why does stochastic sampling generate fitter and more modular solutions than static sampling? We have ended up with more (but more detailed) questions than we started with. Clearly, further research and new analyses are needed...
