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1. INTRODUCTION 
The convergence of the classical Schwarz alternating method has been discussed by a number 
of authors [1-4]. Such results apply to overlapped omain decomposition methods and to some 
monotone nonlinear problems [5]. However, as far as computational efficiency is concerned, over- 
lapped domain decomposition methods require more communication between subdomains and 
higher computational costs for each of the subdomains. It is easy to appreciate that computa- 
tional costs for each subdomain i creases with the size of the overlap. It should be noted here 
that, however, the convergence rate for elliptic problems and some monotone nonlinear problems 
increases with the size of the overlap [2,3,6,7]. 
An alternative method is to use nonoverlapped domain decomposition where communication 
between two neighbouring subdomains reduces to minimum [8-10]. Schur complement approach is
the classical approach for nonoverlapped domain decomposition [8,10,11]. Such approach requires 
the reduction of the global problem into an interfacial problem defined on the common interface of 
two nonoverlapped neighbouring subdomains [10,12]. Modern subspace correction methods and 
preconditioned conjugate gradient methods have been very successful in obtaining fast solutions 
for elliptic problems. 
The connection between the classical Schwarz alternating method and nonoverlapped domain 
decomposition methods has been discussed by a number of authors [6,8,10]. Most of these dis- 
cussions were based on drawing the equivalence of the two methods in terms of preconditioned 
conjugate gradient iterative techniques. Extension to nonlinear problems requires a linearization 
of the original nonlinear problem. However, extension of the approach to handle heterogeneous 
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mathematical models, heterogeneous numerical models, and nonmatching grids becomes prag- 
matic. The present authors propose the partitioning of a global problem, at its continuous level, 
to a number of nonlinear subproblems defined in nonoverlapped subdomains [9]. Therefore, one 
requires to improve interfacial boundary values by means of certain iterative techniques in or- 
der to improve the results of individual subdomains. Such a concept has been discussed in [13] 
with the resulting relaxation method along the interface and has been discussed in terms of 
shooting methods by the author [14]. Other similar approaches related to the improvement of
interfacial boundary values occur in a typical aeronautical fluid dynamics application, namely, 
viscous-inviscid interaction [15]. One commonality of these iterative improvement techniques i
a relaxation parameter, which is highly problem dependent and difficult o determine either an- 
alytically or adaptively, needs to be used in order to achieve a reasonable rate of convergence. 
This paper proposes the concept of a defect equation in order to handle the interface. The defect 
equation provides a more sophisticated and generalized way of handling information across the 
interface for a variety of nonlinear problems. 
This paper is organized as follows. First, the classical Schwarz alternating method is reviewed 
and a discussion is given of the rate of convergence by means of physical intuition. The re- 
lationship between the convergence rate and the extent of overlap is discussed. It is followed 
by a discussion of interior boundary conditions along interfaces. The connection of the classical 
Schwarz method and nonoverlapped domain decomposition is established via boundary conditions 
defined along the interface between subdomains. Second, using the defect o establish interior 
boundary conditions along interfaces i introduced. A linear elliptic problem is used to show the 
derivation of explicit interior boundary conditions. Third, the defect equation approach is then 
extended to handle nonlinear problems. Numerical solutions of the defect equation is discussed. 
A nonlinear elliptic problem and the coupling of Euler and Navier-Stokes equations are included 
as examples. 
2. DOMAIN DECOMPOSIT ION METHODS 
There are two main classes of domain decomposition methods, namely, overlapped and nonover- 
lapped subdomains. Plenty of references for domain decomposition exist, and this session is not 
intended to be a review of domain decomposition, but to establish the connection between over- 
lapped and nonoverlapped domain decomposition. As pointed out in Section 1, such connection 
has been discussed by a number of researchers in terms of preconditioned iterative techniques. 
In contrast to other people's discussion, this paper particularly discusses the connection from the 
point of view of imposing proper interior boundary along interfaces. The authors are not aware 
of such discussion in the literature. 
For the purpose of this section, a model second-order, positive definite, self-adjoint linear 
elliptic Dirichlet problem on a bounded omain in R 2 with piecewise smooth boundary: 
Lu  = f E n ,  u -- g on On (1) 
is considered and n is taken as the rectangular region, ABCD, as depicted in Figure 1. With a 
suitable triangulation of n, a cell-vertex finite volume method may be applied to the problem 
defined in (1) that results to a linear system of equations. For simplicity, the connection between 
overlapped and nonoverlapped domain decomposition is established by means of two subdomains 
only. 
2.1. Overlapped Domain Decompos i t ion  
Suppose now the domain n is divided into two overlapped subdomains, namely, nl  and n2, 
as shown in Figure 1 and the overlapped region is given by nl  [7 n2. It is easy to see that 
~/1 = 0nl \ 0n and 72 = 0n2 \ 0n. Here nl  and n~ are the regions bounded by AFED and 
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Figure i. A rectangular domain f~, decomposed into two overlapped subdomains f/l 
and 122. 
HBCG, respectively. It is also assumed that the triangulation has been done in such a way 
that ~/1 and ~/2 do not cut through elements. Suppose ul and u2 denote the restrictions of u on 
f~l and f~2, respectively, the classical Schwarz alternating method for the solution of (1) may be 
written as follows. 
Initial values {n- -0 ;  u~ °) and u~ °) are given; } 
repeat {n : - -n+l ;  
u~ n) := ( solve Lu~ '~) = f l  in f~l 
subject o u~ n) -- g on 0 N0 , and = } ; 
subject o u~ n) -- g on 0f~ N c9f~2 and u (n)~ .~ -- u(n)z "r2 }" 
until converge 
The method consists of solving successively a similar problem in subdomains, going alternatively 
from one to the other. The convergence of this process was proven by the use of a maximum prin- 
ciple. However, the rate of convergence is extremely slow and many numerical experiments [2,3] 
and analyses [4,5] show that it depends on the thickness of the overlap. It was also shown in [5,7] 
that the convergence rate is geometry dependent. However, these results have one common con- 
clusion that the fastest convergence rate occurs when a full overlap is used. Clearly, it is not 
feasible in terms of computational work to use a full overlap. 
In order to understand the convergence rate, physical intuition may be used. Assuming ABCD 
is a tank with two valves, each of which is attached to point A and point B of Figure 1, and air 
can be pumped into the tank through the two valves alternatively until the pressure inside the 
tank is equal to the maximum pressure that the boundary ABCD can sustain. There are two 
impermeable diagrams located at "/1 and "r2 that are possible to open and close instantaneously 
at no time. The physical process to fill the tank with air can be realized as follows. 
Initial values { 
Close 72; Open 71; 
Turn on Valve B for a while; Shut Valve B;} 
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repeat ( 
Close 71; Open 72; 
Mixing of air in ~1; New pressure values along 71; 
Turn on Valve A for a while; Shut Valve A; 
Close 72; Open 71; 
Mixing of air in ~2; New pressure values along 72; 
Turn on Valve B for a while; Shut Valve B; 
) until converge 
If one examines the above two algorithms carefully, one immediately notices that the boundary 
conditions used in the classical Schwarz alternating method does not include the effect of any 
mixing of air which leads to new pressure values. Certainly, as the overlap increases, the mixing 
of air in each of the above steps will have less effect on the new pressure values. Hence, this 
physical intuition explains the use of full overlap in the classical Schwarz alternating method 
will exhibit the fastest convergence rate. One can easily think of the mixing of air in terms of 
information exchange between subdomains. Therefore, the short-coming ofthe classical Schwarz 
alternating method is that the boundary values chosen for 71 and 72 are not sufficiently good 
to reflect he effect of information exchange. Hence, in order to properly reflect he information 
exchange between two subdomains, proper interior boundary conditions along 71 and 72 must be 
imposed. In this way, the convergence rate of the classical Schwarz alternating method could be 
greatly increased. 
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Figure 2. A rectangular domain ~, decomposed into two nonoverlapped subdo- 
mains f~l and f~2. 
2.2. Nonover lapped Domain  Decompos i t ion  
Suppose now the domain f~ is divided into two nonoverlapped subdomain, amely, f~l and ~2, 
as shown in Figure 2, where the common interface is denoted as 7 (= 0f~l N0~2). The two 
subdomains ~1 and f~2 are bounded by AFED and FBCE, respectively. Again it is assumed 
that 7 does not cut through any element of the triangulation. Suppose the restrictions of u on 
~1, f~2, and 7 are denoted by ul, u2, and u3, then the discretised model problem results to the 
linear system of equations given by 
K22 /C2~] ~ = f2 , (2) 
\ K31 K32 K33 ] u3 f3 
where fl,  f2, and f3 are discretised replacements of f in appropriate r gions and incorporated 
with Dirichlet boundary conditions. Standard techniques xist in the literature for solving (2) are 
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preconditioned conjugate gradient algorithms amongst others. It is also possible to apply a block 
Gaussian elimination to the linear system (2) which leads to the capacitance matrix equation 
Cu3 = b3, (3) 
where C = K33 - K31K~l lK13 - g32K221K23 and b3 = .f3 - KslK111fl - g32K221f2 • Here C 
is known as the capacitance matrix and is also known as the Schur complement of K3s. A class 
of standard techniques exist in the literature for solving (3) is again preconditioned conjugate 
gradient algorithms. The two approaches are actually equivalent in the sense as discussed in [8]. 
An alternative approach is to employ a block Gauss-Seidel iterative method to the linear 
system (2), one requires to go through the three steps in each iteration as follows: 
Kl lU~ n) = f l  - K13u~ n- l ) ,  
K22 u(n) = f2 - K23u(3 n - l ) ,  
K3  " (n) K3115~n) K32u~n). 3~3 ~ f3 - 
(4) 
The above block Gauss-Seidel iterative method may be written as a domain decomposition algo- 
rithm being applied at the continuous problem level, as in the example below. 
Initial values: n = 0; u~ °) and u (°) are given; 
repeat { 
n := n + 1; 
u~ n) := { solve Lu~ ") = f in ['~1 
subject to u n)=g on 0 N0n, and = - }; 
u(2 n) := { solve Lu~ '~) = ] in f~2 
subject o u(2n) = gon 0f~nof~2 and u (n) = K~31 ($3 - K31u~ n- l ) -  K32u (n-a)) }" 
2 ~t 
until converge 
The two subproblems involved in the above algorithm can be performed concurrently. Hence, 
it is often referred to as a subdomain Jacobi iterative method [9]. The final step involved in 
the above block Gauss-Seidel iterative method is equivalent to the implementation of a proper 
interior boundary conditions for 7. For linear elliptic problems, u3 is simply a linear combination 
of ul and u2 and such linear combination can be derived explicitly. 
It is also possible to obtain us by considering a full overlapped Schwarz alternating method, i.e., 
by taking the solution along 7 of the subproblem Lu~ n) = f l  in f~l subject o u~ n) = g on O~ [~ 0f~l 
and u~ n) I~1 = u(n-1)I-a. Hence, the explicit linear combination of ux and u2 is effectively the same 
as using the full overlap in an overlapped omain decomposition. If the process of air mixing of 
a fully overlapped omain decomposition is considered, then new pressure values along 71 and 72 
may be obtained as that in the classical Schwarz alternating method. Without lost of generality, 
new pressure values along any other line, such as 7, within the overlapped region is also known. 
Therefore, it is possible to draw the equivalence of the Schwarz alternating method with fully 
overlapped subdomains and the use of proper interior boundary conditions along the interface of 
nonoverlapped subdomains. 
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For some monotone nonlinear problems with homogeneous mathematical models and/or ho- 
mogeneous numerical models, the above block Gauss-Seidel scheme can be applied to a linearised 
problem. However, for general nonlinear problems with heterogeneous mathematical models, the 
above scheme becomes pragmatic. An explicit combination ofUl and u2 may not be easily found. 
Using Schwarz alternating method with fully overlapped subdomains, which amounts to solve the 
original problem, is not practical. This paper proposes a decomposition f domain to a number 
of subproblems at the continuous problem level. The solutions of nonlinear subproblems arise 
from such decomposition are coupled by means of a defect equation defined along the interface. 
3. THE DEFECT EQUATION APPROACH 
The aim here is to build a defect equation for the interface. The concept is that either an 
equilibrium state or a matching condition must be satisfied. For the linear problem as discussed 
in Section 2, the last equation of (4) can be written as the iterative update 
( ) r l  . (n--l) r~ . (n - - l )  K33 u (n) . . . .  u(3 n-l) ---~ f3  -~31"t~1 K32u~ -1) ~33~3 • (5) 
It can be easily shown that the right-hand side of (5) is equivalent to the difference b3 - Cu (n-l) 
or in other words, the residue of (3). Hence, it is possible to define a defect D(u3) which satisfies 
the equation 
D(u3)  - - (f3 - K31u1 - K32u2 - K33u3)  = 0, (6) 
and can be solved by means of the fixed-point i erative scheme 
4°)_ 4o-1) + 
This iterative update formula involves interfacial values u3 only. The restrictions of u and the 
interfaciai values u3 satisfy the relation as that given by (6). It can be seen that the Jacobian 
of D is -K33 which suggests hat (7) is equivalent to a Newton iterative scheme for (6). In many 
cases where K31, K32, and K33 may not be derived explicitly, a combination ofthe restrictions in
an explicit form as that given in (6) does not exist. The capacitance matrix becomes less flexible 
in addressing coupling of heterogeneous mathematical/numerical models. One way to maintain 
such flexibility is to follow the above concept by implicitly defining a defect hat depends on some 
equilibrium states or matching conditions along the interface at the continuous problem level. 
For second-order partial differential equations, it is sufficient to require the point-wise continuity 
of the normal derivatives along the interface, i.e., 
On1 "~ _ On2 
On On = 0, 
or the line integral of the point-wise continuity of the normal derivatives along the interface, i.e., 
- d ,  = 0 
Other cases may require the treatment such as a subtraction of two mathematical models in 
neighbouring subdomains [15,16]. 
3.1. Nonl inear  Problems 
One way to tackle nonlinear problems is to apply a linearization to the nonlinear problem. A 
linear system of equations i thus required to be solved. Domain decomposition techniques can 
then be applied to the linearised system. However, the approach becomes pragmatic when the 
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computational domain consists of different mathematical models, different material properties, 
or different numerical models and schemes. 
An alternative way is to partition the given problem into a number of subproblems defined in 
different subdomains. These subproblems are essentially nonlinear on their own. Ideally, a single 
mathematical or numerical model should appear across a subdomaln to ensure homogeneity 
of numerical algorithms being used in each of the subdomalns. The advantages of ensuring 
homogeneity of numerical algorithms across a subdomain are two-fold. First, existing commercial 
software of known performance can be used. Second, parallelisation across a subdomain at the 
do-doop level by means of a set of automatic parallelisation tool-kits becomes easy. 
A second-order nonlinear problem defined on a bounded omain in R 2 with piecewise smooth 
boundary is considered, 
Lu = f e 9t, u = 9 on 0f~, (8) 
where L denotes a nonlinear operator which depends on u. Here f~ has a similar partition as 
depicted in Figure 2. The subdomaln Jacobi iterative scheme described in Section 2.2 can be 
written as follows. 
Initial values: n = 0; u~ °) and u~ °) are given; 
repeat { 
n :=n+l ;  
u~ n) := { solve Lu~ n) = f in a l  
to u~ n) = 9 on 0~00~ 1 and u (n)l "Y = U(3 n - l )  }; subjec  
,~") := {solve L,,~ ") = / in ~ 
to n) 9 on oanaa  and u<") =C }. subjec  
---- 2 7 
Obtain u(3 n) using an iterative method applied to D(u3) = 0; 
until converge 
Therefore, the remaining question is to obtain a good estimate of D(u (n)) using the results 
obtained for u~ n) and u (n), and a good estimate of u (n). 
The defect D(u (n)) is defined implicitly and consists of a combination ofthe restrictions ofu. An 
iterative update formula can then be used to obtain interior boundary conditions of Dirichlet-type 
for the nonoverlapped interface 7. Such interior boundary conditions guarantee the continuity 
of the function u across the interface. The defect equation, in turn, guarantees the continuity of 
certain derivatives or the equilibrium state along the interface. 
(n) Note that the defect equation D(u a ) = 0 for nonlinear problems i considered to be equivalent 
to the capacitance matrix equation for linear problems. In fact, the defect equation actually 
reduces to Cu3 = b3 for linear problems. The approach becomes particularly suitable for nonlinear 
problems and coupling of heterogeneous models. 
3.2. Numer ica l  So lu t ions  o f  the  Defect Equat ion 
Our aim is to solve the defect equation 
D(A) = 0, (9) 
= (~1, . . . ,  ~8) T, (10) 
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where D : R s --* R s is the defect defined along interfaces and its Jacobian matrix J(A) may be 
sparse. Following the heuristics given by (8), the best method for solving such a problem may 
be written as according to the well-known Newton's method 
(11) 
which has excellent local convergence properties. However, the Jacobian matrix may not be 
obtained analytically. Furthermore, a finite difference approximation to the Jacobian matrix 
may require xpensive computational work. The present authors propose the use of quasi-Newton 
methods which provides an efficient computation ofa sequence of approximations to the Jacobian 
matrix, and hence, an efficient algorithm for the numerical solution of interface problems. In some 
cases, it is possible to know the sparsity pattern of the Jacobian matrix. Applications of quasi- 
Newton methods in the solution of defect equation was first discussed by this author [17]. The 
difference between the present work and other current domain decomposition approaches i  that 
the present method treats ubdomain solutions as contributions tothe an implicit combination of
restrictions of u, and hence, the evaluation of the interior boundary values involved in an interior 
interface. The algorithm requires the evaluation of D(A (n)) and the solution of the linear system 
where J is an approximation to J obtained by means of a quasi-Newton method. 
Some quasi-Newton methods including a modified Newton's method, Broyden's method, Schu- 
bert's method, and the adaptive ~ technique with applications to the solution of defect equations 
are detailed in [17]. Here, only the update formula for J is listed. In order to start the iteration, 
it is possible to choose J(A (°)) as a diagonal matrix with constant diagonal entries. One modified 
Newton's method is given by 
J (A  (n)) = J (A  (1)) , fo rn> 1, 
where J(A (1)) is calculated by means of a finite difference approximation. Broyden's method [18] 
takes 
D (A(n)) s~ 7 
where sn-1 = A (n) - A (n-l). Schubert's method [19] is essentially the same as Broyden's method 
except hat the sparseness tructure of J is preserved. A discussion of the convergence r sults of 
the above schemes i given in [17]. 
Note that applying the present approach to linear Poisson equation defined on a unit square 
with Dirichlet boundary conditions resulted in a sequence of approximations to the Jacobian 
which converges to/(33. Thus, confirming that the present approach may be viewed as a nonlinear 
version of the capacitance matrix method and that the combination of the restrictions of u is 
done implicitly. 
4. NUMERICAL  EXAMPLES 
4.1.  Non l inear  E l l ip t ic  P rob lems 
Next, we consider the nonlinear elliptic boundary value problem 
d (K (¢)~ f(x), ¢(0) 0, ¢(1) 1, 
dx \ ax/ (13) 
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where K(¢) = a + b¢ is the thermal conductivity, and f (x )  = 2a + 6bx 2 for real numbers a and b. 
The analytic solution of the problem is ¢ = x 2. Since the problem is nonlinear, therefore the 
defect equation is also nonlinear. In order to solve the subproblem, which is itself nonlinear, a 
linearization based on Newton's method is applied at the subproblem level and a finite volume 
method is then applied to the linearised subproblem, i.e., 
F ' (uk) (u~ ew - -Uk)=- -F (uk) ,  (14) 
where F(uk)  = f (x )  - d (K (uk) -~)  and k denotes the numbering of subdomains. The resulting 
set of linear equations are solved by a Gaussian elimination. It is not intended in this paper to 
study the efficiency of linear solvers at the subproblem level, and there are plenty of fast linear 
solvers available. The important issue here is the convergence rate of the quasi-Newton method, 
i.e., the number of updates, n, of the defect equation along the interface. Here the point-wise 
continuity of normal derivatives along the interface is enforced and the corresponding defect is 
constructed. Results for a -- 1.0 and b = 0.5 are presented in Tables 1 and 2 for the cases of 161 
and 321 mesh points. The test set includes the quasi-Newton updates as mentioned above. 
Table 1. n for a = 1 and b = 0.5. 
161 Mesh Points, nl -- 4 
Algorithm 
Modified Newton 
Broyden 
Schubert 
s + 1 
4 8 16 32 
12 11 12 11 
11 17 34 57 
10 18 19 17 
Table 2. n for a -- 1 and b = 0.5. 
321 Mesh Points, nl -- 4 s ~ 1 
Algorithm 4 8 16 32 64 
Modified Newton 13 11 13 14 30 
Broyden 11 17 36 57 121 
Schubert 10 19 19 20 21 
Since an arbitrary initial approximation is chosen, there is no guarantee that A(0) is sufficiently 
close to the exact solution, ~*, in particular for nonlinear problems which is an essential require- 
ment for global convergence. One way to generate better initial approximation for nonlinear 
problems is to use a simple adaptive method which provides a small step during the initial few 
updates of the Jacobian. The update is a simple scalar update without any overhead given by 
where J is a diagonal matrix with constant values along the diagonal [12]. In the numerical tests 
shown later, the adaptive method is employed three or four times before the other algorithms 
are employed. The number of iterative updates, n, as presented in Tables 1 and 2 include the 
above number of initial iterates. Note that n~ denotes the number of linearisation applied to the 
original system. 
A natural stopping criterion for the above algorithms is 
D(A  (n)) < tol, 
where tol is a small positive number given by the user. However, the above criterion could be 
difficult to achieve and we chose 
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A (n)-A* <to l  
for the present study with A* being given. For the present example, tol is chosen to be 0.5 x 10 -5. 
The ratio n/(s 4- 1) provides a rough estimate of the parallel computational work requirement 
as compared with ns. One can also calculate (ns/n)(s 4- 1), which gives a rough estimate on the 
speed-up ratio. Both of these results provide an indication of its parallel performance by ignoring 
the interprocessor communication and the overhead incurred by solving the linear system (12). 
From the results, both modified Newton and Broyden methods are scalable up to 32 subdomains 
with Broyden's method showing a slight advantage in terms of number of iterations. However, 
one needs to be aware of the overhead required to calculate J(A(1)), in the modified Newton's 
method, by means of a finite-difference method. Schubert's method shows scalability at least up 
to 64 subdomains and is the best of these three methods. 
4.2. Coupling of the  Eu ler  and Navier-Stokes Equations 
Two-dimensional viscous incompressible flow past obstacles can be described by the continuity 
equation 
V ._u = 0, (15) 
and the momentum equation 
0~¢+V. (u¢_uV¢)= 10p (16) 
Ot p O__n' 
with usual meanings for p and y and ¢ takes the velocity components u and v and u = (u, V) T. 
The momentum equation is integrated over a control volume ~, i.e., 
f 
f~ n 
X ffOPdn, 
= -p  J J- n_ 
n 
which is rewritten as 
n an f~ 
where n__ denotes the unit normal vector. The fluid motion inside a viscous region is rotational, 
and velocity gradients are the major contribution to viscous effect. Therefore, it is reasonable to 
apply suitable truncations to these velocity gradients [20]. Let 7" denote the vector truncation 
method [20] 
Here 7" is given by 
0, Iql < e, 
7-(q) = S(q) ,  e < Iql < e + a, (19) 
q, Iq l_>e+a,  
where q is certain physical quantities, and e and a are two threshold parameters which can be 
adjusted to optimise the accuracy of numerical results. S can be chosen as a spline function or 
a straight line. For simlicity, S is chosen as a straight line in numerical tests shown below. The 
finite volume formulation in (17) is replaced by 
/c94k 1 
f f f °p _ _ dn. (2o i  P 
f~ aft n 
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Observe that ~ and 0-~a° contribute to the rotational effect of the fluid in the viscous region, 
therefore these two velocity gradients are significant compare with ~ and ~'~'av Hence, ~-~°4 and ~°v 
are truncated much earlier than ~°u and ~°v with the application of (18). Therefore, (20) effectively 
reduces to a truncated integral form of the Navier-Stokes equations near the outer subdomain 
but remains inside the boundary layer and to the Euler equations further away from the body. 
Figure 3 shows the typical decomposition of domain for flows past over an obstacle. There are 
two subdomains, namely, inner and outer subdomains. The inner subdomain may be described 
by the thickness function t which includes the region described by the Navier-Stokes equations 
and its truncated integral form and is determined as part of the solution procedure. 
• : Eu le r  mare 
Inner subdomain: Navier-Stokes 
or a truncated Navier-Stokes 
Figure 3. Decomposition f domain for flows past over an obstacle. 
The defect equation approach is applied on the surface described by the thickness function t. 
Since the present example involves the coupling of two mathematical models, it is not sensible 
to compare nl and n, as in the previous example, because they do not have the same meaning. 
However, the global accuracy of the truncated finite volume formulation is required to be checked 
against he original finite volume formulation. The algorithm is given below. 
A VISCOUS/INVISCID COUPLING. 
'g :=  O; 
Supply initial approximation: / 
Solution of Navier-Stokes equations at pseudo-time step n 
boundary conditions: far-field & no-slip condition on the wall; 
Vector truncation method: 5 (n) and t(n); 
Read u (n) t(-); 
Iterate { 
Solution of Euler equations at pseudo-time n + 1 step 
conditions: far-field & u (n) ~ • boundary 
t(n) J ' 
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l.O. 
0.8 
(m)o. 6 
0.4 
0.2 
0.01 
0.0 
i i i 
Without Truncation 
............ Vector Truncation Method 
(£ffi0.01 , ~=0.01)  
. . . . .  Vector Truncation Method 
(£ffi 0.0001, ¢Y ffi 0.01) 
0~.2' 0J.4 'OI.6 018 ll.O 
U/U e along ~ = 0.46 
1.2 
(a) 
1.0 
0.8 
0.6 
0.2 
I 
1.0 
0.4 
i i i 
Without Truncation 
............ Vector Truncation Method 
(£=0.01  , O=0.01)  
. . . . .  Vector Truncation Method 
(£ffi 0.0001, G = 0.01) 
0.2 0.4 0 6 0.8 1.2 
U/Uealong ~ = 0.66 
(b) 
Figure 4. Velocity profiles for the aerofoil problem. 
Solution of Navier-Stokes at n 1 equations pseudo-time step + 
boundary conditions: u(n)[ & no-slip on the surface of wall 1" 
t('*) - 
Update u (n+;) along t(n); 
Vector truncation method: $(n+1) & t(n+l); 
n := n + 1; 
Here 6 (n) is an approximation to the boundary layer thickness and t (n) is the thickness function 
which is determined as an extended region of 6 (n) and penetrates into the inviscid region. Note 
that t (n) > 6 (n), but it is considerably smaller than the entire computational domain. The initial 
approximation 6 (0) may be obtained by means of solving one or a few pseudo-time steps of the 
Navier-Stokes quations. Hence, one can determine t (°) by means of the vector truncation method. 
Usually the extension of 6 into the inviscid region is of one cell thick. Further approximations 
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for 6 (n) can be determined by checking the velocity gradient using the truncation technique. In 
this example the stopping criterion is chosen by measuring the boundary layer from one iteration 
to the next iteration, i.e., 
16(n+l) --6(n) l < tol, 
where tol is chosen as 0.5 × 10 -8. Numerical tests are carried out for the NACA0012 aerofoil 
at zero angle of incidence. A C-type mesh is used so that the finite physical domain is mapped 
onto the computational domain {(~, ~]) : 0 < ~ < 2, 0 < ~ < 10} where the aerofoil is located 
in 0 < ~ < 1. There are 4 x 100 finite volume cells along ~ and ~/-axis, 1/5 of the cells along 
q-axis are located in 0 < ~ < 0.2 and the rest are located in 0.2 < ~ < 10. There are 25 cells 
along the aerofoil surface. For this problem, the Broyden's method is used becasue the Jacobian 
matrix is a dense set of linear equations. Figure 4 shows the velocity profiles against the distance 
along ~/-axis for an upstream Reynolds number of 1000. Figure 5 shows the solution disprepancy 
[]utr - ulv[[~ using various a and e, where Utr  is the finite volume solution obtained with the 
vector truncation and Ufv is the finite volume solution obtained without he vector truncation. 
3rid 40x100 (Re 1000) 
6.E-03 
4.E-03 
2.E-03 
0.E+00 
0.00 
NACA0012 Aerofoil 
I I 
. . . . . . . .  0 =0.1 
. . . .  0=0.05 
. . . . . .  o=00, . .~ :>~' . -  
0 = 0.001 ~,~ :J::J 
_ - -  o =o.ooo l  ..../:~:: . . . .  
0.02 0.04 0.06 0.08 0.10 
F igure  5. The  ver t i ca l  ax is  shows  [[Utr - Ufvlloo. 
5.  C O N C L U S I O N S  
The proper use of interior boundary conditions along subdomain i terfaces i explored. An im- 
plicit combination ofsubdomain solutions i  constructed. The implicit combination ofsubdomain 
solutions is embedded into the concept of defect equation for the use in domain decomposition 
methods. Two examples are used to demonstrate the concept. One example involves the coupling 
of homogeneous mathematical model which is defined across a number of subdomains. Here a 
comparison of computational work between the original problem and the coupling is feasible. A 
rough estimate of the speed-up is also shown. It is found that Schubert's method which retains 
the sparseness of the Jacobian matrix exhibits best performance. Another example involves the 
coupling of two heterogeneous mathematical models which are defined across two subdomains. 
Here a comparison of computational work between the original problem and the coupling is not 
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sensible because one cannot express computational work for the Euler subproblem and the Navier- 
Stokes subproblem in terms of the Navier-Stokes ubproblem. However, the main emphasis of the 
second example is the accuracy of the global solution which is shown to be sufficiently accurate. 
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