As a promising technique to enhance the spatial resolution of remote sensing imagery, sub-pixel mapping is processed based on the spatial dependence theory with the assumption that the land cover is spatially dependent both within pixels and between them. The spatial attraction is used as a tool to describe the dependence. First, the spatial attractions between pixels, subpixel/pixel spatial attraction model (SPSAM), are described by the modified SPSAM (MSPSAM) that estimates the attractions according to the distribution of sub-pixels within neighboring pixels. Then a mixed spatial attraction model (MSAM) for sub-pixel mapping is proposed that integrates the spatial attractions both within pixels and between them. According to the expression of the MSAM maximumising the spatial attraction, the genetic algorithm is employed to search the optimum solution and generate the sub-pixel mapping results. Experiments show that compared with SPSAM, MSPSAM and pixel swapping algorithm modified by initialization from SPSAM (MPS), MSAM can provide higher accuracy and more rational sub-pixel mapping results.
Introduction
The nature of the real landscape and the data acquisition process cause many mixed pixels in remote sensing images [1] , which have brought great difficulties in the visual inspection and post-application. It is not appropriate to allocate these mixed pixels to just one class as some information will be lost. Soft classification has been developed to estimate the proportion of each class within mixed pixels, such as linear spectral mixture modeling [2, 3] , fuzzy c-means classifiers [4] , artificial neural networks [5] , knearest neighbor classifiers [6] and support vector machines [7, 8] . However, soft classification fails to identify how these classes are presented in each pixel. Sub-pixel mapping [9] (also called super-resolution mapping in the remote sensing literature) is a technique developed to address this problem. Supposing the scale factor is S, by subpixel mapping, each coarse resolution pixel or mixed pixel is divided into S 2 smaller ones called sub-pixels. Then the land cover class is assigned to the sub-pixels in agreement with the fraction values in the soft classification results used as input. In such a way, the distribution of land cover classes can be mapped quantitatively. Sub-pixel mapping is a technique that transforms soft classification results into a finer scaled hard classification. As a promising technique to enhance the spatial resolution of remote sensing imagery, it has been applied to land cover mapping [10] , waterline mapping [11] and change detection [12] and so on.
Atkinson was the first to propose the concept of subpixel mapping and the spatial dependence theory with the assumption that the land cover is spatially dependent both within and between pixels, i.e., compared with the distant pixels, the neighboring ones are more likely to be the same land cover class [9] . The basic principle is to maximumise the spatial dependence both within and between pixels. This assumption underpins several approaches to subpixel mapping.
Reference [13] initially proposed the mathematical model of spatial dependence and adopted linear optimization techniques to maximumise spatial dependence between neighboring pixels and sub-pixels within the centre pixel. Reference [14] used sub-pixel/pixel spatial attraction model (SPSAM) to calculate the spatial attractions between sub-pixels and their neighboring pixels, which were then used to assign the class value of each sub-pixel. The SPSAM has solved the mathematical model of [13] simply and effectively. Reference [15] utilized the fraction values of endmember of neighboring pixels to draw the boundary of each class inside the centre mixed pixel. References [16] [17] [18] presented an approach based on the supervised back-propagotion (BP) neural network by learning from prior information the corresponding relationship between class values of sub-pixels within the mixed pixel and proportions of classes within neighboring pixels. The trained network model was then utilized to estimate the class values of sub-pixels in coarse resolution remote sensing images. Among these sub-pixel mapping methods, interaction takes place between pixels, and inter-pixel dependence defined in [14] is exploited. In other words, these methods are concerned about the dependence between pixels.
References [19] [20] [21] [22] applied a method that considered each sub-pixel as a neuron and used the output from a fuzzy classification within a coarse resolution pixel to constrain a Hopfield neural network based on the energy minimization principle. Reference [23] constructed a goal function evaluating the sum of the neighboring values of all sub-pixels inside a pixel and used the genetic algorithm to search the most possible configuration. Reference [24] introduced a pixel swapping algorithm (PSA) that swapped two sub-pixels most in need of exchange within a mixed pixel during each iteration. References [25] [26] [27] utilized the Markov random field to generate sub-pixel mapping results by using the Gibbs potential function to represent the relationship between sub-pixels and using reflectance of the coarse resolution pixel as the spectral constraint in the likelihood energy term. In these techniques, interaction takes place at the same scale (sub-pixel) level and intra-pixel dependence defined in [14] are exploited. That is to say, they lay particular stress on the dependence within pixels.
In all, none of these available sub-pixel mapping methods exploit both of the two kinds of dependence simultaneously and they fail to fully make use of spatial dependence. Consequently, their performance is limited and there can be many isolate pixels and much noise in the sub-pixel mapping results. The SPSAM assumes that sub-pixels are attracted by pixels, and it formalizes the common sense of sub-pixel mapping and has transparent physical meaning. Most importantly, it has provided an effective tool to express the spatial dependence: spatial attraction. However, as mentioned above, the SPSAM fails to take into account the spatial attraction within pixels on the one hand. On the other hand, the description of spatial attraction within pixels by itself is inaccurate as it ignores the spatial distribution of each sub-pixel within neighboring pixels when the attractions are calculated. As such, it can not exploit spatial information at sub-pixel level.
In this paper, the tool of spatial attraction is used throughout. Firstly, the SPSAM is modified by the modified SPSAM (MSPSAM), considering the spatial distribution of each sub-pixel within neighboring pixels when calculating the spatial attractions between pixels. Furthermore, a new model integrating spatial attractions both within a pixels and between them, namely, a mixed spatial attraction model (MSAM) is proposed, which fully considers the spatial dependence both within pixels and between them. The MSAM is to overcome the drawback of available sub-pixel mapping methods in description of spatial dependence and to provide sub-pixel mapping results with higher accuracy.
The rest of this paper is organized as follows. Section 2 presents the details of MSPSAM and MSAM. Experimental results are discussed in Section 3 followed by conclusions in Section 4.
Methods

SPSAM
First of all, the mathematical model of the spatial dependence theory proposed by [13] is reviewed in this section. In this model, sub-pixel mapping is formulated as a linear optimization problem. Suppose the numbers of classes and pixels in the coarse resolution image are C and L, the number of sub-pixels belonging to class c (c = 1, 2, . . . , C) is C c , and the zoom scale factor is S, then the L pixels are to be divided into LS 2 sub-pixels. Define x cf as
and then the mathematical model can be written as
where SD cf is the measure of spatial dependence of class c to sub-pixel p f and can be given as
where N A is the number of neighboring pixels, w k is the weight of spatial dependence, and F c (P k ) is the proportion of the kth neighbor pixel P k to class c. This model is to maximumise dependence between sub-pixels within a pixel and fractions belonging to the same class within its neighboring pixels, which indicates the dependence between pixels in fact. The SPSAM solves the linear optimization problem in (2) simply and effectively. In SPSAM, attractions between each sub-pixel within a coarse resolution pixel and its neighboring pixels are calculated in order to determine the spatial distribution of sub-pixels per class. Assume
where L a and L b are the numbers of row and column of the coarse resolution image, respectively), then the attraction from class c for sub-pixel p ij is calculated as
where d k is the Euclidean distance between geometric centers of sub-pixel p ij and its neighbor pixel P k . Finally, D c,ij for each class can then be used for the assignment of sub-pixels to the different classes. For example, assume F (P ab ) is the proportion of P ab to class c, then the F (P ab )S 2 sub-pixels with the highest attraction values are assigned to class c. In this case, J in (2) would be maximumised. Fig. 1 illustrates the spatial attraction between pixels described by SPSAM with scale 4. 
MSPSAM
From Section 2.1 we can see that when SPSAM is used, sub-pixels per class within each neighbor of the centre pixel are considered as points in the centre of that neighboring pixel. Then the spatial attraction caused by class c for a sub-pixel p ij from each neighboring pixel is calculated as the attraction between the centre of p ij and the centre of that neighbor. Obviously, this description of attraction is inaccurate as sub-pixels within a neighboring pixel may not be all closed to the centre point. For instance, they may locate at a corner or near to a boundary of the square of that pixel so that each pixel cannot be considered as a point. In the proposed MSPSAM, spatial attraction from each neighboring pixel is calculated as summation of attraction between the centre of p ij and the centre of each sub-pixel within that neighbor. Suppose p m is a sub-pixel within P k , d m is the Euclidean distance between geometric centers of sub-pixels p ij and p m . Then the SD cf in (3) can be modified as
Furtherly, the mathematical problem in (2) can be transformed into the one solving the following (6) for each coarse resolution pixel:
where
and
, sub-pixels p m and p ij belong to the same class 0, otherwise
The constraint conditions are the same as those in (2). Fig. 2 illustrates the calculation for spatial attraction caused by a neighboring pixel P k with application of MSP-SAM at scale 4. The black point is the center of sub-pixels. Unlike SPSAM, in which the distance between p ij and any sub-pixel within one neighboring pixel is a constant, the spatial distribution of each sub-pixel in neighbors is taken into account and the distance is variable and diversity. Therefore, the description of attraction by MSPSAM is more accurate than that by SPSAM. 
Spatial attraction within pixels
Though MSPSAM has modified SPSAM to a certain extent, it only considers the spatial attraction between pixels and ignores the dependence within pixels. This is because that the dependence within pixels is not included in (4) and (5) derived from (3). That is to say, the relationship between sub-pixels within each pixel is not exploited. The PSA modifies the spatial distribution of sub-pixels during each iteration. Actually, it is a spatial attraction model that lays particular stress on the dependence within pixels.
Further details on it can be found in [24] . In PSA, the mathematical problem is as follows:
where N B is the number of neighboring sub-pixels and a 0 is the non-linear parameter. Similarly, the constraint is the same as that in (2) . The spatial attraction within pixels described by PSA is illustrated in Fig. 3 . 
The proposed MSAM
According to the spatial dependence theory proposed by Atkinson, the land cover is spatially dependent both within pixels and between them and the spatial attractions between and within pixels therefore should be maximumised simultaneously. In this section, an MSAM is proposed integrating the two kinds of spatial attractions to fully make use of spatial dependence. The mathematical model of MSAM can be given as
where α 1 and α 2 are two weighting constants, J between and J within are calculated by (6) and (7), respectively. Fig. 4 illustrates the mixed spatial attraction from Figs. 2 and 3.
The attractions between p ij and the neighboring pixel P k are included in the former term of (11) while the attractions between p ij and the neighboring sub-pixel p k are included in the latter term. By solving (11), we can get the most suitable distribution of all sub-pixels within the mixed pixel via evaluating all possible configurations and selecting the one that makes J intergration reach maximum. However, it only works well for small images with the small scale factor. With a large scale factor, the number of combinations of possible spatial distribution increases dramatically and the computational load becomes unrealistic. For this reason, it is essential to introduce an intelligent optimization algorithm to settle the problem and the genetic algorithm (GA) [28] may be employed.
Fig. 4 Mixed spatial attraction described by MSAM
The GA is an optimization algorithm based on natural selection and natural genetics that searches for an optimal solution by simulating the process of biological evolutionary. So far, it has been widely used in pattern recognition, machine learning and image processing and many other areas. GA randomly generates a set of solutions called population. The members of the population, the individuals, receive their fitness values according to the expression of the optimization problem based on the coding of their genes. These values are used to select the individuals. Fitter individuals are retained and other ones are changed to new individuals by crossover and mutation. The whole process is repeated and the whole population will evolve gradually. A best solution can be obtained after lots of generations. To reserve the best individual of each generation and make the convergence directed, the elite reservation strategy is introduced in this paper.
Suppose the individual is denoted as g = [g 1 , g 2 , . . . , g S 2 ], of which the S 2 gene codes are the class values of S 2 sub-pixels inside a mixed pixel. Then the whole process of solving (11) is executed as follows:
Step 1 The SPSAM is used to acquire the initial spatial distribution of sub-pixels per class due to its high efficiency.
Step 2 For each mixed pixel P m (m = 1, 2, . . . , M, where M is the total number of mixed pixels) in the coarse resolution image, an elite individual G m is generated that is in line with the spatial distribution of the classes in P m from SPSAM results.
Step 3 A mixed pixel P m in coarse low resolution image is selected in order and seven steps below are conducted:
Step 3.1 A population with R individuals is generated randomly. Necessarily, the total number of genes belonging to each class must be in agreement with the fraction values in the soft classification results. That is, these numbers are fixed in each individual.
Step 3.2 The fitness value (denoted as F V ) of each individual is calculated according to (11) and the best individual g best is found out. If its fitness value F V (g best ) is higher than F V (G m ), then G m will be replaced by the new elite individual g best . Otherwise, G m does not make any change. After that, G m is copied with ratio σ and replaces the σR individuals with the lowest fitness values.
Step 3.3 The individuals are updated. Here, it should be noticed that conventional crossover and mutation operators are not allowed because they will disrupt the different fractions in the pixel. Due to that, an exchange operator is employed that randomly exchanges the location of genes on the individual.
Step 3. 4 The F V of individuals are calculated again. For each individual, if the F V is higher after update, the exchange in Step 3.3 is accepted; otherwise, no change about the individual is made.
Step 3.5 The best individual g best is found out and elite individual G m is updated in the same way as Step 3.2.
Step 3.6 The population goes through T times evolution according to Steps 3.3-3.5.
Step 3.7 G m is used to re-decide the spatial distribution of the classes within P m .
Step 4 Step 3 is applied to all mixed pixels in coarse low resolution image.
Step 5 Steps 3 and 4 are repeated H times, therefore, sub-pixel mapping results are approached iteratively. 
Experiments
To avoid errors introduced by co-registration and soft classification and concentrate solely on the performance of the proposed sub-pixel mapping algorithm, synthetic fraction images are studied in the experiments. They can be created by degrading original high spatial resolutions images via a mean filter, the window size of which is set according to the scale factor of sub-pixel mapping. This is also a popular approach in available sub-pixel mapping references [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Because lots of previous research shows that sub-pixel mapping is more accurate than the hard classification method, it is not discussed in this paper. Reference [29] has introduced a modified PSA with initialization from SPSAM, namely, MPS. A large number of experimental results show that MPS outperforms PSA both in computing time and accuracy. In this section we provide and compare the results of three experiments based on four sub-pixel mapping methods: SPSAM, MSPSAM, MPS and MSAM.
Experiment 1
The first experiment runs for three artificial images: circle, cross-line and words. The three truth images are presented in Fig. 6(a) . In each image, there are 112×112 pixels and two classes representing the target shape (white) and the background (black) are considered. The scale factor used in this experiment is 4 and thus each synthetic coarse resolution image shown in Fig. 6(b) contains 28×28 pixels, each of which corresponds to 4×4 pixels in the original fine resolution image.
For the convenience of visual comparison, the sub-pixel mapping results obtained by each method for all three images are shown in form of the error image, where gray means correctly mapped pixels, white means target pixels falsely mapped as background pixels and black means background pixels falsely mapped as target pixels. Errors of sub-pixel mapping with SPSAM, MSPSAM, MPS and MSAM are illustrated in Fig. 6(c)-Fig. 6(f) , respectively. When SPSAM is applied, many errors locate on the border between the target and the background, especially in the words image. Both of MSPSAM and MPS have a better performance than SPSAM, but still are not as good as MSAM that simultaneously consider the attractions between and within pixels. This is also confirmed quantitatively by comparison with the number of error mapping pixels (EMPs) [30, 31] exhibited in Table 1 . The EMP is the most direct index to evaluate the performance of sub-pixel mapping for twoclass images. The EMPs of three images are much different as the spatial pattern of these three shapes has pronounced effect on the performance of sub-pixel mapping methods. Among the three shapes, circle is most in agreement with spatial dependence. As such, the EMP of each method is lower than other two shapes. Compared with SP-SAM, MSPSAM has lower EMP in all three results, which indicates that MSPSAM makes sense. However, among all four methods, MSAM has the lowest EMP (numbers in bold). Therefore, the proposed MSAM can provide subpixel mapping results with higher accuracy than other three methods. 
Experiment 2
In the second experiment, the image from [27] is tested. It contains 60×60 pixels and covers four land-cover classes of an agricultural area in Flevoland, Netherlands. For simplicity, two classes (Class 1 and Class 2) in the original image are combined together and the main border between each class that may cause the mixed pixel by degrading is still kept. Followed this approach, three classes are contained in the new reference land-cover map shown as Fig. 7(a) . We denote them as Class 0, Class 1 and Class 2, corresponding to the black, gray and white pixels, respectively. The low resolution images are created in the same way as artificial images in Experiment 1. Fig. 7(b) and Fig. 7(c) show the degraded images with scale factors 4 and 6. Here, it should be noticed that pixels falling into the boundary region of the degraded image are not shown or taken into account as their neighboring pixels are not sufficient. In other words, the size of the two degraded images are 13×13 pixels and 8×8 pixels, and 52×52 pixels and 48×48 pixels are required to be mapped in two fine resolution images. Fig. 7(d)-Fig. 7(g) Compared with the reference image in Fig. 7(a) , there are many incorrectly classified pixels in SPSAM results. This is because SPSAM only exploits the spatial attractions between pixels and the attraction described by it is quite rough. This phenomenon is a little weaker in MSPSAM and MPS results, but some errors still exist. It is not difficult to find that the differences between the results of the two methods and reference image are still large, especially when the scale factor is 6. However, in MSAM results with two kinds of scales, most of the border between each class has been restored and the results are the most reasonable and closest to reference image in all four methods.
In addition to visual comparison, the accuracy assessment of each method with scale factors 4 and 6 are exhibited in Fig. 8 . Here the classical Kappa coefficient and the overall accuracy in terms of the percentage of correctly classified (PCC) pixels are calculated. However, all sub-pixels belonging to the same class within a coarse resolution pixel will only raise Kappa and PCC without providing any useful information about the algorithm's prediction abilities. Due to that, two new statistic indexes, Kappa' and PCC' [32] , are also calculated, which take into account only the non-pure pixels in coarse resolution images and thus can eliminate the influence brought by plentiful pure pixels. As shown in Fig. 8 , when Kappa' and PCC' are compared, the differences of four methods are more distinct. With scale factor 6, the accuracy of all four methods is lower than that with scale factor 4. That is because the sub-pixel mapping process becomes more complicated with the higher scale factor, as for every mixed pixel the location of more (S 2 ) sub-pixels need to be estimated and uncertainty is added. The MSPSAM has increased the accuracy to a certain degree, which demonstrates that the modification of SPSAM by the proposed MSPSAM is reasonable again. Moreover, it can be seen clearly that the proposed MSAM has highest accuracy among four methods. The confusion matrix is another classical manner to assess the accuracy of classification. Table 2 confusion matrix of each method with scale 6. The statistic in the matrixes does not include the pure pixels in coarse resolution images. With MSAM, the numbers of correctly classified pixels (numbers in bold) the highest while the numbers of incorrectly assigned pixels are the lowest for each class. The matrix further validates the advantages of MSAM.
presents the
Experiment 3
To further test the abilities of the proposed methods in solving the complex real problem, a real remote sensing image is studied in the third experiment. The land cover image covers a part of Nanjing City, Jiangsu Province, China. A color version of this image is available at the website: http://www.ceode.cas.cn/txzs/dxyy/. The original image is classified by the maximum likely classification method and the result is regarded as the reference image shown in Fig. 9 (a). It contains 80×80 pixels and covers three land classes: water, vegetation and urban. Similar to the process in Experiment 2, two low resolution images are created with scale factors 4 and 6, the size of which are 18×18 pixels and 11×11 pixels. The Fig. 9(d)-Fig. 9(g) and results with scale factor 6 are presented in Fig. 9(h)-Fig. 9(k) .
From Fig. 9(d) and Fig. 9 (h) we can learn that similar to previous tests, the performance of SPSAM is poor as a considerable amount of pixels are assigned incorrectly. Though MSPSAM has improved the performance a little, this is nearly the same case for it. In the real remote sensing image, the distribution of land classes is quite complex, and when the distance between pixels increases, the correlation between them decreases obviously. In other words, the spatial dependence of the real remote sensing image is not as strong as that of the images in the previous tests. In this case, the spatial attraction model MPS describing dependence within pixels may have a better performance than MSPSAM describing dependence between pixels, because MPS considers the interaction between sub-pixels and the neighboring sub-pixels nearest to them. This is the reason why Fig. 9(f) and Fig. 9(j) are superior to Fig. 9(e) and Fig. 9(i) . However, even not very strong, the dependence between pixels still exists and it cannot be ignored. The visual comparison of MPS results and MSAM results shown in Fig. 9(g) and Fig. 9 (k) leads to the conclusion that MSAM can generate better sub-pixel mapping results. Focusing on the vegetation class, a great improvement is noticed. Fig. 10(a) and Fig. 10(b) present the accuracy assessment of each method with scale 4 and 6, respectively. Comparison reveals that the proposed MSAM can provide the highest sub-pixel mapping results. The confusion matrix of each method with scale 4 is illustrated in Table 3 . Same conclusion can be drawn from the matrix, that is, MSAM has the best performance. Through this experiment, it can be demonstrated that the proposed MSAM can be applied to the sub-pixel mapping process of complex real remote sensing images. 
Conclusions
In this paper, spatial attraction is used as a tool to describe the spatial dependence that underpins sub-pixel mapping technique. In order to overcome the defect of available sub-pixel mapping methods in description of spatial dependence, a new sub-pixel mapping method based on the new model MSAM is proposed, which integrates spatial attractions between and within pixels to fully make use of spatial dependence. The GA is used to solve the mathematical problem of MSAM in (11) . Three experiments demonstrate that the proposed MSAM can provide better results than other three methods (SPSAM, MSPSAM and MPS) that fail to exploit simultaneously the attractions within pixels and between them.
It should be pointed out that the GA is not a unique optimization algorithm to solve the problem in (11) and many other algorithms can also be utilized, such as particle swarm optimization and simulated annealing. The capabil-ity of searching the optimum solution of these algorithms directly influences the accuracy of the sub-pixel mapping results. Besides, the only information used in the sub-pixel mapping process of this paper is fraction values. However, with some additional information, such as elevation data, fused images and many other features of land cover class available, a further improvement could be achieved. The additional information is of great importance to the subpixel mapping process of the diversely distributed real remote sensing images. Combining MSAM and additional information seems to be a promising technique. Further work will focus on these problems to complete the process of sub-pixel mapping based on the proposed MSAM.
