Abstract: A microvascular impediment, Diabetic Retinopathy, is observed due to long term diabetes and is one of the significant reason for visual impedance because of variations in veins of the retina. Significant loss of vision due to Diabetic Retinopathy can be profoundly prevented with proper screening and medication at a more earlier stage. The evaluating procedure comprises of perceiving fine points of interest, for example, microaneurysms, to some greater elements, for example, exudates, and some of the time their position in respect to each other on pictures of the eye. Our task here is to predict the class for each of the images. We classify our images into five categories We are using Convolutional Neural Networks for our prediction model and we train our model on GPU. GPU-accelerated library of primitives aimed at Deep Neural Networks, NVIDIA CUDA Deep Neural Network (cuDNN) is used in our model. Our model has around 85% of accuracy when tested on 53576 number of retinal images. Our solution is elegant and automated, saving a lot of time and manual efforts.
Introduction
In this populace of working age, Diabetic Retinopathy (DR) is considered as the main source of visual deficiency. It has been assessed that this has affected more than 93M (million) individuals living in this developed world. Number of individuals in year 2013, all over the globe, suffering from diabetes, has gotten up to 382M and by the year 2035, it has been predicted to reach around 592M [1] . DR in its early phase can be described by its qualities, for example, inconsistencies and defectiveness of veins, however if this conditions become serious, this may lead to blindness. Recognizing DR, as of now is a manual and tedious process which requires analysis and assessment of computerized colour fundus retinal images by a qualified clinician. Diabetic Retinopathy can be identified by a qualified clinician by observing association of lesions with vascular anomalies which are caused by the ailment. Despite of it being an effective approach, request for resource is high with this methodology. There frequently is a circumstance of resource non-availability, such as medical expertise and equipment, in region where the percentage of diabetes is high in native populace. Such places are in most need of Diabetic Retinopathy detection. With time, number of individuals with diabetes keeps on growing, and with this growing number of patient's, infrastructure to avoid blindness caused by Diabetic Retinopathy will be even more inadequate. Being a non-painful disease, visual defect is not observed till the late stages, when it becomes very difficult to treat. Treatment at this stage is mostly ineffective. To make sure that patient is treated on time by proper diagnosis of Diabetic Retinopathy at an initial stage, multiple screening of the patient must be done at that stage [2, 3] , where retinal picture analysis is a noteworthy part. As all the essential resources for this process are not available in all the region around the world, the need for automated screening of Diabetic Retinopathy is recognized. Our evaluating procedure includes microaneurysms which are minor details as well as exudates which is a major feature. There are many occasions where the relative position of microaneurysms to exudates is also considered as a feature.
In Fig. 1 , Hard exudates are indicated by Thin Arrows, internal retinal haemorrhage is depicted by thick arrow, whereas microaneurysms are shown by thick arrow. Per [4, 5] , improvement in computerized classifications to recognize Diabetic Retinopathy has become of an incredible significance for the research communal. Harangi et al. [6] have recognized the locales containing exudates in retinal pictures by utilizing greyscale morphology and afterward dynamic form based technique was utilized to extricate the exact fringes of the hopefuls.
Research works such as [7] have called attention to that the profound structures, for example, multilayer neural systems, demonstrated better execution when the customary backpropagation calculation was gone before by an unsupervised pretraining. This brought back the enthusiasm of the scholarly club into multilayer neural systems once more, and profound learning techniques [8] have since surpassed expectations in being the top entertainer in numerous applications, for example, question identification and acknowledgment, speaker identification [9] , content mining [7] and handwriting recognition [10] . Although a solid numerical thinking of the achievement behind these systems is yet hazy, a few natural reasons have been explained in [11] and [12] . Walter [13] has proposed another system, in which certain chose elements, for example, microaneurysms alone are improved. Cree et al. [14] have connected a picture reclamation method for pictures of exceptionally low quality. Image restoration technique where images are considered as trial functions of stochastic procedure was used by peli [15] .
Using intensity properties for dynamic clustering, Hsu et al. [16] [17] could find normal and abnormal areas of images. Exact contours were found using morphological reconstruction and high grey-level variation and in this manner exudates were detected by [17] . A new method using fuzzy c-means to detect abnormal region was proposed by zang [18] . Another method for exudate detection with statistical classification by applying brightness adjustment by proposed by Wang et al [19] .
In [20] , authors have used a dataset of merely 60 images and used SVM algorithm for classification and have only done dual classification. While in [21] , they only focus on exudates and use basic algorithm such as random forest. So, diabetic retinopathy caused by microaneurysms are not detected. Whereas [22] , Only focuses on microaneurysms for the early detection of diabetic retinopathy. Also, all [20] [21] [22] classify images into two classes. While in compare to [20] [21] [22] our model uses latest state-of-art algorithm such as Convolution Neural Network, and takes advantage of the very powerful GPU by using NVIDIA CUDA Deep Neural Network (cuDNN). Also, we use a huge dataset of 53576 number of images for testing our model (validation) and train on 35100 number of images. Data used is around 85 GB in size. Our model focuses on both exudates and microaneurysms for early detection of diabetic retinopathy. For microaneurysms detection we use digital artifact effect explained in section 2. Unlike any other previous methods which does only dual classification, our model does multiclass classification and classify images into five categories (i.e. Normal, Mild NPDR, Moderate NPDR, Severe NPDR, PDR) with weighted mean sensitivity of 0.85 and specificity of 0.81. Also, to predict the class of 53576 number of pictures, it took only 21 mins for our algorithm (dimension reduced to 512x512) and for huge size image (dimension 4752x3186) it takes only 4 hours to predict the class of all 53576 images. This paper is organized as follows: Section 2 provides an overview of our model. Such as, preprocessing, describing architecture of the convolutional neural network in our model, techniques we used in our model. In Section 3 we discuss results of our model as well as other various analysis such as accuracy of the model and statistics such as specificity and sensitivity of the model. Whereas, Section 4 of the paper has conclusion We have about 53576 number of pictures as a test case and we classify these images into above mentioned five classes. Data for retinal images is provided by EyePACS. The most predominant soonest indication of diabetic macular oedema relates to the nearness of exudates inside the macular district. Henceforth, the assignment of identifying exudates by utilizing Computer based examination assumes an indispensable part in the conclusion of Diabetic Retinopathy [23] . These exudates have high-dark level variety from its encompassing foundation furthermore, consequently they are much obvious as splendid examples in shading fundus pictures [24] . In our proposed work, we identify these exudates, microaneurysms and internal retinal haemorrhage from our retinal images.
Method

Pre-processing
Our initial phase of Pre-processing these images would be to, downscale them, as original images are quite huge in their dimension i.e. around 4752x3186 pixel approximately. We decide to downscale these images about 5 times of their actual size which would be around 512x512 pixel, without interpolation. Below is example before initial pre-processing of image. It is evident from the Fig. 2 that each image varies in size and there is black border around it, so we intend to remove that in this phase. Fig. 3 Depict same image after processing it through first phase. Task of enhancing these images computationally was made further easier with these new set of images. Next phase of pre-processing will now involve various enhancement of images such as resizing, cropping (with certain probability), zooming, flipping images, rotating, colour balance, contrast, brightness etc.
While training, arbitrary specimens are selected from the training set and are then transformed beforehand, then are queued for input to the network. The enhancements were done dynamically during training on images by spawning a thread whenever needed from the CPU, it was taken care of that no delay is observed, in waiting, for samples to process. Resizing of the images had to be taken care of before any other enhancements and before resizing, images were cropped. If it were not done, the computation would be too intensive. This resizing altered the original aspect ratio of the image by using normal bilinear rescaling. To normalize our input, we subtract total mean from it and after that we divide it with standard deviation, which is estimated on few hundred of samples before training, this normalization is done during training.
Architecture
In our input, we have two retinal images for every patient, which is each per eye (left and right). We use both the images to classify individual image by coalescing them before the last two dense layers, out of the two-dense layer at the end one of them is SoftMax layer. Below is the architecture for 512x512 input. First Layer in our neural net (i.e. Layer 0) is input layer, which is mentioned as 'Input' in Table 2 , our input to the neural net is [3x512x512], which is raw pixel values of the retinal image which has width 512 and height 512, where there are 3 colour channel i.e. RGB.
Next Layer will be convnet (i.
, we use this layer randomly between some layer to reduce the overfitting. This layer acts as a regularizer which randomly sets input to 0 which in turn takes care of overfitting. Next, we have Dense Layer (i.e. Layer 20), these are fully connected layers of our neural network. After Dense layer, we have Feature Pooling Layer, we use this layer for 2D Maxout, it is simply a layer where the activation function is max of the inputs. Here the drop-out only occurs in the linear part of our network, so we use maxout to approximate our activation function. It can also pool across a given axis of input. But, we use it to implement maxout.
After Feature pool layer, we use Concat Layer, which as the name suggests concatenates multiple inputs along the axis we specify. This layer is used to merge two images (i.e. 2 eyes per patient, so we can detect patterns created by digital artifact). Following Concat Layer is Reshape Layer, which does the reshaping of its input tensor to another tensor of the similar overall numeral of elements. Then again, we optimize our neural network with different combination of layer. Next layer (layer 30) which is Non-Linearity Layer, which simply applies nonlinearity. Our last layer is softmax layer (Layer 31) which is fully connected layer which computes class scores, resulting in channel of 5, i.e. 5 classes in which we classify our images.
Most crucial effect on performance of the model was by using leaky rectify units with comparatively higher leakiness. Initially, alpha value was kept to be 0.3, but after few run it was changed to 0.5 to get higher accuracy. Accuracy will be even increased more if we do not downscale the images to five times, which we did in the initial pre-processing stage. Even downscaling the image to two times of the original will have a lot of effect on accuracy. But, the hardware used was not powerful enough to carry out that intensive computation, so images with downscaled up to five times were used. The overfitting of rather subsequent uniform distribution of smaller classes was done. Reshape layer in our architecture is the place where images for each patient are merged to one in first reshape layer, while in second they are split to two again.
Digital artifacts
When we take a glimpse at two pictures of certain patient, keeping them beside each other, there is something noticeable (Digital artifact) which can be seen, which absolutely can't be seen when looking at a single picture. Fig. 4 shows an example of digital artifact, Dark spots and stripes on the external right side and small dark dabs on the external left side. They resemble microaneurysms and in some cases, they are, while in others it's just tiny black dots, so to figure out when it is microaneurysms, we need both the images of patient. So, it is very unlikely that the model can distinguish with just single image and catch microaneurysms. A lot of spatial information is gotten rid of when layers are fully connected. But, merging two images (with dense representation) means it has very high level of representation. Also, enhancement on each image were done separately, independent of patient. Because paired enhancement will not lead to any improvement.
What we do here is take output 'x' and 'y' from the output of some layer (two outputs being for each eye of the patient) and exchanged them with 'xy' and 'yx' and stacked them on the channel. Which brings about nets having entry to lower representation and not losing any input space. Instead, if we had merged the outputs of the first convolution layer for each of two eyes then, theoretically our model would be able to recognize similar patterns for each eye of patient. However, input space was reduced way too much with this approach. Thus, the before mentioned method (stacking) was carried out. Because merging had to be done in initial few layers of the network.
Pseudo classification
This strategy utilizes the predictions from different ensembles of model on the test set to help manage or normalize new model. While training some set of images from the test set where added to the batches in training set, roughly around 25% of the batch contained pictures from test set which were predicted with SoftMax from ensemble. 
Results
Using pseudo classification helped in pushing the model initially to accuracy of 0.83.
Exponential power distribution
Few things that emerged were how different models varied on the different validation sets. Discrete metric is the reason behind this. While evaluating our model on quadratic kappa metric, its calculated by,
In Eq. (1), Er is m by m matrix of expected rating, W is m by m matrix of weights, whereas Ci,j corresponds to images which received rating 'i' by 'x' and rating 'j' by 'y'. Loss from quadratic kappa is calculated by two important metrics let's call it 'nomi' and 'denomi'. 1 -∑(nomi)/ ∑ (denomi) is how kappa evaluation score is given. Therefore, we would like to minimize 'nomi' as much as possible and look to maximize 'denomi' as much as possible. 'denomi' being stable encapsulates distributions of forecasts and the targets. Whereas we get most of insights of our model from 'nomi'. Following is the look at 'nomi' and 'denomi' for model with 0.83 score on kappa metric. Whereby the frameworks are standardized and demonstrate the rate of the aggregate total situated in that position. The mistakes of foreseeing class practically rule the error '0' while it was truly class '2' (which means moderate NPR is predicted as normal eye). The issue with this, and overall, was that the ground truth didn't know by any stretch of the imagination. In Fig. 5 and Fig. 6 , X-axis represents predicted class and Y-axis indicates actual class. Both the figures indicate the distribution of error, where Fig. 6 is the normalized version
Ensemble
Ensembling multiple models brought about a decent change by utilizing the log probabilities for 
Accuracy and stats
Our model has overall accuracy of 0.8496 (85% approx.) and following are the statistics per class. Fig.  7 shows the graph for the confusion matrix, where xaxis represents the predicted class and y-axis denotes actual class. (where 0,1,2,3 and 4 are class names). We trained our model on 35100 number of retinal images, where images were pre-processed and the dimension of the image was reduced to 512x512. This model was trained on GPU with 4GB of memory, we used NVIDIA GPU, namely GeForce GTX 980, which has 2048 number of CUDA cores, it takes about less than one day of time for training the model on this device. If we train the model on low config GPU for e.g. GTX 960 or 970, model takes 3-4 days to train. One can simply use parallel or multiple graphics card to speed up the process. Then It may take even less than 24 hours of time.
We ran our model on about 53,576 number of images. Table 4 describes confusion matrix for our model. Table 3 describes the statistics of the model, like specificity and sensitivity for each class. Model has weighted mean sensitivity of 0.85 and specificity of 0.81.
Once we trained the model we can store the model dumps into a pickle file, so we can make quick predictions on our image using those dumps. To on all the images in test set i.e. 53576 images. For testing, images are loaded into GPU in batches of 256. So, GPU with more memory and speed means faster predictions and training. Performance of the proposed method is measured by specificity and sensitivity of the model. Table 5 shows comparison with various methods for specificity and sensitivity. All the present method does the classification of the images in two class (binary classification), our proposed method classifies image into five classes (multiclass classification), which gives more clarification on how alert patient should be so that it can be detected at earlier stage whereas other methods fail to do that. Hence, in comparisons with other method, we considered only class 0 and class 4 (i.e. normal and PDR). Our method took 21 mins to classify 53576 number of images. Which means 42 images per second when images are at 512x512. When we use high dimension images (i.e. 4752x3186), which takes 4 hours to classify, still classifying 4 images per second. Hence, our model is more accurate and much faster than any other previous method. Also, our model focuses on both exudates as well as microaneurysms which [20] [21] [22] and [25] fail to do.
In Table 5 we show comparison of our proposed model with the current existing model. We have compared with following methods, SVM and voting classifier in [20] , Random forest classifier in [21] and watershed transform technique in [25] . Fig. 8 shows the bar chart for each sensitivity and specificity against each method. Where y-axis is sensitivity in graph (a) and specificity in graph (b), whereas x-axis show various methods against which we compared our proposed method. Bar chart is graphical representation of Table 5 .
Conclusion and future work
An effective technique for the identification and division of the exudates as well as microaneurysms from the retinal pictures, which plays a critical part in the finding of Diabetic Retinopathy has been exhibited in this paper. In paper, we have examined and exhibited a novel method which consequently distinguishes the exudates and microaneurysms from the DR patient's retinal pictures. Shading data was utilized as a part of the preprocessing phase of our calculation and in this way better execution was accomplished in the picture division arrange. It is thought to be an essential highlight to recognize distinctive sores introduce in the shading fundus pictures. Training stage in this work demands intense computational work to identify microaneurysms and exudates from retinal images, using Convolutional Neural Network and powerful GPU (like NVIDIA GTX 980). Training takes around 80 hours of time when it is run on this hardware. There are many other methods to detect diabetic retinopathy from retinal images but most of those approaches are manual where we construct several number of filters and use pipelines to extract features from images. But, convnets can do all that on its own, in a way this solution is more accurate and elegant than other previous solutions. Huge variance from extremely small classes, noisy labels and discrete metrics which heavily affects misclassification were big issues during the process. Enhancing learning on the extraordinary kappa metric appeared to be of a great deal more imperative than improving the design.
Our approach achieved around 85% of accuracy, with good mean sensitivity as well as specificity, and it was tested on very huge amount of data. i.e. 53576 number of high resolution images. This screening framework is reasonably very less demanding, we only need high end GPU and high configuration device while training the network, once training is done, its dumps can be stored and using that one can easily make predictions and it can run on device with very low configuration easily. This model can be used in developing countries and rural areas, or wherever scarcity of ophthalmologist is observed or at places with less resources Other use of this tool can be as preliminary diagnosis tool for detecting diabetic retinopathy. This will help in earlier detection and faster treatment of diabetic retinopathy as it can only be treated in earlier stage. Our model shows that, to detect diabetic retinopathy in earlier stage becomes quite easy using this computer dependent tool.
Future Works, this network was trained on images of resolution 512x512 because of lack of hardware, but one can test it using higher resolution images. Another future enhancement can be training the network with unsupervised learning instead of pseudo-classification technique used in this model.
