interval is taken as T s. A similar problem, but in discrete time, more, if there is an m such that Tableh(m)#Table', (Y) for every has been considered in [l] where the authors have proposed an ad hoc linear encoding-decoding scheme which does not Y, then II E,H and Table~(k)=Table~(Z).
optimal linear scheme asyptotically achieves the well-known performance bounds in the cases when i) the side information is The author wishes to thank the referees for their careful transmitted to the receiver noise-free, and ii) there is no side reading, comments, and suggestions which have helped greatly information. For the general case, the optimal linear encoderin improving the presentation of these results.
decoder transformations are obtained in closed form.
In the next section we formulate the problem and give the REFERENCES solution in Section III. Section IV is devoted to a discussion of 111 E. R. Berlekamp Let the source output be denoted by a Gaussian random varibinary Goppa codes are cyclic," IEEE Tram. Inform. Theory, vol. , able x with mean zero and variance u,'. It is to be transmitted pp. 817-818, Nov. 1973. through a continuous-time additive Gaussian white noise channel
[41 E. R. Berlekamp, H. Rumsey, and G. Solomon, "On the solution of algebraic equations over finite fields," If. Contr., vol. 10,  which is to be used for Ts. The source output is first modulated 1967. with a time function
[51 V. D. Goppa, "A new class of linear error-correcting codes," Probl. Peredach. Inform., vol. 6, no. 3, pp. 24-30, Sept. 1970. forO<t<T, Benjamin, 1967. and is then encoded appropriately and transmitted through the channel. It is further assumed that there is a noiseless feedback link from the receiver to the transmitter and that the receiver is provided with noisy side information correlated with X. This side information is also transmitted through a continuous-time additive white-Gaussian noise channel, the output of which is appropriately decoded and sent to the receiver. As depicted in Fig. I , the main and the side channel noise processes are denoted by a,du,/dt and a,dw~/dt, respectively, where v, and w, are independent standard Wiener processes defined in the interval [0, T]. The side information yt is characterized as the sum y, = (x + u)t(t), where u is a Gaussian random variable with mean zero, variance ui,', and independent of x. The encoder is assumed to apply a linear transformation to its input; specifically, if the output of the receiver is denoted by r, at time t, thenthe output of the encoder at time t is given by &=A(t) [xt--rrl (24 Ah&z&-The problem of optimal coding in a commonication system with a noiseless feedback link and with noisy side information at the decoder is treated. The message is taken as a Gaussian random variable and both the main and the side channels are assumed to be continuoos white-Gaussian. A linear encoding-decoding scheme is developed which attains the well-known performance bounds for the special cases of i) noiseless side information and ii) no side information.
I. INTRODUCTION
In this correspondence we consider the problem of optimal coding in a communication system with a noiseless feedback link and with noisy side information at the receiver. Both channels are assumed to be continuous and white-Gaussian, and the feedback channel is taken to be noise-free. The message to be transmitted is a Gaussian random variable, and the transmission Manuscript received March 22, 1978; revised August 22, 1978 No such restriction has to be imposed on the other decoder C,( .) whose input is the Gaussian process s s z, = y7 dT+ u,w,=(u+x)s+u,w,.
The output of the receiver is the stochastic process r,, statisfying r,=B&s <t)+ C,(zs,s<t), 
will be shown below that this problem admits a unique solution, with the optimal forms of B,(.) and C,(e) being linear integral
transformations.
DERIVATION OF OPTIMAL ENCODER AND DECODER TRANSFORMATIONS (8)
Let 9, denote the collection of observations ({,,z.~z,; s < t) where The covariance equation (8) admits the unique solution {, and z, are defined by (3a) and (3b). Introduce the stochastic ++A t process --
and let '%, denote the collection of observations &,z,; s <t). It should be noted that qi, does not depend on the decoder transformations {B,(e), C,( .); s < t}, whereas %< does. It has, where however, been shown in the Appendix that 05, and %, generate the same sigma-field for every admissible pair of decoder transformations. This implies that, for each fixed A(t), (4) where the last equality follows from the equivalence of the sigma-fields generated by 3, and 05,. Hence to determine the optimal decoder transformations for each fixed A(.), we simply substitute r, = & in (3a) and seek to obtain a stochastic differential equation for it = E[xl%,].
To this end, let
Then q, and 7, satisfy the stochastic differential equations
Hence, for each fixed A(.), the minimum of (4) over admissible decoder transformations is given by and the power constraint (2b) can be written as
e now have to minimize D, over A( .) under the constraint (1 I), which is equivalent to solving the equation
This integral equation can be written in the form of a differential with equation This defines the unique encoder transformation.
The corresponding decoder transformation pair, on the other hand, can readily be observed from (7a) and (7b) to be linear integral transformations. One way of determining the explicit forms for optimal B,(v) and C,(s) is to solve for ,?, from (7) in terms of ({,,s < t) and (z,,s < t) by also making use of the optimum choice for A(t) as given by (14). However, such an approach leads to rather cumbersome mathematical analysis, requiring several nontrivial integrations by parts. Another approach, which is considerably simpler, is to obtain the linear integral transformations by making use of the "orthogonality principle" of the estimation theory. To this end, we first introduce the process &=~'A(s)x ds+u,q=s;+ IfA( ds,
and note that the sigma-fields generated by ($J,zs,s <t) and (~,z~,s < t) are the same. Thus the conditional estimate Zr can be expressed as
Since & is a linear function of (S;,Z~,S Gt), it follows from (17) that it is also linear in the new data, which we write as
where M(. , .) and N( *, *) are kernels yet to be determined. Since the error & -x is independent of &, Z~ for all s < t, we obtain the two equations
0 which should be satisfied for all r <t. These integral equations can be shown to admit a solution in the form (7b) at the output of the decoders, as compared to designing the two decoders whose mathematical input-output relations are given by (21a) and (21b). In order to achieve this objective, we replace the two decoders (the region inside the dotted lines in Fig. 1 ) by the two-dimesional system depicted in Fig. 2 , whose inputs are &z,, 0 < t Q T) and output is 2,. The quantities K$ used in the figure are the entries of K(t) which verifies that for sufficiently small u$ the overall performance of our system is optimal within the class of all causal encoder-decoder triples. Another extreme case is when there is no side information at the decoder, i.e., when uz+ cc. Going back to expression (14), we note that in this case and thus the distortion becomes (Df),-+u~ exp (-PT/oz), (27) which is identical with the overall optimal performance achievable in this case (see [6] ). We see that the encoder-decoder triple given in Theorem 1 achieves the well-known bounds for the two extreme cases. It is conceivable that the given designs are also optimal in the midranges of the noise intensity. But since the rate-distortion function has not yet been obtained for this case, a justification of this conjecture is not readily available.
Equating (22a) to (22b) we obtain the optimum performance relation D=-uhf exp (-PT/uz). u,'+u,' ACKNOWLEDGMENT We would like to thank an anonymous reviewer for some very (23) FiI$ul suggestions, in particular, with regard to the derivation of This is of course also an upper bound on the performance of our system with additive noise in the side channel. This upper bound will in general not be achievable if uz > 0. However, we can compare the performance of our encoder-decoder design with that given by (28) when 0 <u$<< T, that is, when the noise intensity is sufficiently low but not exactly zero. The reason why we cannot let u$ = 0 is because then the Kalman-Bucy filtering theory is not valid (since in deriving the results of Section III we had to assume GG' to be invertible, which is violated if uz = 0). It is possible to circumvent this difficulty by employing generalized Kalman-Bucy filter equations which involve observers, but this will not be pursued here. We will instead show that the bound (23) is asymptotically achieved by our encoder-decoder design as the noise intensity approaches zero.
To this end, we start with expression (21~) and the optimal choice for A(T) which is given by (15). For sufficiently small u$ ( 15) yields
APPENDIX
In this Appendix we prov_e that the sigma-fields generated by %,=(i,,z,;s<t) and '%,=({ .,z,; s < t) are the same for all permissible decoder transformations B(a), C(.), and for a fixed encoder transformation A(.). This result will be achieved by verifying the existence of a causal and causally invertable transformation between 9Jt and %,. Let us first note from (3a) and (5) the relation which together with (3~) proves that '!lt can be expressed in terms of %,, s < t by a measurable transformation. To verify the reverse transformation let us start with (3a), writing it in the form MW)12- The proof is broken into several parts. We first show that coding with side information at the decoder," IEEE Trans. Inform. cl(n) = c*(n) and then, in Lemma 3, that there is a best strategy Theory, vol. IT-22, pp. l-10, Jan. 1976 . [51 T. T. Kadota, M. Zakai, and J. Ziv, "Capacity of a continuous memorywith the first a and b lying between consecutive powers of three.
less channel with feedback," IEEE Tram. Inform. Theory, vol. no. This sufficiently limits the cases to be considered that we are 4, pp. 372-378, July 1971. able to carry out the calculations required for the proof. PI S. Ihara, "Optimal linear coding in white Gaussian channel with feedLemma 1: c,(n)= cz(n).
back," in Proc. 2nd Japan-USSR Symp. Prob. Theory, (Lecture Notes in Math, 330) pp. 120-123, Berlin: Springer Verlag, 1973. Proof: Let n=3k+4q+r=3k+'-(4t+s).
Then since 3k+' -3k=[4(3k-1)/2]+2, 4q+r+4t+s=4[(3k-1)/2]+2. We must show that kn+6q+g(r)=(k+l)n-(2t+h(s)) or
The Average Number of Weighings to Locate a 6q+2t+g(r)+h(s)=n.
Counterfeit Coin
Ifr=0,1,2,thent+q=(3k-l)/2,whence6q+2t+g(r)+h(s)= D. G. MEAD 2(t+q)+4q+g(r)+h(s)=3k-1+4q+g(r)+h(s)=n since g(r) +h(s)=r+l for r=O,1,2 (s=2,1,0). For r=3, s=3, and 2(t+ Abstract-A solution is obtained to tbe problem of finding the miniq)=3k-3. Thus 6q+2t+g(r)+h(s)=3k-3+4q+6+O=3k+ mom of the average number of weighings, using a balance, needed to 4q + 3 = n. This completes the proof that c,(n) = cz(n). 0 locate one light coin from among n coins of which n -1 are genuine and of the same weight. Optimal strategies are determined, and the anomaly that of n, and in particular f(7)<f(6). This situation is not unusual + 2, it follows that m(3'+ 1) > m(3'), or the minimum occurs with a=3'. and in fact occurs approximately one-fourth of the time. Also, as Now we assume the minimum occurs with a < 3' and b > 3'. will be seen, given n, there are often many possible optimum strategies. limited. In fact, one can minimize the average number of weighThat is, m(3/+2)>m(3'-2) and m(3'+ 1) >m(3'-3). This comings by taking as the first step any 17 <a Q 27, with the exceppletes the proof of the lemma. 0 tion of a = 20,24. In fact, if X, x + 1, n-2x, and n-2(x + 1) all It is now easy to see that the minimum value of m(u) occurs lie between consecutive powers of three, then at least one of the for one of two adjacent values of a. Note that if 3' < x < 3'+' -2 strategies a = x or a = x + 1 is a best strategy. and x -3' =y (mod 4) then Assume there are n coins, one of which is lighter than the rest, ify=O and letf(n) be the minimum of the average number of weighings c,(x+l)-c,(x)= ify=l required to isolate the light coin using only a beam balance. We ify=2 see that f(n) satisfies ify=3.
f(l)=0 f(2)=1 f(n) = ,,$;= n (I+ %fb, + ;f(b)). 
Zo+b=n
But since m(a)=2c,(a)+ c,(b), it follows that as a increases, with3'~a,a+1,n-2a,n-2(a+1)<3'+',thenm(a+1)-m(a) Manuscript received April 18, 1978. runs through the sequence 1, -1, 3, -3, 1, -1, 3, -3 From this we see that either m(u) or m(a+ 1) must be the
