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Abstract. We give general conditions for strong consistency of sample-path-based derivative 
estimators. Such estimators are useful in gradient-based optimization of complex stochastic 
systems. The results substantially generalize and extend previous results. 
1. INTRODUCTION 
The setting for our problem can be described as follows. Let X1 be a stochastic process 
defined on a probability space ($2, F, P), and define XT(w) = {Xt(w)},efc,~1, where T may 
be a deterministic or random stopping time. We are interested in situations where P is 
characterized by some parameter 0, which we assume lies in some interval 0 = [or, 021 c %’ ; 
thus, we write PO. On the sample paths of the process, we have a sample path performance 
functional tT(w) := t(XT(w)) which itself can be regarded as a stochastic process with 
index parameter T. Typical examples are the throughput or delay of a queueing system. 
Often, one is interested in optimizing the expected performance J := E[LT] over 0 (here 
we may have T = co). Analytically, this problem is typically intractable for systems of prac- 
tical interest; hence, one resorts to simulation and gradient-based optimization. The com- 
putational cost and numerical problems associated with such an “experimental” approach 
(involving finite-difference derivative estimates), along with the increasing importance of 
on-line optimization/control has stimulated interest in new “hybrid” methods. These tech- 
niques involve functionals defined on a single sample path which can be used to estimate 
&I/&. These derivative (or more generally, gradient) estimates can then be used to drive a 
stochastic optimization algorithm. 
Several sample-path estimators have been developed by starting with an integral ex- 
pression for .I (with an integrand parameterized by O), then defining the estimator as the 
derivative of the integrand. For example, if we define 
g[XT(w)] = L[XT(w)] cd In TCw). 
Then, we have 
E[9[XT(w)]] = /, LIXT(W)]dln~B(w’dPs(w) 
= n L[XT(W)]-&(W). / 
Under suitable conditions we can interchange the limit and integral, and g is an unbiased 
estimator of dJ/dO. This is referred to as the likelihood ratio estimator [7]. 
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Alternatively, we can regard the process as being constructed on a e-independent space 
U (say, the infinite dimensional hypercube with Lebesque measure). Each sample path is 
now given by a mapping he : U -+ S2 and we can write 
where the measure is now independent of 8. Then, again under suitable conditions, we can 
interchange the derivative and integral and define an unbiased estimator as 
This is the infinitesimal pe&rb&ion analysis (IPA) estimator [2,5]. 
In this note, we consider the asymptotic behavior of such estimators. Intuitively, we would 
like the estimate to converge to the “true” value as T- 00. Formally, we hope that as 
T- 00, both gT(w,O) -+ g(0) and tT(w,O) + L(6) a.s. on n for all 0 E 8 and 
Jiir g(X*(u, 6)) = -$ J$a L[XT(w, 6)] a.s. 
More generally, gT and LT may converge to random variables, in which case we hope that 
J n J&-nw s(XT(w, B))dP(w, 6) = -$ Jo ,llm L[XT(w, B)]dP(w, 0) a.s. (2) 
In either case, we say that the estimator is strongl:y consistent. We establish sufficient 
conditions for these equations to hold. 
The issue of strong consistency of IPA estimates for queueing systems has been considered 
by a number of authors. The initial work was done by Suri and Zazanis for the M/G/l 
queue by explicitly evaluating and comparing the both sides of (eq.1) [lo]. Using similar 
approaches, strong consistency was subsequently established for a number of other systems 
(see [3] for additional references). The first network results were obtained by Cao for Jackson 
networks [l]. A set of general sufficient conditions was given by Heidelberger et al. [4], but 
these conditions are difficult to verify in practice. Recently, Hu [6] and Wardi and Hu [ll] 
derived sufficient conditions which can be verified for some special classes of systems. 
In this note we largely resolve the issue of strong consistency by establishing general con- 
ditions which can be established in a wide variety of situations including all the aforemen- 
tioned cases. Moreover, the conditions are applicable to sample-path derivative estimators 
in general-not only IPA. 
2. CONSISTENCY OF SAMPLE PATH DERIVATIVE ESTIMATORS 
We first establish a general lemma on the interchange of limits and differentiation. 
LEMMA 1. Let f,,(0) -+ f(0) with each f,, differentiable everywhere on 0 = [O,, t%] and 
Idf,,/dBj bounded almost everywhere on 0 for all n by an integrable function. Further, 
assume that lim,,, df,,/dO exists everywhere on 0. Then, the derivative 
exists a.e. on 0, and 
PROOF: Using Theorem 8.21 of Rudin [9] and taking limits, we have 
(4) 
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Applying the Lebesgue Dominated Convergence Theorem, we can interchange the limit and 
integral; then differentiating, we obtain 
(5) 
Applying Theorem 8.17 of Rudin [9] then yields the result. B 
We can now establish a general consistency conditions for sample path derivative estima- 
tors. 
THEOREM 1. Let {tn)n=1,2,... be an increasing sequence of times on Xt, L, := L(X**(w, 0)) 
be a sample path performance functional, and gn := g(Xt*(w, 19)) an estimator as described 
above. Assume that the following conditions hold 
(AlI 
iti; 
(A4) 
Then 
-$E[L,] exists everywhere on 0 and E[g,] = -$E[L,,] for each n (unbiasedness). 
limn+oo E[g,J = EPim,-, gn]. 
lim,,, E[Ln] = E[lim,,, L,,]. 
I%nm < f(f)) a.e. on 0, where j(O) is integrable. 
(6) 
PROOF: We have 
The first, second, and fourth equalities follow from assumptions (A2), (Al), and (A3), 
respectively. The third equality follows from Lemma 1, where we use (Al) and (A4) to 
prove 
We 
(1) 
(2) 
(3) 
(4) 
that (d/dO)E[L,] ‘- b lb ounded a.e. by an integrable function. Q 
make the following comments regarding this theorem: 
If g,,(W, 0) converges to a limit independent of w, then the expectation on the left- 
hand side of (6) can be removed. In addition, assumption (Al) can be replaced by 
one of asymp2olic unbiasedness, but this is difficult to verify in practice. 
If Xt is regenerative, then assumption (A3) can be established fairly easily for a 
broad class of performance functionals LT (using, e.g., Thm. 3.6.1 of Ross [8]). In 
many important cases, the estimator g: can be regarded as a reward functional on 
a process derived from Xt. Under easily checked structural conditions on Xt, this 
derived process will inherit the regenerative properties of Xt and we can verify (A2) 
and (A4) [3]. 
The unbiasedness assumption (Al) relates g and L via their expectations. Thus in 
(A4), we need only bound E[g,.,] rather than g itself, which would be more difficult. 
(Al) holds for a variety of estimators [2,7]. Note that if (Al) holds for all n and 
E[L,] is convex, then (A4) can be established directly [S]. 
The theorem can be used to establish consistency of more complex composite esti- 
mators by verifying consistency of individual components of the estimator. This is 
useful, for example, with the ratio estimators arising in applying the regenerative 
method to simulation data. While assumption (Al) will typically no2 hold for the 
ratio, it may hold for the numerator and denominator separately. And consistency 
of these component estimators implies consistency of the ratio. 
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