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Abstract
Characterizing whether a Markov process of discrete random variables has an ho-
mogeneous continuous-time realization is a hard problem. In practice, this problem
reduces to deciding when a given Markov matrix can be written as the exponential of
some rate matrix (a Markov generator). This is an old question known in the litera-
ture as the embedding problem [Elf37], which has been only solved for matrices of size
2×2 or 3×3. In this paper, we address this problem and related questions and obtain
results in two different lines. First, for matrices of any size, we give a bound on the
number of Markov generators in terms of the spectrum of the Markov matrix. Based
on this, we establish a criterion for deciding whether a generic Markov matrix (dif-
ferent eigenvalues) is embeddable and propose an algorithm that lists all its Markov
generators. Then, motivated and inspired by recent results on substitution models of
DNA, we focus in the 4× 4 case and completely solve the embedding problem for any
Markov matrix. The solution in this case is more concise as the embeddability is given
in terms of a single condition.
Keywords: Markov matrix; Markov generator; embedding problem; rate identifiability
1 Introduction
Markov matrices are used to describe changes between the states of two discrete random
variables in a Markov process. As the entries of Markov matrices (or transition matrices)
represent the conditional probabilities of substitution between states, Markov matrices
have non-negative entries and rows summing to one. Among them, embeddable matrices
are those that are consistent with a homogeneous continuous-time Markov process, so that
changes occur at a constant rate over time and time is thought as a continuous concept.
Mathematically speaking, a Markov matrix M is embeddable if it can be written as the
exponential of a rate matrix (whose entries represent the instantaneous rates of mutation).
Rate matrices have non-negative off-diagonal entries and rows summing to zero and any
rate matrix Q satisfying M = eQ is called a Markov generator for M .
Almost one century ago, Elfving [Elf37] formulated the problem of deciding which
Markov matrices are embeddable, the embedding problem. Solving the embedding problem
results in giving necessary and sufficient conditions for a Markov matrix M to be the
exponential of a rate matrix Q, M = eQ. Although the question is quite theoretical, it has
practical consequences and, as such, it may appear in every applied field where discrete
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and continuous-time Markov processes are considered. For instance, in economic sciences
[IRW01, GMZ86], in social sciences [SS76] and in evolutionary biology [VYP+13, Jia16],
the embedding problem is crucial for deciding whether a Markov process can be modeled
as a homogeneous continuous-time process or not.
Although the embedding problem is solved for 2× 2 and 3× 3 matrices [Kin62, Cut73,
Joh74, Car95], it had remained open for larger matrices so far. Some partial results on
the necessary conditions for a Markov matrix to be embeddable were given in the second
part of the twentieth century [Run62, Kin62, Cut72]. Moreover, there exist sufficient
and necessary conditions on the embeddability of Markov matrices with different and real
eigenvalues. This is a consequence of a result due to Culver [Cul66] and characterizes
embeddability of this type of matrices in terms of the principal logarithm, see Corollary
2.8. There are also some inequalities that need to be satisfied by the determinant or the
entries of the matrix in order to be embeddable [Goo70, Fug88]. At the same time, there
is a discrete version of the embedding problem, which consists on deciding when a Markov
matrix can be written as a certain power of another Markov matrix (see [SS76, Gue13,
Gue19] for instance).
A related issue is deciding whether there is a unique Markov generator for a given em-
beddable Markov matrix. Note that each Markov generator provides a different immersion
of the Markov matrix into a homogeneous continous-time Markov process. We refer to
this question as the rate identifiability problem. It is well known that for diagonally domi-
nant embeddable matrices, the number of Markov generators reduces to one [Cut72]. The
same happens if the matrix is close to the identity; for example, if either ||M − I|| < 0.5
or det(M) > 0.5 [IRW01]. However, the situation becomes really complicated as the
determinant of the matrix decreases. The first example of a Markov matrix with more
than one Markov generator was given in [Spe67], and further examples were provided in
[Cut73, IRW01]. In all these examples, however, the principal logarithm happens to be a
rate matrix.
In this paper we provide a solution to the embedding problem for Markov matrices
of any size with pairwise different eigenvalues (not necessarily real), see Theorem 4.4.
This situation covers a dense open subset of the space of Markov matrices, so it solves
the embedding problem almost completely (the set of matrices with repeated eigenvalues
has measure zero within the whole space of matrices). For such matrices, we bound the
number of Markov generators in terms of the real and imaginary parts of the eigenvalues
and establish a criterion for deciding whether a Markov matrix with different eigenvalues
is embeddable. Based on this criterion, we provide an algorithm that gives all Markov
generators for Markov matrices with different eigenvalues (Algorithm 4.6). We also give an
improvement in the bounds on the determinant mentioned above, see Corollary 3.3. The
main techniques are the description of the complex logarithms of a matrix (see [Gan59])
and a careful study of the complex region where the eigenvalues of a rate matrix lie (Section
3).
In addition to these results, we completely solve the embedding problem for 4 × 4
Markov matrices (with repeated or different eigenvalues). The solution to the embedding
problem provided this case (see Section 5) is much more satisfactory because we are able
to characterize embeddability by checking a single condition (and not looking at a list
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of possible Markov generators). We have devoted special attention to 4 × 4 matrices
not only because it was the first case that remained still open, but also because our
original approach and motivation arises from the field of phylogenetics, where Markov
matrices rule the substitution of nucleotides in the evolution of DNA molecules. In the
last years, new results and advances concerning the embedding problem have appeared in
this field, providing deep insight and illustrative examples of the complexity of the general
situation [Jia16, RLFS18, BS19, CFSRL20a]. The present work builds on some previous
contributions by the authors in this setting.
For 4 × 4 Markov matrices M with different eigenvalues (real or not) we prove that
the embeddability can be checked directly by looking at the principal logarithm Log(M)
together with a basis of eigenvectors:
Theorem 1.1. Let M = Pdiag(1, λ1, λ2, λ3)P
−1 be a 4×4 Markov matrix with λ1 ∈ R>0,
λ2 ∈ C, λ3 ∈ C pairwise different. If λ2, λ3 /∈ R, define V = P diag(0, 0, 2pii,−2pii) P−1,
L := max
(i,j): i 6=j, Vi,j>0
⌈
−Log(M)i,j
Vi,j
⌉
, U := min
(i,j): i 6=j, Vi,j<0
⌊
−Log(M)i,j
Vi,j
⌋
,
and define V = 0, L = U = 0 if all eigenvalues are real. Set
N := {(i, j) : i 6= j, Vi,j = 0 and Log(M)i,j < 0}.
Then, M is embeddable if and only if N = ∅, L ≤ U and λi /∈ R≤0 for i = 1, 2, 3. In this
case, the Markov generators of M are Log(M) + 2pikV with k ∈ [L,U ].
As a byproduct we give an algorithm that outputs all possible Markov generators for
such a matrix. A part form this general case of matrices with different eigenvalues, we
also study all other cases and we give an embeddability criterion for each (see section 5.1,
cases I, II, III, IV, and section 5.2). The case of diagonalizable matrices with two real
repeated eigenvalues (Case III) turns out to be much more involved; still we are able to
provide necessary and sufficient conditions for the embeddability in terms of eigenvalues
and eigenvectors, and to propose an algorithm that checks whether a Markov matrix in
this case is embeddable (Cor. 5.13, Alg. 5.15).
The outline of the paper is as follows. In section 2 we state with precision the embed-
ding problem and recall some known results needed in the sequel. Section 3 is devoted to
bounding the real and the imaginary part of the eigenvalues of any rate matrix (Lemma
3.1). These bounds are used in Section 4 in order to provide a sufficient and necessary
condition for an n×n Markov matrix with pairwise distinct eigenvalues to be embeddable.
In the same section, we also give the algorithm that outputs all Markov generators of such
matrices. We devote section 5 to 4 × 4 matrices, studying their embeddability with full
detail by splitting them into all possible Jordan canonical forms. The proof of Theorem
1.1 is also given there. In the last section of the paper, section 6, we summarize the results
on the rate identifiability for embeddable 4 × 4 matrices (see Table 1). Appendix A is
devoted to details concerning the implementation of Algorithm 5.15.
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2 Preliminaries
In this section we recall some definitions and relevant facts about the embedding problem
of Markov matrices.
Definition 2.1. A real square matrix M is a Markov matrix if its entries are non-negative
and all its rows sum to 1. A real square matrix Q is a rate matrix if its off-diagonal entries
are non-negative and its rows sum to 0. A Markov matrix M is embeddable if there is
a rate matrix Q such that M = eQ; in this case we say that Q is a Markov generator
for M . Embeddable Markov matrices are also sometimes referred to as matrices that
have a continuous realization [Ste16]. The embedding problem [Elf37] consists on deciding
whether a given Markov matrix is embeddable or not, in other words determine which
Markov matrices can be embedded into the multiplicative semigroup
(
{eQt : t ≥ 0}, ·
)
for
some rate matrix Q.
The following notation will be used throughout the paper. Id denotes the identity
matrix of order n. We write GLn(K) for the space of n × n invertible matrices with
entries in K = R or C. For λ ∈ C \ {0}, we use the notation logk(λ) to denote the
k-th determination of the logarithm of λ, that is, logk(λ) = log |λ| + (Arg(λ) + 2pik)i
where Arg(λ) ∈ (−pi, pi] is the principal argument of λ. For ease of reading the principal
logarithm log0(λ) will be denoted as log(λ). Given a square matrix M , we write denote
by σ(M) the set of all its eigenvalues and by Comm∗(M) the commutant group of M ,
that is, the set of invertible complex matrices that commute with M .
Remark 2.2. If D is a diagonal matrix, D = diag(
m1︷ ︸︸ ︷
λ1, . . . , λ1,
m2︷ ︸︸ ︷
λ2, . . . , λ2, . . . ,
ml︷ ︸︸ ︷
λl, . . . , λl)
with λi 6= λj , then Comm∗(D) consists on all the block-diagonal matrices whose blocks
are taken from the corresponding GLmi(C). In particular, the commutant of D does not
depend on the particular values of the entries λi. If m1 = m2 = · · · = ml = 1 then
Comm∗(D) is the set of invertible diagonal matrices.
If M diagonalizes, the following result describes all possible logarithms of M (that is,
all the solutions Q to the equation M = eQ).
Theorem 2.3 ([Gan59]). Given a non-singular matrix M with an eigendecomposition
P diag(λ1, λ2, . . . , λn) P
−1, where λi ∈ C, i = 1, . . . , n, and P ∈ GLn(C), the following
are equivalent:
i) Q is a solution to the equation M = eQ,
ii) Q = P A diag
(
logk1(λ1), logk2(λ2), . . . , logkn(λn)
)
A−1 P−1 for some k1, k2, . . . , kn ∈
Z and some A ∈ Comm∗(diag(λ1, λ2, . . . , λn)).
Remark 2.4. With respect to the previous result, we want to point out the following.
(i) If u is an eigenvector of Q with eigenvalue a, then u is also an eigenvector of M = eQ
with eigenvalue ea. The converse is not true in general.
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(ii) If Comm∗(diag(λ1, . . . , λn)) = Comm∗(diag
(
logk1(λ1), . . . , logkn(λn)
)
) then the de-
scription of the logarithms is slightly simpler, as every logarithm can be written
as
Q = P diag
(
logk1(λ1), . . . , logkn(λn)
)
P−1.
Moreover, in this case, M and Q have the same eigenvectors. This occurs, for
example, when all the eigenvalues of M are pairwise different or also when k1 =
k2 = · · · = kn.
Definition 2.5. The principal logarithm of M , which will be denoted by Log(M), is the
unique logarithm whose eigenvalues are the principal logarithm of the eigenvalues of M
[Hig08]. In particular, if M diagonalizes then Log(M) = P diag(log(λ1), . . . , log(λn)) P
−1.
If M is a Markov matrix, then its principal logarithm Log(M) has row sums equal to 0
(although it may not be a real matrix).
Since both Markov and rate matrices have only real entries, the study about the
existence of real logarithms of real matrices by [Cul66] is relevant for solving the embedding
problem. The following proposition is a direct consequence of that work.
Proposition 2.6 ([Cul66, Thm. 1]). Let M be a real square matrix. Then, there exists
a real logarithm of M if and only if det(M) > 0 and each Jordan block of M associated
with a negative eigenvalue occurs an even number of times.
Remark 2.7. Note that the above definition of the principal logarithm (Definition 2.5)
extends the usual definition (e.g. see [Hig08]), which requires that the matrix M has
no negative eigenvalues. This is required in order to use the spectral resolution of the
logarithm function. However, in this paper we mainly deal with diagonalizable matrices,
for which the principal logarithm can be defined directly by taking the principal argument
of the eigenvalues. The only non-diagonalizable Markov matrices that we deal with are
4× 4 (see Section 5.2) which, according to Prop. 2.6, have no negative eigenvalues if they
have a real logarithm.
Throughout the paper , we will assume that all Markov matrices considered are non-
singular. Culver also proves that matrices with pairwise different real eigenvalues have
only one real logarithm, which is its principal logarithm. Thus, we get the following
embeddability criterion for Markov matrices with pairwise different real eigenvalues in
terms of its principal logarithm.
Corollary 2.8. Let M be a Markov matrix with pairwise different real eigenvalues. Then:
i) If M has a negative eigenvalue, then M is not embeddable.
ii) If M has no negative eigenvalues, M is embeddable if and only if Log(M) is a rate
matrix.
5
3 Bounds on the eigenvalues of rate matrices
It is well known that the eigenvalues of a Markov matrix have modulus smaller than or
equal to one [Mey00, §8.4]. Here we bound the real and the imaginary part of the complex
eigenvalues of rate matrices. To this end, if Q is a n × n rate matrix with n ≥ 3 and
λ ∈ σ(Q) is a non-real eigenvalue, we define
bn(λ) := min
{√
2 tr(Q) Re(λ)− (Re(λ))2,− Re(λ)
tan(pi/n)
}
,
Bn := min
{
−
√
3
2
tr(Q),− tr(Q)
2 tan(pi/n)
}
.
The following technical result is used in the next section and is also useful to improve
a result of [IRW01] (see Corollary 3.3).
Lemma 3.1. Let Q be a n× n rate matrix. Then for any eigenvalue λ ∈ σ(Q) we have
i) Re(λ) ≤ 0. Moreover, if λ 6∈ R then tr(Q)2 ≤ Re(λ) ≤ 0.
ii) | Im(λ)| ≤ bn(λ) ≤ Bn if λ /∈ R.
Proof. i) If Q is a rate matrix then eQ is a Markov matrix. In particular, the eigenvalues
of Q are logarithms of the eigenvalues of a Markov matrix. Since the modulus of the
eigenvalues of a Markov matrix is bounded by 1, we get Re(λ) ≤ 0 for any λ ∈ σ(Q).
Moreover, as non-real eigenvalues of Q appear in conjugated pairs, we have that
tr(Q) =
∑
λ∈σ(Q)
λ =
∑
λ∈σ(Q)∩R
λ+
∑
λ∈σ(Q)\R
Re(λ).
Therefore, if λ /∈ R, then Re(λ) appears twice in this expression, and so Re(λ) ≥ tr(Q)/2.
ii) We prove first that for any non-real eigenvalue λ ∈ σ(Q) we have
| Im(λ)| ≤
√
2 tr(Q) Re(λ)− (Re(λ))2 ≤ −
√
3
2
tr(Q). (1)
Let us take r = − tr(Q). Since Q is a rate matrix we get that Q˜ = Q + rIdn is a
matrix with non-negative entries whose rows sum to r. Then any eigenvalue λ˜ ∈ σ(Q˜) has
modulus smaller than or equal to r (see [Mey00, §8.3]). Now, if λ is an eigenvalue of Q
we have that λ+ r ∈ σ(Q˜). Therefore, (Re(λ) + r)2 + Im(λ)2 = |λ+ r|2 is bounded above
by r2 for any λ ∈ σ(Q) and we obtain
Im(λ) ≤
√
r2 − (Re(λ) + r)2 =
√
2 Re(λ) tr(Q)− Re(λ)2. (2)
The second inequality in (1) follows by using Re(λ) ≥ tr(Q)/2 in (2).
We prove now that
| Im(λ)| ≤ − Re(λ)
tan(pi/n)
≤ − tr(Q)
2 tan(pi/n)
(3)
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for any non-real eigenvalue λ of Q. If n < 3 then Q has no complex eigenvalue, because
0 is an eigenvalue of any rate matrix and complex eigenvalues of real matrices appear in
conjugated pairs. If n ≥ 3, the first theorem in [Run62] claims that the argument of any
eigenvalue λ ∈ σ(Q) is bounded as(
1
2
+
1
n
)
pi ≤ arg(λ) ≤
(
3
2
− 1
n
)
pi.
Then the first inequality in (3) is obtained by using that Im(λ) = tan(arg λ) Re(λ), Re(λ) ≤
0 and
tan
((
3
2
− 1
n
)
pi
)
= − tan
((
1
2
+
1
n
)
pi
)
=
1
tan(pi/n)
> 0.
The second inequality follows by using Re(λ) ≥ tr(Q)/2.
Now, from (1) and (3) we obtain | Im(λ)| ≤ bn(λ) ≤ Bn.
Finally, as we have seen that for any non-real eigenvalue λ of Q, tr(Q) ≥ 2 Re(λ), we
get √
2 tr(Q) Re(λ)− (Re(λ))2 ≥
√
4 Re(λ)2 − (Re(λ))2 = −
√
3 Re(λ) = − Re(λ)
tan(pi/6)
.
The final claim follows by observing that tan(pi/n) ≥ tan(pi/6) for any n ∈ {3, 4, 5, 6}.
Figure 1 illustrates the statement of Lemma 3.1 for n = 4.
Figure 1: The eigenvalues of a rate matrix Q lie in the gray area: tr(Q)/2 ≤ Re(λ) ≤ 0
and |Im(λ)| ≤ bn(λ) (see Lemma 3.1). In the figure, we show the case n = 4.
Remark 3.2. Note that if 3 ≤ n ≤ 6, then bn(λ) = − Re(λ)tan(pi/n) . For n ≥ 2 it holds that
tan(pi/n) < tan(pi/(n+ 1)), and for n = 6 we have tan(pi/n) = 1/
√
3. Hence,
Bn =
{
− tr(Q)2 tan(pi/n) if n = 3, 4, 5, 6
−
√
3
2 tr(Q) if n ≥ 6 .
(4)
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The following result improves the bound given in [IRW01, Theorem 5.1], which states
that a Markov matrix M with pairwise different eigenvalues and det(M) > e−pi is embed-
dable if and only if Log(M) is a rate matrix. We are able to relax the hypothesis on the
determinant and avoid the condition of different eigenvalues.
Corollary 3.3. Let M be a n×n Markov matrix with det(M) > min
{
e
− 2pi√
3 , e−2pi tan(pi/n)
}
.
Then, the unique possible Markov generator for M is Log(M). In particular, M is em-
beddable if and only if Log(M) is a rate matrix.
Proof. Let Q be a Markov generator for M . By hypothesis, tr(Q) = log(det(M)) is
strictly greater than min{− 2pi√
3
,−2pi tan(pi/n)}. Therefore, using Lemma 3.1(ii), we have
| Im(λ)| ≤ Bn < pi. Hence, Q is the principal logarithm of M .
Remark 3.4. As in Remark 3.2, we have that e−2pi tan(pi/n) ≤ e− 2pi√3 for n = 3, 4, 5, 6 and
e−2pi tan(pi/n) ≥ e− 2pi√3 for n ≥ 6.
We believe that the condition on the determinant could be relaxed. As far as we
are aware, for n = 4, the largest determinant of an embeddable matrix with a generator
different than Log(M) is e−4pi (see [CFSRL20a], Rmk. 4.6). Moreover, note that the
bound in Corollary 3.3 arises from Bn in Lemma 3.1. Hence, a more relaxed hypothesis
depending not only on the determinant of M but also on its eigenvalues could be obtained
by using maxλ∈σ(M) bn(log |λ|) instead of Bn.
4 Embeddability of Markov matrices with (non-real) differ-
ent eigenvalues
In this section we deal with Markov matrices with pairwise different eigenvalues. It is
known that the embeddability of these matrices is determined by the principal logarithm
if all the eigenvalues are real (see Corollary 2.8). However, this may not be the case if there
is a non-real eigenvalue [RL20]. Although any Markov matrix with non-real eigenvalues
has infinitely many real logarithms with rows summing to 0, we will show that only a finite
subset of them may have non-negative off-diagonal entries (Theorem 4.4). In this way we
are able to design an algorithm that returns all the Markov generators of a Markov matrix
with distinct eigenvalues (real or not), see Algorithm 4.6.
It is well known that if a Markov matrix has some negative eigenvalue then it has no
Markov generator (Proposition 2.6) and if it is singular it does not even have a logarithm.
On the other hand, all eigenvalues of a Markov matrix have modulus upper bounded by
one. Thus, we are only interested on Markov matrices whose real eigenvalues are lie in
(0, 1].
Throughout this section we fix M a diagonalizable n×n Markov matrix with pairwise
different eigenvalues and real eigenvalues in (0, 1]. That is, we assume that M is a Markov
matrix with an eigendecomposition of the form
M = P diag
(
1, λ1, . . . , λt, µ1, µ1, . . . , µs, µs
)
P−1 (5)
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with P ∈ GLn(C), λi ∈ (0, 1) for i = 1, . . . , t, µj ∈ {z ∈ C : Im(z) > 0} for j = 1, . . . , s,
all of them pairwise different.
Definition 4.1. Given a Markov matrix M as in (5), for each (k1, . . . , ks) ∈ Zs we define
the following matrix:
Logk1,...,ks(M) := P diag
(
0, log(λ1), . . . , log(λt), logk1(µ1), logk1(µ1), . . . , logks(µs), logks(µs)
)
P−1.
Note that Log0,...,0(M) is the principal logarithm of M , Log(M).
The next result claims that these are all the real logarithms of the matrix M .
Proposition 4.2. Let M be a Markov matrix as in (5). Then, a matrix Q with rows
summing to 0 is a real logarithm of M if and only if Q = Logk1,...,ks(M) for some
k1, . . . , ks ∈ Z.
Proof. We know that the first column of P is an eigenvector of M with eigenvalue 1.
Since the rows of M sum to one and it has no repeated eigenvalue we can assume without
loss of generality that it is the eigenvector (1, 1, . . . , 1). In addition, we know that for
m = 1, . . . , s the t+m and t+m+ 1 columns of P are conjugated because M is real.
⇐) Since logk(µ) = log−k(µ) it follows from Theorem 2.3 that Logk1,...,ks(M) is a log-
arithm of M for any k1, . . . , ks ∈ Z. Note that the rows of Q sum to 0 because
the first column of P is the eigenvector (1, 1, . . . , 1) and its corresponding eigenvalue
is 0. Moreover, the non-real eigenvalues of Q appear in conjugated pairs and the
corresponding eigenvectors appearing as column-vectors in P are also conjugated,
thus Q is real.
⇒) Let Q be a real logarithm of M with rows summing to 0. Since M has pairwise
different eigenvalues so does Q. Moreover, Q diagonalizes through P (see Remark
2.4 ). Hence, it follows from Theorem 2.3 that:
Q = P diag
(
logk0(1), logk1(λ1), . . . , logkt(λt), . . .
. . . , logkt+1(µ1), logkt+2(µ1), . . . , logkt+s(µs), logkt+s+1(µs)
)
P−1
Since the rows of Q sum to 0 we get that k0 = 0. Since Q is real and has no repeated
eigenvalues it follows that k1 = k2 = · · · = kt = 0 and that its non-real eigenvalues
appear in conjugated pairs. Hence, logkt+m+1(µm) = logkt+m(µm).
Remark 4.3. When all the eigenvalues of M are real (that is, s = 0), the proposition
above claims that the unique real logarithm with rows summing to 0 is the principal
logarithm.
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From the proposition above and Lemma 3.1 we get that any Markov matrix with
pairwise different eigenvalues has a finite number of Markov generators. Hence, its em-
beddability can be determined by checking whether a finite family of well-defined matrices
contains a rate matrix or not, as stated in the next result. In order to simplify the notation,
for a given Markov matrix M and for any z ∈ C we define
βn(z) := min
{√
2 log(det(M)) log |z| − log2 |z|,− log |z|
tan(pi/n)
}
.
If Q is a Markov generator of M and logk(z) is an eigenvalue of Q then βn(z) =
bn(logk(z)). Hence, according to Lemma 3.1 we have βn(z) = − log |z|tan(pi/n) for n = 3, 4, 5, 6 .
Theorem 4.4. If M is a Markov matrix as in (5), then
i) M is embeddable if and only if Logk1,...,ks(M) is a rate matrix for some (k1, . . . , ks) ∈
Zs satisfying
⌈−Arg(µj)−βn(µj)
2pi
⌉
≤ kj ≤
⌊−Arg(µj)+βn(µj)
2pi
⌋
for j = 1, . . . , s.
ii) M has at most
⌊
1−
√
3 log(det(M))
2pi
⌋s
Markov generators if n ≥ 6, at most
⌊
1− log(det(M))2pi tan(pi/n)
⌋s
if n = 3, 4, 5 and at most one if n ≤ 2.
Proof. IfQ is a logarithm ofM it holds that log(det(M)) = tr(Q). Hence, since Re(logk(µ)) =
log |µ| we have that βn(µ) = bn(logk(µ)) for any k ∈ Z and any µ ∈ σ(M).
i) Let Q be a Markov generator for M . According to Proposition 4.2 there ex-
ist k1, . . . , ks ∈ Z such that Q = Logk1,...,ks(M). Now, by Lemma 3.1 we have
| Im ( logkj (µj))| ≤ βn(µj). We get the asserted bounds by using that | Im ( logkj (µj))| =
|Arg(µj) + 2pikj |.
ii) If n < 3 then M has only real eigenvalues and hence its only possible Markov
generator is Log(M). For other values of n, it follows from the first statement that
if Logk1,...,ks(M) is a Markov generator then kj lies in an interval of length
2βn(µj)
2pi .
Since kj ∈ Z for all j we get that M has at most
∏
j
⌊
1 +
2βn(µj)
2pi
⌋
generators.
The statement follows by using Lemma 3.1 and Remark 3.2 to get
βn(µ) =
{
− log(det(M))2 tan(pi/n) if n = 3, 4, 5, 6
−
√
3
2 log(det(M)) if n ≥ 6.
Remark 4.5. As shown in the proof of 4.4 ii), the number of Markov generators of M is
also bounded by
∏
j
⌊
1 +
2βn(µj)
2pi
⌋
. Although this bound improves those in 4.4 ii), we do
not know if it is sharp or not and we preferred to give a bound depending on log(det(M))
because this quantity might be related to the expected number of substitutions of the
Markov process ruled by M (see [BH87] for further details on this in the context of
phylogenetics).
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To close this section, we present an algorithm which determines the embeddability of a
Markov matrix with pairwise different eigenvalues and returns all its Markov generators.
Algorithm 4.6 (Markov generators for n × n matrices with different eigenvalues).
input : M , an n× n Markov matrix with no repeated eigenvalues.
output: All its Markov generators if M is embeddable, an empty list otherwise.
generators=[ ]
compute eigenvalues of M
if M has a negative or zero eigenvalue then
return “M not embeddable”
exit
else
s = #non-real eigenvalues2
if s > 0 (i.e. M has a non-real eigenvalue) then
for j = 1, . . . , s do
set lj =
⌊−Arg(µj)−βn(µj)
2pi
⌋
and uj =
⌊−Arg(µj)+βn(µj)
2pi
⌋
for k1 = l1, . . . , u1 do
. . .
for ks = ls, . . . , us do
compute Logk1,...,ks(M)
if Logk1,...,ks(M) is a rate matrix then
add Logk1,...,ks(M) to generators
else
if Log(M) is a rate matrix then
add Log(M) to generators
if generators=[ ] then
return “M not embeddable”
else
return generators
Remark 4.7. As stated in Corollary 3.3, if M has a Markov generator different than
Log(M), then M has a small determinant and some eigenvalues of M are close to 0. In
this case there might be numerical issues in the implementation of the algorithm.
5 Embeddability of 4× 4 Markov matrices
In this section we study the embedding problem for all 4×4 Markov matrices. In this case,
we can be more precise than in Theorem 4.4 and, for matrices with different eigenvalues,
we manage to give a criterion for the embeddability in terms of the eigenvectors, see
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Corollary 5.5. We are also able to deal with repeated eigenvalues so that the results of
this section include all possible 4× 4 Markov matrices.
5.1 Embeddability of diagonalizable 4× 4 Markov matrices
We start by enumerating all the possible diagonal forms of a diagonalizable 4× 4 Markov
matrix with real logarithms (up to ordering the eigenvalues):
Case I diag(1, λ1, λ2, λ3) with λ1, λ2, λ3 ∈ (0, 1] pairwise different.
Case II diag(1, λ, µ, µ¯) with λ ∈ (0, 1], µ, µ¯ ∈ C \ R such that Im(µ) > 0.
Case III diag(1, λ, µ, µ) with λ ∈ (0, 1], µ ∈ [−1, 1) satisfying µ 6= 0, µ 6= λ.
Case IV diag(1, λ, λ, λ) with λ ∈ (0, 1].
This can be seen easily. Indeed, since all the rows of M sum to 1, (1, 1, 1, 1)t is a
left-eigenvector of M with eigenvalue 1. From this fact and Proposition 2.6 it follows that
if M has a negative eigenvalue it has multiplicity 2 and hence there is no other negative
eigenvalue. Since M is real, its non-real eigenvalues come in conjugated pairs, there is at
most one conjugated pair of eigenvalues and the remaining eigenvalue is real and positive.
Moreover, as M is a Markov matrix we have |λ| ≤ 1 for any λ ∈ σ(M) and λ 6= 0 if
M has a real logarithm (Proposition 2.6). Finally, we claim that if the diagonal form is
diag(1, λ, µ, µ) with λ 6= µ, then µ 6= 1. Indeed, if µ = 1, then M − Id would be a rank 1
real matrix whose rows sum to 0, which contradicts the fact that M − Id has no negative
entries outside the diagonal. This implies that a 4×4 Markov matrix with a real logarithm
lies in one of the cases above.
Next, we proceed to study the embeddability of Markov matrices lying in each of the
cases.
Case I
Lemma 5.1. Let M be as in Case I with an eigendecomposition Pdiag(1, λ1, λ2, λ3)P
−1
with λ1, λ2, λ3 ∈ (0, 1] pairwise different and P ∈ GL4(R). Then M is embeddable if and
only if Log(M) is a rate matrix. Moreover, in this case Log(M) is the unique Markov
generator.
Proof. If λ1, λ2, λ3 6= 1, the embeddability of this case is already solved by Corollary
2.8. Otherwise, we can assume λ1 = 1 without loss of generality. Under this assum-
tion, let Q be a Markov generator for M . By Remark 2.4(i), the eigenvalues of Q are
logk1(1), logk2(1), logk3(λ2), logk4(λ3) for some ki ∈ Z. Since the sum of the rows of Q
vanish, 0 is an eigenvalue of Q and therefore either k1 = 0 or k2 = 0. Using that Q is
real we deduce that both of them are zero because non-real eigenvalues of Q must ap-
pear in conjugated pairs. Again, since Q is real, the eigenvalues of Q corresponding to
the non-repeated real eigenvalues of M are their respective principal logarithms, so that
k3 = k4 = 0. As Log(M) is the unique logarithm whose eigenvalues are the principal
logarithms of the eigenvalues of M we get Q = Log(M).
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Case II
Markov matrices M in Case II have non-real eigenvalues and an eigendecomposition as
M = P diag(1, λ, µ, µ) P−1 with λ ∈ (0, 1], µ ∈ C \ R, Im(µ) > 0, and P ∈ GL4(C). (6)
If λ 6= 1, Proposition 4.2 claims that the Markov generators of these matrices are of
the form
Logk(M) = P diag
(
0, log(λ), logk(µ), logk(µ)
)
P−1
= P diag
(
0, log(λ), log(µ) + 2pik i, log(µ)− 2pik i) P−1.
The next result shows that the Markov generators are of this form even if λ = 1.
Proposition 5.2. Let M be a Markov matrix with an eigendecomposition P diag(1, 1, µ, µ¯) P−1
with µ, µ¯ ∈ C such that µ 6= 0 and Im(µ) > 0. Then,
(i) if P˜ diag(1, 1, µ, µ¯) P˜−1 is another eigendecomposition of M ,
P diag(0, 0, logk(µ), logk(µ)) P
−1 = P˜ diag(0, 0, logk(µ), logk(µ)) P˜
−1 ;
(ii) a matrix Q is a real logarithm of M with rows summing to 0 if and only if Q has
the form
Logk(M) = P diag(0, 0, logk(µ), logk(µ)) P
−1.
Proof. (i) If P˜ diag(1, 1, µ, µ¯) P˜−1 is another eigendecomposition of M , then P˜ = PA for
some matrix A ∈ Comm∗(diag(1, 1, µ, µ¯)). As
Comm∗(diag(1, 1, µ, µ¯)) = Comm∗(diag(0, 0, logk(µ), logk(µ))),
we obtain the desired result.
(ii) By (i), the definition of Logk(M) does not depend on P and it is a logarithm
of M (see Theorem 2.3). Note that (1, 1, 1, 1) is an eigenvector of M with eigenvalue 1
because M is a Markov matrix. Hence we can assume that the first column-vector of P is
(1, 1, 1, 1)t and the rows of Logk(M) sum to 0.
Conversely, we prove now that any real logarithms Q of M with rows summing to 0 is
of the form Logk(M). From Theorem 2.3 we have that
Q = P A diag(logk1(1), logk2(1), logk3(µ), logk4(µ¯)) A
−1 P−1
for some k1, k2, k3, k4 ∈ Z and some A ∈ Comm∗(diag(1, 1, µ, µ¯)). Since the rows of Q
sum to 0 we get k1 = k2 = 0 as in the proof of Lemma 5.1. As Q is real, we get that
logk3(µ) and logk4(µ¯) must be conjugated pairs: logk4(µ¯) = logk3(µ) = log−k3(µ¯) and
hence, k4 = −k3. Since the matrix A commutes with (0, 0, logk3(µ), logk3(µ)) (see Remark
2.2), Q is equal to Logk(M) (taking k = k3).
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Now that we know that all logarithms in Case II are of type Logk(M), in order to
proceed with the study of embedabbility we decompose Logk(M) as
Logk(M) = Log(M) + k · V where V = P diag(0, 0, 2pii,−2pii) P−1. (7)
Next show that the values of k for which Logk(M) is a Markov generator form a
sequence of consecutive numbers.
Lemma 5.3. Let M be a Markov matrix as in (6). If Logk1(M) and Logk2(M) are rate
matrices with k1 < k2, then Logk(M) is a rate matrix for all k ∈ [k1, k2].
Proof. The proof is immediate because the entries of Logk(M) = Log(M) + k · V depend
linearly on k.
Note that we could use Lemma 3.1 to bound the values of k for which Logk(M)
might be a Markov generator, as we did in Section 4. However, Lemma 5.3 allows a
precise description of those logarithms of M that are Markov generators (not only giving
a necessary condition).
Theorem 5.4. Let M , P and V be as above. Define
L := max
(i,j): i 6=j, Vi,j>0
⌈
−Log(M)i,j
Vi,j
⌉
, U := min
(i,j): i 6=j, Vi,j<0
⌊
−Log(M)i,j
Vi,j
⌋
and set N := {(i, j) : i 6= j, Vi,j = 0 and Log(M)i,j < 0}.
Then, Logk(M) is a rate matrix if and only if N = ∅ and L ≤ k ≤ U .
Proof. By (7) we have that Logk(M) = Log(M) + k · V . Now, assume that there is k ∈ Z
such that Logk(M) is a rate matrix. In this case, Log(M)i,j + kVi,j ≥ 0 for all i 6= j.
Hence:
a) 0 ≤ Log(M)i,j for all i, j such that Vi,j = 0. In particular N = ∅.
b) −Log(M)i,jVi,j ≤ k for all i, j such that Vi,j > 0. In particular L ≤ k.
c) −Log(M)i,jVi,j ≥ k for all i, j such that Vi,j < 0. In particular U ≥ k.
Conversely, let us assume that N = ∅ and that there is k ∈ Z such that L ≤ k ≤ U .
We want to check that Logk(M) is a rate matrix. Indeed, take (i, j) with i 6= j, then:
a) If Vi,j = 0 we have Logk(M)i,j = Log(M)i,j . SinceN = ∅ it follows that Log(M)i,j ≥
0, thus Logk(M)i,j ≥ 0.
b) If Vi,j > 0, then Logk(M)i,j ≥ Log(M)i,j +L · Vi,j ≥ Log(M)i,j + −Log(M)i,jVi,j Vi,j = 0.
c) If Vi,j < 0, then−Logk(M)i,j ≤ −Log(M)i,j−U·Vi,j ≤ −Log(M)i,j − −Log(M)i,jVi,j Vi,j = 0.
Moreover, the rows of Logk(M) sum to 0, as proved in Prop. 4.2 and 5.2.
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The theorem above lists all Markov generators of M . As an immediate consequence,
we get the following characterization of 4×4 embeddable matrices with a pair of (non-real)
conjugated eigenvalues.
Corollary 5.5. Let M = P diag(1, λ, µ, µ¯) P−1 for some λ ∈ (0, 1] and µ, µ¯ ∈ C \ R.
Let L, U and N be as in Theorem 5.4. Then, M is embeddable if and only if N = ∅ and
L ≤ U .
Now , we can prove Theorem 1.1 in the introduction using Lemma 5.1 and Corollary
5.5:
Proof of Theorem 1.1. Assume that M = Pdiag(1, λ1, λ2, λ3)P
−1 is a 4×4 Markov matrix
with λ1 ∈ R>0, λ2 ∈ C, λ3 ∈ C pairwise different. We know that |λi| ≤ 1 and, if M is
embeddable, λi /∈ R≤0 for any i = 1, 2, 3. Therefore, M lies in Case I if all its eigenvalues
are real and in Case II otherwise.
If M lies in Case I, then M is embeddable if and only if Log(M) is a rate matrix
(Lemma 5.1). As the rows of the principal logarithm of a Markov matrix sum to 0, by
setting V = 0 we have that Log(M) is a rate matrix if and only if N = ∅. Moreover, in
this case Log(M) is the unique Markov generator (Lemma 5.1).
If M lies in Case II, then the statement is precisely Corollary 5.5. In addition, from
Theorem 5.4 we obtain that the Markov generators in this case are Logk(M) for k ∈ [L,U ],
which coincide with Log(M) + 2pikV as defined in the statement of Theorem 1.1. 
Next, we present an algorithm that solves both the embedding problem and the rate
identifiability problem for 4× 4 Markov matrices in Cases I and II.
Remark 5.6. We already know that the embeddability of a Markov matrix is not always
determined by the principal logarithm [CFSRL20a]. In the 4× 4 case, we can prove that
the set of embeddable Markov matrices whose Log(M) is not a Markov generator is not
a subset of zero measure; on the contrary, it is a set of full dimension. Moreover, for any
k ∈ Z there is a non-empty Euclidean open set of embeddable Markov matrices, all of them
in Case II, whose unique Markov generator is Logk(M). See [CFSRL20b] for details.
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Algorithm 5.7.
input : M , a 4× 4 Markov matrix with different eigenvalues as in Thm 1.1.
output: All its Markov generators if M is embeddable, an empty list otherwise.
generators=[ ]
compute eigenvalues of M
if M has no negative or zero eigenvalue then
set Principal = Log(M)
if all the eigenvalues are real then
add Principal to generators
else
compute P and V as in Thm 1.1
compute L, U and N
if N = ∅ then
for k ∈ Z such that L ≤ k ≤ U do
compute Logk(M) = Principal + k V
add Logk(M) to generators
if generators = [ ] then
return “M not embeddable”
else
return generators
Case III
Let M be a Markov matrix as in Case III with an eigendecomposition as
M = P diag(1, λ, µ, µ) P−1 with λ ∈ (0, 1], µ ∈ [−1, 1), µ 6= λ, 0, and P ∈ GL4(R). (8)
Note that this can be seen as a limit case of Markov matrices with a conjugate pair of
complex eigenvalues (case II) and, analogously to that case, M has infinitely many real
logarithms with rows summing to 0. However, in the present case one has to be careful
when using Theorem 2.3 in order to take into account the commutant of the diagonal form
of M .
We introduce the following matrices.
Definition 5.8. Let M, P, λ and µ as in (8). For any k ∈ Z and x, y, z ∈ R, we define
the matrix
Qk(x, y, z) = L+ (2pik + Arg(µ)) V (x, y, z),
where L = P diag(0, log(λ), log |µ|, log |µ|) P−1 and
V (x, y, z) := P diag
(
0, 0,
(
−y x
−z y
))
P−1.
Remark 5.9. If µ > 0 we have Q0(x, y, z) = Log(M) for all (x, y, z) ∈ R3. For later use,
note that
Qk(x, y, z) =
{
Q−k(−x,−y,−z) if µ > 0;
Q−k−1(−x,−y,−z) if µ < 0.
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As in the previous case, we start by enumerating all the real logarithms of M with
rows summing to 0. To this end, we define V ⊂ R3 as the algebraic variety
V = {(x, y, z) ∈ R3 | xz − y2 = 1}.
The next theorem shows that those logarithms with real entries and rows summing to 0
are of the form Qk(x, y, z) with (x, y, z) ∈ V. Furthermore, V is a 2−sheet hyperboloid
with one of its sheets V− in the orthant x, z < 0 and the other sheet V+ in the orthant
x, z > 0. The restriction of (x, y, z) to one of these components gives a bijection between
the set of matrices Qk(x, y, z) and the real logarithms of Q with rows summing to 0 (other
than Log(M)).
Theorem 5.10. Let M be a Markov matrix as in (8). Then, the following are equivalent:
i) Q is a real logarithm of M with rows summing to 0;
ii) Q = Qk(x, y, z) for some (x, y, z) ∈ V, k ∈ Z.
Moreover, if Q 6= Log(M) there is a unique k ∈ Z and a unique (x, y, z) ∈ V+ such that
Q = Qk(x, y, z).
Proof. i) ⇒ ii) We know by Theorem 2.3 that any logarithm Q of M is of type
Q = P A diag(logk1(1), logk2(λ), logk3(µ), logk4(µ)) A
−1 P−1
for some k1, k2, k3, k4 ∈ Z and some A ∈ Comm∗(diag(1, λ, µ, µ)).
Since the rows of Q sum to 0, (1, 1, 1, 1) is a left-eigenvalue of M with eigenvalue 0.
Since non-real eigenvalues of Q must appear in conjugated-pairs it follows that k1 = k2 = 0
(even if λ = 1). Moreover, we also deduce that logk3(µ) and logk4(µ)) are a conjugated
pair. This implies that k4 = −k3 if µ > 0 and k4 = −k3− 1 if µ < 0. Therefore, if we take
k = k3, we have
Q = P A diag(log(1), log(λ), logk(µ),− logk(µ)) A−1 P−1
= P A diag(0, log(λ), log |µ|+ (2pik + Arg(µ))i, log |µ| − (2pik + Arg(µ))i) A−1 P−1. (9)
If all the eigenvalues of Q are real we deduce that Arg(µ) = 0 and k = 0. In this case,
the eigenvalues of Q are given by the principal logarithm of the respective eigenvalues of
M and hence Q = Log(M).
Now assume that Q has a conjugate pair of complex eigenvalues log |µ| ± (2pik +
Arg(µ))i. Hence, the third and fourth column-vectors of P A must be a conjugated pair
(up to scalar product). Furthermore, we have that P is a real matrix and hence it is the
third and fourth column-vectors of A that are a conjugated pair. This fact together with
the fact that A commutes with diag(1, λ, µ, µ) leads to:
A =

z1 0 0 0
0 z2 0 0
0 0 a+ bi z(a− bi)
0 0 c+ di z(c− di)

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with z1, z2 ∈ C and a, b, c, d ∈ R satisfying z1, z2 6= 0and ad − bc 6= 0 because A is a
non-singular matrix. We can decompose A as A = A1A2 where:
A1 =

1 0 0 0
0 1 0 0
0 0 a b
0 0 c d
 A2 =

z1 0 0 0
0 z2 0 0
0 0 1 z
0 0 i −zi
 (10)
Let us define
J := A2 diag (0, log(λ), log |µ|+ (2pik + Arg(µ))i, log |µ| − (2pik + Arg(µ))i) A−12 (11)
=

0 0 0 0
0 log(λ) 0 0
0 0 log |µ| 2pik + Arg(µ)
0 0 −(2pik + Arg(µ)) log |µ|
 . (12)
Using this notation, the matrix Q in (9) can be written as Q = PA1JA
−1
1 P
−1. Note
that A1 commutes with diag(0, log(λ), log |µ|, log |µ|) and hence
Q = P diag(0, log(λ), log |µ|, log |µ|) P−1 + (2pik + Arg(µ))P A1 diag
(
0, 0,
(
0 1
−1 0
))
A−11 P
−1.
A final computation shows that A1 diag
(
0, 0,
(
0 1
−1 0
))
A−11 equals V (x, y, z) with
x =
a2 + b2
ad− bc , y =
ac+ bd
ad− bc , z =
c2 + d2
ad− bc .
It is immediate to show that xz − y2 = 1, thus (x, y, z) ∈ V.
ii) ⇒ i) We know that Qk(x, y, z) is real and its rows sum to zero by its definition.
Hence it is enough to check that if (x, y, z) ∈ V then Qk(x, y, z) is a logarithm of M . To
this end, consider the matrix J introduced in (12) and the matrix
B :=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 yx
1
x
 .
If (x, y, z) ∈ V then we have z = 1+y2x . A straightforward computation shows that
P−1Qk(x, y, 1+y
2
x )P −BJB−1 = 0. Hence, it follows from (11) that
Qk(x, y,
1 + y2
x
) = P A diag(0, log(λ), log |µ|+ (2pik + Arg(µ))i, log |µ| − (2pik + Arg(µ))i) A−1 P−1
with A = BA2 (A2 is defined in (10)). Since both B and A2 commute with diag(1, λ, µ, µ)
it follows from Theorem 2.3 that Qk(x, y,
1+y2
x ) is a logarithm of M , which concludes the
first part of the proof.
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In the first part of the proof, we already proved that there exists k ∈ Z and (x, y, z) ∈ V
such that Q = Qk(x, y, z). By Remark 5.9, we can take (x, y, z) V+. To prove that k
and (x, y, z) are unique we assume that Qk(x, y, z) = Qk˜(x˜, y˜, z˜) for some k˜ ∈ Z and
(x˜, y˜, z˜) ∈ V+. In this case, we have
(2pik + Arg(µ))V (x, y, z) = (2pik˜ + Arg(µ))V (x˜, y˜, z˜).
Since Q 6= Log(M) then (2pik + Arg(µ)) 6= 0 and hence:
x =
2pik˜ + Arg(µ)
2pik + Arg(µ)
x˜ y =
2pik˜ + Arg(µ)
2pik + Arg(µ)
y˜ z =
2pik˜ + Arg(µ)
2pik + Arg(µ)
z˜.
Now, using that (x, y, z), (x˜, y˜, z˜) ∈ V we get xz− y2 =
(
2pik˜+Arg(µ)
2pik+Arg(µ)
)2
(x˜z˜− y˜2) = 1. Since
x˜, z˜ > 0 we deduce that 2pik˜+Arg(µ)2pik+Arg(µ) = 1, so k˜ = k and (x˜, y˜, z˜) = (x, y, z).
Remark 5.11. Because of Remark 5.9, every real logarithm of M with rows summing to
0 can also be realized as some Qk(x, y, z) for a unique k ∈ Z and a unique (x, y, z) ∈ V−.
In order to characterize those logarithms that are rate matrices, for any k ∈ Z we
define the set
Pk =
{
(x, y, z) ∈ R3 : Qk(x, y, z) is a rate matrix
}
.
Note that the entries of Qk(x, y, z) depend linearly on x, y, z, and hence Pk is the space of
solutions to a system of linear inequalities (i.e. a convex polyhedron). From Theorem 5.10
we obtain that the set of Markov generators for a Markov matrix in Case III is
⋃
k Pk∩V+.
The following corollary is an immediate consequence of Lemma 3.1 and Theorem 5.10 and
shows that there is a finite set of integers k such that Pk ∩ V+ 6= ∅. In Appendix A we
show a procedure to check whether the intersection Pk ∩ V+ is not empty and get a point
in it.
Using the notation introduced in Section 4, if Q is a Markov generator of a Markov
matrix M with eigenvalues 1, λ and µ(2) as in (8), then it has at most one conjugated
pair of non real eigenvalues, logk(µ) and logk(µ). It follows from Lemma 3.1 that their
imaginary part is bounded by β4(µ) = − log |µ| and as consequence, we obtain the next
result.
Corollary 5.12. Let M be a Markov matrix as in (8). If Q is a Markov generator of M ,
then Q = Qk(x, y, z) for some (x, y, z) ∈ V+ and some k ∈ Z satisfying
−Arg(µ) + log |µ|
2pi
≤ k ≤ −Arg(µ)− log |µ|
2pi
.
As a byproduct, we give an embeddability criterion for 4 × 4 Markov matrices with
two repeated eigenvalues.
Corollary 5.13. Let M be a Markov matrix as in (8).
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a) If µ > 0, M is embeddable if and only if Pk ∩ V+ 6= ∅ for some k with
d log |µ|
2pi
e ≤ k ≤ b− log |µ|
2pi
c.
b) If µ < 0, M is embeddable if and only if Pk ∩ V+ 6= ∅ for some k satisfying
d−1
2
+
log |µ|
2pi
e ≤ k ≤ b−1
2
− log |µ|
2pi
c.
In particular, if µ < −e−pi then M is not embeddable.
Proof. Since k ∈ Z, the bounds on k are a straightforward consequence of Corollary 5.12.
Indeed, it is enough to take Arg(µ) = 0 for µ > 0 and Arg(µ) = pi for µ < 0. In the
case of µ < 0, it is immediate to check that d−12 + log |µ|2pi e ≤ b−12 − log |µ|2pi c if and only if
log |µ| < −pi. Hence, if µ < −e−pi there is no k satisfying the embeddability conditions in
the statement.
Remark 5.14. Example 4.3 in [CFSRL20a] shows an embeddable Markov matrix as in
(8) with µ = −e−pi. Thus, the bound on Corollary 5.13 is sharp.
From Corollary 5.13 we derive an algorithm that tests the embeddability of Markov
matrices lying in Case III.
Algorithm 5.15 (Markov generators of 4× 4 matrices with two repeated eigenvalues).
input : M (Markov matrix) and P as in (8).
output: One of its Markov generators Qk(x, y, z) for each k ∈ Z (if they exist).
generators = [ ]
compute the eigenvalues of M : 1, λ, µ, µ
if det(M) > 0 and µ ≥ −e−pi then
Compute L = P diag(0, log(λ), log |µ|, log |µ|) P−1
set L =
⌈−Arg(µ)+log |µ|
2pi
⌉
and U =
⌊−Arg(µ)−| log(µ)|
2pi
⌋
for k ∈ [L,U ] ∩ Z: do
if Pk ∩ V 6= ∅ (see Appendix A) then
choose (x, y, z) ∈ Pk ∩ V+ (see Appendix A)
add Qk(x, y, z) = L+ k V (x, y, z) to generators
if generators = [ ] then
return “M not embeddable”
else return generators
Remark 5.16. If Qk(x, y, z) 6= Log(M) then each choice of (x, y, z) ∈ Pk ∩ V+ in the
algorithm above would give a different Markov generator for M (5.10). Thus, the set of
all Markov generators of M is obtained by considering, for each possible k, all (x, y, z) ∈
Pk ∩ V+ (this can produce infinitely many Markov generators). In Appendix A we show
how to compute #Pk ∩ V+ for a fixed k.
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Case IV
Here, we deal with 4× 4 Markov matrices with an eigenvalue of multiplicity 3 or 4. This
case corresponds to the equal-input matrices used in phylogenetics. The embeddability of
this family of matrices is also studied in [BS19].
Proposition 5.17. Let M be a diagonalizable 4 × 4 Markov matrix with eigenvalues
1, λ, λ, λ. Then the following are equivalent:
i) M is embeddable.
ii) det(M) > 0.
iii) Log(M) is a rate matrix.
Proof. If M = Id, that is λ = 1, then it follows from Theorem 2.3 that Log(M) is the zero
matrix and hence it is a Markov generator for M . Moreover, it follows from Corollary 3.3
the zero matrix is the only Markov generator of the identity matrix.
Now, let us assume λ 6= 1. Since det(eQ) = etr(Q) it follows that i)⇒ ii). iii)⇒ i) is
straightforward, thus to conclude the prove it is enough to check that if det(M) > 0 then
Log(M) is a rate matrix.
Since M is a Markov matrix we get that M − λId is a rank 1 matrix whose rows sum
to 1− λ. Hence:
M =
a+ λ b c da b+ λ c da b c+ λ d
a b c d+ λ
 , with λ = 1−(a+b+c+d) ∈ (0, 1), a, b, c, d ≥ 0. (13)
Let us fix S ∈ GL4(R) such that M = S diag(1, λ, λ, λ) S−1. Note that if λ = 1 then
M = Id and Log(M) = 0 is a rate matrix. On the other hand, if λ ∈ (0, 1) then by taking
x = log(λ) we have:
Log(M) = S diag(0, x, x, x) S−1 =
x
λ− 1
(
S (1, λ, λ, λ) S−1 − S (1, 1, 1, 1) S−1
)
=
=
x
λ− 1(M − Id).
Since M − Id is a rate matrix and λ ∈ (0, 1) it follows that Log(M) is a rate matrix.
Remark 5.18. In the context of DNA nucleotide-substitution models, these matrices
correspond to the Felsenstein81 model [Fel81]. The stable distribution of such matrices is
given by Π = (a, b, c, d)/(a + b + c + d), where a, b, c, d are as in (13). When the stable
distribution is uniform, that is a = b = c = d, we recover the Jukes-Cantor model [JC69].
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5.2 Embeddability of non-diagonalizable 4× 4 Markov matrices
If we restrict the embedding problem to non-diagonalizable 4× 4 matrices we have:
Theorem 5.19. A non-diagonalizable 4 × 4 Markov matrix is embeddable if and only if
it has only positive eigenvalues and its principal logarithm is a rate matrix. In this case,
it has just one Markov generator.
Proof. The “if” part is immediate, so we proceed to prove the “only if” part. Let M be
an embeddable non-diagonalizable Markov 4 × 4 matrix. Thus, M is non-singular and
it has no negative eigenvalues. We know that the dominant eigenvalue 1 has the same
algebraic and geometric multiplicity (see [Mey00, §8.4]). Therefore, M has at most one
Jordan block of size greater than 1× 1 and its Jordan form is one of the following:
1 0 0 0
0 λ 0 0
0 0 µ 1
0 0 0 µ
 with µ 6= 0, 1, λ 6= 0 or

1 0 0 0
0 λ 1 0
0 0 λ 1
0 0 0 λ
 with λ 6= 0, 1.
According to Proposition 2.6, as M is embeddable, λ and µ are positive. An immediate
consequence of Theorem 2 in [Cul66] is that if each Jordan block appears exactly once in
its Jordan form, then the only possible real logarithm of M is its principal logarithm.
Hence, if M has a real logarithm other than Log(M), then the Jordan form of M is
J :=
1 0 0 00 1 0 0
0 0 λ 1
0 0 0 λ
 with λ ∈ (0, 1).
Take P such that M = P J P−1. A more general version of Theorem 2.3 for nondiag-
onalizable matrices (see Theorem 1.27 in [Hig08]) shows that any logarithm Q of M has
the form:
Q = P A
2pik1i 0 0 00 2pik2i 0 0
0 0 log(λ) + 2pik3i 1/λ
0 0 0 log(λ) + 2pik3i
A−1 P−1
for some A ∈ Comm∗(J).
It follows that A can be written as A = diag(B, Id2)diag(c1, c2, c3, c3) with B ∈
GL2(C). Now, if Q is a rate matrix it is a real matrix and hence k1 = −k2 and k3 = 0.
Moreover, its rows sum to 0 and hence 0 is an eigenvalue of Q. Hence, k1 = −k2 = 0.
Thus:
Q = P A
0 0 0 00 0 0 0
0 0 log(λ) 1/λ
0 0 0 log(λ)
A−1 P−1 = P
0 0 0 00 0 0 0
0 0 log(λ) 1/λ
0 0 0 log(λ)
P−1.
and we see that the eigenvalues of Q are the principal logarithms of the eigenvalues of M ,
so that Q = Log(M).
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6 Rate identifiability
Once we know that a Markov matrix arises from a continuous-time model, we want to
determine which are its corresponding substitution rates. In other words, given an an
embeddable matrix we want to know if we can uniquely identify its Markov generator.
Corollary 3.3 shows that if the determinant of the Markov matrix is big enough, then
there is just one generator. However, this is not the case if the determinant is small.
Note that a small determinant means that the substitution rates are large or that the
substitution process ruled by M has taken a lot of time.
Definition 6.1. An embeddable Markov matrix M has identifiable rates if there exists
a unique rate matrix Q such that M = eQ. The rate identifiability problem consists on
deciding whether a given Markov matrix has identifiable rates or not.
Proposition 6.2. Let M be a diagonalizable 4× 4 embeddable Markov matrix with eigen-
values 1, λ, λ, λ. If det(M) > e−6pi, the rates of M are identifiable and the only generator
is Log(M).
Proof. Let Q be a Markov generator for M . If λ > e−2pi then the real part of the non-zero
eigenvalues of Q is greater than −2pi, thus it follows from Lemma 3.1 that their imaginary
part lies in the interval (2pi, 2pi). Since the eigenvalues of M are real and positive this
implies that the non-zero eigenvalues of Q are log(λ) and hence Q = Log(M).
Remark 6.3. We do not think that this bound is sharp. Up to our knowledge, the
largest determinant of a 4 × 4 embeddable matrix with three repeated eigenvalues and
non-identifiable rates is e−12pi, and corresponds to the matrix: :
M =
1
4
1 + 3e
−4pi 1− e−4pi 1− e−4pi 1− e−4pi
1− e−4pi 1 + 3e−4pi 1− e−4pi 1− e−4pi
1− e−4pi 1− e−4pi 1 + 3e−4pi 1− e−4pi
1− e−4pi 1− e−4pi 1− e−4pi 1 + 3e−4pi

Next we show three Markov generators for it:
−3pi pi 2pi 0pi −3pi 0 2pi0 2pi −3pi pi
2pi 0 pi −3pi

−3pi pi pi pipi −3pi pi pipi pi −3pi pi
pi pi pi −3pi

−3pi pi 0 2pipi −3pi 2pi 02pi 0 −3pi pi
0 2pi pi −3pi

Note that Theorem 4.4 bounds the number of generators of a Markov matrix with no
repeated eigenvalues. Moreover, Algorithm 4.6 lists all the generators of such a matrix.
If we restrict the identifiability problem to 4 × 4 Markov matrices, we were able to deal
with the rate identifiability problem for all the matrices in cases I, II and III, that is, all
4 × 4 matrices except those with an eigenvalue of multiplicity three (Case IV) for which
we have Proposition 6.2. This is summarized in the following table:
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Diagonal form of M Embeddability criterion Number of generators
Case I Log(M) is a rate Matrix One
Case II N = ∅ and L ≤ U (Cor. 5.5) U − L+ 1 (Thm. 5.4)
Case III
⋃
k
(Pk ∩ V) 6= ∅ (Cor 5.13)
∑
k#(Pk ∩ V) (Rmk. 5.16)
Case IV det(M) > 0 (Prop. 5.17) One if det(M) > e−6pi
M does not diagonalize Log(M) is a rate Matrix (Thm. 5.19) One (Thm. 5.19)
Other diagonal forms M is not embeddable −
Table 1: Embeddability test and number of generators for a 4 × 4 Markov matrix de-
pending on its diagonal form.
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A Appendix
In this appendix we explain how to find generators for 4 × 4 Markov matrices with two
repeated eigenvalues by using Algorithm 5.15. According to Theorem 5.10, we know that
each Markov generator, other than Log(M), can be uniquely expressed as Qk(x, y, z) for
some k ∈ Z and some (x, y, z) ∈ Pk ∩ V+.
We denote by li,j the entries of the matrix L in 5.8 and by pi,j and p˜i,j the entries of P
and P−1 respectively. Pk is the set of solutions of the system inequalities Qk(x, y, z)i,j ≥ 0
for all off-diagonal entries, i.e. i 6= j, where Qk(x, y, z) = L+ (2pik+ Arg(µ))V (x, y, z). A
straightforward computation shows that the entries of V (x, y, z) depend linearly on x, y
and z:
V (x, y, z)i,j = pi,3p˜4,jx− pi,4p˜3,jz + (pi,4p˜4,j − pi,3p˜3,j)y. (14)
Hence, the planes Hi,j containing the face of Pk are given by the equations:
pi,3p˜4,jx− pi,4p˜3,jz + (pi,4p˜4,j − pi,3p˜3,j)y = −li,j
2pik + Arg(µ)
. (15)
Remark A.1. It follows from (15) that for each off-diagonal entry (i, j) the faces of the
polyhedron Pk1 and Pk2 corresponding to the (i, j)-entry of Qk(x, y, z) are parallel.
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Next we show how to find points in Pk∩V+. To this end, define f(x, y, z) = xz−y2−1.
Recall that (x, y, z) ∈ V+ if and only if f(x, y, z) = 0 and x, z > 0.
Case (i). If there is v, a vertex of Pk, such that f(v) = 0 then that vertex itself is a point in
Pk ∩ V. In this case the number of generators (for the current value of k) is either
the number vertices such that f(v) = 0 or infinitely many if the V cuts any of the
edges adjacent to a vertex satisfying f(v) = 0 or there is a pair of vertices v1 and v2
such that f(v1)f(v2) < 0.
Case (ii). If there is a pair of vertices of Pk, v1 and v2, such that f(v1)f(v2) < 0, then V cuts the
interior of Pk and hence there are infinitely many generators. In this case, we choose
any point (x, y, z) in the segment between v1 and v2 that satisfies f(x, y, z) = 0 (and
hence it lies in Pk ∩ V).
Case (iii). If f(v1)f(v2) > 0 for any vertices v1, v2 of Pk, we compute the roots of f(x, y, z) in
each line going through an edge of Pk.
If we find either one root or two distinct roots lying in the corresponding edge, then
there are infinitely many generators and we can choose (x, y, z) to be one of these
roots.
If we find a root of multiplicity 2 on one edge, then we can choose this point. In
this case, if V+ intersects exactly one of the edges then there is just one Markov
generator for the current value of k. Otherwise, there are infinitely many.
If the edges of Pk do not intersect {f(x, y, z) = 0}, then we can look at the faces
of Pk. For each off-diagonal entry i, j of Qk(x, y, z) consider the plane Hi,j defined
by the equation Qk(x, y, z)i,j = 0 (see (15)) . Since the edges of Pk do not intersect
{f(x, y, z) = 0}, ifHi,j∩V+ 6= ∅ for some i, j then the intersection is either completely
in the corresponding face of the polyhedron or completely outside the polyhedron.
Thus, in this case it is enough to get a point P = (x, y, z) in V+ ∩ Hi,j and check
whether it belongs to Pk or not (instead of doing so for each point in the intersection).
If P ∈ Pk then Qk(x, y, z) is a Markov generator . If Hi,j ∩V + = ∅ for all i, j, then
Pk ∩ V+ = ∅ and hence M has no generator with the current value of k. Thus, we
need to know how to find P ∈ Hi,j ∩ V+.
For ease of reading we will write Hi,j : Ax+By + Cz = D, where A, B, C, and D
are given in (15). Using that x 6= 0 for all (x, y, z) ∈ V+, we can write z = 1+y2x . It
follows that:
Cy2 + (Bx)y + (C −Dx+Ax2) = 0 for all (x, y, z) ∈ V ∩Hi,j .
Thus, V ∩Hi,j is not empty as long as the discriminant
∆ = (B2 − 4AC) x2 + (4 CD) x− 4C2
is non-negative. Since we are interested in V+ ∩Hi,j , we want to find positive values
of x for which ∆ ≥ 0:
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a) If B2 − 4AC > 0 then ∆ > 0 when x→ +∞.
b) If B2 − 4AC = 0 and 4CD > 0 then ∆ > 0 when x→ +∞.
c) If B2 − 4AC = 0 and 4CD = 0 then the sign of ∆ does not depend on x and
hence the intersection of V+ with the face Hi,j is either empty or unbounded
w.r.t. x. In particular, ∆ > 0 when x→ +∞.
d) If B2− 4AC = 0 and 4CD < 0 then take x = 0. If ∆ ≤ 0 then the intersection
of V+ with Hi,j is empty, and so is the intersection of V+ with the face (i, j)
of the polyhedron. Otherwise, there are values of x positive and close to zero
such that ∆ > 0.
e) If B2 − 4AC < 0, compute both roots of ∆ = 0. If the roots are non-real or
negative then V+ ∩ Hi,j = ∅. If both roots are real and positive, then all the
values between them satisfy ∆ ≥ 0. Note that, in the current case it is not
possible to have one positive root is positive and one negative root because
V ∩ {x = 0} = ∅ .
f) If ∆ = 0 then the intersection of V+ with the face Hi,j is unbounded w.r.t. x.
In particular, ∆ > 0 when x→ +∞.
Note that in cases a), b), c) and f) we have ∆ > 0 when x→ +∞. If Pk is bounded,
this implies that the intersection of V+ with the face (i, j) of the polyhedron is empty.
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