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Re´sume´ : La production industrielle d’aluminium met en jeu plusieurs aspects physiques, a` la
fois chimiques, thermiques et magne´tohydrodynamiques (MHD). L’une de ses particularite´s est
la coexistence dans une cuve de deux fluides non miscibles, ce qui conduit a` la pre´sence d’une
interface libre. Ce proce´de´ consomme pre`s de 2% de l’e´lectricite´ mondiale, la moitie´ e´tant perdue
par effet Joule. L’enjeu est de re´duire ce couˆt sans de´stabiliser le proce´de´ : il s’agit typiquement
d’un proble`me de controˆle optimal, que nous traitons en conside´rant une mode´lisation MHD de
la cuve. Deux approches sont utilise´es pour effectuer cette optimisation, a` savoir conside´rer une
contrainte d’e´tat non line´aire base´e sur un couplage entre les e´quations de Maxwell et de Navier-
Stokes multifluides, et une contrainte d’e´tat line´aire re´sultant d’une approximation shallow water
de la pre´ce´dente. Apre`s une courte introduction a` la mode´lisation du proce´de´ et aux concepts
du controˆle optimal base´ sur le principe de Pontryagin, nous de´crivons dans un premier temps
le controˆle de l’e´volution de l’interface mode´lise´e par l’approximation shallow water. S’ensuivent
un travail de paralle´lisation du logiciel de simulation du proce´de´ dans le cadre non line´aire et la
recherche nume´rique d’actionneurs acceptables pour son controˆle. Enfin, un algorithme d’optimi-
sation de la forme de l’interface est propose´ sous une contrainte d’e´tat non line´aire simplifie´e, a`
savoir les e´quations de Navier-Stokes bifluides en dimension deux.
Mots-cle´s : EDP paraboliques non line´aires, controˆle optimal, magne´tohydrodynamique, sur-
face libre, me´thodes d’e´le´ments finis, calcul paralle`le
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Chapitre 1
Proble`me e´tudie´
1.1 Ge´ne´ralite´s
De la vie courante a` l’industrie lourde, en passant par les e´quipements de laboratoires, de
nombreux produits sont compose´s d’aluminium. On pourra citer notamment des objets des plus
usuels comme les boˆıtes de conserve pre´vues pour le conditionnement des produits alimentaires,
les feuilles d’aluminium destine´es a` l’emballage des me´dicaments, mais aussi des re´cipients en
tous genres utilise´s en chimie ou en biologie, les caˆbles e´lectriques, les pie`ces et modules a` base
d’aluminium pour l’automobile et l’ae´ronautique, ou encore nombre de mate´riaux composites
rencontre´s en architecture, imprimerie, produits aquatiques, etc. Cette omnipre´sence ne´cessite une
production de masse, essentiellement a` partir d’alumine (oxyde d’aluminium), seule forme sous
laquelle se trouve le me´tal dans la nature, en abondance du reste. L’alumine est contenue dans
diverses roches, comme les kaolins, les schistes et la bauxite (nom provenant de la ville des Baux-
de-Provence ou` fut exploite´e pour la premie`re fois une mine de bauxite). Cette dernie`re est la seule
roche utilise´e par l’industrie de l’aluminium en raison de sa forte teneur en alumine et sa faible
concentration en silice. Aujourd’hui, on la trouve surtout dans des mines en Guine´e, Australie et
Ame´rique Latine. On en extrait l’alumine par un enchaˆınement complexe de traitements chimiques,
le proce´de´ Bayer (Fig. 1.1).
Une fois l’alumine extraite de la bauxite, il reste a` la dissoudre dans une solution liquide
constitue´e majoritairement de fluor, la cryolite, afin de disposer d’un e´lectrolyte ou bain adapte´
a` la re´action d’e´lectrolyse par laquelle on obtient l’aluminium pur. Notons, pour finir avec les
proce´de´s se situant en amont de l’e´lectrolyse, qu’un ingre´dient supple´mentaire est ne´cessaire a` cette
re´action, le carbone, qui n’est autre que le mate´riau dont sont faites les anodes, et qu’il faut donc
e´galement extraire et transformer. En aval de l’e´lectrolyse, l’aluminium produit a` l’e´tat liquide
subit lui-meˆme diverses transformations en fonderie, pour finalement eˆtre stocke´ a` l’e´tat solide
sous forme de feuilles, billettes ou encore lingots servant a` la fabrication des produits pre´sente´s au
de´but. Notre sujet d’e´tude principal portant sur l’e´lectrolyse de l’alumine, nous nous concentrons
a` pre´sent sur cette dernie`re, connue sous le nom de proce´de´ Hall-He´roult (Fig. 1.2).
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Fig. 1.1 – Extraction de l’alumine : proce´de´ Bayer
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Fig. 1.2 – Re´duction de l’alumine en aluminium : proce´de´ Hall-He´roult
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1.2 Le proce´de´ Hall-He´roult
En 1886, les inge´nieurs ame´ricain Hall et franc¸ais He´roult ont inde´pendamment mis au point
une technique consistant a` fabriquer l’aluminium a` l’e´tat liquide par une re´action d’e´lectrolyse.
Dans ce proce´de´, encore le seul utilise´ de nos jours a` l’e´chelle industrielle, l’alumine et le carbone
font office de re´actifs, le premier e´tant re´duit en aluminium et le deuxie`me oxyde´ en dioxyde de
carbone, suivant le bilan global :
2Al2O3 + 3C → 4Al + 3CO2 . (1.1)
Cette e´quation-bilan est tre`s synthe´tique et me´rite d’eˆtre quelque peu de´taille´e, ne serait-ce que
pour mettre en valeur la re´duction de l’alumine et l’oxydation du carbone ; ainsi, on peut som-
mairement de´composer ce bilan en les deux sous-re´actions :{
4Al3+ + 12 e−→ 4Al ,
6O2− + 3C → 3CO2 + 12 e− .
En fait, la re´action est encore plus complexe, la cryolite (Na3AlF6) servant non seulement de
solvant, mais aussi de vecteur pour le transport des e´lectrons par l’interme´diaire des ions sodium :
elle se de´compose en ions fluorures F−, fluoroaluminates AlF−4 et sodium Na
+. A` noter qu’il
existe une re´action concurrente ge´ne´ratrice de monoxyde de carbone :
2Al + 3CO2 → Al2O3 + 3CO , (1.2)
qui est donc contre-productive puisque qu’elle resynthe´tise l’alumine.
1.2.1 Aspects thermiques
Pour le bon de´roulement du proce´de´, l’aluminium et l’e´lectrolyte doivent se trouver tous deux a`
l’e´tat liquide. Il en re´sulte que la tempe´rature dans la cuve doit se situer au-dessus de la plus haute
tempe´rature de fusion des deux composants, qui est celle de l’e´lectrolyte (960 oC contre 660 oC
pour l’aluminium). Ainsi, le bain et l’aluminium sont porte´s a` 970 oC, de sorte qu’au voisinage
direct des zones liquides (au-dessus du bain et sur les parois de la cuve) se trouvent des morceaux
d’e´lectrolyte solidifie´ a` 940 oC environ. Cette phase solide joue son propre roˆle dans l’e´quilibre
de la cuve, car elle constitue un isolant thermique au niveau de la surface du bain et des parois
de la cuves, ame´liore le trajet des lignes de courant (en servant d’isolant e´lectrique autour des
e´lectrodes), et prote`ge les parois contre l’attaque de la cryolite. Ce dernier point est peut-eˆtre
le plus important, car la fonte du bain solidifie´ provoque´e par une surchauffe peut se´rieusement
endommager la cuve en la perc¸ant, et stopper ainsi son fonctionnement.
Cet apport calorifique, obtenu par effet Joule lorsque le courant passe dans l’e´lectrolyte
(cf. infra), doit eˆtre bien maˆıtrise´, car si une bonne isolation thermique permet a priori de di-
minuer les pertes d’e´nergie, une surchauffe a` l’inte´rieur de la cuve peut conduire a` une dilution
de l’aluminium pur dans la cryolite, ce qui occasionne des pertes de rendement (cf. [37]). De plus,
une quantite´ trop importante de bain solidifie´ peut de´grader le passage du courant e´lectrique,
a` l’inverse de l’effet be´ne´fique (car stabilisateur, voir le paragraphe suivant) qu’il peut avoir en
diminuant les courants horizontaux (cf. [11], [87]). Ainsi, le maintien de la tempe´rature des fluides
autour de 970 oC est d’une grande importance, mais est en partie autore´gule´ par la quantite´
d’e´lectrolyte solidifie´ : par exemple, s’il y a augmentation de la tempe´rature, l’e´paisseur de la
phase solide diminuera, ce qui aura comme effet d’augmenter le flux de chaleur a` travers la paroi,
et de permettre une stabilisation de la tempe´rature interne. On pourra consulter [11] pour plus
de pre´cisions sur l’influence de l’e´lectrolyte gele´ dans les cuves.
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1.2.2 Aspects magne´tohydrodynamiques
Comme dans toute re´action d’e´lectrolyse, un apport de courant e´lectrique est ne´cessaire au
transfert des e´lectrons du re´ducteur a` l’oxydant, c’est a` dire ici du carbone a` l’alumine. Dans les
cuves de production d’aluminium, l’intensite´ du courant est extreˆmement e´leve´e (plusieurs cen-
taines de kiloampe`res), car la quantite´ d’aluminium produit est directement proportionnelle a` cette
intensite´. Le passage du courant et son convoyage jusqu’a` la cuve par des conducteurs exte´rieurs
ge´ne`rent un champ magne´tique tre`s important, qui donne naissance a` des forces e´lectromagne´tiques
de type Laplace-Lorentz en se combinant avec le courant e´lectrique :
~FL = ~j × ~B , ( ~j : densite´ de courant e´lectrique, ~B : champ magne´tique). (1.3)
Ces forces agissent a` leur tour sur les fluides conducteurs que sont l’aluminium et l’e´lectrolyte, et
ge´ne`rent ainsi un mouvement re´sultant notamment de l’interaction entre des courants horizontaux
et le champ magne´tique ambiant. Ces courants sont en ge´ne´ral dus a` des diffe´rences d’altitude de
l’interface e´lectrolyte-aluminium d’un endroit a` l’autre de la cuve : l’e´lectrolyte e´tant moins bon
conducteur que l’aluminium, le courant passe pre´fe´rentiellement aux endroits ou` l’interface est
haute, ce qui aboutit a` des redistributions horizontales de courant dans l’aluminium (conducteur
“parfait”) :
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Fig. 1.3 – Influence de la forme de l’interface sur les courants e´lectriques horizontaux (exemple)
On admet commune´ment que les forces de Lorentz influenc¸ant le plus le mouvement sont dues
a` la seule composante verticale du champ magne´tique, principalement cre´e´e par les conducteurs
exte´rieurs et les autres cuves. Il en re´sulte par interaction avec les courants horizontaux une
force horizontale perpendiculaire au plan de la figure 1.3. Nous aurons l’occasion de de´velopper
plus loin ce me´canisme qui est souvent conside´re´ comme la principale source des instabilite´s
magne´tohydrodynamiques apparaissant dans les cuves. Notons enfin qu’une cuve est entoure´e d’un
caisson en acier de quelques centime`tres d’e´paisseur qui posse`de des proprie´te´s ferromagne´tiques,
et modifie ainsi l’influence des e´le´ments exte´rieurs par un effet d’“e´cran magne´tique”.
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1.3 Enjeux
1.3.1 Quelques chiffres
Les cuves d’e´lectrolyse sont de forme approximativement paralle´le´pipe´dique, de longueur 10m,
largeur 3m et hauteur 1m environ. La vue en coupe des figures 1.2 et 1.3 est en fait une vue dans
le plan de la largeur et de la hauteur. Les anodes, d’une dure´e de vie de 20 jours, sont au nombre
de plusieurs dizaines par cuve et dispose´es suivant deux range´es paralle`les dans la longueur (d’ou`
la pre´sence de deux blocs sur les figures 1.2 et 1.3). Une usine standard compte plusieurs centaines
de cuves (jusqu’a` 300) connecte´es en se´rie et agence´es comme ci-dessous :
Fig. 1.4 – Photo d’une se´rie de cuves (Alcan Primary Metal Group)
Ainsi, la diffe´rence de potentiel entre l’anode et la cathode e´tant de 4V environ (somme du
potentiel e´lectrochimique spe´cifique de la re´action : 1,2V et d’une surtension essentiellement due
au passage du courant dans le mauvais conducteur qu’est l’e´lectrolyte), la tension aux bornes
d’une se´rie de cuves peut de´passer 1000V . L’intensite´ du courant, qui augmente sans cesse, atteint
aujourd’hui 500kA sur la dernie`re ge´ne´ration de cuves, et ge´ne`re ainsi des champs magne´tiques 200
fois plus importants (0.01T ) que le champ magne´tique terrestre. Il est a` noter que les dimensions
horizontales des cuves augmentent continuellement elles aussi, de manie`re a` maintenir des densite´s
de courant assez basses pour limiter la vitesse des fluides, qui est de l’ordre de 0.2m/s.
Au fil des de´cennies, la quantite´ d’aluminium produite chaque anne´e dans le monde n’a cesse´
d’augmenter, passant de moins d’1 million de tonnes en 1945 a` plus de 30 millions aujourd’hui.
Le principal pays producteur est la Chine avec pre`s de 6 millions de tonnes annuelles, loin devant
la Russie, le Canada et les E´tats-Unis qui sortent chacun de leurs usines environ 3 millions de
tonnes par an. D’un autre coˆte´, la quantite´ d’e´nergie (principalement e´lectrique) ne´cessaire a` la
production d’une tonne d’aluminium a diminue´ de 30% au cours des 35 dernie`res anne´es pour
atteindre aujourd’hui environ 13MWh. Il n’en demeure pas moins que cette industrie consomme
pre`s de 2% de l’e´lectricite´ mondiale ; ainsi, pour donner un ordre de grandeur, le fonctionnement
d’une usine moyenne ne´cessite la puissance d’une demi-tranche de centrale nucle´aire. Cet aspect
e´nerge´tique, qui est au centre des pre´occupations des entreprises productrices d’aluminium, fait
l’objet du paragraphe suivant.
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Terminons ce bref aperc¸u des aspects quantitatifs en donnant quatre parame`tres importants
au sujet des deux fluides intervenant dans le proce´de´ Hall-He´roult :
Aluminium E´lectrolyte
Densite´ ρ1 = 2300 kg.m
−3 ρ2 = 2150 kg.m−3
Viscosite´ η1 = 1.196.10
−3 kg.m−1.s−1 η2 = 2.558.10−3 kg.m−1.s−1
Conductivite´ σ1 = 3.5.10
6 Ω−1.m−1 σ2 = 2.5.102 Ω−1.m−1
Hauteur de fluide h1 = 0.2m h2 = 0.05m
Tab. 1.1 – Quelques parame`tres importants
1.3.2 Questions de rendement
Un premier crite`re d’efficacite´ du proce´de´ est le rendement Faraday : c’est le rapport entre la
quantite´ d’aluminium effectivement produite et la quantite´ the´orique pre´vue par la loi de Faraday,
compte tenu du courant e´lectrique fourni. La principale cause de de´gradation de ce rendement
est la re´action parasite de recombinaison de l’alumine (1.2). On mesure d’ailleurs le rendement
Faraday par la quantite´ de monoxyde de carbone inde´sirablement produit. L’apparition de bulles
de gaz sous les anodes (effet d’anode), provoque´e essentiellement par une trop faible concentration
en alumine dans l’e´lectrolyte, peut e´galement eˆtre a` l’origine d’une chute du rendement Faraday.
Ce dernier phe´nome`ne est cependant bien maˆıtrise´ a` pre´sent, si bien que de nos jours le rendement
Faraday atteint en moyenne 90% (et meˆme 95% dans certaines configurations).
Pour ame´liorer le fonctionnement des cuves, il est utile de conside´rer un crite`re d’efficacite´ plus
global appele´ rendement e´nerge´tique, celui-la` avoisinant seulement les 50% (cf. [37]). Il exprime,
pour une quantite´ donne´e d’aluminium produit, le rapport entre la variation d’enthalpie ∆H
(e´nergie thermochimique) ne´cessaire a` la re´action d’oxydore´duction, et l’e´nergie e´lectrique totale
fournie Wel, qui est en partie perdue sous forme d’e´nergie thermique (qu’on note Wth) :
re =
∆H
Wel
, avec Wel = ∆H +Wth
Actuellement, les deux quantite´s ∆H et Wth sont donc a` peu pre`s les meˆmes. La premie`re e´tant
une constante de la re´action (1.1), on n’a que l’option de diminuer Wel si l’on veut augmenter re.
Sachant (cf. [37]) que Wel est directement proportionnel a` la diffe´rence de potentiel E = 4V aux
bornes d’une cuve (en conside´rant le rendement Faraday comme approximativement e´gal a` 1), la
seule solution pour ame´liorer le proce´de´ est donc de re´duire E, qui comprend justement pour moitie´
la surtension lie´e au passage du courant dans l’e´lectrolyte (2V ) ! C’est donc essentiellement l’effet
Joule provoque´ par la faible conductivite´ de l’e´lectrolyte qui est responsable des pertes thermiques,
et c’est pourquoi la distance entre les anodes et l’aluminium fondu, qu’on appelle encore DAM
pour distance anode-me´tal (repre´sente´ par h2 dans le tableau Tab. 1.1) est si faible.
Meˆme si des perfectionnements sont toujours possibles, l’optimisation des couˆts e´nerge´tiques
passe donc en grande partie par la diminution de la DAM, et non par l’augmentation du rendement
Faraday. Pour se fixer les ide´es, on notera qu’un demi-centime`tre de hauteur d’e´lectrolyte couˆte
environ 100 millions de dollars par an.
Paralle`lement a` cela, on observe sur le terrain qu’augmenter (resp. diminuer) la distance anode-
me´tal a un effet stabilisant (resp. de´stabilisant) sur le de´roulement du proce´de´. Tout l’enjeu est
ainsi de pouvoir augmenter le rendement des cuves sans les de´stabiliser, ce qui constitue un cas
typique de proble`me d’optimisation sous contraintes.
Chapitre 2
De la mode´lisation a` l’optimisation
Dans la nature, l’industrie et l’e´conomie, de nombreux phe´nome`nes suivent un comportement
complexe qu’il est difficile de pre´voir avec pre´cision, en raison des contraintes mate´rielles faisant
obstacle a` la multiplication des expe´riences, et meˆme a` la simple mesure. L’e´lectrolyse de l’alumine
en fait partie, du fait de la varie´te´ des phe´nome`nes physiques qu’elle met en jeu et des conditions
extreˆmes du proce´de´ Hall-He´roult (tempe´rature, corrosion, courants intenses).
Ainsi, on pre´fe`re souvent simuler les expe´riences, en construisant un mode`le mathe´matique,
par lequel on espe`re relier de fac¸on formelle le comportement d’un syste`me re´el (variables d’e´tat)
aux conditions cense´es de´terminer ce comportement (parame`tres). Une fois cette loi e´tablie, si on
a re´ussi a` de´montrer qu’a` un jeu de parame`tres re´alistes correspond un et un seul jeu de variables
d’e´tat (proble`me bien pose´), on peut conside´rer avoir termine´ la phase de mode´lisation. Il reste alors
a` re´soudre le mode`le par une me´thode adapte´e pour obtenir la pre´vision escompte´e. E´videmment,
la comple´tion de cette seconde e´tape de´pend fortement de la complexite´ du mode`le : en ge´ne´ral,
celui-la` prend la forme d’un syste`me d’e´quations diffe´rentielles, qu’on peut parfois re´soudre “a` la
main” (ce qui me`ne a` des solutions explicites), mais qui se re´ve`le bien souvent inextricable par des
me´thodes analytiques. La plupart des mode`les physiques entrent dans la deuxie`me cate´gorie, car
ils sont base´s sur des e´quations aux de´rive´es partielles, comme les mode`les usuels de la thermique
(e´quation de la chaleur), de l’e´lectromagne´tisme (e´quations de Maxwell) et de la me´canique des
fluides (e´quations de Navier-Stokes), qu’on peut utiliser pour de´crire le proce´de´ Hall-He´roult. La
seule issue est alors le recours a` la simulation nume´rique, domaine scientifique qui a vu le jour
dans les anne´es 1950, suite a` l’apparition des ordinateurs.
La simulation, qui se substitue donc - au moins en partie - a` l’expe´rimentation mate´rielle,
est aujourd’hui fondamentale dans de nombreux secteurs scientifiques. En plus de permettre des
e´conomies conse´quentes (en temps et en argent) par cette substitution, elle joue aussi un roˆle de
validation des mode`les et des expe´riences, et offre des possibilite´s bien plus grandes en matie`re
d’exploration, la variation des parame`tres et variables d’e´tat e´tant virtuelle donc sans limites.
Cependant, cette technique est dans une large mesure tributaire de la puissance de calcul, car
meˆme si celle-la` e´volue constamment, tous les proble`mes pose´s sont loin d’eˆtre re´solus, et certains
ne le seront suˆrement jamais. Pour cette raison, la recherche d’algorithmes efficaces, qui constitue
une branche des mathe´matiques a` part entie`re appele´e analyse nume´rique, est de´terminante dans
la porte´e de toute de´marche de simulation. Dans le cas ou` les performances des me´thodes de
re´solution sont encore insuffisantes au regard de la pre´cision escompte´e, la seule alternative est
alors de simplifier le mode`le en limitant au maximum la de´gradation de sa fiabilite´. Dans le
proble`me physique qui nous inte´resse, nous retenons deux mode`les, l’un (non line´aire) se voulant
plus pre´cis, et l’autre (line´aire) plus rapide a` re´soudre.
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Ainsi, nous disposons de deux moyens d’estimer le comportement des cuves en fonction de leurs
parame`tres d’entre´e. Ceux-la`, qui de´crivent l’environnement dans lequel se de´roule le proce´de´, sont
constitue´s de caracte´ristiques impose´es par le contexte physique (densite´, viscosite´, conductivite´,
attraction, etc.), et de variables “re´glables” (forces e´lectromagne´tiques, conditions aux limites, dis-
tance anode-me´tal, etc.), ce terme restant a` de´finir au regard des moyens mate´riels a` disposition
et du couˆt de leur utilisation. On de´signe par donne´es les parame`tres de la premie`re cate´gorie, et
par commandes ou actionneurs ceux de la deuxie`me. Si l’on suppose cette dernie`re non vide, on
peut envisager de modifier le phe´nome`ne physique, en vue d’optimiser un certain aspect de son
comportement. Alors, l’existence d’un mode`le de´duisant les variables d’e´tat des actionneurs est
d’une grande utilite´, car il permet de recourir a` la the´orie mathe´matique du controˆle optimal pour
de´terminer automatiquement, a` partir d’un crite`re fixe´ portant sur les variables d’e´tat (fonction
couˆt), des valeurs d’actionneurs qui engendrent le comportement escompte´.
Remarques
1) Du point de vue du mode`le, les configurations optimales e´voque´es ci-dessus peuvent eˆtre
remplace´es par d’autres types de comportements prescrits. Dans ce cadre, le controˆle optimal
permet de cerner les conditions dans lesquelles se produisent certains phe´nome`nes.
2) Dans le cas ou` les donne´es ne sont pas connues pre´cise´ment, mais ou` ce manque d’informa-
tion est sans conse´quences sur la validite´ mathe´matique du mode`le, il est possible de les
de´terminer si l’on dispose d’observations physiques sur le phe´nome`ne. Mathe´matiquement,
il s’agit d’un proble`me de controˆle optimal dans lequel ces donne´es prennent la forme de
commandes servant a` minimiser l’e´cart entre le re´sultat de la simulation et l’observation.
Cette me´thode, qui permet de caler ou calibrer les mode`les, porte le nom de proble`me inverse.
On voit que d’une part, avoir un mode`le a` disposition permet d’exploiter la the´orie du controˆle
optimal, et que d’autre part, l’utilisation d’un programme de controˆle permet d’obtenir des infor-
mations qualitatives et quantitatives sur la validite´ du mode`le. En plus de permettre la modifi-
cation d’un comportement en fonction d’objectifs pre´e´tablis, le controˆle optimal est donc utile a`
la mode´lisation des phe´nome`nes, au meˆme titre que la simulation en elle-meˆme (et la remplace
meˆme avantageusement dans des proce´dures du type essai-erreur). Pour les mettre en œuvre, on
cherche souvent les solutions de proble`mes de minimisation du type (ou`   ,  et  sont a` de´finir) :
Inf
u∈U

(u) , avec

(u) =   (ϕ) +  (u) , et ϕ tel que  (ϕ, u) = 0 .
Les variables d’e´tat (vitesse, pression, etc.) sont ici repre´sente´es par ϕ, les commandes par u,
la fonction couˆt par

et les e´quations d’e´tat (qui comprennent les donne´es) par  = 0. Ainsi,
l’e´tude mathe´matique et la re´solution nume´rique de ce proble`me reposent en partie sur celles des
e´quations d’e´tat, qui prennent dans notre cas la forme d’e´quations aux de´rive´es partielles (EDP).
Contexte mathe´matique
Meˆme s’il n’existe pas de the´orie ge´ne´rale pour le proble`me ci-dessus, les deux mode`les utilise´s
dans les pre´sents travaux posse`dent des points communs a` la fois au niveau :
- des outils mathe´matiques employe´s pour l’e´tude de leurs solutions,
- des me´thodes par lesquelles on les re´sout nume´riquement,
- des algorithmes de controˆle optimal auxquels ils peuvent se preˆter.
Leur pre´sentation de´taille´e fera l’objet du chapitre 3, mais on peut d’ores et de´ja` les classer pour
l’un dans la cate´gorie des proble`mes paraboliques-elliptiques non line´aires, et pour l’autre dans
celle des proble`mes hyperboliques du deuxie`me ordre line´aires. Ces deux classes sont couramment
9repre´sente´es par des “proble`mes types” line´aires, respectivement :
- l’e´quation de la chaleur :
{
∂tϕ(t, x)−∆ϕ(t, x) = f(t, x) , ∀ (t, x) ∈ [0, T ] × Ω ,
ϕ(0, x) = ϕ0(x) , ∀x ∈ Ω , (2.1)
- l’e´quation des ondes :
 ∂
2
t ϕ(t, x)−∆ϕ(t, x) = f(t, x) , ∀ (t, x) ∈ [0, T ] ×Ω ,{
ϕ(0, x) = ϕ0(x) ,
∂tϕ(0, x) = ϕ
1(x) ,
∀x ∈ Ω , (2.2)
ou` T ∈   +, Ω est un ouvert dans   d, et f et (ϕk)0≤k≤m−1 sont des donne´es. Lorsque Ω =   d, ces
deux mode`les rentrent dans le formalisme du proble`me de Cauchy, qui constitua le premier ve´ritable
sujet d’e´tude des EDP en tant que telles, et pour lequel le the´ore`me de Cauchy-Kovalevsky (1842)
fournit un re´sultat d’existence et d’unicite´ des solutions analytiques au voisinage de x = 0, pour
des donne´es analytiques. Ce type de solutions a pour inconve´nient de ne pas satisfaire la condition
de Hadamard (1923), qui veut que la solution de´pende continuˆment des donne´es, en conformite´
avec les syste`mes physiques mode´lise´s. Par ailleurs, un phe´nome`ne physique est souvent restreint
a` un ouvert Ω borne´ dans   d, aux frontie`res duquel il est ne´cessaire d’imposer des conditions aux
limites. La nature locale du the´ore`me de Cauchy-Kovalevsky se preˆte mal a` de telles contraintes
globales. C’est ainsi qu’on est amene´ a` s’affranchir du cadre des fonctions classiques en conside´rant
les solutions comme des distributions, qui sont mathe´matiquement de´finies dans le cadre d’une
formulation variationnelle des EDP. Souvent, on peut physiquement justifier ce formalisme par le
principe de moindre action, comme par exemple dans le cas de l’e´quation des ondes de´finie sur un
intervalle [0, `], repre´sentant les vibrations d’une corde fixe´e en ses extre´mite´s :
µ∂2t ϕ(t, x)− κ ∂2xϕ(t, x) = 0 , ∀ (t, x) ∈ [0, T ]× [0, `] ,
ϕ(t, 0) = ϕ(t, `) = 0 , ∀ t ∈ [0, T ] ,
ϕ(0, x) = ϕ0(x) , ∀x ∈ [0, `] ,
∂tϕ(0, x) = ϕ
1(x) , ∀x ∈ [0, `] .
(2.3)
En effet, si on mode´lise la corde par un syste`me de Nh + 2 points (xj , yj = ϕ(xj))0≤j≤Nh+1 de
masse m relie´s par des fils e´lastiques sans masse, tels que xj+1 − xj = h, m = µh, x0 = 0 et
xNh+1 = 0 :
PSfr g replacements
0
x1
y1
xNh
yNh
`
Fig. 2.1 – Chaˆıne e´lastique
l’e´quation en ϕ(t, x) devient, en remplac¸ant ∂xϕ(x) par
ϕ(x+ h/2) − ϕ(x− h/2)
h
:
my¨j(t)− k [yj−1(t)− 2yj(t) + yj+1(t)] = 0 , ∀ j ∈ {1, . . . , Nh} , (2.4)
ou` k = κ/h est la constante de raideur des fils. Les e´quations de Newton (2.4) peuvent eˆtre vues
comme une condition ne´cessaire et suffisante de stationnarite´ de l’action  (y = (y1, .., yNh)) pour
tout de´placement virtuel admissible purement vertical y˜ = (y˜1, .., y˜Nh) :
(2.4) ⇔ lim
ε→0
 (y + εy˜)−  (y)
ε
= 0 , ∀ y˜ , avec  (y) =
∫ T
0
1
2
Nh∑
j=1
[
my˙ 2j −k (yj+1−yj)2
]
. (2.5)
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Alors, en faisant tendre Nh vers l’infini (soit h vers dx et
∑
vers
∫
) dans (2.5), on obtient que
l’EDP (2.3) est une condition de stationnarite´ de
 (ϕ) =
∫ T
0
∫ `
0
1
2
[µ (∂tϕ)
2 − κ (∂xϕ)2] ,
qui s’exprime sous forme variationnelle
lim
ε→0
 (ϕ+ εϕ˜)−  (ϕ)
ε
= 0 , ∀ ϕ˜ ⇔ µ
∫ T
0
∫ `
0
∂tϕ∂tϕ˜− κ
∫ T
0
∫ `
0
∂xϕ∂xϕ˜ = 0 , ∀ ϕ˜ .
Pour un expose´ approfondi des principes variationnels en dynamique, on pourra consulter B.A.
Kupershmidt [57], qui couvre des mode`les en magne´tohydrodynamique. Plus ge´ne´ralement, on
obtient la formulation variationnelle d’une EDP en la multipliant par une fonction test ade´quate
ϕ˜, puis en l’inte´grant par parties en tenant compte des conditions aux limites. On est alors en
mesure de traiter des proble`mes tels que (2.1) ou (2.2) pose´s sur des domaines borne´s, qu’on qualifie
de proble`mes aux limites. Cette manie`re de proce´der implique l’utilisation d’espaces fonctionnels
particuliers pour manipuler les distributions, les espaces de Sobolev. Ainsi, nous pre´sentons en
section 2.1 les rudiments de la the´orie variationnelle des e´quations des ondes et de la chaleur, avant
de nous pencher sur leur approximation nume´rique en section 2.2. Sans le vouloir, nous l’avons
de´ja` utilise´e ci-dessus en assimilant une corde a` un nombre fini de points relie´s par des e´lastiques.
En effet, nous avons e´te´ en mesure de re´duire l’EDP (de dimension infinie) a` un syste`me de
dimension finie, mais aussi d’approcher l’ope´rateur de de´rivation −∆ par une somme d’ope´rateurs
de multiplication, et d’obtenir par la` un syste`me d’e´quations diffe´rentielles ordinaires (EDO). Il
s’agit d’un sche´ma aux diffe´rences finies, qui constituent (au moins dans certaines configurations)
un cas particulier de la me´thode des e´le´ments finis, de nature fondamentalement variationnelle.
Enfin, de la meˆme manie`re que la formulation variationnelle des mode`les physiques permet de
caracte´riser la stationnarite´ de l’action, les solutions des proble`mes de controˆle e´tudie´s remplissent
une condition ne´cessaire du premier ordre variationnelle portant sur la stationnarite´ du crite`re

.
Celle-la` est de´finie non pas par rapport a` la variable d’e´tat, mais par rapport a` la commande. A`
titre d’exemple, conside´rons le proble`me de controˆle de la tempe´rature d’une barre de longueur `
par un terme source de´fini sur [0, `]. Le proble`me est d’obtenir une re´partition des tempe´ratures
la plus proche possible de la distribution ϕopt, en limitant la norme de u pour mode´liser le couˆt
de l’activation de la source :
Inf
u∈U

(u) , ou`

(u) =
1
2
∫ T
0
∫ `
0
‖ϕ(u) − ϕopt‖2 + Q
2
∫ T
0
∫ `
0
‖u‖2 , Q ∈   ∗+ , (2.6)
avec

∂tϕ(t, x) − κ ∂2xϕ(t, x) = u(t, x) , ∀ (t, x) ∈ [0, T ]× [0, `] ,
ϕ(t, 0) = ϕ(t, `) = 0 , ∀ t ∈ [0, T ] ,
ϕ(0, x) = ϕ0(x) , ∀x ∈ [0, `] .
(2.7)
Le gradient de la fonction couˆt (2.6) s’e´crit
∇u  (u) = λ+Qu ,
ou` λ est solution du proble`me adjoint :
−∂tλ(t, x) − κ ∂2xλ(t, x) = ϕ(u)(t, x) − ϕopt(t, x) , ∀ (t, x) ∈ [0, T ] × [0, `] ,
λ(t, 0) = λ(t, `) = 0 , ∀ t ∈ [0, T ] ,
λ(T, x) = 0 , ∀x ∈ [0, `] ,
(2.8)
ϕ(u) e´tant la solution de l’e´quation d’e´tat (2.7) pour un certaine valeur de u. C’est ainsi que la
condition de stationnarite´ λ+Qu = 0 avec les e´quations (2.7) et (2.8) ve´rifie´es caracte´rise la (les)
solution(s) (u, ϕ) du proble`me (2.6)-(2.7). Nous pre´sentons en section 2.3 la ge´ne´ralisation de ce
type de proprie´te´ a` plusieurs types de proble`mes de controˆle et son roˆle dans leur re´solution.
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2.1 Outils d’analyse fonctionnelle pour l’e´tude des mode`les
Contrairement aux proble`mes hyperboliques du premier ordre dont l’e´tude mathe´matique est
assez de´licate (chocs...), les e´quations (2.1) et (2.2) comportent l’ope´rateur ∆, qui ge´ne`re un semi-
groupe continu de contractions par la proprie´te´ d’ellipticite´ de −∆. Avant de pre´ciser ces aspects,
on peut de´ja` exhiber par la transforme´e de Fourier la structure de semi-groupe des ope´rateurs qui,
a` une condition initiale Φ0 = (ϕk)0≤k≤m−1 associent la solution Φ(t) = (ϕ(k)(t))0≤k≤m−1, pour
m = 1 et m = 2. On rame`ne les e´quations (2.1) (m = 1) et (2.2) (m = 2) a` des syste`mes d’EDO.
2.1.1 Transforme´e de Fourier
Aux XVIIIe et XIXe sie`cles, lorsque les premie`res EDP apparaissent dans les mode`les physiques,
on commence par rechercher des solutions explicites (“transcendantes”) a` leur formulation (forte)
newtonienne au moyen de divers outils, dont la transforme´e de Fourier. Pour pouvoir de´finir celles-
la` dans le cadre moderne des distributions, on conside`re les inconnues ϕ(k)(t, ·) dans l’espace   ′(   d)
des distributions tempe´re´es. Ainsi, leurs transforme´es de Fourier en espace ϕ̂(k)(t, ·) satisfont :{
ϕ̂(m)(t) + 4pi2‖ξ‖2 ϕ̂(t) = f̂(t) , ∀ t ∈   + ,
ϕ̂(k)(0) = ϕ̂k , ∀ k ∈ {0, ..,m − 1} , (2.9)
ou` ξ joue le roˆle d’un parame`tre. Par une extension aux distributions des re´sultats concernant les
EDO classiques, on montre que ce proble`me est bien pose´ dans  m(   +,   ′(   d)), et que sa solution
prend la forme (voir R. Dautray et J.-L. Lions [22] V) :
ϕ̂(t) =
m−1∑
k=0
Êm−k(t) ϕ̂k +
∫ +∞
0
Ê0(t− s) f̂(s) ds ,
ou` les Êk (k = 0, ..,m) sont solutions des proble`mes (δ de´signant le symbole de Kronecker) :{
Ê
(m)
k (t) + 4pi
2‖ξ‖2 Êk(t) = 0 , ∀ t ∈   + ,
Ê
(l)
k (0) = δm−k,l , ∀ l ∈ {0, ..,m − 1} .
Pour (2.1) comme pour (2.2), on peut calculer explicitement (Êk(t))0≤k≤m, et il existe une seule
solution ϕ(t, x) dans  ∞(   +,   ′(   d)), donne´e par la transforme´e de Fourier inverse en espace de
ϕ̂(t, ξ). Alors, la solution s’e´crit, en utilisant une matrice de convolution en espace (cf. [22] XIV) :
Φ(t) = G(t)Φ0 + (G ∗
t
F )(t) , ∀ t ≥ 0 ,
ou` la famille (G(t))t∈R+ d’ope´rateurs de  (  
′(   d)) forme un semi-groupe : G(s+ t) = G(s)G(t).
E´tudions a` pre´sent le cas Ω borne´, soit [0, `] en dimension 1 pour simplifier : on peut utiliser la
transforme´e de Fourier a` condition de prolonger ϕ a`   tout entier, par sa “pe´riodise´e en espace”
ϕP (t, x) = ϕ(t, x) ∗
x
W`(x) , avec W`(x) =
∑
j∈Z
δ(x− j`) (δ : mesure de Dirac) .
Alors ϕ̂P (t, ξ) =
1
`
ϕ̂(t, ξ)W 1
`
(ξ) , et donc ϕP (t, x) =
1
`
∑
j∈Z
ϕ̂(t,
j
`
) e2ipij
x
` .
On obtient ainsi une repre´sentation de l’inconnue sous forme de se´rie de Fourier, qu’on peut re´crire
compte tenu des conditions aux limites ϕ(t, 0) = ϕ(t, `) = 0 :
ϕ(t, x) =
∑
j∈N
yj(t) sin (ωjx) , avec ωj =
2pij
`
, (2.10)
de sorte que (2.3) et (2.7), par exemple, prennent la forme de syste`mes d’EDO. Nous allons voir, au
moyen des espaces de Sobolev, que cette proprie´te´ s’inscrit dans la the´orie spectrale du laplacien.
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2.1.2 Formulation variationnelle et espaces de Sobolev
Dans la the´orie classique des fonctions, l’ope´rateur de de´rivation n’est pas continu, ce qui
rend d’un emploi malaise´ la notion de convergence des solutions d’EDP. C’est pourquoi, dans
la premie`re moitie´ du XXe sie`cle, les mathe´maticiens commence`rent a` s’inte´resser a` la notion
de solution faible, au sens des distributions. Ce point de vue fournit un cadre the´orique dans
lequel la de´rivation est une ope´ration re´gulie`re au sens suivant : tout e´le´ment de l’espace des
distributions   ′(Ω) est inde´finiment de´rivable, et si une suite de distributions (ψn) converge vers
ψ, alors (∂ψn) converge vers ∂ψ. En plus de cette proprie´te´, il est utile de de´finir une norme
sur l’espace conside´re´, et que la proprie´te´ de comple´tude1 soit remplie au sens de cette norme.
C’est ainsi que les ope´rateurs line´aires dans les espaces de Banach, qui sont des espaces vectoriels
norme´s complets, ve´rifient, en vertu du the´ore`me de l’application ouverte (cf. [15]), la condition
de Hadamard. Par ailleurs, dans les proble`mes aux limites, on a besoin de de´finir les distributions
aux frontie`res d’un domaine (notion de trace), ce qui requiert certaines proprie´te´s de re´gularite´.
Enfin, la de´finition d’un produit scalaire permet d’utiliser la notion d’orthogonalite´, qui procure
de nombreux avantages pratiques. Toutes ces conside´rations ame`nent Sobolev a` de´finir en 1934
un nouveau type d’espaces fonctionnels, qui donneront naissance a` la the´orie des distributions,
formalise´e par Schwartz en 1950. Les distributions s’imposeront de`s lors dans le traitement des
EDP line´aires, mais aussi non line´aires car celles-la` ge´ne`rent, meˆme a` partir de donne´es re´gulie`res,
des solutions singulie`res.
Si dx repre´sente la mesure de Lebesgue, les formes biline´aires syme´triques positives
(ϕ,ψ) 7→ (ϕ,ψ)Hp(Ω) =
∫
Ω
∂αϕ(x) ∂αψ(x) dx , α = (αi)1≤i≤d ,
lorsqu’elles existent, permettent de de´finir les produits scalaires (ϕ,ψ)Hp(Ω) et les normes
ϕ 7→ |ϕ|Hp(Ω) =
√
(ϕ,ϕ)Hp(Ω) . Ainsi, les espaces de Sobolev d’ordre p
Hp(Ω) =
{
ψ ∈   ′(Ω)
∣∣∣ ∫
Ω
(∂αψ(x))2 dx <∞ , ∀|α| ∈ {0, .., p}
}
sont des espaces de Banach, contrairement aux espaces  p(Ω) munis de la meˆme norme. On
les qualifie parfois d’espaces a` e´nergie finie car (∂αϕ)2 repre´sente souvent, pour une certaine
valeur de α, une densite´ d’e´nergie dans les proble`mes traite´s. De plus, les produits scalaires ci-
dessus en font des espaces de Hilbert, qui admettent une base orthonormale de´nombrable (ils
sont isomorphes a` l2). En ge´ne´ralisant ainsi la distance euclidienne aux espaces de dimension
infinie, ils sont bien adapte´s aux approximations nume´riques (me´thodes de Galerkin). Une de
leurs proprie´te´s fondamentales est le the´ore`me de Riesz-Fre´chet, selon lequel toute forme line´aire
continue sur un espace de Hilbert V s’exprime sous la forme du produit scalaire par un e´le´ment
de V , et re´ciproquement :{
∀L ∈ V ′ , ∃ !ϕL ∈ V / L(ψ) = (ϕL, ψ)V , ∀ψ ∈ V ,
∀ϕ ∈ V , ∃ !Lϕ ∈ V ′ / (ϕ,ψ)V = Lϕ(ψ) , ∀ψ ∈ V .
Il en re´sulte qu’un espace de Hilbert peut eˆtre identifie´ a` son dual, ce qui en fait un espace de
Banach re´flexif. On dispose alors de la proprie´te´ fondamentale suivante (compacite´ faible) : pour
toute suite borne´e dans V , il existe une sous-suite faiblement convergente2.
1Toute suite de Cauchy (ϕn) est fortement convergente : ∃ϕ , lim
n→∞
|ϕ − ϕn| = 0.
2On dit que (ϕn) converge faiblement vers ϕ si ∀ψ ∈ V , lim
n→∞
(ϕn, ψ)V = (ϕ, ψ)V .
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Une conse´quence directe en est la proprie´te´ de minimisation des fonctionnelles convexes, dont la
de´monstration sera donne´e en section 2.3.2.b dans le cadre des proble`mes de controˆle optimal.
En particulier, on a le the´ore`me suivant :
Si V est un espace de Hilbert, f ∈ V ′ et a(·, ·) est une forme biline´aire sur V
(i) continue : ∃ c ∈   + ∀ (ϕ,ψ) ∈ V 2 , a(ϕ,ψ) ≤ c |ϕ|V |ψ|V ,
(ii) coercive : ∃ k ∈   ∗+ ∀ϕ ∈ V , a(ϕ,ϕ) ≥ k |ϕ|2V ,
(iii) syme´trique : ∀ (ϕ,ψ) ∈ V 2 , a(ϕ,ψ) = a(ψ,ϕ) ,
(2.11)
alors le proble`me a(ϕ,ψ) = 〈f, ψ〉V ′,V ∀ψ ∈ V admet une unique solution dans V .
Ce re´sultat s’e´tend aux formes biline´aires continues coercifs non ne´cessairement syme´triques
(the´ore`me de Lax-Milgram, [60]). On voit donc qu’il peut eˆtre avantageux de poser les proble`mes
sous forme variationnelle dans les espaces de Hilbert. Les espaces de Sobolev le permettent, de`s
lors qu’ils sont choisis d’ordre suffisamment e´leve´ (fonctions “re´gulie`res”) pour pouvoir inte´grer
par parties des distributions sur des domaines borne´s. A` titre d’exemple, conside´rons le proble`me
de Dirichlet homoge`ne {
−∆ϕ = f dans Ω ,
ϕ = 0 sur ∂Ω .
Ce proble`me est bien pose´ si l’on choisit ϕ dansH 1(Ω), car, d’abord,   (Ω) est dense dansH1(Ω), ce
qui permet de de´finir la trace de ϕ dans L2(∂Ω), et par conse´quent l’espace H10 (Ω). En multipliant
alors la premie`re e´quation par une fonction test ϕ˜ ∈ H 10 (Ω) et en inte´grant par parties (formule de
Green) sur Ω, on se retrouve dans les conditions du the´ore`me ci-dessus, l’ellipticite´ de a re´sultant
de l’ine´galite´ de Poincare´ (qui n’est pas valable dans H 1(Ω))
∀ψ ∈ H10 (Ω) , ∃CΩ ≥ 0 /
d∑
i=1
|∂xiψ|2L2(Ω) ≥ CΩ|ψ|2L2(Ω) .
Les espaces Hp posse`dent de nombreuses autres proprie´te´s fondamentales : lorsque Ω =   n, ce
sont des sous-espaces des distributions tempe´re´es   ′ (stables par transformation de Fourier). Par
ailleurs, les espaces Hp ont des proprie´te´s de compacite´ regroupe´es sous le nom d’injections de
Sobolev, qui interviennent dans la justification des proprie´te´s spectrales de certains ope´rateurs, ou
encore dans l’obtention de re´sultats de convergence dans les proble`mes non line´aires. C’est ainsi
que nous allons pouvoir expliquer la formule (2.10) obtenue en section pre´ce´dente : ce re´sultat
s’inscrit en fait dans la the´orie spectrale des ope´rateurs coercifs (ou elliptiques) syme´triques :
Soient V et H deux espaces de Hilbert re´els tels que l’injection de V dans H soit compacte,
a(·, ·) une forme biline´aire sur V re´pondant aux conditions (2.11). Les solutions du proble`me :
a(ϕ,ψ) = λ (ϕ,ψ)H , ∀ψ ∈ V (2.12)
sont les couples (λj, wj)j∈N, ou` les valeurs propres (λj)j forment une suite croissante dans   ∗+
tendant vers +∞, et les vecteurs propres (wj)j forment une base orthonormale de l’espace H.
Ainsi, dans le cas des se´ries de Fourier, la famille
(√
2
` sin (ωjx)
)
j∈N forme une base orthonormale
de l’espace H = {ϕ ∈ L2(]0, `[) | ϕ(0) = ϕ(`) = 0}. On dispose en effet du the´ore`me de Rellich
(cf. [15]), qui pre´voit que lorsque Ω est borne´, alors l’injection de V dans L2(Ω) est compacte si
H10 (Ω) ⊆ V ⊆ H1(Ω). On pourra consulter [84] pour l’application de ce type de raisonnement a`
de nombreux proble`mes aux limites line´aires (dont (2.1) et (2.2) pose´s sur des domaines borne´s).
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2.1.3 Estimations a priori
Les the´ore`mes ci-dessus sont tre`s puissants pour l’e´tude des proble`mes line´aires, une fois mis
en place les espaces fonctionnels permettant leur application. Ils permettent en ge´ne´ral de se´parer
les variables temps et espace en de´composant pour tout t l’inconnue ϕ(t, ·) sur une base (infinie)
des espaces en question, de sorte que l’EDP conside´re´e se rame`ne a` un syste`me d’EDO de dimen-
sion infinie, pour l’analyse duquel on dispose alors du the´ore`me de Cauchy-Lipschitz :
Soient V un espace de Banach et F : V → V une application lipschitzienne :
∃M ∈   + / ∀ (ϕ,ψ) ∈ V 2 , |F (ϕ) − F (ψ)|V ≤M |ϕ− ψ|V . (2.13)
Alors, pour tout ϕ0 ∈ E, il existe ϕ ∈  1(   +, E) unique telle que
{
dtϕ(t) = F (ϕ(t)) sur  
+ ,
ϕ(0) = ϕ0 en t = 0 .
Une grande partie de la question repose ainsi sur l’obtention de la proprie´te´ (2.13), qui sert en
fait de guide dans le choix de l’espace V . Par exemple, si l’on multplie les proble`mes de Cauchy-
Dirichlet que constituent les e´quations de la chaleur et des ondes respectivement par ϕ et ∂tϕ, on
obtient apre`s inte´gration sur [0, t]× Ω les e´galite´s d’e´nergie
1
2
|ϕ(t)|2H +
∫ t
0
d∑
i=1
|∂xiϕ(s)|2H ds =
1
2
|ϕ(0)|2H +
∫ t
0
(f(s), ϕ(s))H ds et (2.14)
1
2
(
|∂tϕ(t)|2H +
d∑
i=1
|∂xiϕ|2H
)
=
1
2
(
|∂tϕ(0)|2H +
d∑
i=1
|∂xi(0)ϕ|2H
)
+
∫ t
0
(f(s), ∂tϕ(s))H ds . (2.15)
ou` H = L2(Ω). Alors, l’ellipticite´ de −∆ dans V = H10 (Ω), et l’application au second membre
des ine´galite´s d’Young pour la premie`re, et de Cauchy-Schwartz et de Gronwall pour la deuxie`me,
conduisent aux estimations a priori (avec T ≥ t) :
|ϕ(t)|2H +
∫ t
0
|ϕ(s)|2V ds ≤ |ϕ0|2H + C
∫ T
0
|f(t)|2V ′ dt et
|ϕ(t)|2V + |∂tϕ(t)|2H ≤ C
(
|ϕ0|2V + |ϕ1|2H +
∫ T
0
|f(t)|2H dt
)
,
ou` les C ∈   + de´signent des constantes diverses. C’est ainsi qu’on arrive a` de´terminer des espaces
de solutions en fonction de ceux auxquels appartiennent les donne´es, et a` valider la condition de
Hadamard. Pour le moment, l’existence de ces solutions n’est pas encore prouve´e, donc le raison-
nement demeure formel (“a priori”). Il peut cependant eˆtre applique´ a` des solutions approche´es a`
variables se´pare´es de la forme :
ϕh(t, x) =
Nh∑
j=1
yj(t)wj(x) , (wj)j∈Nh base de V ,
de sorte qu’on obtient une estimation sur les solutions (ϕh)Nh∈N qui, cette fois, existent, en vertu
du the´ore`me de Cauchy-Lipschitz. Il en re´sulte que la suite (ϕh) est borne´e dans L
∞([0, T ],H) ∩
L2([0, T ], V ) pour l’e´quation de la chaleur, et dans L∞([0, T ], V ) pour l’e´quation des ondes. De plus,
pour cette dernie`re, la suite (∂tϕh) est borne´e dans L
∞([0, T ],H). Alors, la proprie´te´ de compacite´
faible (cf. 2.1.2) permet d’extraire de ces suites des sous-suites qui convergent faiblement. On
obtient ainsi l’existence des solutions faibles, en de´montrant que ces limites sont bien solutions
des e´quations (2.1) et (2.2), et qu’elles sont uniques. Nous ne de´taillerons pas ces derniers points
et renvoyons a` J.-L. Lions et E. Magenes ([66] vol. 1) pour plus de pre´cisions.
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Le point de vue des semi-groupes
Sous l’hypothe`se de re´gularite´ supple´mentaire sur la solution ϕ(t) ∈ H 2(Ω), le the´ore`me de
Hille-Yosida ([49], [99]) permet d’expliciter le semi-groupe (G(t))t≥0, et de de´montrer sa continuite´
dans l’espace avec W = H (resp. W = V ×H) pour m = 1 (resp. m = 2). Pour cela, on conside`re
l’ope´rateur A de´fini sur le sous-espace H2(Ω)∩ V (resp. H2(Ω)∩ V × V ) note´ D(A), de sorte que
∂tΦ = AΦ soit A = ∆
(
resp. A =
[
0 I
∆ 0
] )
.
Dans les deux cas, D(A) est dense dans W , et l’ope´rateur A posse`de de plus la proprie´te´ d’eˆtre
ferme´. On est alors en mesure de de´finir son spectre, et son ensemble re´solvant ρ(A), qui est le
comple´mentaire de son spectre dans   . Alors, le the´ore`me de Hille-Yosida s’e´nonce :
S’il existe (ω, µ) ∈   × ρ(A) avec Re(µ) > ω, et M ≥ 1 tels que
|(µI −A)−k|L(W ) ≤
M
(Re(µ)− ω)k , ∀ k ≥ 0 ,
alors A est le ge´ne´rateur d’un semi-groupe G (fortement) continu sur W , avec
G(t) = eAt =
∑
k≥0
Aktk
k!
, et |G(t)|L(W ) ≤M eωt .
Ainsi, en prenant {µ = 1, ω = 0,M = 1} si m = 1 et {µ = 2, ω = 1,M = 1} si m = 2, on obtient
l’existence de (µI −A)−1 par le the´ore`me de Lax-Milgram, et les estimations a priori permettent
d’exhiber l’ine´galite´ requise. On remarquera que |G(t)|L(W ) ≤ 1 quel que soit t dans le cas de
la chaleur, ce qui signifie que G est un semi-groupe de contractions. On peut de´montrer que le
semi-groupe assosie´ a` l’e´quation des ondes posse`de e´galement cette proprie´te´ (cf. [22] Chap. XVII).
2.2 Calcul scientifique et analyse nume´rique
Plus peut-eˆtre que tout autre domaine mathe´matique, les e´quations aux de´rive´es partielles
e´taient pre´dispose´es a` be´ne´ficier de l’utilisation des ordinateurs. Un des premiers travaux en ce
sens - le me´moire de Daniel Bernoulli publie´ en 1753 - contenait deux proce´de´s d’approximation
de la solution du proble`me de corde vibrante que nous avons de´ja` rencontre´s : l’un consistait a`
remplacer la corde par un nombre fini de masses ponctuelles relie´es par un fil e´lastique sans masse,
l’autre a` de´velopper la solution en se´rie trigonome´trique. Ces ide´es sont le reflet de deux me´thodes
encore dominantes aujourd’hui en analyse nume´rique des EDP, respectivement :
- la discre´tisation par interpolation (me´thodes de diffe´rences finies, d’e´le´ments finis, etc.).
- la repre´sentation des solutions par des inte´grales (transforme´es de Fourier, de Laplace, etc.),
suivie d’une approximation portant sur ces repre´sentations,
Dans les travaux pre´sente´s ici, trois proce´de´s d’approximation seront utilise´s : les me´thodes des
diffe´rences et des e´le´ments finis, et les me´thodes spectrales (de la deuxie`me cate´gorie). Nous en
exposons ci-dessous les grandes lignes, en guise d’introduction au paragraphe 3.3.
Le calcul scientifique consiste a` trouver des techniques de re´solution informatique de proble`mes
complexes pour lesquels aucune solution explicite n’est connue. Il est important de noter que cette
approche fournit souvent des preuves - qu’on appelle alors constructives - d’existence et d’unicite´
de solutions abstraites au niveau continu (par passage a` la limite). On entre alors dans le domaine
de l’analyse nume´rique, dont l’objet est d’e´tablir des preuves de convergence pour les me´thodes
de discre´tisation employe´es.
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2.2.1 Me´thodes d’interpolation
2.2.1.a Diffe´rences finies
L’outil universel de re´solution des proble`mes aux de´rive´es partielles a longtemps e´te´ la me´thode
des diffe´rences finies, dont le principe est simple : presque par de´finition, les expressions
ψ(x)− ψ(x− h)
h
(de´rive´e retarde´e) et
ψ(x+ h)− ψ(x)
h
(de´rive´e avance´e)
sont, pour h petit, des approximations de ∂xψ. En soustrayant la premie`re a` la deuxie`me et en
divisant le tout par h, on obtient une de´rive´e du deuxie`me ordre approche´e centre´e, qu’on peut
utiliser pour construire une approximation en espace de l’e´quation de corde vibrante (2.3). Si
l’on proce`de de la sorte en chaque point d’abscisse xj = jh, j = 1, .., Nh avec h = d et qu’on
cherche yj = ϕ(xj), on retrouve simplement le syste`me (2.4). Pour que la discre´tisation soit
totale, il faut e´galement e´chantillonner le temps, et il reste alors a` s’assurer que le sche´ma ainsi
construit permet d’obtenir une solution approche´e qui converge vers la solution exacte lorsque les
pas d’e´chantillonnage, en temps et en espace, tendent vers ze´ro. Pour cela, le sche´ma doit posse´der
les proprie´te´s de consistance et de stabilite´. On conside`re ainsi le proble`me mode`le
∂mt y(t) +Ry(t) = 0 , avec y = [y1 . . . yNh ]
T , et R =
1
h2
(−δj−1,j′ + 2δj,j′ − δj,j′−1)1≤j,j′≤Nh ,
qu’on e´chantillonne en temps en de´finissant le pas ∆t = T/Nf , Nf ∈   ∗. On peut alors e´crire de
manie`re ge´ne´rale le sche´ma en fonction d’une matrice Gh(∆t) = (G
k,i
h (∆t))0≤k,i≤m−1 :
yk,n+1 =
m−1∑
i=0
Gk,ih (∆t) y
i,n , ∀ k ∈ {0, . . . ,m− 1} ,
ou` yk,n repre´sente la version totalement discre´tise´e de la de´rive´e k e`me de la solution semi-discre´tise´e
∂kt y a` l’instant n∆t. Le sche´ma est dit consistant d’ordre p en temps et q en espace si
∃ (p, q) ∈   ∗2 / sup
n,k
1
∆t
∥∥∥∥ϕk,n+1 − m−1∑
i=0
Gk,ih (∆t)ϕ
i,n
∥∥∥∥ =  (∆tp + hq) ,
ϕk,n e´tant la projection sur le maillage de la solution exacte ∂kt ϕ a` l’instant n∆t. Enfin, le sche´ma
est stable s’il existe K ≥ 0 inde´pendant de ∆t et h tel que ‖Gh(∆t)n‖ ≤ K , ∀n ∈   .
1) L’e´quation de la chaleur (m = 1) est tre`s souvent discre´tise´e par le θ-sche´ma (θ ∈ [0, 1]) :
yn+1 − yn
∆t
= −R [θyn+1 + (1− θ)yn] .
Par exemple, on montre par des de´veloppements de Taylor sur ϕ que le sche´ma d’Euler explicite
(θ = 0) est consistant d’ordre 1 en temps et 2 en espace. Pour l’e´tude de sa stabilite´, il re´sulte
de la transforme´e de Fourier de l’e´galite´ yn = Gh(∆t)
ny0 (ou` l’on a interpole´ yn par yn) :
ŷn(ξ) =
[
1− 4∆t
h2
sin2
(ξ h
2
)]n
ŷ0(ξ)
et de la relation de Plancherel que ‖yn‖ ≤ ‖y0‖ (et donc ‖Gh(∆t)n‖ ≤ 1) si et seulement si la
condition CFL (pour Courant-Friedrichs-Lewy, cf. [19]) est ve´rifie´e :
∆t ≤ h
2
2
. (2.16)
Les meˆme de´marche permet de montrer que le sche´ma d’Euler implicite (θ = 1) est consistant
d’ordre 1 en temps, 2 en espace, et inconditionnellement stable.
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2) Dans le cas de l’e´quation des ondes (m = 2), on utilise souvent la me´thode de Newmark :
y0,n+1 − y0,n
∆t
= y1,n −∆tR [θ0 y0,n+1 + (12 − θ0) y0,n] ,
y1,n+1 − y1,n
∆t
= −R [θ1y0,n+1 + (1− θ1)y0,n] .
Lorsque θ1 = 1/2, on montre que celle-la` est consistante d’ordre 2 par des de´veloppements de
Taylor a` l’ordre 3 sur ϕ et a` l’ordre 2 sur ∂tϕ. De plus, si on choisit θ0 = 0, on obtient alors
une me´thode explicite qui est stable seulement si
∆t ≤ h . (2.17)
En effet, par le meˆme type de raisonnement (transforme´e de Fourier) que pour l’e´quation de
la chaleur, on obtient en posant ω(ξ) = 2h sin
(
ξh
2
)
:
̂
y0,n+1 =
(
1− ∆t
2
2
ω2
)
ŷ0,n + ∆t ŷ1,n ,
̂
y1,n+1 =
(
∆t3
4
ω4 −∆t ω2
)
ŷ0,n +
(
1− ∆t
2
2
ω2
)
ŷ1,n ,
Ainsi, on montre que la norme spectrale (subordonne´e a` la norme euclidienne dans   2) de
cette matrice est infe´rieure a` 1 seulement si (cf. [84])
∆t2
h2
sin2
(ξh
2
)
≤ 1 ,
d’ou` le re´sultat par la relation de Plancherel.
2.2.1.b E´le´ments finis
Penchons-nous encore une fois sur l’exemple de la “chaˆıne e´lastique” (Fig. 2.1 p.9). Soit
l ∈ {1, .., Nh + 1} le nume´ro d’un ressort compris entre les points (xl−1, yl−1) et (xl, yl), et (x, y)
un point de ce ressort. Ce dernier satisfait l’e´quation affine y = ax+ b, avec
a =
yl − yl−1
xl − xl−1 et b =
yl−1 xl − yl xl−1
xl − xl−1 ,
que l’on peut re´crire sous la forme y = yl−1 τ1(x) + yl τ2(x) , avec
τ1(x) =
xl − x
xl − xl−1
et τ2(x) =
x− xl−1
xl − xl−1
.
On a ainsi de´compose´ la fonction y(x) de l’espace vectoriel   1([xl−1, xl]) = Vect {1, x} sur une
base formant une partition de l’unite´ :
τ1(x) + τ2(x) = 1 , ∀x ∈ [xl−1, xl] ,
et si K = [xl−1, xl], P =   1(K), M1 = xl−1 et M2 = xl les points de K tels que τi(Mj) = δij, et
Σ = {M1,M2}, alors l’application
P →   Card Σ
p 7→ (p(M1), . . . , p(MCard Σ))
est bijective. On dit que P est Σ-unisolvant, et cela de´finit un e´le´ment fini de Lagrange d’ordre 1.
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En construisant ainsi pour chaque intervalle K l les fonctions τ l1 et τ
l
2, si on conside`re l’application
`g :
{1, .., Nh + 1} × {1, 2} → {0, .., Nh + 1}
(l, i) 7→ j ,
et si on de´finit les fonctions de formes par
wj =
∑
`g(l,i)=j
τ li , (2.18)
alors
{ψ ∈ H10 ([0, `]) |ψ|Kl ∈   1(K l) , l = 1, .., Nh + 1} = Vect
1≤j≤Nh
(wj) .
PSfrag replacements
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`
Fig. 2.2 – Fonctions de forme P 1-Lagrange dans H1([0, `])
A` l’aide de cette base, on peut chercher une approximation en espace de la solution ϕ du proble`me
continu sous la forme
ϕh(t, x) =
Nh∑
j=1
yj(t)wj(x) , avec yj(t) = ϕh(xj , t) .
Ainsi, la discre´tisation de la formulation variationnelle en espace du proble`me (2.3) :
µ
∂2
∂t2
∫ `
0
ϕ ϕ˜+ κ
∫ `
0
∂ϕ
∂x
∂ϕ˜
∂x
= 0 , ∀ ϕ˜ ∈ H10 ([0, `]) , ∀ t ∈ [0, T ]
dans Vh = Vect1≤I≤Nh (wI) s’e´crit
µ
∂2
∂t2
∫ `
0
ϕh ϕ˜h + κ
∫ `
0
∂ϕh
∂x
∂ϕ˜h
∂x
= 0 , ∀ ϕ˜h ∈ Vh , ∀ t ∈ [0, T ] .
Matriciellement, on obtient - avec une de´rive´e temporelle d’ordre quelconque et un second membre
interpole´ dans Vh de composantes [fh] dans la base (wj) :
My(m)(t) +Ry(t) = M [fh](t) , avec M =
(
µ
∫ `
0
wI wJ
)
I,J
et R =
(
κ
∫ `
0
∂wI
∂x
∂wJ
∂x
)
I,J
.
Comme dans le paragraphe pre´ce´dent, on peut achever de discre´tiser ce syste`me d’EDO par
diffe´rences finies en temps. Cette me´thode se ge´ne´ralise aise´ment, d’une part, en dimension
supe´rieure, et d’autre part a` des supports Kl de tailles diffe´rentes, c’est dire a` des maillages
spatiaux non structure´s. Elle est qualifie´e d’approximation interne ou de Galerkin parce qu’elle
approche la solution exacte dans un sous-espace vectoriel de son espace d’existence.
En dehors des e´le´ments finis lagrangiens d’ordre 1, qui seront au centre des me´thodes de si-
mulation pre´sente´es ici, il existe de nombreux autres e´le´ments finis, adapte´s a` divers types de
proble`mes. L’avantage des e´le´ments finis sur les diffe´rences finies apparaˆıt dans les proble`mes
dont la ge´ome´trie du domaine de de´finition requiert d’utiliser un maillage non structure´. On peut
d’ailleurs interpre´ter les diffe´rences finies comme un cas particulier des e´le´ments finis dans lequel,
d’une part, le maillage est structure´, et, d’autre part, la matrice M est approche´e par une qua-
drature particulie`re, qui donne lieu a` une version diagonale de M (mass lumping, cf. [29]).
Ainsi, dans la re´solution du mode`le non line´aire, nous utiliserons la me´thode tre`s re´pandue qui
consiste a` discre´tiser le temps par diffe´rences finies et l’espace par e´le´ments finis.
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2.2.1.c Re´solution des syste`mes line´aires
Apre`s discre´tisation totale, les deux me´thodes pre´sente´es ici conduisent souvent a` des sche´mas
du type (pour les proble`mes du premier ordre en temps) :(
1
∆t
M + θ R
)
yn+1 = Mzn +
(
1
∆t
M + (θ − 1)R
)
yn ,
qui requie`rent ainsi de re´soudre en chaque temps i∆t un syste`me line´aire de la forme Ax = b. La
taille N de l’inconnue nume´rique x e´tant de l’ordre du produit du nombre d’inconnues scalaires
par le nombre de points d’interpolation, il se peut que x ait plusieurs milliers (voire millions)
de composantes. Nous aurons typiquement N ' 105 dans les applications. Il est donc primordial
de choisir une me´thode d’inversion du syste`me line´aire performante. Les me´thodes directes (du
type e´limination de Gauss) ne sont pas efficaces compte tenu de la structure des matrices, en
ge´ne´ral creuses et en bandes. En effet, elles ont pour effet de transformer la matrice creuse en
matrice pleine, ce qui est embarrassant du point de vue de l’occupation me´moire. C’est pourquoi
on emploie plutoˆt des me´thodes ite´ratives, reposant sur une modification progressive de l’inconnue
a` partir du re´sidu du proble`me rk = b − Axk, si on note xk l’inconnue apre`s k ite´rations. La
plus simple est l’algorithme de Richardson stationnaire : en de´finissant par P et N deux matrices
positives telles que P soit inversible et A = P −N , on effectue
xk+1 ← xk + αP−1rk , (2.19)
ou` α ≥ 0 est fixe´. L’inte´reˆt de cette technique est de ne pas traiter directement la matrice
A, mais plutoˆt un proble`me posse´dant des proprie´te´s de vitesse de convergence accrues par le
pre´conditionneur P . Les me´thodes de diffe´rences et d’e´le´ments finis, en effet, conduisent a` des
matrices d’autant plus mal conditionne´es que la disctre´tisation est fine. Cet aspect est en relation
avec le spectre de la matrice, qui fait intervenir le pas du maillage (cf. 2.2.1.a, 2.2.3). On renvoie
a` [83] et [85] pour une description de´taille´e, ainsi qu’en section 6.3.2 pour un exemple.
2.2.2 De´composition spectrale
Comme nous l’avons vu en 2.1.2, les vecteurs propres de certains ope´rateurs constituent une
base orthogonale de certains espaces fonctionnels utiles pour l’analyse (continue) de certaines EDP.
C’est notamment le cas des e´quations du type des ondes, de la chaleur, de l’e´lasticite´ line´aire ou
encore de l’hydrodynamique. Dans le cas ou` l’on peut calculer ces vecteurs propres, d’une part
il est possible de de´terminer par projection les composantes du membre de droite sur la base
qu’ils forment, et d’autre part l’e´quation se trouve grandement simplifie´e apre`s substitution de
l’ope´rateur par une “matrice diagonale infinie”. Par troncature de la base des vecteurs propres, le
proble`me se rame`ne a` un syste`me d’EDO qu’on peut re´soudre par diffe´rences finies (cf. [84]).
Les me´thodes spectrales, comme les me´thodes d’e´le´ments finis, rentrent ainsi dans la classe
des approximations internes. Elles ont longtemps e´te´ l’un des principaux outils de la physique
mathe´matique (e´tudes de stabilite´ a` l’aide des modes propres), et s’e´tendent aujourd’hui a` des
situations ou` la diagonalisation mise en œuvre ne porte pas sur un ope´rateur en particulier
(polynoˆmes de Legendre etc., cf. [9]). Par ailleurs, elles sont tre`s puissantes pour l’e´tude du
caracte`re bien pose´ des proble`mes, celle-la` ne ne´cessitant pas la connaissance explicite du spectre
mais seulement son existence. C’est le cas par exemple dans l’analyse continue des e´quations
de la MHD line´aires et non line´aires (cf. 3). Enfin, elles sont utiles dans l’analyse nume´rique des
me´thodes (voir le paragraphe suivant). Pour notre part, une me´thode spectrale sera mise en œuvre
dans la discre´tisation spatiale du proble`me line´aire (chapitre 5).
20 CHAPITRE 2. DE LA MODE´LISATION A` L’OPTIMISATION
2.2.3 Re´sultats de convergence
Les me´thodes variationnelles de discre´tisation spatiale, de type e´le´ments finis ou de´composition
spectrale, procurent en fonction de h (ou Nh) des ordres de convergence sur l’e´cart entre la solution
de l’e´quation et sa version nume´rique a` l’instant t. Si l’on utilise alors des diffe´rences finies pour
discre´tiser le temps, des arguments de consistance et stabilite´ (cf. 2.2.1.a) permettent d’e´tablir
des ordres de convergence pour la discre´tisation totale (c’est a` dire e´galement en fontion de ∆t).
On conside`re pour cela un ouvert borne´ Ω ∈   d, et on note (λj , vj)j≥1 une solution du proble`me
spectral (cf. 2.1.2) : ∫
Ω
∇ϕ · ∇ϕ˜ = λ
∫
Ω
ϕ ϕ˜ , ∀ ϕ˜ ∈ H10 (Ω) ,
telles que (vj) forme une base de H
1
0 (Ω) orthonormale dans L
2(Ω) et orthogonale dans H1(Ω).
Alors, la solution du proble`me (cf. P.-A. Raviart et J.-M. Thomas [84])
∂mt
∫
Ω
ϕ ϕ˜+
∫
Ω
∇ϕ · ∇ϕ˜ =
∫
Ω
f ϕ˜ , ∀ ϕ˜ ∈ H10 (Ω) ,
est donne´e par (on note (·, ·) le produit scalaire L2(Ω))
ϕ(t) =
∑
j≥1
(ϕ0, vj) e
−λj t +
∫ t
0
(f(s), vj) e
−λj(t−s) si m = 1 ,
et (en posant ωj =
√
λj)
ϕj(t) =
∑
j≥1
(ϕ0, vj) cos (ωjt) +
1
ωj
(ϕ1, vj) sin (ωjt) +
1
ωj
∫ t
0
(f(s), vj) sin (ωj(t− s)) si m = 2 .
Les meˆmes re´sultats sont valables dans des sous-espaces de dimension finie Vh de H
1
0 (Ω), comme
celui engendre´ par la de´composition spectrale ci-dessus tronque´e pour j > Nh, ou encore par une
me´thode d’e´le´ments finis lagrangiens d’ordre 1. Dans ce dernier cas, si l’on suppose Ω polye´drique
et partitionne´ en n-simplexes de diame`tre infe´rieur a` h, alors, pour toutes fonctions ϕ ∈ H 1(Ω) et
leur version discre`te ϕh ∈ Vh, il existe une constante c ∈   + telle que
inf
ϕh∈Vh
(
|ϕ− ϕh|L2(Ω) + h|ϕ− ϕh|H1(Ω)
)
≤ c h2|ϕ|H2(Ω) .
Ainsi, on est en mesure d’e´tablir la convergence des sche´mas en temps explicites (cf. 2.2.1.a)
d’Euler pour l’e´quation de la chaleur et de Newmark pour l’e´quation des ondes. Si l’on note
µh = max
1≤j≤Nh
λj, alors sous les hypothe`ses de stabilite´
∆t µh ≤ 2 si m = 1 et ∆t2 µh ≤ 4 si m = 2 , (2.20)
il existe une unique solution au proble`me (2.1) (resp. (2.2)) discre´tise´ dans ce cadre, qui, pour des
donne´es suffisamment re´gulie`res, satisfait l’estimation d’erreur :
|ϕnh − ϕ(n∆t)|L2(Ω) ≤ O
(
|ϕ0h − ϕ0|L2(Ω) + h2 + ∆t
)
,
resp.
|ϕnh − ϕ(n∆t)|L2(Ω) ≤ O
(
|ϕ0h − ϕ0|L2(Ω) + |ϕ1h − ϕ1|L2(Ω) + h2 + ∆t2
)
.
On notera qu’en dimension 1 et sur maillage structure´ (cf. 2.2.1.a), on retrouve les conditions
(2.16) et (2.17) a` partir de (2.20), e´tant donne´ que les valeurs propres de la matrice R sont dans
ce cas majore´es par 4/h2 (cf. R. Dautray et J.-L. Lions [22] III).
2.3. CONTROˆLE OPTIMAL 21
2.3 Controˆle optimal
2.3.1 Notions d’automatique
Modifier les parame`tres d’un syste`me dans le but de lui faire adopter un comportement prescrit
constitue, pourrait-on dire, le quotidien de n’importe quel eˆtre humain ou socie´te´. Pour limiter le
plus possible ces interventions, il est logique de chercher a` maximiser l’autonomie du syste`me en
le rendant plus “intelligent”. L’exemple le plus ancien remonte a` He´ron d’Alexandrie, qui mit au
point la fontaine a` vin, destine´e a` maintenir une hauteur de boisson constante dans un re´cipient
au fil des pre´le`vements qui s’y font, en reliant un flotteur a` une soupape par un me´canisme de
levier. Ce dispositif comporte toutes les caracte´ristiques usuelles d’un syste`me commande´ :
- une donne´e d’entre´e (consommation de vin), qu’on ne maˆıtrise pas,
- une variable d’e´tat (hauteur de vin), dont on veut qu’elle prenne une certaine valeur,
- un actionneur (soupape), qui permet de modifier la variable d’e´tat
- un observateur (flotteur), qui mesure l’e´tat du syste`me
- une re´troaction (levier), qui associe a` la mesure une certaine valeur de l’actionneur.
C’est ainsi qu’on appelle syste`me la transformation (naturelle) qui de´termine les variables d’e´tat
a` partir des donne´es et des actionneurs, et correcteur le dispositif (humain) constitue´ de l’obser-
vateur et de la re´troaction :
PSfrag replacements
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Fig. 2.3 – Syste`me commande´
Nous nous plac¸ons ici dans un cas ide´al, ou` les imperfections de l’observateur, de l’actionneur et
de la re´troaction (qui sont des e´le´ments physiques) ne sont pas prises en compte dans le mode`le.
Dans le cas ou` f(t), y(t), z(t) et u(t) sont des vecteurs de dimension finie, et ou` le comporte-
ment du syste`me peut eˆtre mode´lise´ par des e´quations line´aires, ce type de proble`me rentre dans
la classe des syste`mes dynamiques line´aires autonomes (A et B sont des matrices re´elles) :{
y˙(t) = Ay(t) +Bu(t) + f(t) sur [0, T ] ,
y(0) = y0 .
(2.21)
Dans ce cadre, la the´orie des EDO montre que l’e´tat est relie´ a` la commande par la loi
y(t) = G(t) y0 +
∫ t
0
G(t− s) [Bu(s) + f(s)] , avec G(t) = eAt .
L’objet de l’automatique est alors de trouver une loi de commande (en boucle ferme´e)
u(t) = F [t, y(t)]
pour construire une re´troaction (ou feedback) permettant de minimiser un certain crite`re

(u) =

(y(u), u), comme par exemple le proble`me de poursuite (tracking) visant a` minimiser, sur l’inter-
valle [0, T ], l’e´cart z(t) = y(t)− yopt(t) entre y et une trajectoire donne´e yopt :

(u) =
σ
2
‖z(T )‖2 +
∫ T
0
1
2
[
‖z(t)‖2 + u(t)TQu(t) dt
]
, (2.22)
ou` σ ∈   +, et Q est une matrice syme´trique de´finie positive qui quantifie le couˆt de la commande.
Il s’agit la` d’un proble`me line´aire-quadratique, dont la the´orie a e´te´ de´veloppe´e dans les anne´es
1940-50, notamment par R.E. Kalman [54], L.S. Pontryagin [82] et R. Bellman [7].
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Ainsi, la premie`re question qui se pose est celle de la controˆlabilite´, a` savoir, e´tant donne´ deux
e´tats arbitraires y0 et yT , existe-t-il une commande u(t) telle que y(T ) = yT ? Le crite`re de Kalman
permet d’y re´pondre en donnant la condition ne´cessaire et suffisante de controˆlabilite´
Rg [B,AB, . . . , AN−1B] = N , ou` N est la taille de y .
En supposant cette condition remplie, existe-t-il une commande u(t) joignant y0 a` yT qui, de
plus, minimise le crite`re

(u) ? C’est le proble`me du controˆle optimal. Ici, cette proprie´te´ a lieu
(et la commande optimale est meˆme unique) car la fonction

est α-convexe, la matrice Q e´tant
syme´trique de´finie positive. Il reste alors a` obtenir la commande, en re´solvant un syste`me qui
caracte´rise la solution u, et si possible la de´termine. Le principe du minimum de Pontryagin
conduit a` des conditions ne´cessaires3 d’optimalite´ : pour que la commande u d’e´tat associe´ y(u)
soit optimale, il faut qu’il existe un vecteur adjoint p tel que (voir par ex. [31]){
p˙(t) = −AT p(t)− z(t) ,
p(T ) = σ z(T ) ,
(2.23)
et que la fonction de Pontryagin du syste`me atteigne son minimum en (y, u, p) :
HP (y, p, u) = Inf
v
HP (y, p, v) , avec HP (y, p, v) =
1
2
(‖z‖2 + vTQv) + pT (Ay +Bv + f) .
Les conditions ne´cessaires d’optimalite´ se re´sument ainsi par
y˙ = ∂pHP (y, p, u) ,
p˙ = −∂yHP (y, p, u) ,
0 = ∂vHP (y, p, u) ,
(2.24)
qu’on peut encore exprimer par la stationnarite´ de la fonction de Lagrange  :
∂u  = ∂y  = ∂p  = 0 , avec  (u, y, p) = J(u, y)−
∫ T
0
pT (y˙ −Ay −Bu− f) .
Il est par ailleurs possible d’expliciter la loi de commande par le biais de la re´solution d’une
e´quation matricielle (de Ricatti), mais dans notre contexte (voir ci-dessous), il est inutile de
de´tailler cet aspect. De meˆme, l’approche de la programmation dynamique de Bellman, base´e
sur la the´orie de Hamilton-Jacobi, ne sera pas aborde´e en raison de son couˆt nume´rique trop e´leve´
dans les proble`mes de controˆle qui nous inte´ressent.
Remarque : le principe du minimum est souvent appele´ le principe du maximum : si l’on change
le signe des variables adjointes p, il faut maximiser et non minimiser le hamiltonien (cf. [96])
H(y, p, v) = pT (Ay +Bv + f)− 1
2
(‖z‖2 + vTQv) .
Cet autre formalisme correspond a` celui du proble`me de Lagrange (cf. V. Alexe´ev et al. [2]) :  (y) =
∫ T
0
L(t, y(t), y˙(t)) −→ extr ,
 
(t, y(t), y˙(t)) = 0 , y(0) = y0 , y(T ) = yT .
En me´canique, lorsque L repre´sente le lagrangien d’un syste`me (diffe´rent de la fonction de
Lagrange), l’objet de ce proble`me est de caracte´riser les trajectoires qui rendent stationnaires
l’action  sous les contraintes
 
= 0. Le principe du maximum de Pontryagin est alors utile
pour traiter des contraintes du type y˙ = g(t, y(t), y˙(t)) (non holonoˆmes). Les variables adjointes
sont encore appele´es des multiplicateurs de Lagrange, et les conditions d’optimalite´ (2.24)
prises avec H(y, p, y˙) = pT g(y, y˙)− L(y, y˙) a` la place de HP les e´quations d’Euler-Lagrange.
3et suffisantes dans ce cas pre´cis
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2.3.2 Position du proble`me
Nous venons de de´crire un moyen permettant de commander le comportement d’un syste`me
de dimension finie au moyen d’un actionneur u apparaissant dans le second membre de l’e´quation
d’e´tat. La de´marche a consiste´, apre`s s’eˆtre assure´ de l’existence et de l’unicite´ de la commande
pour le crite`re donne´, a` re´soudre trois syste`mes diffe´rentiels ordinaires pour obtenir le re´sultat.
Nous avons par ailleurs mentionne´ la possibilite´ d’obtenir la loi de commande par l’interme´diaire
de l’e´quation de Ricatti, ou encore de traiter le proble`me par la me´thode de la programmation
dynamique. Dans certaines situations, l’automatique peut s’e´tendre a` des proble`mes de dimension
infinie, dans lesquels l’e´quation d’e´tat est une EDP et repre´sente ainsi un syste`me a` parame`tres
distribue´s. Dans ce cadre, la the´orie du controˆle optimal se complexifie notablement, sur la question
de la controˆlabilite´ comme sur celles de l’existence et de l’obtention de solutions.
2.3.2.a Controˆlabilite´ approche´e
La re´gularite´ minimale ϕ ∈ H1 des solutions des EDP que nous e´tudions (cf. 2.1.3) empeˆche,
par exemple, d’atteindre un e´tat cible moins re´gulier ϕopt ∈ L2 dans le proble`me (2.6)-(2.7) :
Inf
u∈U

(u) , ou`

(u) =
1
2
∫ T
0
∫ `
0
‖ϕ(u) − ϕopt‖2 + Q
2
∫ T
0
∫ `
0
‖u‖2 , Q ∈   ∗+ ,
et ϕ(u) est tel que

∂tϕ(t, x)− κ ∂2xϕ(t, x) = u(t, x) , ∀ (t, x) ∈ [0, T ] × [0, `] ,
ϕ(t, 0) = ϕ(t, `) = 0 , ∀ t ∈ [0, T ] ,
ϕ(0, x) = ϕ0(x) , ∀x ∈ [0, `] .
qui est une version distribue´e du proble`me d’automatique (2.22)-(2.21) avec A ≡ κ ∂2x, B ≡ I,
f ≡ 0 et θ = 0. En effet, pour tout T , il est impossible que ϕ = ϕopt, ce qui signifie que le syste`me
commande´ ne satisfait la condition de controˆlabilite´ exacte. En revanche, on peut de´celer une
proprie´te´ de controˆlabilite´ approche´e si l’on impose a` u d’e´voluer dans U = L2([0, T ], L2(Ω)). En
effet, en ayant recours a` l’e´tat adjoint de´fini par (2.8), on de´montre alors (cf. J.-L. Lions [64]) que
ϕ(u) parcourt un espace Z dense dans l’espace cible L2([0, T ], L2(Ω)). Ce re´sultat s’appuie sur un
corollaire du the´ore`me de Hahn-Banach (cf. [22] Chap. VI), selon lequel un sous-espace vectoriel
Z ⊂ Y est dense dans Y si et seulement si toute forme line´aire continue sur Z qui s’annule sur Y
s’annule sur Z tout entier. Ainsi, on choisit pour la forme line´aire en question un e´le´ment ψ de
ZT (the´roe`me de Riesz), et on conside`re la solution λ du proble`me
−∂tλ(t, x)− κ ∂2xλ(t, x) = ψ(t, x) , ∀ (t, x) ∈ [0, T ] × [0, `] ,
λ(t, 0) = λ(t, `) = 0 , ∀ t ∈ [0, T ] ,
λ(T, x) = 0 , ∀x ∈ [0, `] .
Alors
∀ϕ ∈ Z , 0 =
∫ T
0
∫ `
0
(−∂tλ− ∂2xλ)ϕ =
∫ T
0
∫ `
0
λ (∂tϕ− ∂2xϕ) =
∫ T
0
∫ `
0
λu ,
donc ne´cessairement λ = 0 puisque u est arbitraire. Il en re´sulte que ψ = 0 sur L2([0, T ], L2(Ω)).
On dit alors que U est l’ensemble des commandes admissibles et Y l’ensemble atteignable. Par
densite´, l’e´tat cible ϕopt peut alors eˆtre approche´ sous la forme
ϕ(u)(t) ∈ ϕopt(t) + [−ε, ε] , ∀ ε > 0 .
La question de la controˆlabilite´ exacte se pose dans de nombreux proble`mes (cf. R. Glowinski
et J.-L. Lions [43] [44], J.-M. Coron [18], A.V Fursikov [36]), comme par exemple lorsque la
commande n’est de´finie que sur le bord d’un domaine, ou` lorsque l’e´tat n’est disponible qu’a`
travers un observateur (observabilite´). Pour un choix convenable de U , des arguments de densite´
permettent alors de se ramener e´ventuellement a` un proble`me de controˆlabilite´ approche´e.
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2.3.2.b Minimisation de fonctionnelles convexes
En dimension finie, la compacite´ du domaine de de´finition et la continuite´ du crite`re assurent
qu’il atteint son minimum. Dans le cas des EDP, on perd la compacite´ et seule la convexite´ permet
d’obtenir des gages d’existence et d’unicite´ sur la solution optimale. On conside`re pour cela un
ensemble Uad, sous-espace convexe ferme´ d’un espace de Hilbert U . Soient b une forme biline´aire
syme´trique, continue et coercive sur U (ou α-convexe : ∃α > 0 , ∀v ∈ U , b(v, v) ≥ α‖v‖2U ), M une
forme line´aire continue sur U . Alors il existe une unique solution u ∈ Uad au proble`me :
Inf
v∈Uad
J(v) , J(v) =
1
2
b(v, v) −M(v) (2.25)
L’unicite´ re´sulte imme´diatement de la coercivite´ de b, qui implique la stricte convexite´ de J . Au
sujet de l’existence, la coercivite´ de b implique que toute suite minimisante pour J est borne´e.
Soit (vn) une telle suite. Comme U est un espace de Banach re´flexif, on peut extraire (cf. 2.1.2)
de (vn) une sous-suite (vm) qui converge faiblement vers u. De plus u ∈ Uad, du fait que Uad est
faiblement ferme´, car ferme´ et convexe. Ainsi :
lim
m→∞ J(vm) = infv∈Uad
J(v) , avec vm ⇀
m→∞ u ∈ Uad .
Enfin, les fonctions v 7→ b(v, v) et v 7→ M(v) sont, au sens faible, respectivement semi-continue
infe´rieurement (car elliptique) et continue ; il en re´sulte que J est elle-meˆme faiblement semi-
continue infe´rieurement, donc (voir [15]) :
lim inf
m→∞ J(vm) ≥ J(u) , ce qui implique J(u) = infv∈Uad J(v) .
2.3.2.c Condition ne´cessaire et suffisante d’optimalite´
La fonctionnelle J admet une affine minorante (−M), donc une sous-diffe´rentielle en tout point
de Uad, e´tant donne´ qu’elle est convexe. Elle est de plus continue donc admet une de´rive´e au sens
de Gaˆteaux J ′ donne´e par
(J ′(u), u˜)U = lim
ε→0
J(u+ εu˜)− J(u)
ε
.
On peut ainsi e´crire la condition d’optimalite´
∀ v ∈ Uad , ∀θ ∈]0, 1[ , J(u) ≤ J((1− θ)u+ θv)
sous la forme J ′(u) · (v − u) ≥ 0 , ∀ v ∈ Uad, soit
b(u, v − u) ≥M(v − u) , ∀ v ∈ Uad . (2.26)
L’implication re´ciproque :
b(u, v − u) ≥M(v − u) ⇒ J(u) = Inf
v∈Uad
J(v)
se de´montre sans peine. La caracte´risation (2.26) de la solution optimale u porte le nom d’ine´quation
d’Euler. Nous allons voir qu’elle s’e´tend au controˆle optimal des syste`mes gouverne´s par des
e´quations elliptiques.
Remarque : lorsque Uad = U ou u ∈
◦
U , la condition (2.26) prend la forme :
b(u, v) = M(v) , ∀ v ∈ Uad .
C’est l’e´quation d’Euler du proble`me (2.25). Sa solvabilite´ avait de´ja` e´te´ mentionne´e en section
2.1.2 dans la pre´sentation de l’e´tude des mode`les.
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2.3.3 Cas elliptique
Soient Ω ∈   d un ouvert borne´, H et V deux espaces de Hilbert tels que :
V ⊂ H = H ′ ⊂ V ′ , avec injections denses et continues.
(on identifie H a` son dual). Conside´rons par ailleurs les formes continues a et L respectivement
biline´aire coercive et line´aire sur V . D’apre`s le the´ore`me de Riesz (cf. 2.1.2),
∃ ! f ∈ V ′ / L(ϕ˜) = (f, ϕ˜) , ∀ ϕ˜ ∈ V .
On pose en fait une hypothe`se plus forte sur L, a` savoir f ∈ H (c’est pourquoi on a pris le produit
scalaire L2 dans le membre de droite). Le lemme de Lax-Milgram assure l’existence d’une unique
solution ϕ ∈ V au proble`me elliptique :
a(ϕ, ϕ˜) = (f, ϕ˜) , ∀ ϕ˜ ∈ V .
La forme a est continue par rapport a` chacune de ses variables, donc en utilisant une nouvelle fois
le the´ore`me de Riesz, on lui associe un ope´rateur La ∈  (V, V ′), et on pose A = −La, de sorte que
le proble`me pre´ce´dent est e´quivalent a`
−Aϕ = f .
(par exemple, dans le cas du proble`me de Dirichlet homoge`ne : H = L2(Ω), V = H10 (Ω) et
A = ∆). Enfin, on de´finit un ope´rateur coercif Q ∈  (U) (∀ v ∈ U , (Qv, v)U ≥ β‖v‖2U ), ainsi
qu’un e´tat-cible ϕopt ∈ H pour de´finir le proble`me de controˆle optimal :
Inf
v∈Uad

(v) , ou`

(v) =
1
2
|ϕ(v) − ϕopt|2H +
1
2
(Qv, v)U , (2.27)
et ϕ(v) est tel que −Aϕ = f + v . (2.28)
2.3.3.a Premie`re caracte´risation de l’optimum
Graˆce a` l’existence d’une solution a` l’e´quation d’e´tat (2.28) pose´e avec v = 0, nous allons
montrer qu’un tel proble`me peut se ramener a` la minimisation d’une fonctionnelle convexe comme
expose´ pre´ce´demment. On a :

(v) =
1
2
|ϕ(v) − ϕ(0) + ϕ(0) − ϕopt|2H +
1
2
(Qv, v)U ,
et si l’on pose a` pre´sent
b(u, v) =
(
ϕ(u)− ϕ(0) , ϕ(v)− ϕ(0)
)
H
+ (Qu, v)U ,
M(v) =
(
ϕopt − ϕ(0) , ϕ(v) − ϕ(0)
)
H
, (2.29)
du fait de l’ellipticite´ de Q, qui implique celle de b, on peut traiter le proble`me en se servant des
re´sultats des sections 2.3.2.b et 2.3.2.c. En effet, le crite`re s’e´crit :

(v) =
1
2
b(v, v) −M(v) + 1
2
|ϕopt − ϕ(0)|2H ,
dont la minimisation est e´quivalente a` celle de J(v).
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2.3.3.b Caracte´risation par l’e´tat adjoint
Lorsque Uad 6= U , nous n’avons qu’a` disposition l’ine´galite´ (2.26). C’est une condition ne´cessaire
et suffisante de solvabilite´ du proble`me de controˆle, qui me´rite d’eˆtre de´veloppe´e dans le cadre des
hypothe`ses introduites ci-dessus. On re´e´crit la diffe´rence entre b(u, v − u) et L(v − u) en faisant
a` nouveau appel au the´ore`me de Riesz, qui permet de de´finir l’isomorphisme canonique Λ de U
sur U ′. Celui-la` est ne´cessaire pour exprimer le produit scalaire en fonction du produit de dualite´
(et vice-versa), du fait qu’on n’a pas identifie´ U a` son dual. Ainsi, on a la proprie´te´ que pour tout
u ∈ U , (u, v)U = 〈Λu, v〉U ′,U , ∀ v ∈ U . On commence par substituer v par v − u dans (2.29) :
b(u, v − u) = 〈(ϕ(u) − (ϕ(0)) , ϕ(v − u)− ϕ(0)〉U ′,U + (Qu, v − u)U ,
M(v − u) = 〈(ϕopt − ϕ(0)), ϕ(v − u)− ϕ(0)〉V ′,V .
Il vient alors :
b(u, v − u)−M(v − u) = 〈(ϕ(u) − ϕopt), ϕ(v) − ϕ(u)〉V ′,V + (Qu, v − u)U .
Nous introduisons a` pre´sent l’ope´rateur A∗ adjoint de A (extension de la transpose´e d’une matrice
a` la dimension infinie), et appellons e´tat adjoint la solution λ(v) du proble`me adjoint :
−A∗λ = ϕ(v) − ϕopt . (2.30)
A` l’aide de cette nouvelle inconnue, il ressort une condition ne´cessaire sur la de´rive´e du crite`re ne
faisant plus intervenir ϕ(v) :
b(u, v − u) ≥M(v − u) ⇔ (Λ−1λ(u) +Qu, v − u)U ≥ 0 , ∀ v ∈ Uad , (2.31)
qu’on appelera de´sormais condition d’optimalite´. C’est ainsi qu’on arrive a` e´tablir, comme dans
l’exemple en dimension finie (2.24), un syste`me de trois conditions d’optimalite´ en regroupant
(2.28), (2.30) et (2.31). Dans le cadre strictement elliptique que nous venons de pre´senter, la
commande optimale est de´termine´e par la solution de ce syste`me.
Enfin, on notera que le proble`me peut se voir sous l’angle de la recherche d’un point-selle en
optimisation sous contraintes : si on de´finit la fonction de Lagrange par
L(u, λ) =

(u)− 〈λ , F (u)〉V,V ′ , ou` F (u) = −Aϕ(u)− f − u ,
 : U → V ′ (sous la condition de qualification que  ′(u)∗ : V → U ′ soit un ope´rateur line´aire
borne´ surjectif, cf. M. Burger [17]) alors (2.27)-(2.28) est e´quivalent au proble`me
inf
u∈U
sup
λ∈V
L(u, λ) qui implique ∂vL(u, λ) = ∂µL(u, λ) = 0 , (2.32)
ou encore
∂ϕ  (ϕ, u, λ) = ∂u  (ϕ, u, λ) = ∂λ  (ϕ, u, λ) = 0 ,
avec  (ϕ, u, λ) =

(ϕ, u) − 〈λ ,  (ϕ, u)〉 ,  (ϕ, u) = −Aϕ− f − u .
La proprie´te´ (2.32) est l’extension en dimension infinie du the´ore`me de Kuhn-Tucker dans le cas
des contraintes d’e´galite´4 (cf. [56]). Cela donne un moyen pratique d’e´tablir la forme du proble`me
adjoint (∂ϕ  = 0), auquel nous aurons constamment recours dans les applications (cf. 5 et 8).
4F = (fi)1≤i≤N , avec fi : U → R : la condition de qualification est alors l’inde´pendance line´aire des f
′
i .
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2.3.4 Proble`mes d’e´volution
De meˆme que dans le cas elliptique, nous exposons a` pre´sent brie`vement une extension du prin-
cipe de Pontryagin aux syste`mes gouverne´s par des EDP paraboliques ou hyperboliques, donc avec
commande, e´tat et multiplicateurs de Lagrange de dimension infinie. Dans les sections pre´ce´dentes,
nous avons mis en e´vidence la structure de semi-groupe continu de contractions5 de la famille
d’ope´rateurs (G(t))t∈R+ qui a` une condition initiale associent la variable d’e´tat a` l’instant t, sur le
plan continu (2.1.3) comme sur les plans discret (2.2.1.a) et semi-discre´tise´ (2.2.3). En re´sume´,
conside´rant un espace de Hilbert W , nous avons pu expliciter G(t) par son ge´ne´rateur infinite´simal
A ∈  (W ) sous la forme
Φ(t) = G(t)Φ0 + (G ∗
t
F )(t) , ∀ t ≥ 0 , avec G(t) = eAt .
2.3.4.a Existence de controˆles optimaux
Dans le cas de l’e´quation de la chaleur (W = H = L2(Ω), A = ∆), ce semi-groupe est par
ailleurs compact, du fait de la compacite´ de sa re´solvante (µI−A)−1 (cf. 2.1.3), elle-meˆme permise
par le choix de l’espace V = H10 (Ω) et l’ellipticite´ de −∆. Ainsi, et sous d’autres hypothe`ses
techniques que nous ne de´taillerons pas ici, un proble`me de controˆle optimal de la forme (ou`
M(·, ϕ(·), u(·)) ∈ L1(]0, T [), g ∈  ([0, T ],H×U) et   est un sous-espace ferme´ convexe de H×H) :
Inf
u∈U

(u) , ou`

(u) =
∫ T
0
M(t, ϕ(u(t)), u(t)) dt , (2.33)
et ϕ(u) est tel que ∂tϕ(t) = Aϕ(t) + g(t, ϕ(t), u(t)) , (ϕ(0), ϕ(T )) ∈   (2.34)
admet au moins une solution (cf. X. Li et J. Yong [62]) si G est compact. L’unicite´, en revanche,
n’est pas e´tablie. On notera que ce mode`le permet de traiter des proble`mes non line´aires domine´s
par un ope´rateur ellitptique, comme par exemple les e´quations de Navier-Stokes (cf. 3.1), et que
la contribution de la commande a` l’e´quation d’e´tat n’est plus re´gie par une relation line´aire.
L’e´quation des ondes, en revanche, n’est pas re´gie par un semi-groupe compact6, pour la simple
raison que c’est en fait un groupe (cf. [22] Chap. XIV). On peut cependant de´montrer l’existence
de commandes optimales en ayant recours a` la formulation variationnelle de l’e´quation et aux
estimations a priori applique´es au syste`me commande´.
2.3.4.b Principe de Pontryagin
Si l’on suppose, dans le proble`me (2.33)-(2.34), que A est le ge´ne´rateur d’un semi-groupe
continu, que M et g sont continuˆment diffe´rentiable au sens de Fre´chet par rapport a` la variable
d’e´tat, et, de plus, qu’il existe une constante C > 0 telle que pour tout (t, ϕ, u) ∈ [0, T ]×H ×U :
|∇ϕM(t, ϕ, u)| , |∇ϕg(t, ϕ, u)| , |M(t, 0, u)| , |g(t, 0, u)| ≤ C ,
alors, le principe de Pontryagin s’applique au proble`me (2.33)-(2.34), sous re´serve que l’ensemble :
 
=
{
ϕ1 − ϕ(T ) | ϕ(t) = eAtϕ0 +
∫ t
0
eA(t−s)∇ϕg(s, ϕ¯(s), u¯(s)) ds , t ∈ [0, T ] , (ϕ0, ϕ1) ∈ S
}
soit de codimension finie dans H (cf. X. Li et J. Yong [62]). On notera que la proprie´te´ de
compacite´ du semi-groupe n’est pas requise ; ainsi, le principe est e´galement valable pour les
proble`mes hyperboliques en remplac¸ant ϕ par Φ dans (2.33)-(2.34).
5Pour son extension aux proble`mes non line´aires, on pourra consulter par exemple R. Temam [95] ou` le raison-
nement est applique´ aux e´quations de Navier-Stokes.
6mais posse`de des proprie´te´s de controˆlabilite´ exacte (cf. [65]), contrairement a` l’e´quation de la chaleur...
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Ainsi, les conditions ne´cessaires d’optimalite´ prennent la forme, si u(t) est la commande optimale :
λ(t) = eA
∗(t−T )λ(T ) +
∫ T
t
eA
∗(s−t)
(
∇ϕg(s, ϕ(s), u(s)) , λ(s)
)
H
ds−
∫ T
t
eA
∗(s−t)M(s, ϕ(s), u(s)) ds
avec ϕ solution de (2.34), et
HP (ϕ, u, λ) = Inf
v∈U
HP (ϕ, v, λ) , avec HP (ϕ, u, λ) = M(ϕ, u) +
(
λ , Aϕ+ g(ϕ, u)
)
H
,
qu’on exprime encore par la stationnarite´ de la fonction de Lagrange par rapport ϕ, u et λ :
∂ϕ  = ∂u  = ∂λ  , avec  (ϕ, u, λ) =

(ϕ, u)−
∫ T
0
(
λ ,  (ϕ, u)
)
H
,  (ϕ, u) = ∂tϕ−Aϕ−g(ϕ, u) .
(2.35)
2.3.5 Mise en œuvre
Il existe essentiellement deux grandes familles de me´thodes pour de´terminer la solution d’un
proble`me de controˆle optimal : les approches de´terministes et les approches stochastiques (algo-
rithmes ge´ne´tiques etc.). Ces dernie`res sont bien adapte´es a` la recherche d’un minimum global,
mais souvent trop couˆteuses dans le domaine des syste`mes gouverne´s par des EDP, qui requiert une
discre´tisation de l’e´quation d’e´tat conduisant a` des proble`mes de grande taille. Dans la premie`re
cate´gorie, on distingue principalement trois types de me´thodes, a` savoir :
- le calcul direct de la commande optimale en fonction de l’e´tat par une loi de commande
(cf. 2.3.1) qui requiert de re´soudre l’e´quation de Ricatti,
- la recherche d’un minimum local en re´solvant le syste`me de Pontryagin (2.35),
- la me´thode de la programmation dynamique, base´e sur la recherche de solutions de viscosite´
(cf. M.G. Crandall et P.-L. Lions [20]) a` l’e´quation de Hamilton-Jacobi-Bellman.
Dans le premier cas, la version en dimension infinie de l’e´quation (inte´gro-diffe´rentielle) de Ricatti
(cf. J.-L. Lions [64]) se preˆte difficilement au calcul nume´rique, tandis que dans le troisie`me, c’est
encore la taille des proble`mes qui compromet son utilisation. On rencontre plutoˆt l’approche de
la programmation dynamique en controˆle stochastique, ou encore dans les proble`mes en temps
discret, comme en logistique par exemple.
C’est ainsi qu’on adopte la me´thode de Pontryagin pour de´terminer un minimum local (qu’on
espe`re global...) au moyen du syste`me des conditions ne´cessaires d’optimalite´. Celui-la` peut paraˆıtre
ardu car triplement couple´, mais il est possible de contourner la difficulte´ en utilisant une me´thode
ite´rative pour minimiser

. Une premie`re ide´e peut consister a` calculer son gradient en l’appro-
chant par diffe´rences finies connaissant sa valeur pour deux commandes donne´es, mais on s’aperc¸oit
que cela requiert d’utiliser un pas d’e´chantillonage trop fin et conduit a` un couˆt prohibitif en temps
de calcul. En revanche, la re´solution du proble`me adjoint pour une commande (et donc une va-
riable d’e´tat) donne´e s’ave`re tre`s inte´ressante, car elle permet de calculer le gradient du crite`re
de manie`re beaucoup plus efficace que par diffe´rences finies. On dispose alors de l’ensemble des
me´thodes de minimisation (me´thode de gradient, gradient conjugue´, Newton, quasi-Newton) pour
un expose´ approfondi desquelles on renvoie a` D.G. Luenberger [68] ou F. Bonnans et al. [14].
A` ce stade, on se retrouve encore face a` deux possibilite´s : calculer le gradient du crite`re
discre´tise´, ou discre´tiser une formule continue du gradient, dont nous allons a` pre´sent expliquer
l’obtention dans un cadre formel.
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2.3.5.a Calcul du gradient de la fonction couˆt par la me´thode de l’adjoint
Exprimons la de´rive´e directionnelle du crite`re

donne´ par (2.27) :(
∇ (u), u˜
)
U
= lim
ε→0

(ϕ+ εϕ˜, u+ εu˜)−  (ϕ, u)
ε
, soit(
∇ (u), u˜
)
U
= (ϕ(u) − ϕopt , ϕ˜)H + (Qu , u˜)U , (2.36)
ou` ϕ˜ est solution du syste`me des e´quations de sensitivite´ :
∇u  (ϕ, u) = 0 ⇔ lim
ε→0
 (ϕ+ εϕ˜, u+ εu˜)−  (ϕ, u)
ε
= 0 , (2.37)
le syste`me e´tant gouverne´ par l’e´quation d’e´tat  (ϕ, u) = 0. Cette approche ne fournit pas d’ex-
pression explicite du gradient, du fait de la pre´sence de ϕ˜ : pour obtenir ∇ (u), il faudrait re´soudre
(2.37) dans toutes les directions u˜ ... mais on de´montre la proprie´te´
∇ (u) = Qu −
〈
λ, ∂u  (y, u)
〉
lorsque ∂ϕ  (ϕ, u, λ) = 0 . (2.38)
En effet, compte-tenu de (2.37) :(
∇ (u), u˜
)
U
= lim
ε→0
 (ϕ+ εϕ˜, u+ εu˜, λ)−  (ϕ, u, λ)
ε
,
donc, en de´veloppant au premier ordre :〈
∇ (u), u˜
〉
=
〈
∂u  (ϕ, u, λ), u˜
〉
+
〈
∂ϕ  (ϕ, u, λ), ϕ˜
〉
,
et comme ∂ϕ  (ϕ, u, λ) = 0 :
∇ (u) = ∂u  (ϕ, u,Λ) = Qu −
〈
λ, ∂u  (ϕ, u)
〉
.
Nous disposons ainsi d’une expression de ∇ (u) exploitable : une fois λ obtenu par la re´solution
de l’e´quation d’e´tat et du proble`me adjoint (qui est en ge´ne´ral un peu plus simple), le calcul de〈
λ, ∂u  (ϕ, u)
〉
se fait sans difficulte´s.
2.3.5.b Discre´tisation et optimisation : dans quel ordre ?
Pour calculer le gradient du crite`re en vue de lancer une proce´dure d’optimisation, un premie`re
possibilite´ est d’appliquer cette me´thode telle quelle en construisant le proble`me adjoint au niveau
continu, puis en le discre´tisant de la meˆme manie`re que l’e´quation d’e´tat, et enfin en calculant le
crite`re a` partir des donne´es discre`tes et de la formule continue (2.38). Il reste alors a` lancer un
programme de minimisation en dimension finie a` partir des donne´es approche´es de u et

(u).
L’autre option est d’e´tablir des conditions d’optimalite´ en dimension finie a` partir de l’e´quation
d’e´tat et du crite`re discre´tise´s. Il existe pour cela deux me´thodes, a` savoir par le meˆme type de
raisonnement qu’en 2.3.1, ou en ge´ne´rant directement le proble`me a` partir du code source du
crite`re et de l’e´quation d’e´tat par diffe´rentiation automatique (cf. I. Danaila et al. [21]).
L’avantage de la deuxie`me approche est qu’elle traite un proble`me dans lequel les versions
discre´tise´es du gradient et du crite`re se correspondent exactement, contrairement au cas pre´ce´dent
ou` elles e´taient construites a` partir des conditions d’optimalite´ continues. L’inconve´nient est une
imple´mentation qui n’est pas toujours pratique (cf. M.D. Gunzburger [45]). Un bon compromis
semble eˆtre d’opter pour la premie`re possibilite´, ce que nous ferons dans les travaux pre´sente´s ici.
Des exemples de cette de´marche peuvent eˆtre trouve´s pour le controˆle frontie`re d’un proble`me
de MHD stationnaire non line´aire (L.S. Hou et A.J. Meir [52]), ou encore dans un domaine aussi
e´loigne´ que la calibration de la volatilite´ locale des options europe´ennes et ame´ricaines en finance
(Y. Achdou et O. Pironneau [1]).
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Chapitre 3
Pre´sentation des mode`les utilise´s
Les contraintes pratiques et la complexite´ du proce´de´ Hall-He´roult ont toujours e´te´ un frein a`
son optimisation. C’est la raison pour laquelle d’actives recherches sur la mode´lisation des cuves
d’e´lectrolyse, et en particulier sur le comportement de l’interface e´lectrolyte/aluminium, ont e´te´
mene´es depuis une quarantaine d’anne´es maintenant, avec les premiers travaux de J.-P. Givry [42].
Dix ans plus tard, T. Sele [91] proposait un mode`le d’instabilite´s qui eut un certain succe`s dans
la communaute´ de l’aluminium et, sur le terrain, fut valide´ notamment par N. Urata [98]. Cette
approche line´aire, utile pour appre´hender des me´canismes qualitatifs menant aux instabilite´s, se
re´ve`le insuffisante pour cerner des aspects plus quantitatifs. C’est pourquoi une me´thode non
line´aire, inspire´e des travaux de M. Sermange et R. Temam [92] sur les mode`les magne´tohydro-
dynamiques, a e´te´ de´veloppe´e par J.-F. Gerbeau et al. [37]. L’objectif ici est de re´sumer les prin-
cipaux re´sultats obtenus dans chacune des deux de´marches, en commenc¸ant par la deuxie`me, la
premie`re pouvant eˆtre regarde´e comme une de ses simplifications possibles.
3.1 Mode´lisation non line´aire
Comme nous l’avons de´ja` signale´ au premier chapitre, les phe´nome`nes qui se produisent dans
les cuves de re´duction de l’alumine sont de nature fondamentalement multiphysique, en effet
ils mettent en jeu des aspects chimiques, thermiques, e´lectromagne´tiques et hydrodynamiques.
L’objectif principal de la mode´lisation de ce genre de processus e´tant la simulation nume´rique, il
est ine´vitable, encore aujourd’hui, de devoir simplifier les mode`les trop complique´s car la puissance
de calcul n’est pas ine´puisable. De nombreux auteurs (par exemple [23], [25], [74], [90], [94])
s’accordent a` attribuer l’origine des instabilite´s aux phe´nome`nes hydrodynamiques et magne´tiques,
entre autres parce que le temps caracte´ristique des effets thermiques est bien supe´rieur a` celui des
effets magne´tohydrodynamiques, aussi semble-t-il raisonnable d’adopter le meˆme point de vue.
Ainsi, on se propose de de´crire, dans chacun des deux fluides, les phe´nome`nes hydrodynamiques
par les e´quations de Navier-Stokes incompressibles, et les phe´nome`nes e´lectromagne´tiques par les
e´quations de Maxwell sans courants de de´placement. Ces deux mode`les bien connus sont couple´s
a` deux niveaux, par la loi d’Ohm et la force de Lorentz. Enfin, la prise en compte de deux fluides
s’appuie une e´quation globale de conservation de la masse, mais avec une densite´ non homoge`ne
de´pendant du coˆte´ de l’interface duquel on se situe.
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3.1.1 E´quations de Navier-Stokes
Traditionnellement, on distingue les fluides newtoniens, dans lesquels il existe une relation
line´aire1 entre le tenseur des contraintes le tenseur des de´formations (cf. infra) et les fluides non-
newtoniens ou complexes pour lesquels cette relation n’est pas valable. Dans les cuves d’e´lectrolyse,
on suppose que les fluides sont newtoniens, mais avant de pre´ciser cette proprie´te´, il nous faut abor-
der la notion de cine´matique du fluide, qui consiste a` e´tudier ses de´formations inde´pendamment
des forces qui lui sont applique´es. Pour cela, on appelle particule un e´le´ment de fluide de taille tre`s
petite devant les e´chelles de longueur caracte´ristiques (dimensions d’une cuve...), mais suffisam-
ment grande pour mode´liser le phe´nome`ne d’un point de vue macroscopique. Alors, on distingue
deux manie`res d’exprimer la vitesse d’un fluide en fonction de l’espace et du temps :
- dans la description eule´rienne, on s’inte´resse a` la vitesse v(x, t) d’une particule de fluide qui
co¨ındice a` l’instant t avec le point fixe de position x ; a` chaque instant, on regarde donc les
vitesses de particules diffe´rentes ;
- dans la description lagrangienne, on suit le mouvement d’une particule fixe´e, en spe´cifiant sa
position x0 a` l’instant 0 ; on note ainsi V (x0, t) la vitesse du fluide.
La premie`re est la plus couramment utilise´e car la plus commode pour calculer la variation spatiale
d’une proprie´te´ au temps t. Ainsi, dans les simulations, la description eule´rienne est plus robuste
car elle ne ne´cessite pas de de´formation du maillage pour suivre une particule donne´e. Nous serons
cependant amene´s a` nuancer quelque peu cette position lorsqu’il s’agira de prendre en compte les
mouvements de deux fluides (cf. infra). Pour le moment, on cherche a` appliquer les lois de Newton
en coordonne´es eule´riennes, et comme la de´rive´e de la vitesse d’une particule v(x, t) est due a`
la fois a` la variation explicite du champ de vitesse en fonction du temps et a` l’exploration du
champ de vitesse par la particule (convection), l’acce´le´ration s’obtient par la re`gle de de´rivation
en chaˆıne :
dv
dt
=
∂v
∂t
+
d∑
i=1
∂v
∂xi
dxi
dt
=
∂v
∂t
+ (v · ∇) v (d : dimension d’espace) .
Nous verrons que d’autres grandeurs exprime´es en coordonne´es eule´riennes (x, t) se de´rivent sui-
vant la meˆme re`gle : d/dt = ∂/∂t + v · ∇, que nous aurons l’occasion d’appliquer a` la densite´
par exemple. Venons-en a` pre´sent a` la de´finition du tenseur des de´formations ; celui-la` exprime la
variation de la vitesse en fonction du changement de position de la particule a` un instant fixe´ :
∇v =
(
∂vi
∂xj
)
1≤i,j≤d
.
Le fluide est newtonien lorsque le tenseur des contraintes, qui regroupe les forces surfaciques que
subit une particule de fluide occupant un domaine ω, a` savoir :
- les forces en pression − ∫∂ω pn
- les contraintes visqueuses dues a` la de´formation du fluide
∫
∂ω σ
′ n (σ′ est un tenseur)
prend la forme
σ = σ′ − p Id , avec σ′ = η(∇v +∇vT ) +
[(
ξ − 2η
3
)
div v
]
Id
ou` η repre´sente la viscosite´ du fluide et ξ une autre grandeur caracte´ristique qu’on appelle souvent
coefficient d’atte´nuation du son. On est bien en pre´sence d’une relation line´aire entre le tenseur
des contraintes et le tenseur des de´formations. Cette loi de comportement est encore qualifie´e de
relation de fermeture car elle permet d’aboutir a` un proble`me bien pose´.
1Cela constitue en quelque sorte une extension aux fluides de la loi de Hooke (1678), qui pre´voit la proportionnalite´
des de´formations aux efforts en e´lasticite´ line´aire.
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Par ailleurs, si l’on tient compte d’e´ventuelles forces volumiques (gravite´, force de Lorentz, etc.)
note´es f , la loi de Newton applique´e a` un e´le´ment de fluide de densite´ ρ compris dans un volume
e´le´mentaire ω s’e´crit :
d
dt
∫
ω
ρ v dx =
∫
∂ω
[
η D(v) +
[(
ξ − 2η
3
)
div v − p
]
Id
]
n|∂ω · d(∂ω) +
∫
ω
f dx , (3.1)
ou` D(v) = ∇v +∇vT . De plus, on doit tenir compte de la conservation de la masse, qui exprime
que la variation de la masse de fluide contenue dans un certain volume   ne peut eˆtre due qu’aux
flux entrant dans (ou sortant de) ce volume :
d
dt
∫
V
ρ dx = −
∫
∂V
ρ v · d(∂   ) .
Il re´sulte de la formule d’Ostrogradski, et de la validite´ de ce bilan quel que soit   :
∂ρ
∂t
+ div (ρ v) = 0 , ou encore
dρ
dt
+ ρdiv v = 0 .
Ainsi, l’incompressibilite´ d’un fluide (dρ/dt = 0) se traduit par la relation div v = 0, qui a
pour conse´quence de simplifier l’e´quation (3.1). Alors, a` nouveau par la formule d’Ostrogradski,
l’e´coulement d’un fluide newtonien incompressible re´pond aux e´quations de Navier-Stokes : ρ
∂v
∂t
+ ρ v · ∇v − η∆v +∇p = f ,
div v = 0 .
(3.2)
auxquelles on ajoute une condition aux limites exprimant, dans le cas d’un e´coulement confine´
dans une cuve, que le fluide ne peut sortir de cette cuve ni glisser sur ses parois :
v = 0 sur le bord du domaine.
Le lecteur inte´resse´ pourra approfondir le raisonnement ci-dessus en consultant les ouvrages
spe´cialise´s, comme par exemple [47] ou encore [88] pour une approche plus mathe´matique.
Apre`s l’e´tablissement du mode`le, il convient de ve´rifier s’il de´termine une solution et une seule ;
on entre la` dans le domaine de l’analyse mathe´matique des EDP, pour laquelle il est en ge´ne´ral
utile d’avoir recours a` une formulation variationnelle du proble`me. C’est en particulier le cas des
e´quations de Navier-Stokes, comme en te´moigne l’inte´reˆt que leur porte le Clay Mathematics Insti-
tute en accordant un million de dollars a` quiconque prouvera, par exemple, l’existence de solutions
en temps long dans   3 (cf. [32]). Quand bien meˆme, on dispose a` l’heure actuelle d’informations
suffisantes pour entreprendre des expe´rimentations nume´riques. En effet, au sujet de l’existence
de solutions faibles, de nombreux progre`s ont e´te´ re´alise´s, depuis les premiers travaux de Leray
[61]. Nous retranscrirons pour notre part (de manie`re tre`s synthe´tique encore une fois) le raison-
nement de J.-L. Lions [63] base´ sur des estimations a priori (cf. 2.1). Pour cela, il est ne´cessaire
d’introduire l’espace des vitesses de´finies pour tout t ∈ [0, T ] sur un ouvert borne´ Ω ⊂   d :
V = {v˜ ∈ H10 (Ω)d |div v˜ = 0} et sa norme |v˜|V =
( ∫
Ω
‖∇v˜‖2
)1/2
(on omettra souvent la mesure dx par concision), qui permet d’e´liminer la pression des
inconnues, celle-la` jouant en fait le roˆle de multiplicateur de Lagrange pour la contrainte div v = 0.
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Ainsi, par application du principe des puissances virtuelles (variante du principe de moindre action
mentionne´ page 9) dans l’espace V des vitesses cine´matiquement admissibles (cf. [10]), ou plus
simplement en multipliant la premie`re e´quation dans (3.2) par une fonction test v˜ ∈ V et en
inte´grant par parties, on obtient la formulation variationnelle pour tout t ∈ [0, T ] :
ρ
∫
Ω
∂tv · v˜ + ρ
∫
Ω
v · ∇v · v˜ + η
∫
Ω
∇v : ∇v˜ =
∫
Ω
f · v˜ , ∀ v˜ ∈ V . (3.3)
Enfin, on ajoute au mode`le la condition initiale :
v(0, x) = v0(x) ∈ V . (3.4)
Alors, il reste a` appliquer le meˆme type de raisonnement qu’en section 2.1.3 avec H = Hdivn (Ω).
Pour cela, on remplace v˜ par v dans (3.3) puis on inte`gre en temps, ce qui conduit a` la majoration
(par inte´grations par parties en espace et par une ine´galite´ d’Young au second membre) :
ρ |v(t)|2H + η
∫ t
0
|∇v|2H ≤ ρ |v(0)|2H + c |f |2L2(0,T ;H) , c ∈   + ,
en supposant pour simplifier que f(t) ∈ H. Ensuite, on remplace cette ine´quation formelle, puis-
qu’on n’est pas encore assure´ de l’existence de v, par son e´quivalent discre´tise´ sur la base des
vecteurs propres (wn)n∈N - de valeurs propres associe´es (λn)n∈N - du proble`me spectral∫
Ω
∇wn : ∇v˜ = λn
∫
Ω
wn · v˜ , ∀ v˜ ∈ V ,
qui constituent une base orthonormale de H du fait de l’ellipticite´ dans V de l’ope´rateur
(v, v˜) 7→ ∫Ω∇v : ∇v˜, et de la compacite´ de l’injection de V dans H (cf. p.13). Alors, pour Nh ∈   ,
en posant vh(t, x) =
∑Nh
n=1(v(t, x), wn(x))H wn(x), on obtient - rigoureusement cette fois :
|vh(t)|2H +
η
ρ
∫ t
0
|∇vh|2H ≤ K , K ∈   +
ce qui permet d’affirmer que la suite (vh)Nh∈N est borne´e dans L
2(0, T ;V )∩L∞([0, T ],H), et donc
d’en extraire une sous-suite convergeant faiblement (resp. faiblement-∗) dans L2(0, T ;V ) (resp.
L∞([0, T ],H)) vers une certaine fonction v. Par ailleurs, on a besoin de de´montrer que la suite
(∂tvh)Nh e´galement demeure dans un borne´ (de L
2(0, T ;V ′)) pour pouvoir en de´duire l’existence
d’une limite ∂tv. C’est une difficulte´ nouvelle - lie´e au terme non line´aire v ·∇v - qui ne se pre´sentait
pas dans le cas de l’e´quation des ondes par exemple. En ayant recours aux proprie´te´s de la base
(wn), et, en dimension trois, a` une hypothe`se plus forte sur la re´gularite´ de la vitesse (qu’on
conside`re dans H2(Ω)), on obtient une estimation a priori sur le terme de convection, qui permet
d’en de´duire le re´sultat escompte´. Enfin, la non-line´arite´ ge´ne`re une difficulte´ dans la proce´dure de
passage a` la limite, car celle-la` ne peut se faire que si la suite vh converge fortement (au sens de la
norme) vers v. Il faut pour cela disposer d’une proprie´te´ d’injection compacte (du type Rellich),
qui a bien lieu dans notre cas. La` encore, nous n’entrerons pas plus en de´tail dans l’analyse
du proble`me de l’existence de solutions au proble`me de Navier-Stokes, et n’aborderons pas du
tout celui de l’unicite´, qui n’est d’ailleurs pas encore prouve´ en dimension trois avec des donne´es
quelconques (cf. [32]). Nous renvoyons une nouvelle fois a` J.-L. Lions [63] pour la de´monstration
pre´cise, ou encore a` O. Pironneau [81] pour une version plus synthe´tique et J.-F. Gerbeau et al.
[39] pour un expose´ plus pe´dagogique.
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3.1.2 E´quations de la MHD
Comme nous l’avons de´ja` mentionne´ a` plusieurs reprises, le mode`le adopte´ pour la mode´lisation
des cuves repose sur un couplage entre les e´quations de Navier-Stokes et celles de Maxwell. Dans les
milieux continus, ces dernie`res prennent la forme de quatre e´quations comprenant quatre inconnues
vectorielles, a` savoir le champ e´lectrique E, l’induction e´lectrique D, le champ magne´tique H et
l’induction magne´tique B :
−∂tD + rotH = J (Maxwell-Ampe`re) ,
∂tB + rotE = 0 (Maxwell-Faraday) ,
divD = P (Maxwell-Coulomb) ,
divB = 0 (Maxwell-Gauss) ,
(3.5)
ou` J et P sont les densite´s de courant et de charge e´lectriques. Nous nous restreignons par ailleurs
a` l’hypothe`se des milieux parfaits, qui sont line´aires, isotropes et homoge`nes, de sorte qu’il existe
des relations entre D et E d’une part, et entre H et B d’autre part, qui s’e´crivent :
D(t, x) = E(t, x) et H(t, x) =
1
µ
B(t, x) ,
ou`  et µ sont respectivement la permittivite´ e´lectrique et la perme´abilite´ magne´tique du milieu
conside´re´. Ces lois se justifient lorsqu’on conside`re des champs suffisamment faibles (dixit [58]), ce
qui est le cas ici d’apre`s R. Moreau [73]. Le meˆme auteur fait de plus l’hypothe`se que les courants
de de´placement ∂tD sont ne´gligeables. Enfin, la loi d’Ohm pour les milieux en mouvement a` la
vitesse v permet de substituter E par v et B (on note σ la conductivite´ du milieu) :
J = σ (E + v ×B) (Ohm)
rotB = µJ (Maxwell-Ampe`re)
}
⇒ E = rotB
µσ
− v ×B ,
d’ou` une simplification conside´rable des e´quations de Maxwell, qui se re´duisent a` : ∂tB +
1
µσ
rot rotB − rot (v ×B) = 0 ,
divB = 0 .
On voit ainsi survenir un premier couplage entre les variables hydrodynamiques (la vitesse en
l’occurence) et (e´lectro-)magne´tiques. Un deuxie`me, duˆ a` la force de Lorentz (1.3), apparaˆıt dans
les e´quations de Navier-Stokes par l’interme´diaire du champ magne´tique, si bien que le proble`me
magne´tohydrodynamique soumis a` la seule pesanteur (g de´signe la gravite´) re´pond au mode`le :
ρ ∂tv + ρ v · ∇v − η∆v +∇p− 1
µ
rotB ×B = ρ g ,
div v = 0 ,
∂tB +
1
µσ
rot rotB − rot (v ×B) = 0 ,
divB = 0 ,
(3.6)
que l’on comple`te par les conditions aux limites (en temps et en espace) suivantes :
{
v(0, x) = v0(x)
B(0, x) = B0(x)
, et

v = 0
B · n = 0
rotB × n = 0
sur ∂Ω . (3.7)
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Donnons a` pre´sent quelques informations sur l’analyse mathe´matique du syste`me (3.6)-(3.7).
L’e´tude de ce genre de mode`le a e´te´ mene´e pour la premie`re fois par G. Duvaut et J.-L. Lions [28]
dans le contexte des ine´quations variationnelles, puis, comme nous l’avons mentionne´ en intro-
duction, e´tendue par M. Sermange et R. Temam [92]. La proce´dure suivie pour la de´monstration
de l’existence de solutions (faibles) est tre`s similaire a` celle re´sume´e p.34 pour les e´quations de
Navier-Stokes. En effet, elle consiste dans un premier temps a` e´crire le proble`me sous la forme
variationnelle
ρ
∫
Ω
∂tv · v˜ + ρ
∫
Ω
(v · ∇)v˜ + η
∫
Ω
∇v : ∇v˜ − 1
µ
∫
Ω
(rotB ×B) · v˜ =
∫
Ω
f · v˜ , ∀ v˜ ∈ V ,
ρ
∫
Ω
∂tB · B˜ + 1
µσ
∫
Ω
rotB · rot B˜ −
∫
Ω
rot (v ×B) · B˜ = 0 , ∀ B˜ ∈ W ,
avec W = {B˜ ∈ H1(Ω)d |div B˜ = 0, B˜ · n = 0} de norme ∫Ω ‖rot B˜‖2, puis a` e´tablir l’estimation
ρ |v(t)|2H + |B(t)|2H +
∫ t
0
(
η |∇v|2H +
2
µ
|∇B|2H
)
≤ ρ |v(0)|2H + |B(0)|2H + c |f |2L2(0,T ;H) , c ∈   +.
Dans un deuxie`me temps, on conside`re la de´composition Bh de B sur la base orthonormale de H
forme´e des vecteurs propres du proble`me spectral en (µn, Cn)∫
Ω
rotCn · rot B˜ = µn
∫
Ω
Cn · B˜ , ∀ B˜ ∈ W ,
assortie de celle de´ja` de´crite pour v p.34, ce qui permet d’e´tablir l’analogue de l’estimation ci-
dessus pour ces solutions de dimension finie, dont on connaˆıt l’existence. De la` on de´duit que
(vh) et (∂tvh) sont borne´es dans les meˆmes espaces que pre´ce´demment, et (Bh) et (∂tBh) sont
borne´es respectivement dans L2(0, T ;W ) ∩ L∞(0, T ;H) et L2(0, T ;W ′). De tous ces re´sultats, et
d’arguments de compacite´ du meˆme type que pour le terme de convection applique´s aux termes
non line´aires que sont la loi d’Ohm et la force de Lorentz, on de´duit que les suites vh et Bh
convergent vers des limites v et B, solutions des e´quations de la MHD. Signalons pour finir que
M.D. Gunzburger et al. [46] se sont penche´s sur le mode`le stationnaire correspondant, avec des
conditions aux limites magne´tiques diffe´rentes du type B × n = k, qui nous seront utiles dans les
simulations (voir le chapitre 7).
3.1.3 Interface libre
Pour achever la mode´lisation, il reste a` traiter le cas ou` deux fluides non miscibles coexistent.
Mathe´matiquement, cela revient a` conside´rer un fluide dont les caracte´ritiques (densite´, viscosite´,
conductivite´ et perme´abilite´) prennent des valeurs de´pendant du sous-domaine mouvant dans le-
quel on se trouve. Il en re´sulte au niveau du mode`le qu’on ne peut plus extraire ces caracte´ristiques
des ope´rateurs de de´rivation (en temps comme en espace). Ainsi, le syste`me (3.6) devient :
∂t(ρv) + div(ρ v ⊗ v)− div [η D(v)] +∇p− 1
µ
rotB ×B = ρg
div v = 0
∂tρ+ div (ρv) = 0
∂tB + rot
(
1
µσ
rotB
)
− rot (v ×B) = 0
divB = 0
(3.8)
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On notera, en plus de la contrainte d’incompressibilite´, la pre´sence de l’e´quation comple`te de
conservation de la masse, ne´cessaire pour pouvoir tenir compte des mouvements de l’interface
sans transfert de masse entre les deux fluides. Ainsi, comme on peut de´duire les deux autres
parame`tres he´te´roge`nes η et σ - µ e´tant en fait suppose´ homoge`ne - de la valeur de ρ, on se
retrouve avec une e´quation (non line´aire) et une inconnue (ρ) supple´mentaires. Cette e´quation, de
par sa nature hyperbolique, ne procure pas a priori de proprie´te´ de compacite´ sur ρ permettant
d’assurer la convergence des termes non line´aires y figurant, suivant le type de raisonnement de´ja`
e´voque´ au sujet du terme de convection par exemple (p. 34). Il est cependant possible de traiter
cette difficulte´ par la notion de solution renormalise´e, dont la the´orie a e´te´ de´veloppe´e par R.J.
DiPerna et P.-L. Lions [26]. Par le meˆme type d’approche, J.-F. Gerbeau et C. Le Bris [38] ont
obtenu un re´sultat d’existence de solutions faibles aux e´quations (3.8)-(3.7) :
Sous les hypothe`ses

ρ0 ∈ L∞(Ω) ; u0 ∈ L2(Ω)d ; B0 ∈ Hdivn (Ω)
f ∈ L2(0, T ;L2(Ω)d)
η(·) , ρ(·) ∈  0b(   +,   +∗ ) ;
, il existe

ρ ∈ L∞(Ω× (0, T )) ∩  0(0, T ;Lp(Ω)) , ∀ p ≥ 1
v ∈ L2(0, T ;V ) ∩ L∞(0, T ;Hdivn (Ω)) ∩  0(0, T ;Hw)
B ∈ L2(0, T ;W ) ∩ L∞(0, T ;Hdivn (Ω)) ∩  0(0, T ;Hw)
solution de l’e´quation
de conservation de la masse au sens des distributions, et du proble`me

∫∫
Ω×(0,∞)
(
− ρv · ∂φ
∂t
− ρv ⊗ v : ∇φ+ 2ηD(v) : D(φ)− 1
µ
rotB ×B)
)
dx dt =∫∫
Ω×(0,∞)
ρ g · φdx dt+
∫
Ω
ρ0v0 · φ(0, x) dx
∫∫
Ω×(0,∞)
(
−B · ∂φ
∂t
+
1
µσ
rotB · rotφ− rot (v ×B) · φ
)
dx dt =
∫
Ω
B0 · φ(0, x) dx
pour tout φ ∈   (Ω× [0,∞))d . De plus, Mes {x ∈ Ω |α ≤ ρ(t, x) ≤ β} reste constant
au cours du temps pour tout 0 ≤ α ≤ β <∞ .
De meˆme que dans le cas des e´quations monofluides de Navier-Stokes et de la MHD, l’existence
d’une solution forte en temps long et l’unicite´ de la solution faible en ge´ne´ral restent a` de´montrer.
La preuve du the´ore`me ci-dessus est base´e sur l’e´tude d’un proble`me re´gularise´ interme´diaire, dans
lequel la vitesse, la viscosite´, la conductivite´ et les termes non line´aires sont approche´s par des
expressions “lisse´es” permettant la prise en compte de la discontinuite´ des grandeurs physiques
a` l’interface. Les travaux de S.N. Antontsev et al. ([4]) contiennent le meˆme type d’ide´es pour
traiter les e´quations de Navier-Stokes bidimensionnelles de densite´ variable. On pourra se re´fe´rer
a` P.-L. Lions [67] pour une e´tude mathe´matique ge´ne´rale des fluides a` densite´ variable.
Remarque : dans les simulations nume´riques (cf. 3.3.1), nous imposerons d’autres conditions aux
frontie`res que (3.7) pour permettre le glissement de l’interface sur les parois, typiquement
v · n = 0 sur les bords en question. Les deux alternatives entrent dans le cadre ge´ne´ral des
conditions de glissement de Navier, du type
{
v · n = 0
θ v · n+ (1− θ)σ n · t = 0 , θ ∈ [0, 1], pour
lesquelles le the´ore`me ci-dessus reste valable.
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3.2 Mode´lisation line´aire
Nous avons mentionne´ dans le premier chapitre un type d’instabilite´s reposant sur une inter-
action entre les courants e´lectriques horizontaux et le champ magne´tique vertical ambiant. Dans
le cas ou` ce dernier est suppose´ constant, ce phe´nome`ne est de´signe´ par me´canisme de Sele, du
nom de celui qui l’a pour la premie`re fois mis en e´vidence (cf. [91]). D’autres auteurs ont par la
suite propose´ des mode`les line´aires de cuves reposant sur un certain nombre d’hypothe`ses phy-
siques conduisant a` des crite`res d’instabilite´ du meˆme type, qu’on regroupe ge´ne´riquement sous
le nom de crite`re de Sele. On citera notamment P.A. Davidson et R.I. Lindsay [23], ainsi que V.
Bojarevics et M.V. Romerio [13]. Dans l’expose´ ci-dessous, nous focalisons notre attention sur ces
derniers, et renvoyons a` J.-F. Gerbeau et al. [39] Chap. 6 pour une revue de´taille´e de la litte´rature
a` ce sujet.
3.2.1 E´quations de Saint-Venant pour la MHD
Les premie`res hypothe`ses physiques consistent, a` partir du mode`le (3.8)-(3.7), a` ne´gliger :
H1. les courants induits dans la loi d’Ohm,
H2. la de´rive´e temporelle ∂tB dans l’e´quation de Maxwell,
H3. la dissipation me´canique dans les e´quations fluides,
de sorte qu’on obtient un mode`le MHD simplifie´ base´ sur un couplage entre les e´quations d’Euler
et de Maxwell : 
∂t(ρv) + div(ρ v ⊗ v) +∇p− 1
µ
rotB ×B = ρg
div v = 0
∂tρ+ div (ρv) = 0
1
µ
rot
( 1
σ
rotB
)
= 0
divB = 0
(3.9)
On pose par ailleurs des conditions aux bords de non-pe´ne´tration (u · n = 0). Dans un deuxie`me
temps, on re´introduit la densite´ de courant e´lectrique
J =
1
µ
rotB , ainsi rot
( 1
σ
J
)
= 0 , et donc div J = 0 , et ∃Φ / J = −σ∇Φ .
De cette manie`re, on peut re´e´crire le proble`me (3.9) sous la forme :
∂t(ρv) + div(ρ v ⊗ v) +∇p− J ×B = ρg
div v = 0
∂tρ+ div (ρv) = 0
J + σ∇Φ = 0
div J = 0
Alors, on proce`de a` l’approximation des eaux peu profondes, en supposant que :
H4. les dimensions verticales sont ne´gligeables devant les dimensions horizontales,
H5. les perturbations de l’interface sont ne´gligeables devant les dimensions verticales,
si bien que qu’il est possible de ne´gliger la variation et la composante des inconnues le long de la
verticale. Ainsi, on peut approcher la pression par une pression hydrostatique :
p = pint + ρg (h− z)
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ou` pint(t, x, y) est la pression sur l’interface, et h(t, x, y) sa hauteur. On pourra consulter O. Piron-
neau [81] pour plus de pre´cisions sur les approximations de type shallow water (ou de Saint-Venant
ou des eaux peu profondes). On note alors le nouveau syste`me obtenu :
ρ1 [∂t vH,1 + vH,1 · ∇H vH,1 + g∇Hh]− (J ×B)H,1 = −∇H pint ,
∂th+ div (huH,1) = 0 ,
ρ2 [∂t vH,2 + vH,2 · ∇H vH,2 + g∇Hh]− (J ×B)H,2 = −∇H pint ,
∂th− div (huH,2) = 0 ,
(3.10)
ou` l’indice H souligne que seules les composantes horizontales sont prises en compte (a` l’exception
du terme (J × B) ou` il s’agit d’une moyenne verticale) et l’indice 1 (resp. 2) que la quantite´ est
prise l’aluminium (resp. l’e´lectrolyte). De cette manie`re, les inconnues sont de´finies sur le rectangle
ΩH = [0, Lx]× [0, Ly ].
3.2.2 Line´arisation
On conside`re les perturbations autour d’un e´tat stationnaire ou` l’interface est horizontale, et
(uH,{1,2})0 = 0, ce qui permet de supprimer le terme de convection. Par ailleurs, en notant h1 (resp.
h2) la hauteur moyenne d’aluminium (resp. d’e´lectrolyte), on note η(t, x, y) = h(t, x, y) − h1 la
perturbation sur la hauteur d’interface a` l’e´quilibre, si bien qu’apre`s des manipulation alge´briques
e´le´mentaires, le syste`me (3.10) prend la forme :(ρ1
h1
+
ρ2
h2
)
∂2t η − (ρ1 − ρ2) g∆Hη = div ((J ×B)H,2 − (J ×B)H,1) . (3.11)
La condition de non-pe´ne´tration, quant a` elle, s’exprime (n de´signant la normale a` ∂ΩH) :
[(ρ1 − ρ2) g∇Hη + (J ×B)H,2 − (J ×B)H,1] · n = 0 . (3.12)
On suppose de plus qu’a` l’e´tat stationnaire, J0 = −‖J0‖ez, divB0 = 0 et rot (J0 × B0) = 0
(e´quivalent a` ∂zB0 = 0, cf. A.D. Sneyd [93]), et on e´met l’hypothe`se supple´mentaire :
H6. le proble`me e´lectrique est simplifie´ en passant a` la limite
σ2  σanode  σ1 .
Alors, on note j = J − J0 et b = B − B0 les perturbations en courant e´lectrique et champ
magne´tique, de sorte que :
j2 = −J0η
h2
ez et j1 = jH,1 − J0η
h2
z
h1
ez , ou` jH,1 = −σ1∇H ϕ , (3.13)
et ou` ϕ est la perturbation sur le potentiel e´lectrique, solution de :
−∆H ϕ = J0 η
h1 h2 σ1
dans ΩH ,
∂nϕ = 0 sur ∂ΩH .
(3.14)
Enfin, les courants e´lectriques horizontaux e´tant faibles devant les courants verticaux (d’apre`s
l’hypothe`se H4), et par d’autres arguments portant sur les ordres de grandeur (cf. [23], [94]), on
peut approcher la perturbation sur le membre de droite dans (3.11) par :
((J ×B)H,2 − (J ×B)H,1) ≈ −jH,1 × (B0,z ez) . (3.15)
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Alors, en combinant (3.11), (3.12), (3.13), (3.14) et (3.15), on obtient le syste`me final
{
∂2t η − c2 ∆H η = c2 (∂y ϕ∂xB0,z − ∂x ϕ∂y B0,z)
−∆H φ = S η dans ΩH × [0, T ]
{
∂n η = B0,z (∂x φny − ∂y φnx)
∂n ϕ = 0
sur ∂ΩH × [0, T ]
{
η(t = 0) = η0
∂tη(t = 0) = η
1 dans ΩH
(3.16)
avec c2 =
(ρ1 − ρ2) g
ρ1
h1
+ ρ2h2
T2
L2
et S =
J0B0 L
2
h1 h2 (ρ1 − ρ2) g (constante de Sele) ,
ou` L et T sont la longueur et le temps caracte´ristiques.
PSfrag replacements
ΩH
O
z = η(t, x, y)
h1
h2
Lx
Ly
x
y
z
Fig. 3.1 – Mode`le de type shallow-water line´arise´
En s’appuyant sur les proprie´te´s spectrales de l’ope´rateur de Neumann (cf. 3.3.2), il est possible
d’e´crire le syste`me ci-dessus sous la forme
d2t ηi + c
2 k2i ηi = c
2 S
∑
j∈N
Gi,jηj , ∀ i ∈   ,
avec k2i de l’ordre de i
2, et |Gi,j | de l’ordre de 1/(kikj). Alors, en multipliant par dtηi et en sommant
sur i, on obtient (C de´signant des constantes diverses)
1
2
∑
i∈N
dt[(dtηi)
2 + c2 k2i η
2
i ] ≤ C
∑
(i,j)∈N2
ηj
dtηi
ki kj
≤ C
(∑
i∈N
dtηi
ki
)(∑
j∈N
ηj
kj
)
≤ C
√∑
i∈N
(dtηi)2
√∑
j∈N
η2j
(ou` l’on a utilise´ le fait que
∑
i∈N(1/k2i ) <∞) ; ainsi
1
2
∑
i∈N
dt[(dtηi)
2 + k2i η
2
i ] ≤ C
∑
i∈N
(
(dtηi)
2 + k2i η
2
i
)
,
d’ou` une estimation a priori, qu’on peut utiliser dans une preuve de type point fixe (comme pour
le the´re`me de Cauchy-Lipschitz), en travaillant dans l’espace des suites (ηi(t)) qui sont continues
en temps a` valeur dans l∞.
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3.3 Simulation
3.3.1 Mode`le non line´aire
Dans les de´monstrations d’existence de solutions aux e´quations de Navier-Stokes et de la
MHD, la contrainte d’incompressibilite´ a e´te´ incorpore´e dans l’espace des vitesses, ce qui a permis
d’e´liminer la pression des inconnues. Du point de vue pratique, cette approche a pour inconve´nient
d’imposer aux vitesses d’eˆtre discre´tise´es sur un espace a` divergence nulle, pour lequel il est possible
de construire une base (cf. [48]) qu’il est cependant complique´ d’imple´menter. Ainsi, la me´thode
des e´le´ments P 1 fournit une discre´tisation commode de l’espace V = H 10 (Ω)
d, qu’il est possible
de choisir comme espace des vitesses. En effet, si l’on pose M = {p˜ ∈ L2(Ω) | ∫Ω p˜ = 0}, on
peut e´tablir (cf. V. Girault et P.-A. Raviart [41]) l’existence d’une solution (v, p) a` la formulation
variationnelle alternative a` (3.3) - V e´tant diffe´rent :
ρ
∫
Ω
∂tv · v˜ + ρ
∫
Ω
v · ∇v · v˜ + η
∫
Ω
∇v : ∇v˜ −
∫
Ω
pdiv v˜ =
∫
Ω
f · v˜ , ∀ v˜ ∈ V ,
∫
Ω
div v p˜ = 0 , ∀ p˜ ∈ M .
(3.17)
Cette approche n’est pas sans conse´quence sur la discre´tisation a` mettre en œuvre : le choix des
espaces V et M est contraint par la condition inf-sup (ou condition de Babus˘ka-Brezzi, cf. [6],[16]).
Il en re´sulte que l’interpolation par e´le´ments finis P 1-Lagrange en vitesse et en pression n’est pas
stable pour la formulation ci-dessus, mais qu’il faut soit :
- monter en pre´cision sur la vitesse en augmentant CardΣ (cf. 2.2.1.b), ce qui me`ne par
exemple aux e´le´ments finis P 2/P 1 [51], P 1-iso-P 2/P 1 [8] ou encore P 1-bulle/P 1 [5].
- stabiliser la discre´tisation de la formulation (3.17) (cf. T.J.R. Hughes et al. [53]), ce qui est
moins couˆteux en temps de calcul mais ajoute un parame`tre nume´rique au mode`le.
Les meˆmes conside´rations s’appliquent aux e´quations de la MHD, de sorte qu’une formulation
variationnelle en e´le´ments finis P 1 stablise´s comprenant la pression peut eˆtre utilise´e pour la si-
mulation du mode`le (3.6)-(3.7). Pre´cisons quand meˆme que des hypothe`ses supple´mentaires de
re´gularite´ et de convexite´ du domaine de de´finition Ω sont ne´cessaires pour l’interpolation P 1 du
champ magne´tique. Dans le cas non convexe, on doit utiliser l’e´le´ment fini de Ne´delec (cf. [77]).
La principale difficulte´ du passage des e´quations de Navier-Stokes au syste`me qui nous inte´resse
est, encore une fois, la prise en compte de l’interface libre. Pour des raisons de clarte´, nous expri-
mons dans un premier temps les e´quations bifluides de la MHD sous leur forme adimensionne´e :
en de´finissant par L, U et B les longueur, vitesse et champ magne´tique caracte´ristiques, on pose
Rei =
ρi U L
η(ρi)
(Reynolds) ,
Rmi = µσ(ρi) U L (Reynolds magne´tique) ,
ζi = ρi/ρ1 (densite´ adimensionne´e) ,
F r =
U2
g L
(Froude) ,
S =
B2
µρ1U2
(couplage) ,
de sorte qu’on e´crit - ou` Ω1 (resp. Ω2) est le domaine d’e´volution de l’aluminium (resp. e´lectrolyte)
div v = divB = 0
∂t ρ+ div (ρv) = 0
}
dans Ω ,
ζi
∂v
∂t
+ ζi(v · ∇) v − div
( ζi
Rei
∇v
)
+∇p− S rotB ×B = −ζi ez
Fr
∂B
∂t
+ rot
( 1
Rmi
rotB
)
− rot (v ×B) = 0
 dans (Ωi)i=1,2 .
(3.18)
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On comple`te ce syste`me par les conditions aux limites
v = v0
B = B0
}
en t = 0 ∀x ,
v · n = 0
B × n = B0 × n
}
sur Γ1 , ∀t ,
v = 0
B · n = 0
rotB × n = 0
 sur Γ2 , ∀t ,
(3.19)
ou` Gamma1 est la partie de ∂Ω en contact avec l’interface, Γ2 = ∂Ω \ Γ1 ; et les conditions
interfaciales (continuite´ du tenseur des contraintes et du champ e´lectrique)(
1
Re1
D(v)− p Id
)∣∣∣∣
Ω1
n =
(
1
Re2
D(v)− p Id
)∣∣∣∣
Ω2
n
(
1
Rm1
rotB − v ×B
)∣∣∣∣
Ω1
× n =
(
1
Rm2
rotB − v ×B
)∣∣∣∣
Ω2
× n
 sur l’interface , ∀t . (3.20)
La forme des cuves est mode´lise´e par un paralle´le´pipe`de ou un cylindre vertical en trois dimensions,
et par un rectangle en deux dimensions ; et les parame`tres physiques suivants sont fixe´s :
L = 1m
U = 0.1m.s−1
B = 5mT
,

ρ1 = 2300 kg.m
−3
Re1 = 1923
Rm1 = 1
,

ρ2 = 2150 kg.m
−3
Re2 = 840
Rm2 = 10
−4
.
Tous ces parame`tres sont re´alistes, a` l’exception des nombres de Reynolds qui sont divise´s par un
facteur 100 (cf. Tab. 1.1 p.6). En choisissant ainsi la manie`re la plus simple de mode´liser la dissipa-
tion d’e´nergie occasionne´e les phe´nome`nes turbulents, on s’affranchit d’un mode`le de type k−ε (cf.
[59]) ou encore LES (Large-Eddy Simulation). Les simulations effectue´es ici rentrent plutoˆt dans
la classe DNS (Direct Numerical Simulation), a` ceci pre`s que l’e´coulement est laminarise´. Cette
approche est retenue pour privile´gier une e´tude qualitative des effets magne´tohydrodynamiques
sur le comportement de l’interface, a` travers son suivi explicite (interface tracking). Pour cela,
nous repre´sentons son mouvement par la de´rive´e temporelle de la transformation re´gulie`re ˆ t(xˆ)
qui a` un domaine de re´fe´rence
¯ˆ
Ω =
¯ˆ
Ω1 ∪ ¯ˆΩ2, fait correspondre Ω¯(t) = Ω¯1(t) ∪ Ω¯2(t), et telle que
ˆ
 0 = Id :
PSfrag replacements
ˆ
 t
Ωˆ1
Ωˆ2
Ω1(t)
Ω2(t)
Σˆ
Σ(t)
Fig. 3.2 – Une bijection qui associe Ω(t) a` Ωˆ.
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Ainsi, la nouvelle inconnue est la vitesse du domaine
w(t, x) = ∂t ˆ t( ˆ
−1
t (x)) .
Si l’on de´finit a` pre´sent, pour toute fonction ϕ(t, x), son analogue “lagrangienne” Φ(t, xˆ) par
Φ(t, xˆ) = ϕ(t, ˆ t(xˆ)) ,
sa de´rive´e temporelle est e´gale a` la de´rive´e de ϕ sur le domaine mouvant, qu’on note Dtϕ :
∂tΦ(t, xˆ) = Dtϕ(t, x) = ∂tϕ(t, x) + ∂xϕ(t, x) · ∂t ˆ t(xˆ) , avec x = ˆ t(xˆ) ,
soit Dtϕ = ∂tϕ+ w · ∇ϕ .
La “de´rive´e lagrangienne” de la densite´, en particulier, est nulle, car elle prend une valeur constante
sur chaque partie Ω1(t) et Ω2(t) :
Dtρ = 0 , et donc ∂tρ = −w · ∇ρ .
Compte tenu de la conservation de la masse et de l’incompressibilite´ de chaque fluide, il en re´sulte
(w − v) · ∇ρ = 0 .
Par ailleurs, si on note nΣ la normale a` l’interface exte´rieure a` Ω1, et δΣ la mesure de Dirac sur Σ
(voir aussi 8.2), alors ∇ρ = (ρ2 − ρ1) δΣ nΣ , d’ou` l’e´quation
w · nΣ = v · nΣ ,
comple´te´e par la condition aux frontie`res
w · n = v · n sur ∂Ω .
On a ainsi obtenu une caracte´risation de l’hypothe`se implicite que ˆ t transforme Ωˆ1 en Ω1(t) et
Ωˆ2 en Ω2(t). Cela suffit a` de´terminer le mouvement de l’interface, et autorise meˆme plusieurs choix
possibles pour w. En particulier, w = v sur l’ensemble du domaine correspond a` une description
lagrangienne du mouvement, mais n’est pas une solution adapte´e aux me´thodes d’e´le´ments finis,
car il faudrait dans ce cas que les nœuds du maillage suivent le mouvement du fluide, ce qui
n’est pas possible compte tenu de la condition de convexite´ des e´le´ments (cf. 6.3.1.b). On adopte
ainsi un point de vue arbitrairement lagrangien ou eule´rien en fonction des facilite´s nume´riques que
celui-la` procure. Cette me´thode, qui porte le nom de formulation ALE (pour Arbitrary Lagrangian-
Eulerian) a e´te´ introduite pour la premie`re fois par C.W. Hirt et al. [50], et largement utilise´e
par la suite. Dans notre situation, le meilleur compromis est de conside´rer une vitesse du domaine
purement verticale, qui n’existe que pour assurer le mouvement de l’interface et e´ventuellement
e´quilibrer la taille des e´le´ments sur l’ensemble du maillage. Ainsi, on re´sout a` chaque pas de temps
le proble`me 
−∆w = 0 dans (Ωi)i=1,2 ,
w · n = 0 sur ∂Ω ,
w · nΣ = v · nΣ
nΣ · ez sur Σ .
(3.21)
Nous sommes a` pre´sent en mesure d’e´crire la formulation faible du proble`me, en vue de sa
discre´tisation. On utilise a` cette fin la formule de Reynolds
d
dt
∫
Ω(t)
ϕ =
∫
Ω(t)
(
∂ϕ
∂t
+ div (wϕ)
)
,
qui permet de de´river une inte´grale de´finie sur un domaine transporte´ a` la vitesse w.
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Cette proprie´te´ s’e´tend aux formulations variationnelles de´finies a` l’aide de fonctions test ϕ˜ telles
que Dtϕ˜ = 0, en effet dans ce cas
d
dt
∫
Ω(t)
ϕ ϕ˜ =
∫
Ω(t)
(
∂ϕ
∂t
+ div (wϕ)
)
ϕ˜ .
Alors, la formulation faible ALE du proble`me (3.18) s’e´crit :
d
dt
∫
Ω(t)
ζ v · v˜ +
∫
Ω(t)
ζ (v − w) · ∇v · v˜ −
∫
Ω(t)
ζ v · v˜ divw +
∫
Ω(t)
ζ
Re
∇v : ∇v˜ −
∫
Ω(t)
pdiv v˜
−S
∫
Ω(t)
rotB ×B · v˜ =
∫
Ω(t)
ζ
Fr
ez · v˜ ,
d
dt
∫
Ω(t)
B · B˜ −
∫
Ω(t)
w · ∇B · B˜ −
∫
Ω(t)
B · B˜ divw +
∫
Ω(t)
1
Rm
(rotB · rot B˜ + divB divB˜)
−
∫
Ω(t)
v ×B · rotB˜ = 0 ,
−
∫
Ω(t)
div v p˜ = 0 ,
∀ (v˜, B˜, p˜) ∈ VT ×WT ×MT , avec

VT = {v˜ ∈ H10 (Ω)d |Dtv˜ = 0}
WT = {B˜ ∈ H1n(Ω) |DtB˜ = 0}
MT = {p˜ ∈ L2(Ω) |
∫
Ω(t) p˜ = 0}
. (3.22)
Pour discre´tiser ces espaces par e´le´ments finis, il suffit alors d’appliquer la transformation ˆ t en
chaque point du maillage et de calculer leurs fonctions de forme sur le maillage transporte´ Ω(t).
En de´finissant la distribution de densite´ non pas en fonction des coordonne´es spatiales, mais en
fonction des e´le´ments ge´ome´triques parcourus lors de l’assemblage (cf. 6.3.1.b), il suffit d’attribuer
la densite´ de l’aluminium au sous-domaine discret constitue´ de la re´union des e´le´ments correspon-
dants, et de meˆme pour l’e´lectrolyte. C’est ainsi qu’on remplace l’inconnue ρ par l’inconnue w.
Sur des quadrangles, l’interpolation la moins couˆteuse possible est la me´thode Q1 stabi-
lise´e, dont on fixe son parame`tre a` 0.1 (cf. L.P. Franca et S.L. Frey [35]) pour obtenir des
re´sultats inte´ressants sur un maillage de quelques milliers d’e´le´ments (cf. infra et chapitre 7).
La discre´tisation temporelle s’effectue au moyen d’un sche´ma d’Euler semi-implicite, qui ne´cessite
la re´solution d’un proble`me du type (2.19) a` chaque ite´ration en temps, dont le de´tail sera aborde´
au chapitre 6.3. Si l’on note (vnh , B
n
h ) la vitesse et le champ magne´tiques discre´tise´s au temps n∆t,
cet algorithme posse`de la proprie´te´ de stabilite´ dans la norme de l’e´nergie
1
2∆t
∫
Ω
(ζ‖vn+1‖2+S‖Bn+1‖2)+
∫
Ω
(
ζ
Re
‖∇vn+1‖2+ S
Rm
‖∇Bn+1‖2
)
≤ 1
2∆t
∫
Ω
(ζ‖vn‖2+S‖Bn‖2) .
(3.23)
Par ailleurs, la masse n’est conserve´e dans chaque fluide que si la loi de conservation ge´ome´trique
(ou`  n,n+1 est la transformation ge´ome´trique associe´e a` w
n)∫
Ωn+1
i
ϕ(x) dx−
∫
Ωn
i
ϕ ◦  n,n+1(x) dx = ∆t
∫
Ωn
i
ϕ ◦  n,n+1(x) div wn(x) dx
et la contrainte discre`te ∫
Ωi+11
div vih = 0 (3.24)
sont satisfaites (cf. [39]). La premie`re est simplement assure´e par le choix purement vertical de
w (et donc wn). La prise en compte de la seconde, en revanche, a des re´percussions se´rieuses au
niveau de l’imple´mentation comme nous pourrons le voir au chapitre 6.
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Pour l’heure, terminons ce bref aperc¸u par un re´sultat nume´rique important de l’approche non
line´aire : on re´sout le mode`le (3.22) dans un domaine cylindrique avec les conditions aux limites
v0 = 0 , B0 = 0 , et B0 =

−α r
0
Bz
, α > 0 , en coordonne´es cylindriques ,
qui correpondent a` une distribution anodique uniforme de l’arrive´e de courant. Alors, si on perturbe
la gravite´ pendant la premie`re unite´ de temps, on obtient un phe´nome`ne de roulement de la nappe
de me´tal (metal pad rolling), a` savoir une rotation incline´e de l’interface dans le sens positif d’axe
ez. Lorsque cette inclinaison s’amplifie au cours du temps jusqu’a` toucher le bord supe´rieur du
cylindre, on dit alors que le phe´nome`ne est instable. Dans le cas contraire, c’est a` dire celui ou`
l’amplitude des oscillations diminue progressivement jusqu’a` un e´tat stationnaire, on parle de
configuration stable. En pratique, les cas instables engendrent au bout d’un certain temps des
de´formations trop importantes du maillage, qui finissent par mettre un terme a` la simulation.
Le mode`le non line´aire permet l’obtention de cas stables sous un certain seuil (typiquement 0.1)
portant sur Bz. Ce re´sultat est a` opposer a` ceux fournis par les mode`les line´aires (cf. Chap. 4).
Donnons pour finir une interpre´tation physique du phe´nome`ne de rolling : la visualisation des
champs de vitesses et des courants e´lectriques horizontaux laisse a` penser que ce phe´nome`ne peut
Fig. 3.3 – Vitesse, courants horizontaux et force de Lorentz qui en re´sulte sur l’interface
s’expliquer simplement par la force de Lorentz, qui trouve son origine dans le me´canisme expose´
en 1.2.2. En effet, d’apre`s la figure 3.3, les courants e´lectriques horizontaux, qui se trouvent
majoritairement au voisinage de la paroi, engendrent par interaction avec le champ magne´tique
vertical une force de Lorentz, qui d’un coˆte´ est dirige´e vers la paroi, et de l’autre, vers l’inte´rieur
de la cuve. Il en re´sulte le sens de rotation observe´ :
j
Bz
j
BzF
F
v
v
Fig. 3.4 – Sens de rotation induit par une arrive´e uniforme du courant
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3.3.2 Mode`le line´aire
En multipliant la premie`re (resp. deuxie`me) e´quation du syste`me (3.16) par la fonction test ζ
(resp. ψ) de H1(ΩH), en inte´grant par parties et en utilisant les conditions au bord, le proble`me
s’e´crit ∀ t ∈ [0, T ] sous forme variationnelle en espace :
Trouver (η(t), ϕ(t)) ∈ (H1(ΩH))2 tels que ∀ (ζ, ψ) ∈ (H1(ΩH))2 :∫
ΩH
[
∂2t η(t) ζ + c
2 [∇Hη(t) · ∇Hζ +B0,z (∂yϕ(t) ∂xζ − ∂xϕ(t) ∂yζ)]
]
= 0 ,∫
ΩH
[
∇Hϕ(t) · ∇Hψ − S η(t)ψ
]
= 0 .
(3.25)
plus les conditions initiales η|t=0 = η0 et (∂tη)|t=0 = η1.
On peut de´composer les solutions η et ϕ sur la base des “modes gravitationnels” (cf. 4) :
η(t, x, y) =
∑
(m,n)∈N2
ηm,n(t) fm,n(x, y)
ϕ(t, x, y) =
∑
(m,n)∈N2
ϕm,n(t) fm,n(x, y)
,
avec
fm,n(x, y) =
2 m,n√
LxLy
cos
(
mpi
Lx
x
)
cos
(
npi
Ly
y
)
,
ou` la normalisation
m,n =

1/2 si (m,n) = (0, 0)√
1/2 si m = 0 ou n = 0, et (m,n) 6= (0, 0)
1 si m 6= 0 et n 6= 0
fait de
(
fm,n(x, y)
)
(m,n)
une base orthonormale dans L2(ΩH) et orthogonale dans H
1(ΩH). Les
fonctions fm,n sont les vecteurs propres de l’ope´rateur de Neumann −∆H sur le domaine ΩH ,
associe´s aux valeurs propres
k2m,n =
(
mpi
Lx
)2
+
(
npi
Ly
)2
.
Ainsi, en prenant les e´le´ments de cette base pour fonctions test, le syste`me d’e´quations (3.25) peut
se reformuler
d2ξm,n
dt2
+ c2
(
k2m,nξm,n − S
∑
(m′,n′)∈N2
G(m,n),(m′ ,n′) ξm′,n′
)
= 0 , avec ξm,n =
ηm,n
km,n
, (3.26)
ou` la matrice G est facilement calculable et de l’ordre de 1km,n km′,n′
(on renvoie en section 4.3.1
pour la forme pre´cise de G). Ainsi, la discre´tisation en espace du mode`le line´aire s’ope`re par une
me´thode spectrale (cf. 2.2.2), qui permet de simplifier grandement les e´quations en “diagonalisant”
les laplaciens. Pour parvenir a` une discre´tisation totale du mode`le, on peut utiliser la me´thode de
Newmark (cf. [78]), qui est un sche´ma au diffe´rence finies du deuxie`me ordre devant satisfaire des
conditions du meˆme type que dans le cas du sche´ma d’Euler (stabilite´, consistance, cf. 2.2.1.a).
L’imple´mentation de cette proce´dure pourra eˆtre trouve´e au chapitre 5.
Chapitre 4
Line´aire versus non line´aire
4.1 Introduction
La mode´lisation des phe´nome`nes magne´tohydrodynamiques dans les cuves de production d’alu-
minium par e´lectrolyse est un proble`me encore tre`s ouvert. D’un coˆte´, le mode`le de base que consti-
tuent les e´quations paraboliques de la MHD sans courants de de´placement, pour deux fluides non
miscibles, contient diverses non-line´arite´s (cf. 3.1), dont la pre´sence d’une interface libre entre
les deux fluides. La simulation nume´rique de ce mode`le non line´aire permet d’appre´hender les
proble`mes de stabilite´ dans les cuves. D’un autre coˆte´, de nombreuses approches reposent sur une
version line´arise´e de ces e´quations (cf. 3.2), qui permet de mener une analyse de stabilite´ base´e
sur une e´tude des modes propres de la cuve. Nous nous proposons dans le pre´sent chapitre de
comparer et discuter les re´sultats issus de ces deux points de vue.
Ces travaux ont fait l’objet d’un proceeding de la confe´rence ECCOMAS 2006 [40].
4.2 E´tude fre´quentielle purement hydrodynamique
L’e´tude de la stabilite´ line´aire des cuves repose sur la de´composition de la solution du syste`me
(3.16) sur la base des “modes gravitationnels”. Nous e´tudions ici, sur un cas bidimensionnel, la
cohe´rence entre cette approche analytique et les re´sultats fournis par la simulation nume´rique du
proble`me de Navier-Stokes bifluide.
4.2.1 Calcul analytique des modes gravitationnels sur deux mode`les line´arise´s
4.2.1.a Un mode`le de fluide potentiel a` surface libre
Lorsqu’un fluide parfait incompressible (div v = 0) n’est soumis qu’a` des forces de´rivant d’un
potentiel (comme la gravite´), les vitesses telles que
rot v = 0 ,
sont des solutions dites irrotationnelles aux e´quations d’Euler (e´quations de Navier-Stokes sans le
terme de viscosite´). Pour des conditions aux limites du type v · n = g sur ∂Ω, cette proprie´te´ se
propage dans le temps et assure ainsi l’unicite´ de la solution. Il est alors possible de faire de´river
la vitesse e´galement d’un potentiel scalaire : v = ∇Φ, ce qui aboutit au proble`me de Neumann :{
∆Φ = 0 dans Ω ,
∂nΦ = 0 sur ∂Ω .
(4.1)
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Inte´ressons-nous alors pour commencer a` un proble`me de surface libre dans le cadre de ces hy-
pothe`ses : conside´rons un fluide contenu dans un re´cipient rectangulaire (le cas tridimensionnel
ne pre´sentant pas de difficulte´s supple´mentaires), dont on repe`re le fond par z = −h et la hauteur
moyenne de fluide par z = 0. Enfin, on suppose la surface parame´tre´e par la fonction η(t, x) :
PSfrag replacements
x
z z = η(t, x)
−h
M
n
O
OM =
(
x
η(t, x)
)
Fig. 4.1 – Parame´trisation de la surface
L’e´volution d’un point M(t) de la surface est re´gie par la condition aux limites caracte´ristique des
e´coulements a` surface libre :
∂t (OM) · n = u · n ,
que l’on peut re´crire sous la forme
− ∂tη = ux ∂xη − uz , (4.2)
e´tant donne´ que
n =
1√
1 + (∂xη)2
(−∂xη
1
)
.
Nous aurons l’occasion d’utiliser une technique de parame´trisation analogue lorsqu’il s’agira
de controˆler l’interface au chapitre 8. Par ailleurs, l’e´volution de la pression suit l’e´quation de
Bernoulli (cf. [47]) :
ρ ∂tΦ + ρ
‖u‖2
2
+ p+ ρ g z = constante .
Ainsi, si l’on prend pour origine des pressions la pression atmosphe´rique, le potentiel Φ suit la loi
suivante sur la surface libre :
∂tΦ +
‖u‖2
2
+ g z = 0 . (4.3)
Line´arisation
La line´arisation des e´quations (4.2)-(4.3) autour de l’e´tat d’e´quilibre {u = 0, η = 0, Φ = 0} ou`
l’interface est plate (z = 0) conduit au syste`me (en notant encore η et Φ les perturbations) :{
∂t η = ∂zΦ ,
∂tΦ = −g η ,
que l’on peut encore e´crire :
g ∂z Φ + ∂
2
t Φ = 0 . (4.4)
Enfin, rappelons qu’on dispose de la condition de Neumann :
∂z Φ = 0 en z = −h.
On peut alors de´finir pour le syste`me (4.1)-(4.4) des solutions du type :
Φ(t, x) = A cos (kx− ωkt) ch (k(z + h)) , ω2k = g k tanh (kh) .
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On admettra que ces re´sultats se ge´ne´ralisent en trois dimensions a` deux fluides de hauteurs
moyennes h1 et h2 :
ωk =
√
g (ρ1 − ρ2) k
ρ1 coth (kh1) + ρ2 coth (kh2)
, avec k = pi
√
m2
L2x
+
n2
L2y
. (4.5)
Dans notre cas, rappelons que les longueur et vitesse caracte´ristiques du phe´nome`ne sont L = 1
m et U = 0.1 m/s. Il en re´sulte une fre´quence caracte´ristique F = U/L = 0.1 Hz, par laquelle il faut
diviser les fre´quences physiques pour les comparer aux valeurs que nous obtenons. Par ailleurs,
nous effectuons nos simulations avec un nombre de Froude multiplie´ par 10, donc il faut prendre
g = 1 dans la formule (4.5). Enfin, si h = h1 = h2, on obtient comme formule analytique pour les
fre´quences adimensionne´es (Lx est la largeur et Ly la longueur de la cuve) :
f˜m,n =
√√√√√√√√√√√
75
89
√√√√(m
Lx
)2
+
(
n
Ly
)2
coth
[√√√√(m
Lx
)2
+
(
n
Ly
)2
h
] , (m,n) ∈   2 . (4.6)
4.2.1.b E´quations de Saint-Venant
Le meˆme type de raisonnement que celui expose´ dans le cas magne´tohydrodynamique (cf. 3.2)
permet d’arriver a` l’e´quation du type des ondes :(
ρ1
h1
+
ρ2
h2
)
∂2t η − (ρ1 − ρ2) g∆Hη = 0 , (4.7)
a` laquelle on adjoint la condition aux limites de non-pe´ne´tration :
(ρ1 − ρ2) g∇Hη · n = 0 . (4.8)
On peut alors obtenir pour le syste`me (4.7)-(4.8) des solutions du type “ondes gravitationnelles”
s’exprimant comme suit :
η(t, x, y) = cos (kx+ ly − ωk,lt) ,
avec ωk,l =
√√√√(k2 + l2) g ρ1 − ρ2ρ1
h1
+
ρ2
h2
, k =
mpi
Lx
, l =
npi
Ly
, (m,n) ∈   2 . (4.9)
On applique les meˆmes parame`tres que dans le cas du mode`le de fluide potentiel, si bien que (4.9)
conduit aux fre´quences adimensionne´es :
f˜k,l =
√√√√75
89
[(
m
Lx
)2
+
(
n
Ly
)2 ]
h , (m,n) ∈   2 . (4.10)
Remarquer que l’expression des pulsations ωk,l peut eˆtre obtenue a` partir de celle issue du mode`le
de fluides potentiels lorsque h est “petit”. En effet, il suffit dans ce cas de se servir de l’e´quivalence
coth x ∼ x pour la retrouver.
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4.2.2 Re´sultats nume´riques du mode`le non line´aire
Le cas e´tudie´ est avec celui d’une cuve bidimensionnelle (rectangle) de largeur Lx = 4 ; et
pour diffe´rentes valeurs de h = h1 = h2 : 1, 0.5 et 0.3. Par ailleurs, nous perturbons la gravite´ en
modifiant en permanence sa direction de manie`re pe´riodique (sloshing, cf. Fig. 4.3) :
g
‖g‖ = sin
(
pi
6
sin (4pit)
)
ex − cos
(
pi
6
sin (4pit)
)
ey , (4.11)
de sorte que le syste`me soit excite´ a` la fre´quence 2. A` celle-la` se superposent d’autres fre´quences
issues des proprie´te´s physiques du proble`me, les modes gravitationnels :
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Fig. 4.2 – Altitude du bord de l’interface (x = 2) en fonction du temps (a` gauche) et transforme´e
de Fourier du signal pour h = 1, 0.5 et 0.3. Ces tests sont issus du code paralle´lise´ Mistral (cf. 6).
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Fig. 4.3 – Le cas test du sloshing (h = 1, maillage et vitesse)
On regroupe ici les fre´quences adimensionne´es obtenues analytiquement et nume´riquement pour :
· h = 1.0 :
Mode Formule (4.6) Formule (4.10) Mistral
1 0.227 0.229 0.191
2 0.441 0.459 0.400
3 0.634 0.688 0.505
4 0.801 0.918 0.581
· h = 0.5 :
Mode Formule (4.6) Formule (4.10) Mistral
1 0.162 0.162 0.138
2 0.321 0.325 0.357
3 0.476 0.487 0.490
4 0.624 0.649 0.571
· h = 0.3 :
Mode Formule (4.6) Formule (4.10) Mistral
1 0.126 0.126 0.105
2 0.250 0.251 0.293
3 0.374 0.377 0.438
4 0.495 0.503 0.538
On observe que les trois colonnes sont quantitativement proches, ce qui permet de de´celer une
certaine cohe´rence du mode`le non line´aire avec les mode`les simplifie´s. D’autre part, il est inte´ressant
de remarquer que Mistral fournit des re´sultats plus proches du mode`le de fluide potentiel que de
celui des eaux peu profondes dans les hauteurs de fluide e´leve´es, et, a` l’inverse, est en meilleur
accord avec le mode`le des eaux peu profondes lorsque h est faible. Enfin, la cohe´rence de Mistral
avec les deux mode`les line´arise´s se de´grade pour h = 1, ce qui e´tait pre´visible e´tant donne´ que
ceux-la` sont plutoˆt adapte´s aux faibles hauteurs, car construits sur la base de petites perturbations
autour d’un e´tat stationnaire.
Par ailleurs, ces re´sultats montrent qu’une diminution des hauteurs d’aluminium et
d’e´lectrolyte conduit a` une diminution de l’amplitude des signaux. Nous verrons que
ce comportement subsiste dans le cas du phe´nome`ne de rolling, dont l’amplitude des oscillations
augmente par hausse de la hauteur d’e´lectrolyte (cf. 7.1).
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4.3 E´tude comparative sur la stabilite´ du phe´nome`ne de rolling
Nous nous proposons a` pre´sent de comparer les deux mode`les pre´sente´s au chapitre 3. L’ap-
proche non line´aire est connue pour eˆtre plus complique´e, mais plus solide que l’analyse line´aire
sur les questions de stabilite´. L’analyse de stabilite´ line´aire peut en effet amener a` la conclusion
fausse qu’un e´tat stationnaire est stable. Cela est a` relier au fait que l’analyse spectrale ne garantit
pas la stabilite´ des syste`mes de dimension infinie (contrairement aux syste`mes de dimension finie).
De plus, les e´quations line´arise´es autour d’un e´tat stationnaire ne sont valides que pour de petites
perturbations. Dans le cas de de´viations importantes par rapport a` cet e´tat, cette supposition n’est
donc plus valable. Cependant, il est inte´ressant de comprendre les limites de l’approche line´arise´e,
dans la mesure ou` celle-la` est moins couˆteuse du point de vue du temps de calcul.
4.3.1 Mode`le line´aire
Rappelons la formulation discre´tise´e en espace (3.26) du syste`me (3.16) :
d2ξm,n
dt2
+ c2k2m,nξm,n = c
2 S
∑
(m′,n′)∈N2
G(m,n),(m′ ,n′)ξm′,n′
ou` pour (m,n), (m′, n′) ∈ (   2 \ (0, 0)) × (   2 \ (0, 0)),
G(m,n),(m′ ,n′) =
m,nm′,n′
Lx Ly km,n km′,n′
(4.12)(
m′n(qm′+m,n′+n − qm′−m,n′−n + qm′−m,n′+n − qm+m′,n′−n) (4.13)
+n′m(−qm′+m,n′+n + qm′−m,n′−n + qm′−m,n′+n − qm′+m,n′−n)
)
, (4.14)
et, pour (m,n) ∈   2,
qm,n =
pi2
LxLy
∫
ΩH
B0,z sin
(
mpi
Lx
x
)
sin
(
npi
Ly
y
)
.
Noter que si pour tout m, n ∈ {−1, 1}, bm m,n n = mnbm,n, G est une matrice antisyme´trique :
G(m,n),(m′ ,n′) = −G(m′,n′),(m,n). On pourra trouver plus de de´tails dans le chapitre 5, ou` nous
utilisons le meˆme type de de´composition pour re´soudre un proble`me de stabilisation au moyen des
actionneurs h2 et B0,z.
Ainsi, la stabilite´ de (3.16) repose sur l’analyse spectrale de la matrice c2 (K − SG), ou` les
matrices sont indexe´es par les double indices (m,n) ∈   2 \ (0, 0), et K est la matrice diagonale
de´finie par : K(m,n),(m′ ,n′) = k
2
m,nδ(m,n),(m′ ,n′), ou` δ(m,n),(m′ ,n′) est la matrice identite´. En effet, si
(λ, η) est un mode propre de c2 (K − SG), une solution de (3.16) est exp(−iωt)η avec ω2 = λ. Il
est facile de ve´rifier que la partie re´elle de λ est positive (en utilisant le fait que K est une matrice
syme´trique de´finie positive et G est une matrice re´elle antisyme´trique). Par conse´quent, ou bien
toutes les valeurs propres de c2 (K − SG) sont re´elles et le syste`me est stable, ou bien il existe une
valeur propre avec une partie imaginaire non nulle et le syste`me est instable.
Lorsqu’on augmente la valeur de la composante verticale du champ magne´tique, c’est a` dire
lorsqu’on augmente S, des modes instables apparaissent car certaines valeurs propres commencent
a` prendre une partie imaginaire non nulle. Pour comprendre cela, on peut simplememnt conside´rer
le proble`me mode`le K =
[
k21 0
0 k22
]
et G =
[
0 1
−1 0
]
. Alors les valeurs propres de
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K −SG =
[
k21 −S
S k22
]
sont solutions de λ2− (k21 + k22)λ+(k21k22 +S2) = 0 ce qui est e´quivalent a`(
λ− k21+k222
)2
=
(
k21−k22
2
)2
−S2. Ainsi, quand S augmente, les deux valeurs propres, partant de k21
et k22 pour β = 0, se rapprochent de plus en plus jusqu’a` se rencontrer lorsque S =
∣∣∣k21−k222 ∣∣∣. Au-dela`
de ce seuil
(
S >
∣∣∣k21−k222 ∣∣∣), les deux valeurs propres sont complexes conjugue´es : la valeur absolue de
leur partie imaginaire est
(
S2 −
(
k21−k22
2
)2)1/2
. Cela illustre le fait qu’une instabilite´ peut survenir
par “collision de deux valeurs propres”. Remarquer que la valeur critique Scritique =
∣∣∣k21−k222 ∣∣∣ est
nulle si les deux valeurs propres sont initialement les meˆmes : k21 = k
2
2 . Cette situation se pre´sente
en pratique en ge´ome´tries carre´es (Lx = Ly) par example, puisque k
2
1,0 = k
2
0,1. Dans ce cas, comme
pour les cuves cylindriques, le mode`le pre´voit que la cuve est instable de`s que S > 0.
Essayons a` pre´sent de transposer ces re´sultats en ge´ome´trie “re´aliste”. Le temps caracte´ristique
est fixe´ a` T ' 6 s de sorte que c = 1. Les dimensions de la cuve sont Lx = 3m, Ly = 10m
et le champ magne´tique vertical est uniforme : B0,z ≡ 1. Dans ce cas, qm,n = bm qn, where
qm =
∫ pi
0
sin(mx) dx =
{
0 si m est pair
2
m si m est impair
. Les valeurs propres de K − SG peuvent eˆtre cal-
cule´es nume´riquement, comme une fonction de S. Nous nous retreignons aux modes (m,n) tels
que 0 ≤ m,n ≤ 3 (et (m,n) 6= (0, 0)). Les re´sultats sont expose´s Fig. 4.4. Quand S augmente, la
premie`re valeur propre avec une partie imaginaire apparaˆıt pour S ∈ (0.244, 0.245), de la collision
des modes (0, 3) et (1, 0). Alors, ce mode instable se “restabilise” pour S ∈ (0.502, 0.503). Le
syste`me est alors stable pour S ∈ (0.503, 0.514). Finalement, le syste`me devient de´finitivement
instable pour S plus grand qu’une valeur critique dans l’intervalle (0.514, 0.515).
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Fig. 4.4 – Trajectoires des valeurs propres de K − SG e´voluant dans le plan complexe quand S
augmente (entre deux points, l’incre´ment sur S est de 0.001) : S ∈ [0, 0.5] en haut, et S ∈ [0, 0.59]
en bas. Les positions initiales des valeurs propres quand S = 0 sont indique´es par des cercles.
Cette expe´rience illustre le fait surprenant que le syste`me peut eˆtre instable pour certaines valeurs
de S, et stable pour de valeurs plus grandes de S : des modes instables peuvent se “restabiliser”.
On voit aussi que le S critique au-dela` duquel de ve´ritables modes instables apparaissent est
plutoˆt faible compare´ aux valeurs re´alistes (S varie typiquement entre 6 et 340 pour les cuves
industrielles). Cela illustre le fait qu’il est ne´cessaire de de´terminer un seuil de stabilite´ pour les
parties imaginaires des valeurs propres, afin d’obtenir une valeur re´aliste pour Scritique.
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Nous voudrions e´galement mentionner qu’il est possible d’obtenir une valeur plus grande de
Scritique en introduisant un terme de friction dans le mode`le line´aire (3.16), pour mode´liser la
dissipation me´canique (pour relaxer l’hypothe`se H3 p.38). Dans [12], il est de´montre´ qu’introduire
une loi de friction comme dans [74] revient a` remplacer l’e´quation sur η dans (3.16) par :
∂2η
∂t2
+ γ
∂η
∂t
− c2∆Hη = c2
(
∂ϕ
∂y
∂B0,z
∂x
− ∂ϕ
∂x
∂B0,z
∂y
)
, (4.15)
ou`
γ = T
ρ1γ1
h1
+ ρ2γ2h2
ρ1
h1
+ ρ2h2
est un coefficient de friction adimensionne´, et γ1 et γ2 sont les coefficients de friction respectivement
dans l’aluminium et dans l’e´lectrolyte. Des valeurs typiques pour les coefficients de friction sont
0.01 s−1 ≤ γ1 = γ2 ≤ 0.1 s−1 (voir le tableau 1 dans [100] ou` ces coefficients sont e´talonne´s en
comparant des vitesses calcule´es avec des expe´riences, ou [75]), ainsi γ ∈ (0.06, 0.6). Si (λ, η) est
un mode propre de K−SG, une solution du mode`le line´aire (3.16) avec un terme d’amortissement
tel que dans (4.15) est donne´e par exp(−iωt)η, avec −ω2 − iγω + λ = 0. Comme1 Re(λ) > 0, on
peut ve´rifier que pour γ ≥ |Im(λ)|/√Re(λ), Im(ω) ≤ 0 et donc le syste`me est stable. Le coefficient
d’amortissement γ est ainsi relie´ au seuil de stabilite´ (que nous avons mentionne´ ci-dessus) pour
les parties imaginaires des valeurs propres du mode`le line´aire (3.16).
Dans notre exemple nume´rique, on observe que pour γ = 0.06, quand β augmente, le premier
mode non line´aire apparaˆıt pour S ∈ (0.289, 0.290), puis le syste`me se “restabilise” pour S ∈
(0.492, 0.493), et finalement devient de´finitivement instable pour S ∈ (0.521, 0.522). Pour γ = 0.6,
le syste`me devient definitivement instable pour S plus grand qu’une valeur critique dans l’intervalle
(0.800, 0.801). Ce sont encore des valeurs tre`s pessimistes de Scritique, compare´ aux valeurs typiques
de S dans les cuves re´elles : 6 ≤ S ≤ 340. Inversement, pour S = 6, le syste`me est stable pour γ
plus grand que 6.1. Pour S = 340, le syste`me est stable pour γ plus grand que 295. Ces valeurs
de γ correspondent a` des valeurs non re´alistes de coefficients de friction γ1 et γ2. En conclusion,
le mode`le line´aire semble trop pessimiste par rapport a` la stabilite´ des cuves industrielles.
4.3.2 Mode`le non line´aire
On conside`re a` pre´sent le meˆme proble`me mode´lise´ par l’approche non line´aire. On utilise le
protocole classique permettant d’obtenir le phe´nome`ne de rolling (voir 3.3) : un courant vertical
traverse la cellule et on ajoute une composante verticale au champ magne´tique. Dans le mode`le
non line´aire, cela est impose´ au travers du champ magne´tique B0 utilise´
2 pour de´finir les conditions
aux limites sur le champ magne´tique (voir [93] pour des conditions aux limites similaires sur une
cuve paralle´le´pipe´dique) :
B0,x = −µ0j0y
2
, B0,y =
µ0j0x
2
, B0,z uniforme , (4.16)
avec j0 ≈ 10 kA/m2. Nous de´composons l’e´volution temporelle de l’altitude d’un point de l’inter-
face sous la forme z(t) = z0 +
∑N
i=1 αi exp(τit) cos(2pit/Ti − φi), ou` N repre´sente le nombre de
modes, τi le facteur de croissance de chaque mode, et Ti la pe´riode de chaque mode.
1On de´signe par Re(λ) (resp. Im(λ)) la partie re´elle (resp. imaginaire) d’un nombre complexe λ.
2Dans l’approche line´aire, la line´arisation a e´te´ effectue´e autour de ce champ magne´tique stationnaire B0.
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Un signal typique obtenu pour B0,z = 280G (ou` G de´signe Gauss : 1G = 10
−4 T ) est le suivant :
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Fig. 4.5 – Altitude d’un point de l’interface en fonction du temps et transforme´e de Fourier
associe´e, pour B0,z = 280G. Cette expe´rience nume´rique est effectue´e en utilisant le mode`le non
line´aire, sur une cuve paralle´le´pipe´dique avec Lx = Ly = 2m et h1 = h2 = 1m.
Pour de faibles valeurs de B0,z (B0,z < 200G), un unique mode de Fourier (N = 1) est suffisant
pour de´crire le signal. Le tableau ci-dessous montre le taux d’accroissement τ1 et la pe´riode T1 de
ce mode, pour diffe´rentes valeurs de la composante verticale du champ magne´tique :
B0,z (G) 0 30 50 65 80 95 130 160 180
τ1(s
−1) -0.0335 -0.0191 -0.0137 -0.0080 -0.0032 0.0000 0.0049 0.0092 0.0097
T1(s) 29.4 29.3 29.2 29.1 29.3 29.3 30.0 29.8 30.0
Tab. 5.1 - Taux d’accroissement (τ1) et pe´riode (T1) du principal mode propre pour divers champs
magne´tiques verticaux B0,z. Les expe´riences nume´riques sont effectue´es sur le mode`le non line´aire,
sur une cuve paralle´le´pipe´dique telle que Lx = Ly = 2m et h1 = h2 = 1m.
Nous observons que la pe´riode du mode propre de´pend peu de B0,z, mais l’observation la plus
importante est qu’il existe un seuil critique de stabilite´ sur B0,z. Pour B0,z < 95G, τ1 est ne´gatif
et la cuve est alors stable. Pour B0,z > 95G, τ1 est positif et la cuve est instable. De meˆme, sur
cuve cylindrique, le phe´nome`ne est stable pour de faibles valeurs de Bz :
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Fig. 4.6 – Influence du champ magne´tique vertical sur la stabilite´ du phe´nome`ne de rolling sur
cuve cylindrique (cf. [39])
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Cela contredit l’analyse spectrale des syste`mes line´aires simplifie´s qui pre´voit qu’une cuve est in-
stable si Lx = Ly quelle que soit B0,z (voir la section pre´ce´dente). Par ailleurs, des expe´riences
nume´riques (non reproduites ici) ont montre´ que le seuil ci-dessus n’est pas significativement
sensible aux variations du facteur d’amplification artificiel applique´ a` la viscosite´ (cf. 3.3).
D’un autre coˆte´, pour de grandes valeurs de B0,z, trois modes de Fourier (N = 3) sont
ne´cessaires pour de´crire le signal (voir Fig. 4.5 pour le cas B0,z = 280G). Nous observons que
quand B0,z augmente, le premier mode (celui qui a la plus grande pe´riode) redevient stable (τ1
redevient ne´gatif) et l’instabilite´ de la cuve est due aux premier et troisie`me modes :
B0,z τ1 T1 τ2 T2 τ3 T3
250G -0.004 35 0.0051 20 0.0085 15
280G -0.01 35 0.0045 20 0.0092 15
Tab. 5.2 - Taux d’accroissement (τi) et pe´riode (Ti) des trois principaux modes propres pour deux
valeurs du champ magne´tique vertical. Les expe´riences nume´riques sont effectue´es avec le mode`le
non line´aire, sur une cuve paralle´le´pipe´dique telle que Lx = Ly = 2m et h1 = h2 = 1m.
De fac¸on inte´ressante, la “restabilisation” d’un mode instable lorsqu’on augmente le champ magne´tique
vertical est aussi observe´e sur le syste`me line´aire simplifie´ (voir Fig. 4.4).
4.4 Discussion
Ces expe´riences nume´riques montrent que l’analyse de stabilite´ line´aire sur des syste`mes sim-
plifie´s et des expe´riences nume´riques sur un mode`le non line´aire plus complet se comple`tent avan-
tageusement. Nous avons observe´ une bonne cohe´rence entre les deux mode`les a` plusieurs points
de vue : fre´quences gravitationnelles, comportement des fre´quences quand la composante verticale
du champ magne´tique augmente.
La diffe´rence qualitative la plus importante que nous avons mentionne´e est que le mode`le
line´aire pre´voit que les cuves cylindriques et carre´es sont instables de`s lors que la composante
veticale du champ magne´tique est non nulle. Cela contredit les re´sultats obtenus par le mode`le
non line´aire. Cette diffe´rence peut eˆtre corrige´e en ajoutant un terme d’amortissement dans le
mode`le line´aire, pour mode´liser les effets de dissipation qui ont e´te´ ne´glige´s, comme explique´ a`
la fin de la section 4.3.1. Cependant, ce n’est pas satisfaisant dans la mesure ou` des valeurs non
re´alistes du terme d’amortissement sont requises pour ajuster le mode`le aux observations, et ou`
le seuil de stabilite´ est tre`s sensible a` la valeur de ce parame`tre artificiel.
D’autres comparaisons des re´sultats fournis par les deux mode`les sont en cours. Nous voudrions
en particulier comprendre si les diffe´rences qualitatives oberve´es proviennent de la proce´dure de
line´arisation ou des approximations H1-H6 faites sur les e´quations (cf. 3.2).
Les conclusions sur le mode`le line´arise´ laissent penser que certains comportements qualitatifs
peuvent eˆtre appre´hende´s dans ce contexte. Aussi nous proposons a` pre´sent de controˆler l’e´volution
de l’interface au moyen de deux commandes a` l’aide de ce mode`le, a` savoir la distance anode-me´tal
h2 et le champ magne´tique vertical Bz.
Chapitre 5
Controˆle de l’e´volution de l’interface
en eaux peu profondes
5.1 Pre´sentation du proble`me
Dans le cadre de l’approximation des eaux peu profondes (voir 3 et 4), le mode`le des cuves
paralle´le´pipe´diques est de´fini sur un rectangle ΩH = [0, Lx] × [0, Ly ]. Nous cherchons a` stabiliser
l’interface e´lectrolyte-aluminium en minimisant, pendant une dure´e fixe´e T , une certaine e´nergie
  (η), ou` η(t, x, y) est une perturbation sur la hauteur d’interface moyenne. Pour cela, nous utilisons
un actionneur u(t, x, y), ce qui repre´sente un certain couˆt qu’on quantifie par la fonction  (u).
Ainsi, le proble`me est de trouver le minimum de la fonctionnelle

(u) =   (η(u)) +  (u) ,
ou` η est lie´ a` u par les e´quations d’e´tat. Plus pre´cise´ment, on e´crit les fonctions   et  :
  (η) =
σ0
2
|η|2L2([0,T ],ΩH) +
σ1
2
|∂tη|2L2([0,T ],ΩH) ,  (u) =
Q
2
‖u‖2 , σi > 0 ∀ i , Q > 0 ,
ou` U est un espace de Hilbert contenant l’ensemble des commandes admissibles (cf. 2.3.2.a). Ces
travaux ont fait l’objet d’une communication orale [79] au Congre`s National d’Analyse nume´rique
(CANUM) 2006.
5.1.1 E´quations d’e´tat
On rappelle (cf. 3.1) le mode`le re´gissant l’e´volution des inconnues η et ϕ en pre´sence d’un
champ magne´tique vertical Bz(t, x, y), et pour une distance anode-me´tal h2(t) :
∂2t η − c2 (∆H η + ∂yϕ ∂xBz − ∂xϕ ∂yBz) = 0 dans ΩH × [0, T ]
−∆H ϕ− S η = 0 dans ΩH × [0, T ]
∂n η +Bz (∂y ϕnx − ∂x ϕny) = 0 sur ∂ΩH × [0, T ]
∂n ϕ = 0 sur ∂ΩH × [0, T ]
η|t=0 = η0 dans ΩH
(∂t η)|t=0 = η1 dans ΩH
(5.1)
avec c2 =
(ρ1 − ρ2) g
ρ1
h1
+
ρ2
h2
T2
L2
et S =
J0B0 L
2
h1 h2 (ρ1 − ρ2) g (constante de Sele) ,
ou` L et T sont la longueur et le temps caracte´ristiques, et ΩH = [0, Lx]× [0, Ly].
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Ainsi, nous sommes en pre´sence d’un syste`me hyperbolique du deuxie`me ordre homoge`ne triple-
ment couple´, a` savoir dans chacune des deux e´quations volumiques et dans la condition aux limites
portant sur ∂nη. Des donne´es usuelles pour ce proble`me sont une distance anode-me´tal moyenne
constante (h2(t) = h
0
2) et un champ magne´tique vertical constant et uniforme (Bz(t, x, y) = Bz). Le
comportement observe´ dans cette configuration est alors une de´stabilisation assez rapide de la cuve
- typiquement des fluctuations importantes de l’interface au bout d’une unite´ de temps - pour un
choix des parame`tres conforme a` la re´alite´ physique (voir les tests en 5.4).
5.1.2 Commandes et fonctions couˆt
On peut envisager deux manie`res d’atte´nuer le phe´nome`ne de de´stabilisation de´crit ci-dessus,
a` savoir une approche de type “re´gulation”, ou` l’on donne la possibilite´ a` un technicien (ou un
automate) de modifier en temps re´el un parame`tre du proble`me (typiquement la distance anode-
me´tal moyenne) ; et une approche de type “design de cuve”, ou` l’on cherche cette fois a` modifier
une caracte´ristique intrinse`que de la cuve, comme le champ magne´tique vertical (stationnaire)
ge´ne´re´ par son environnement en usine. Enfin, bien que ce soit un peu moins naturel, on peut
conside´rer que le champ magne´tique vertical soit lui aussi modifiable en temps re´el. Dans les deux
cas, on remarquera que la commande apparaˆıt, d’une part, dans le coefficient des inconnues, et,
d’autre part, dans plusieurs du syste`me.
5.1.2.a Controˆle par la distance anode-me´tal moyenne : h2(t)
On cherche la hauteur optimale u(t) = h2(t) a` donner au plan anodique au cours du temps,
de manie`re a` obtenir le syste`me le plus stable possible sur une certaine dure´e T . La minimisation
au sens des moindres carre´s de la perturbation η semble eˆtre un crite`re adapte´ a` cet objectif :

1(h2) =   (η(h2)) +
Q1
2
|h2|2L2([0,T ],R+) . (5.2)
Le couˆt du controˆle est directement repre´sente´ par la DAM moyenne, sachant qu’un demi-centime`tre
de cette dernie`re se chiffre a` environ $108 annuels... Le cas particulier h2 constant

1(h2) =   (η(h2)) +
Q1
2
T h22 ,
qui permet de travailler avec une commande unidimensionnelle, est un bon moyen de tester la
validite´ du programme, dont des parties importantes (e´quation d’e´tat et proble`me adjoint) varient
peu d’un type de commande a` l’autre.
5.1.2.b Controˆle par le champ magne´tique vertical : Bz(t, x, y)
Seule origine des instabilite´s observe´es sur ce type de mode`le, le champ magne´tique vertical est
impose´ par l’environnement du syste`me. Pour une DAM fixe´e a` h02, on prend pour commande une
perturbation u(t, x, y) = bz(t, x, y) = Bz(t, x, y)−Bz a` moyenne spatiale nulle pour tout t ∈ [0, T ],
minimisant la fonctionnelle :

2(bz) =   (η(bz)) +
Q2
2
|bz|2L2([0,T ],ΩH) . (5.3)
De meˆme que pour la commande h2, nous e´tudierons le cas inde´pendant du temps

2(bz) =   (η(bz)) +
Q2
2
T |bz|2L2(ΩH) .
Notons que contrairement a` h2 qui est un scalaire, la commande bz est distribue´e sur l’ensemble
du domaine.
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5.2 Expression des gradients des fonctions couˆt
Nous adoptons la de´marche expose´e en 2.3 pour le controˆle des syste`mes gouverne´s par des
EDP, a` savoir la recherche nume´rique d’un minimum local de

(u) a` l’aide de ∇  (u), en supposant
ces deux donne´es nume´riquement calculables pour toute commande admissible u. Alors, il suffit
d’utiliser une des nombreuses librairies d’optimisation en dimension finie comprenant une routine
de type gradient ou mieux (cf. 2.3.5.a). La fonction optim de Scilab [89] fournit ce genre d’outils.
5.2.1 Proble`me adjoint
5.2.1.a Formulation faible
Soient trois espaces de Hilbert U , V et W , de sorte que (η, ϕ) ∈ V 2, et que les e´quations
d’e´tat s’e´crivent sous la forme  (η, ϕ, u) = 0, ou`  est de´fini de V 2 × U dans W . Ainsi la de´rive´e
directionnelle (cf. (2.36)) de

(u) =

(η(u), u) dans toute direction u˜ ∈ U s’e´crit :(
∇ (u), u˜
)
U
=
∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) + Q (u , u˜)U , (5.4)
ou` η˜ est lie´ a` u˜ par les e´quations de sensitivite´ (cf. 2.3.5.a) :
lim
ε→0
 (η + εη˜, ϕ+ εϕ˜, u+ εu˜)−  (η, ϕ, u)
ε
= 0 . (5.5)
Alors, l’utilisation de la solution du proble`me adjoint :
Trouver Λ = (α, β, γ, δ, λ, µ) ∈ W ′ tel que pour tout (η˜, ϕ˜) ∈ V 2 :∫ T
0
∫
ΩH
[α (∂2t η˜ − c2 ∆H η˜)− β S η˜] +
∫ T
0
∫
∂ΩH
γ ∂nη˜ +
∫
ΩH
(λ η˜|t=0 + µ∂tη˜|t=0)
=
∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) ,
∫ T
0
∫
ΩH
[α c2(∂yϕ˜ ∂xBz − ∂xϕ˜ ∂yBz) + β∆H ϕ˜]−
∫ T
0
∫
∂ΩH
[γ Bz (∂yϕ˜ nx − ∂xϕ˜ ny) + δ ∂nϕ˜]
= 0 ,
(5.6)
permet de remplacer dans (5.4) la variable difficilement calculable η˜ par une expression ne de´pendant
que de Λ et u. Cette ope´ration est spe´cifique a` chaque proble`me (voir 5.2).
5.2.1.b Formulation forte
En inte´grant par parties les e´quations (5.6), on obtient la formulation forte en (α,β) :
∂2t α− c2∆Hα− Sβ = σ0 η − σ1 ∂2t η dans ΩH × [0, T ] ,
−∆Hβ + c2 (∂yα∂xBz − ∂xα ∂yBz) = 0 dans ΩH × [0, T ] ,
∂n α = 0 sur ∂ΩH × [0, T ] ,
∂nβ − c2Bz (∂y αnx − ∂x αny) = 0 sur ∂ΩH × [0, T ] ,
α|t=T = 0 dans ΩH ,
(∂t α)|t=T = −σ1 ∂tη|t=T dans ΩH .
(5.7)
(les autres solutions s’obtiennent facilement a` partir de α et β : γ = c2α|∂ΩH , δ = β|∂ΩH , λ =
−η1 − (∂tα)|t=0, µ = α|t=0).
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5.2.2 Commande h2(t)
Exprimons le gradient du crite`re sous la forme (5.4) :∫ T
0
∇  1(h2) h˜2 =
∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) + Q1
∫ T
0
h2 h˜2 , (5.8)
et explicitons les e´quations de sensitivite´ (5.5) relatives a` la commande h2 :
∂2t η˜ − c2(h2) (∆H η˜ + ∂yϕ˜ ∂xBz − ∂xϕ˜ ∂yBz) =
k(h2)
h2
∂2t η h˜2 dans ΩH × [0, T ]
−∆Hϕ˜− S(h2) η˜ = −S(h2)
h2
η h˜2 dans ΩH × [0, T ]
∂nη˜ +Bz(∂yϕ˜ nx − ∂xϕ˜ ny) = 0 sur ∂ΩH × [0, T ]
∂nϕ˜ = 0 sur ∂ΩH × [0, T ]
η˜|t=0 = 0 dans ΩH
(∂tη˜)|t=0 = 0 dans ΩH
,
ou` l’on a utilise´ les expressions suivantes des de´rive´es c2 et S :
[c2]′(h2) =
k(h2)
h2
c2(h2) avec k(h2) =
ρ2h1
ρ2h1 + ρ1h2
, et S′(h2) = − 1
h2
S(h2) .
En multipliant a` pre´sent chacune de ces e´quations respectivement par les solutions α, β, γ, δ,
λ, µ du proble`me adjoint, et en les inte´grant sur leur domaine de de´finition, on obtient par
l’interme´diaire de (5.6) :∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) =
∫ T
0
∫
ΩH
[
k ∂2t η α− S η β
] h˜2
h2
,
et donc finalement
∇  1(h2) = 1
h2
∫
ΩH
[
ρ2h1
ρ2h1 + ρ1h2
α ∂2t η − S β η
]
+ Q1 h2 . (5.9)
Dans le cas h2 inde´pendant du temps, le gradient du crite`re prend la forme
∇  1(h2) = 1
h2
∫ T
0
∫
ΩH
[
ρ2h1
ρ2h1 + ρ1h2
α ∂2t η − S β η
]
+ Q1 T h2 .
5.2.3 Commande Bz(t, x, y)
Par la meˆme de´marche, on e´tablit dans un premier temps :∫ T
0
∫
ΩH
∇  2(bz) b˜z =
∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) + Q2
∫ T
0
∫
ΩH
bz b˜z ,
puis on exprime la de´pendance de η˜ en b˜z par les e´quations de sensitivite´ :
∂2t η˜ − c2 (∆H η˜ + ∂yϕ˜ ∂xBz − ∂xϕ˜ ∂yBz) = c2 (∂yϕ∂xb˜z − ∂xϕ∂y b˜z) dans ΩH × [0, T ]
−∆Hϕ˜− S η˜ = 0 dans ΩH × [0, T ]
∂nη˜ +Bz(∂yϕ˜ nx − ∂xϕ˜ ny) = −b˜z (∂yϕnx − ∂xϕny) sur ∂ΩH × [0, T ]
∂nϕ˜ = 0 sur ∂ΩH × [0, T ]
η˜|t=0 = 0 dans ΩH
(∂tη˜)|t=0 = 0 dans ΩH
,
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Comme ci-dessus, on multiplie chaque e´quation par la solution du proble`me adjoint associe´e, et
on inte`gre. Alors, une inte´gration par parties des de´rive´es de b˜z dans la premie`re e´quation permet
d’aboutir a` l’e´galite´ (toujours compte tenu de (5.6)) :∫ T
0
∫
ΩH
(σ0 η η˜ + σ1 ∂tη ∂tη˜) =
∫ T
0
∫
ΩH
c2 (∂yα ∂xϕ− ∂xα∂yϕ) b˜z
(sachant que γ = c2α|∂ΩH ). Ainsi
∇  2(bz) = c2 (∂yα ∂xϕ− ∂xα∂yϕ) + Q2 bz . (5.10)
Dans le cas Bz inde´pendant du temps, on trouve le gradient :
∇  2(bz) =
∫ T
0
c2 (∂yα ∂xϕ− ∂xα∂yϕ) + Q2 T bz .
5.3 Discre´tisation
Rappelons la formulation variationnelle en espace (5.11) de l’e´quation d’e´tat, qui va nous
permettre d’approcher la solution par une me´thode de Galerkin de type spectral : ∀ t ∈ [0, T ],
Trouver (η(t), ϕ(t)) ∈ (H1(ΩH))2 tels que ∀ (ζ, ψ) ∈ (H1(ΩH))2 :∫
ΩH
[
∂2t η(t) ζ + c
2 [∇Hη(t) · ∇Hζ +Bz (∂yϕ(t) ∂xζ − ∂xϕ(t) ∂yζ)]
]
= 0 ,∫
ΩH
[
∇Hϕ(t) · ∇Hψ − S η(t)ψ
]
= 0 .
(5.11)
plus les conditions initiales η|t=0 = η0 et (∂tη)|t=0 = η1. Le proble`me adjoint (5.7) s’e´crit sous
forme variationnelle en espace ∀ t ∈ [0, T ] :
Trouver (α(t), β(t)) ∈ (H1(ΩH))2 tels que ∀ (ζ, ψ)∈ (H1(ΩH))2 :∫
ΩH
[
∂2t α(t) ζ + c
2∇Hα(t) · ∇Hζ − S β(t) ζ
]
=
∫
ΩH
[
σ0 η(t) − σ1 ∂2t η(t)
]
ζ ,∫
ΩH
[
∇Hβ(t) · ∇Hψ − c2Bz [∂yα(t) ∂xψ − ∂xα(t) ∂yψ]
]
= 0 .
(5.12)
plus les conditions initiales α|t=T = 0 et (∂tα)|t=T = −σ1(∂tη)|t=T .
5.3.1 Approximation de Galerkin sur la base des modes gravitationnels
Les proprie´te´s spectrales du laplacien permettent de chercher toute solution du syste`me (5.11)-
(5.12) sur la base des “modes gravitationnels” :
η(t, x, y) =
∑
(m,n)∈N2
ηm,n(t) fm,n(x, y)
ϕ(t, x, y) =
∑
(m,n)∈N2
ϕm,n(t) fm,n(x, y)
,

α(t, x, y) =
∑
(m,n)∈N2
αm,n(t) fm,n(x, y)
β(t, x, y) =
∑
(m,n)∈N2
βm,n(t) fm,n(x, y)
,
ou` (fm,n(x, y)) est une base orthonormale dans L
2(ΩH) et orthogonale dans H
1(ΩH) (cf. 3.3.2).
De la meˆme manie`re que pour le proble`me direct, la projection sur cette base de la deuxie`me
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e´quation du syste`me (5.12) permet de trouver
βm,n = − c
2
k2m,n
∑
(m′ ,n′)∈N2\(0,0)
αm′,n′ B(m,n),(m′ ,n′) , (5.13)
ou`
B(m,n),(m′,n′) =
∫
ΩH
Bz(∂xfm′,n′∂yfm,n − ∂yfm′,n′∂xfm,n) .
Alors on substitue β dans la premie`re, pour arriver a` :
d2tαm,n + c
2
[
k2m,n αm,n +
S
k2m,n
∑
(m′,n′)∈N2\(0,0)
αm′,n′ B(m,n),(m′,n′)
]
= σ0 ηm,n − σ1 ∂2t ηm,n
∀ (m,n) ∈   2 \ (0, 0) . En effectuant le changement de variable χm,n = km,n αm,n, on e´tablit
finalement la version semi-discre´tise´e du syste`me (5.11)-(5.12) dans le sous-espace :
Vh = Vect {fm,n(x, y) | 0 ≤ m ≤ NX , 0 ≤ n ≤ NY , et (m,n) 6= (0, 0)} ⊂ H10 (Ω) :
Trouver ξ(t) = [ξ0,1(t), ..., ξ1,0(t), ..., ξNX,NY(t)]
T et χ(t) = [χ0,1(t), ..., χ1,0(t), ..., χNX,NY(t)]
T
tels que
{
ξ′′(t) +R(t) ξ(t) = 0
ξ(0) = ξ0 , ξ′(0) = ξ1
et
{
χ ′′(t) +RT (t)χ(t) = K [σ0 ξ(t) + σ1R(t) ξ(t)]
χ(T ) = 0 , χ ′(T ) = −σ1K ξ′(T ) ,
(5.14)
ou`
K(m,n),(m′ ,n′) = k
2
m,nδ(m,n),(m′ ,n′) et R(t) = c
2(t) [K − S(t)G(t)] ,
G e´tant donne´e par (4.12). Noter qu’en toute ge´ne´ralite´, les matrices R et G de´pendent du temps
du fait de la pre´sence dans leur de´finition de c2 et S (fonctions de h2 et donc de t) pour la premie`re,
et de Bz(t, x, y) pour la deuxie`me. On renvoie en 5.3.4 pour le calcul de G.
5.3.2 Discre´tisation en temps : me´thode de Newmark explicite
Le proble`me (5.14) est compose´ de deux syste`mes diffe´rentiels ordinaires du second ordre que
l’on peut re´soudre chacun par le sche´ma de Newmark [78] explicite ({θ0 = 0 , θ1 = 12}, cf. 2.2.1.a),
e´tant donne´ que la matrice multipliant ξ ′′(t) et χ′′(t) est diagonale1 (cf. P.-A. Raviart et J.-M.
Thomas [84]). Ainsi, en de´finissant un pas de temps ∆t = T/N et les e´chantillonnages associe´s
ξp ' ξ(p∆t) et χp ' χ(p∆t), des de´veloppements limite´s au premier ordre (resp. deuxie`me) en ξ
et χ (resp. ξ′ et χ′) permettent d’e´crire les sche´mas aux diffe´rences finies
ξp+1 = ξp + ∆t ξ
′
p +
∆t2
2
ξ′′p
ξ′p+1 = ξ′p + ∆t
ξ′′p + ξ′′p+1
2
et

χp−1 = χp −∆t χ′p +
∆t2
2
χ′′p
χ′p−1 = χ′p −∆t
χ′′p−1 + χ′′p
2
, ∀ p ≥ 0 .
Alors, l’expression du syste`me pre´ce´dent en deux instants p et p+ 1 conduit a`
ξp+2 − ξp+1 = ξp+1 − ξp + ∆t2 ξ′′p+1 ,
χp−2 − χp−1 = χp−1 − χp + ∆t2 χ′′p−1 .
1Si l’on avait utilise´ une me´thode d’e´le´ments finis, qui fait apparaˆıtre une matrice non diagonale devant ξ ′′, il
aurait suffit d’appliquer la technique de condensation statique pour se ramener au cas diagonal (cf. 2.2.1.b).
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Ainsi, en utilisant (5.14), on e´crit les sche´mas sous la forme :

ξp+2 = 2ξp+1 − ξp −∆t2Rp+1 ξp+1 ,
ξ0 = ξ
0 , ξ1 = ξ
0 + ∆t ξ1 − ∆t
2
2
R0 ξ
0 ,

χp−2 = 2χp−1 − χp −∆t2 [RTp−1 χp−1 −K (σ0 ξp−1 + σ1Rp−1ξp−1)] ,
χN = 0 , χN−1 = ∆t σ1K ξ′N +
∆t2
2
K (σ0 ξN + σ1RN ξN ) ,
(5.15)
ou` Rp ' R(p∆t).
5.3.3 Discre´tisation des crite`res et de leurs gradients
Pour calculer les inte´grales en temps, on conside`re que les variables sont interpole´es par
e´le´ments finis P 0 sur le maillage :
N⋃
p=0
ωp =
[
0,
∆t
2
]
∪
(
N−1⋃
p=1
[(
p− 1
2
)
∆t,
(
p+
1
2
)
∆t
])
∪
[
T − ∆t
2
, T
]
,
On obtient ainsi des fonctions en escalier qu’on inte`gre exactement.
Commande h2(t)
En remarquant, comme (fm,n(x, y))(m,n) forme une base orthonormale de L
2(ΩH), que∫ T
0
∫
ΩH
η2 =
∫ T
0
∑
(m,n)∈N2
η2m,n '
∫ T
0
∑
(m,n)∈(0,..,NX)×(0,..,NY )\(0,0)
k2m,n ξ
2
m,n =
∫ T
0
ξT K ξ ,
on a comme version discre`te de l’expression (5.2) :

1(h2) ' 1
2
N∑
p=0
|ωp| (σ0 ξTp K ξp + σ1 ξ′pT K ξ′p) +
Q1
2
N∑
p=0
|ωp| (h22)p .
(noter que pour tout p ≥ 1 : ξ ′p =
ξp − ξp−1
∆t
− ∆t
2
Rp−1 ξp−1 ) .
Au sujet du gradient (5.9), l’utilisation des formules (3.26) et (5.13) permet d’obtenir :∫
ΩH
α ∂2t η =
∑
(m,n)∈N2
αm,n d
2
t ηm,n ' −χT Rξ , et ,
∫
ΩH
β η ' c2 χT Gξ
Par ailleurs, on de´compose sur la meˆme base que h2 pour des raisons de consistance :
∇  1(h2) '
N∑
p=0
[∇  1(h2)]p   ωp ,
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ou` [∇  1(h2)]p est la projection de ∇  1(h2) sur le vecteur de base   ωp :
[∇  1(h2)]p = |ωp|
{
1
(h2)p
[
− ρ2h1
ρ2h1 + ρ1(h2)p
χTp Rp ξp − Sp c2p χTp Gξp
]
+Q1 (h2)p
}
.
Dans le cas h2 inde´pendant du temps, le crite`re discre´tise´ s’e´crit :

1(h2) ' 1
2
N∑
p=0
|ωp| (σ0 ξTp K ξp + σ1 ξ′pT K ξ′p) +
Q1
2
T h22 ,
et son gradient :
∇  1(h2) ' 1
h2
N−1∑
p=1
|ωp|
(
− ρ2h1
ρ2h1 + ρ1h2
χTp Rξp − S c2χTp Gξp
)
+Q1 T h2 .
Commande Bz(t, x, y)
En plus de la discre´tisation en temps, on doit ici de´composer l’expression (5.10) e´galement en
espace. On utilise la base des modes gravitationnels :
bz(t, x, y) =
∑
(i,j)∈N2\(0,0)
bi,j(t) fi,j(x, y) , avec bi,j =
(
bz, fi,j
)
L2(ΩH)
,
et on restreint l’espace a` un sous-espace de dimension (N bzX + 1)× (N bzY + 1)− 1. Par ailleurs, on
note bi,j,p = 〈bi,j,   ωp〉L2[0,T ]. Ainsi :

2(bz) ' 1
2
N∑
p=0
|ωp| (σ0 ξTp K ξp + σ1 ξ′pT K ξ′p) +
Q2
2
∑
(i,j)∈{0,..,Nbz
X
}×{0,..,Nbz
Y
}\(0,0)
N∑
p=0
b2i,j,p ,
et :
∇  2(bz) '
∑
(i,j)∈{0,..,Nbz
X
}×{0,..,Nbz
Y
}\(0,0)
[
N∑
p=0
[∇  2(bz)]i,j,p   ωp
]
fi,j
ou`
[∇  2(bz)]i,j,p =
(
(c2 (∂yα ∂xϕ− ∂xα∂yϕ) + Q2 bz , fi,j)L2(ΩH) ,   ωp
)
L2[0,T ]
'
(
S c2 χTF i,jξ +Q2 bi,j ,   ωp
)
L2[0,T ]
' |ωp| (S c2 χTp F i,jξp +Q2 bi,j,p) ,
avec
F i,j(m,n),(m′ ,n′) =
1
km,n km′ ,n′
∫
ΩH
(∂xfm′,n′∂yfm,n − ∂yfm′,n′∂xfm,n) fi,j .
Dans le cas Bz inde´pendant du temps,

2(bz) ' 1
2
N∑
p=0
|ωp| (σ0 ξTp K ξp + σ1 ξ′pT K ξ′p) +
Q2
2
T
∑
(i,j)∈{0,..,Nbz
X
}×{0,..,Nbz
Y
}\(0,0)
b2i,j ,
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et
∇  2(bz) '
∑
(i,j)∈{0,..,Nbz
X
}×{0,..,Nbz
Y
}\(0,0)
[∇  2(bz)]i,j fi,j ,
avec
[∇  2(bz)]i,j =
( ∫ T
0
c2 (∂yα∂xϕ− ∂xα∂yϕ) + Q2 T bz , fi,j
)
L2(ΩH)
'
N∑
p=0
|ωp|S c2 χTp F i,jξp +Q2 T bi,j .
5.3.4 Calcul des matrices antisyme´triques
Les matrices G et F i,j s’e´crivent sous la forme G = H(Bz) et F
i,j = H(fi,j), ou`
H : g 7→
(
1
km,n km′,n′
∫
ΩH
(∂xfm′,n′∂yfm,n − ∂yfm′,n′∂xfm,n) g
)
(m,n),(m′ ,n′)
se de´veloppe comme suit :
H(m,n),(m′,n′)(g) =
4pi2 m,n m′,n′
(Lx Ly)2 km,n km′,n′
∫
ΩH
g
[
m′n sin
(
m′pi
Lx
x
)
cos
(
n′pi
Ly
y
)
cos
(
mpi
Lx
x
)
sin
(
npi
Ly
y
)
−n′m cos
(
m′pi
Lx
x
)
sin
(
n′pi
Ly
y
)
sin
(
mpi
Lx
x
)
cos
(
npi
Ly
y
)]
ou encore H(m,n),(m′,n′)(g) =
m,n m′,n′
km,n km′,n′ Lx Ly
[ m′n (qm′+m,n′+n − qm′−m,n′−n + qm′−m,n′+n − qm′+m,n′−n)
−n′m (qm′+m,n′+n − qm′−m,n′−n − qm′−m,n′+n + qm′+m,n′−n)]
avec qm,n =
pi2
Lx Ly
∫
ΩH
g sin
(
mpi
Lx
x
)
sin
(
npi
Ly
y
)
.
Cette dernie`re formule est inte´resante car lorsque g est uniforme,
qm,n = g
∫ pi
0
sin (mx)
∫ pi
0
sin (nx) , avec
∫ pi
0
sin (kx) =
{
0 si k est pair
2/k sinon
.
Si ce n’est pas le cas, on de´compose g sur la base des fi,j, et on obtient :
qm,n =
2pi2
LxLy
√
LxLy
∑
(i,j)∈N2
i,j gi,j
∫
ΩH
cos
(
ipi
Lx
x
)
cos
(
jpi
Ly
y
)
sin
(
mpi
Lx
x
)
sin
(
npi
Ly
y
)
=
1
2
√
LxLy
∑
(i,j)∈N2
i,j gi,j (rm+i,j+n − rm−i,j−n + rm−i,j+n − rm+i,j−n)
avec rk,l =
pi2
Lx Ly
∫
ΩH
sin
(
kpi
Lx
x
)
sin
(
lpi
Ly
y
)
.
Nous disposons a` pre´sent de tous les e´le´ments ne´cessaires a` l’imple´mentation des proble`mes de
controˆle e´tudie´s.
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5.4 Re´sultats nume´riques
On fixe dans tous les test pre´sente´s ici les parame`tres physiques et nume´riques suivants :
• Lx = 3 , Ly = 10m • Bz = 0.5 , B0 = 10−3 T • NX = 3 , NY = 3
• ρ1 = 2300 , ρ2 = 2150 kg/m3 • J0 = 105 A/m2 • ∆t = 0.05
• h1 = 0.2 , h02 = 0.05m • T = 5 s , L = 1m • N bzX = 2 , N bzY = 2
Choix de la donne´e initiale
En faisant e´voluer sur deux unite´s de temps la gaussienne centre´e a` moyenne nulle :
η(x, y) = 0.04
(
exp[−(x− x¯)2 − 0.1 (y − y¯)2]− exp[−(x− x¯)2 − 0.1 (y − y¯)2]
)
(ou` (x¯, y¯) de´signe le centre du domaine ΩH), on obtient comme de´forme´e d’interface :
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Fig. 5.1 – E´volution d’une gaussienne sur deux unite´s de temps
qu’on choisit, assortie de sa de´rive´e temporelle, comme donne´e initiale (η0, η1).
Proble`mes d’optimisation
Par une me´thode de gradient conjugue´, on cherche a` atte´nuer T = 1 puis en T = 2 la de´forme´e
d’interface d’une part ((σ0, σ1) = (1, 0)) et sa vitesse d’autre part ((σ0, σ1) = (0, 1)) :
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Fig. 5.2 – De´forme´es d’interface en T = 1 et T = 2 sans optimisation
Les gradients des fonctions couˆt sont en ge´ne´ral divise´s par 100 a` la fin de l’algorithme.
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5.4.1 Commande h2(t) sur une unite´ de temps ; Q1 = 1
Cas inde´pendant du temps
Controˆle de l’interface - on parvient a` re´duire le couˆt initial

1(h
0
2) = 0.0201 de 4% par la
commande optimale h2 = 0.072, en accord avec les profils de la fonction couˆt et de son gradient :
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Fig. 5.3 –

1(h2) et ∇  1(h2)
Controˆle de la vitesse de l’interface - le minimum est atteint en h2 = 0.105, qui donne un gain
de 12% par rapport a`

1(h
0
2) = 0.0623 :
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
0.05
0.06
0.07
0.08
0.09
0.10
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
-5
-4
-3
-2
-1
0
1
Fig. 5.4 –

1(h2) et ∇  1(h2)
Cas h2 constant sur [0, T/2] et sur [T/2, T ] (commande en dimension 2)
Controˆle de l’interface - on re´duit le couˆt

1(h
0
2) de 6% pour h2 = (h
1
2, h
2
2) = (0.093, 0.043).
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Fig. 5.5 –

1(h
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2) (vues de profil et de dessus)
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Cas ge´ne´ral
Controˆle de l’interface - on re´duit le couˆt

1(h
0
2) de 7% par la commande repre´sente´e ci-dessous
avec les deux pre´ce´dentes et l’interface assosie´e en T (qui diffe`re peu des deux autres cas) :
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Fig. 5.6 – Commande optimale h2(t) et interface obtenue en T
Controˆle de la vitesse de l’interface - le gain obtenu est de 13% sur le couˆt

1(h
0
2) :
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Fig. 5.7 – Commande optimale h2(t) et interface obtenue en T
5.4.2 Commande Bz(t, x, y) sur une unite´ de temps ; Q3 = 10
−4
Cas inde´pendant du temps
Controˆle de l’interface - on re´duit le couˆt

2(0) = 0.0189 de 13% par la commande :
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Fig. 5.8 – Commande optimale Bz(x, y) et interface obtenue en T
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Controˆle de la vitesse de l’interface - on obtient un gain de 6% sur le couˆt

2(0) = 0.0611 :
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Fig. 5.9 – Commande optimale Bz(x, y) et interface obtenue en T
Cas ge´ne´ral
Controˆle de l’interface - on re´duit de 13% le couˆt

2(0) par la commande Bz suivante :
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Fig. 5.10 – Commande optimale Bz(x, y) en t = 0.25 et t = 0.5
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Fig. 5.11 – Commande optimale Bz(x, y) en t = 0.75 et t = 1
La de´forme´e d’interface en T , quant a` elle, diffe`re peu du cas Bz constant.
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Controˆle de la vitesse de l’interface - on re´duit le couˆt

2(0) = 0.0611 de 11% par la commande
Bz suivante :
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Fig. 5.12 – Commande optimale Bz(x, y) en t = 0.25, 0.5, 0.75 et 1.
De meˆme que pour le controˆle de l’interface, la de´forme´e diffe`re peu du cas constant.
5.4.3 Commande h2(t) sur deux unite´s de temps ; Q1 = 1
Cas inde´pendant du temps
Controˆle de l’interface - par les commandes h2 et h2(t), on re´duit le couˆt

1(h
0
2) = 0.197 de 43%
et 45%.
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Fig. 5.13 – Commandes optimales h2 et h2(t) et interface obtenue en T
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Controˆle de la vitesse de l’interface - les gains obtenus sur

1(h
0
2) = 0.428 sont de 63% et 64% :
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Fig. 5.14 – Commande optimale h2(t) et interface obtenue en T
5.4.4 Commande Bz(t, x, y) sur deux unite´s de temps (Q2 = 5 · 10−5)
Cas inde´pendant du temps
Controˆle de l’interface - on re´duit le couˆt

2(0) = 0.194 de 10% par la commande :
0
0.2
0.4
0.6
0.8
1.0
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.8
1.21.62.0
2.42.83.2
X
-0.3
-0.2
-0.1
0
0.1
0.2
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
Fig. 5.15 – Commande optimale Bz(x, y) et interface obtenue en T
Controˆle de la vitesse de l’interface - on re´duit le couˆt

2(0) = 0.426 de 33% par la commande
Bz suivante :
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Fig. 5.16 – Commande optimale Bz(x, y) et interface obtenue en T
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Cas ge´ne´ral
Controˆle de l’interface - on re´duit le couˆt

2(0) de 50% en obtenant une de´forme´e d’interface
sensiblement meilleure que dans le cas Bz constant :
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Fig. 5.17 – De´forme´e d’interface en T
Ci-dessous la commande permettant d’arriver a` cette performance :
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Fig. 5.18 – Commande optimale Bz(x, y) en t = 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75 et 2
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Controˆle de la vitesse de l’interface - on obtient 61% de gain, et l’interface :
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Fig. 5.19 – De´forme´e d’interface en T
Ce re´sultat n’est pas spectaculaire, donc a priori e´tonnant compte tenu du gain observe´ sur
la fonction couˆt, mais en visionnant l’e´volution de l’interface au cours du temps, on se rend
compte que cette dernie`re bouge peu, en accord avec le crite`re choisi. Ci-dessous la commande
correspondante :
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
-1
0
1
2
3
4
Z
0
1
2
3
4
5
6
7
8
9
10
Y
00.40.81.2
1.62.02.42.8
3.2
X
Fig. 5.20 – Commande optimale Bz(x, y) en t = 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75 et 2.
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5.5 Bilan
Commande h2(t)
Le premier cas expose´ (controˆle de la de´forme´e sur une unite´ de temps) montre clairement la
cohe´rence entre les cas inde´pendant et de´pendant du temps. En effet, on observe que la commande
instationnaire h2, d’une part, oscille autour de la commande constante optimale, et, d’autre part,
est en accord avec le cas h2 bidimensionnel. Par ailleurs, on observe que la commande instationnaire
fournit des couˆts optimaux certes meilleurs que dans le cas constant, mais ame´liore peu ce dernier.
Enfin, la commande oscille plus pour le crite`re “vitesse” que pour le crite`re “de´forme´e”, ainsi que
pour une dure´e plus grande.
T = 1 de´forme´e vitesse
stationnaire 4 12
instationnaire 7 13
T = 2 de´forme´e vitesse
stationnaire 43 63
instationnaire 45 64
Tab. 5.1 Tableaux re´capitulatifs des gains pour u = h2
Commande Bz(t, x, y)
Le controˆle par le champ magne´tique vertical re´ve`le que si l’on choisit ce dernier inde´pendant
du temps, on obtient de meilleurs gains en temps court qu’en temps plus long. Par ailleurs, le
fait de permettre a` Bz d’e´voluer dans le temps ame´liore tre`s peu les performances, toujours pour
T = 1. La situation change comple`tement de`s lors qu’on cherche a` controˆler en temps plus long,
en effet dans ce cas les gains sont bien meilleurs pour une commande instationnaire, ce qui est
une diffe´rence notable par rapport a` la commande h2. Enfin, soulignons l’inte´reˆt de la commande
Bz, qui permet de maintenir la DAM a` sa valeur basse h
0
2.
T = 1 de´forme´e vitesse
stationnaire 13 6
instationnaire 13 11
T = 2 de´forme´e vitesse
stationnaire 10 33
instationnaire 50 61
Tab. 5.2 Tableaux re´capitulatifs des gains pour u = bz
Conclusion
La minimisation de la vitesse de l’interface, d’une manie`re ge´ne´rale - excepte´ pour le cas Bz
stationnaire et T = 1 - apparaˆıt comme un crite`re qui s’optimise plus facilement que la de´forme´e
elle-meˆme. D’autre part, la commande h2, semble-t-il, na pas besoin de de´pendre du temps pour
eˆtre efficace, tandis que le champ magne´tique vertical, au contraire, requiert d’eˆtre modifie´ en
permanence pour offrir de bonnes performances. D’un point de vue pratique, ce mode`le line´aire
pre´conise donc de disposer d’un appareil e´lectromagne´tique permettant de re´gler en temps re´el
le champ magne´tique ambiant. Ce dernier e´tant principalement ge´ne´re´ par des conducteurs fixes,
on imagine difficilement la mise en œuvre d’un tel proce´de´. Afin de de´tecter un autre moyen
d’ame´liorer la stabilite´ des cuves, nous utilisons dans la suite le mode`le non line´aire pour explorer
plus en de´tail le phe´nome`ne physique.
Chapitre 6
Paralle´lisation du code non line´aire
6.1 Pre´sentation du proble`me
La simulation d’un phe´nome`ne de rolling (cf. 3.3) sur 10 unite´s de temps ne´cessite une journe´e
de calcul sur une machine moyenne posse´dant quelques GHz de fre´quence d’horloge, alors que le
mode`le utilise´ est une grossie`re approximation de la re´alite´ physique (suppression des phe´nome`nes
thermiques, chimiques et turbulents, ge´ome´trie cylindrique, etc.). Ce couˆt e´leve´ provient de la
complexite´ mathe´matique du proble`me (3.8)-(3.7), qui demeure importante (nombre d’inconnues,
de´placement du maillage) meˆme une fois les hypothe`ses ci-dessus prises en compte. D’une manie`re
ge´ne´rale, plus un mode`le est pre´cis, et plus il est cher a` re´soudre, au sens propre du terme. Il est
alors possible de re´duire ce couˆt en ame´liorant soit l’efficacite´ du mode`le (le rapport entre sa perti-
nence et sa complexite´ mathe´matique), soit celle de son approximation. La premie`re solution rele`ve
de la physique fondamentale, tandis que la deuxie`me se situe a` l’intersection des mathe´matiques
et de l’informatique, mais nourrit e´galement la mode´lisation pure en fournissant des informations
sur sa porte´e physique. La simulation nume´rique n’a donc pas qu’une signification quantitative de
pre´vision de phe´nome`nes en fonction de parame`tres donne´s, mais joue aussi un roˆle qualitatif de
mise a` l’e´preuve des mode`les lorsqu’ils ne sont pas encore comple`tement valide´s. Dans cette phase
exploratoire, il est parfois plus utile de connaˆıtre rapidement la re´ponse du mode`le a` un parame`tre
particulier, que de tester plusieurs parame`tres simulane´ment, mais plus lentement. Cette situation
se pre´sentera typiquement au chapitre 7, lorsqu’il s’agira d’exhiber des actionneurs en vue du
controˆle de l’interface e´lectrolyte-aluminium (cf. 8).
Un autre exemple est le proble`me du controˆle en lui-meˆme, dont la raison d’eˆtre est de de´cider
automatiquement des valeurs a` donner aux parame`tres pour obtenir une re´ponse particulie`re du
mode`le, plutoˆt que de lancer plusieurs tests en espe´rant tomber sur la valeur en question. En
utilisant par exemple un algorithme de gradient (cf. 2 et 5), il est ne´cessaire de re´soudre a` chaque
ite´ration deux proble`mes du type (3.8)-(3.7).
Ainsi, lorsque ce genre de cas se pre´sente, et que l’on dispose de plusieurs ordinateurs, il est
avantageux d’optimiser la puissance de calcul en utilisant tous les ordinateurs pour l’exe´cution
d’un seul programme. Cette technique, qui porte le nom de paralle´lisation, requiert de diviser
le programme en parties les plus inde´pendantes possibles les unes des autres, afin de limiter le
nombre de communications (transferts de donne´es) entre ordinateurs. La me´thode des e´le´ments
finis posse`de justement une structure locale remplissant cette condition, qu’on exploite ici pour
paralle´liser le code non line´aire. En de´composant l’inconnue sur des sous-domaines du maillage,
puis en appliquant au proble`me distribue´ re´sultant un solveur paralle`le de la librairie Aztec [97],
on rame`ne le temps d’exe´cution a` l’e´chelle de l’heure plutoˆt que de la journe´e.
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6.2 Notions sur le calcul paralle`le
6.2.1 Latence - granularite´
En informatique, la performance d’un programme s’e´value directement comme l’inverse de son
temps d’exe´cution TX . Si, de plus, on prend en compte le couˆt de l’exe´cution en rapportant cette
performance a` la puissance totale de calcul utilise´e Np (exprime´e en nombre de processeurs), on
de´finit l’efficacite´ par
E =
1
TX Np
.
D’apre`s cette de´finition, si l’on conside`re un proble`me de´compose´ en Np sous-proble`mes de taille
Np fois plus petite, les temps de communication ε > 0 entraˆınent que le proble`me de´compose´ est
moins efficace que le proble`me entier (programme se´quentiel), car
1(
TX
Np
+ ε
)
Np
<
1
TX
.
Il est donc pre´fe´rable de ne pas paralle´liser le programme.
En calcul scientifique, ce n’est plus vraiment l’efficacite´ du programme en lui-meˆme qui compte,
mais plutoˆt l’inte´reˆt des informations qu’il renvoie. Lorsque celui-la` est suffisant, par exemple, pour
faire l’e´conomie du lancement de Nr programmes simultane´s, il est clair que la paralle´lisation est
souhaitable si les temps de communication sont suffisamment faibles, en effet
ε <
TX
Np
(Nr − 1) ⇒ 1(TX
Np
+ ε
)
Np
>
1
TXNr
.
Ainsi, il s’agit typiquement d’un proble`me de latence et non de de´bit : un Concorde a une meilleure
latence qu’un Boeing 747 car il peut transporter deux fois plus rapidement les passagers, mais
comme il en contient trois fois moins, il posse`de au final un de´bit infe´rieur. L’enjeu de la pa-
ralle´lisation est d’optimiser la latence du code, de manie`re a` pouvoir connaˆıtre rapidement la
re´ponse du mode`le a` un parame`tre donne´, dans une proce´dure essai-erreur par exemple.
L’efficacite´ d’un programme paralle`le est non seulement tributaire des temps de communica-
tion qu’il engendre, mais aussi de l’exploitation maximale de la puissance des ordinateurs. Celle-la`
se trouve freine´e par les parties non paralle´lisables du code, qui sont exe´cute´es identiquement par
chaque processeur (ou nœuds). En ge´ne´ral, ces sections trouvent leur origine dans la ne´cessite´, a`
certains moments de l’exe´cution, de regrouper sur chacun des processeurs l’information issue de
l’ensemble des nœuds du programme pour pouvoir poursuivre ce dernier. Alors, dans le cas ou` cer-
tains processeurs ont mis plus de temps que les autres a` effectuer la taˆche permettant l’obtention
de ladite information, tous ceux qui ont travaille´ plus rapidement se retrouvent dans une situa-
tion d’attente, et n’utilisent donc pas tout leur potentiel. Cet inconve´nient est malheureusement
ine´vitable, car certaines parties du code se preˆtent mal a` la paralle´lisation, a` partir du moment
ou` le gain obtenu en nombre d’ope´rations est neutralise´ (voire surpasse´) par la perte occasionne´e
due aux communications qu’il ne´cessite. Ainsi, on de´finit la granularite´ d’un code paralle`le par
le rapport entre la charge de travail W (nombre d’ope´rations) par processeur et les temps de
communication :
G =
W
ε
,
et donc plus la granularite´ est e´leve´e, meilleure est l’efficacite´.
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6.2.2 Classification de Flynn
De`s 1966, M.J. Flynn [33] propose une classification des architectures d’ordinateurs, base´e
sur la combinaison entre les lettres S et M (pour Single et Multiple) d’une part, et I et D (pour
Instruction et Data) d’autre part. Ainsi trois cate´gories sont distingue´es :
- SISD : la plupart des ordinateurs actuels (exe´cution se´quentielle)
- SIMD : la meˆme instruction est exe´cute´e simultane´ment sur des donne´es diffe´rentes, de
manie`re transparente pour le programmeur (machines vectorielles par exemple),
- MIMD : des flux d’instructions inde´pendants sont envoye´s de manie`re asynchrone sur des
donne´es inde´pendantes. Citons le cas particulier (important) SPMD : Single Program, Multiple
Data, ou` les instructions sont les meˆmes, a` ne pas confondre avec SIMD.
L’architecture la plus re´pandue est de loin la dernie`re, car elle peut eˆtre construite a` partir de
machines ordinaires (re´seaux Ethernet de stations de travail, clusters) communiquant par passage
de messages. On peut meˆme affirmer que c’est sa variante SPMD qui est utilise´e par la majorite´ des
codes paralle`les, car elle permet d’e´crire un unique code source pour l’ensemble des processeurs.
6.2.3 Me´moire distribue´e - me´moire partage´e
On peut distinguer deux types d’architectures MIMD, dans lesquelles la me´moire vive se
trouve propre a` chaque machine (me´moire distribue´e) ou commune a` l’ensemble des processeurs
(me´moire partage´e). Dans le premier cas, l’avantage est un acce`s rapide a` la me´moire, tandis
que l’inconve´nient est un ralentissement e´ventuel de communication entre les machines. Dans le
deuxie`me, c’est l’inverse (gestion de cohe´rence des caches ...).
P0
M0
cache
M1
P1
cache cache
Pn−1
Mn−1
réseau d’interconnexion
P0 P1
réseau d’interconnexion
cache cache cache
Pn−1
mémoire partagée
Fig. 6.1 – Me´moires distribue´e et partage´e (P : processeur, M : me´moire)
Nous effectuerons nos tests sur une machine d’architecture hybride : c’est un cluster de biproces-
seurs qui posse`dent chacun leur propre me´moire, ce qui en fait un syste`me a` me´moire distribue´e,
mais les deux processeurs qui constituent un e´le´ment fonctionnent, eux, en me´moire partage´e :
P1
cache
RI0
cache
P0
M0
P3
RI1
P2n−2 P2n−1
RIn−1
cache
P
M
cache
2
1
cache
M
cache
n−1
réseau d’interconnexion
Fig. 6.2 – CLUMPS (cluster de SMP, Symmetric Multiprocessor)
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6.3 Description du code initial
Le code Mistral, e´crit en C++ entre 1995 et 2003 par J.-F. Gerbeau, seul d’abord puis avec
T. Lelie`vre, est un programme de re´solution par e´le´ments finis d’une classe assez ge´ne´rale d’EDP,
typiquement des proble`mes paraboliques-elliptiques multi-inconnues comme les e´quations de
Navier-Stokes ou de la MHD. En plus de cela, il posse`de des utilitaires capables de de´former
le maillage au cours du temps, et donc de traiter des proble`mes en formulation ALE (cf. 3.3).
Dans un premier temps, on peut distinguer deux grandes phases dans son exe´cution (et donc dans
sa conception) :
- premie`rement, la construction du proble`me initialise le maillage, l’interpolation et la structure
matricielle qui en re´sulte ; cette ope´ration est effectue´e une seule fois au de´but du programme.
- deuxie`mement, le programme consiste a` remplir la structure matricielle ainsi construite en
fonction des donne´es d’entre´es (assemblage), puis a` re´soudre le syste`me line´aire qui en re´sulte.
Dans les proble`mes ite´ratifs (cas instationnaires et / ou non line´aires), la deuxie`me proce´dure est
exe´cute´e a` chaque ite´ration, et pour les phe´nome`nes instationnaires qui nous inte´ressent princi-
palement, le maillage se de´forme au cours du temps (ce qui, en dehors du calcul de w, ne´cessite
des ope´rations supple´mentaires de couˆt non ne´gligeable). Dans les proble`mes de MHD bifluide, on
observe que la phase d’assemblage consomme en re´alite´ pre`s de 80% du temps de calcul, contre
20% pour la re´solution. Soulignons enfin qu’un tel proble`me est tre`s consommateur de ressources
informatiques, d’ou` l’utilisation majoritaire de formulations en e´le´ments finis stabilise´s d’ordre 1.
Dans le cas magne´tohydrodynamique tridimensionnel, la taille du syste`me line´aire a` inverser a`
chaque ite´ration correspond alors a` sept fois le nombre de sommets du maillage (du fait des deux
inconnues vectorielles v et B, et de l’inconnue scalaire p).
6.3.1 Initialisation
6.3.1.a Maillage
Solveur “pur”, dans le sens ou` il ne contient pas de mailleur, mais prend en entre´e un fichier
au format Fidap Neutral File, Mistral commence par construire l’objet Geometrie, chargement de
ce fichier en me´moire. Un maillage Ωh d’un domaine Ω est constitue´ au minimum :
- d’un ensemble de points de Ω identife´s par un nume´ro global I ∈ {1, ..Nh}
- d’un ensemble d’areˆtes reliant ces points, de manie`re a` former une partition du domaine
approche´ Ωh en polye`dres (K
l)1≤l≤Lh (e´le´ments ge´ome´triques volumiques), tels que l’intersec-
tion de deux polye`dres distincts soit l’ensemble vide, un point, une areˆte ou une face.
Par ailleurs, il doit eˆtre possible de regrouper les e´le´ments en sous-domaines particuliers, les figures,
pour distinguer des endroits auxquels sont applique´s des ope´rateurs diffe´rents. Ils s’ensuit une re-
nume´rotation locale des e´le´ments de manie`re a` pouvoir y acce´der rapidement sur une figure donne´e.
De meˆme, dans un e´le´ment donne´, les points doivent eˆtre localement nume´rote´s pour identifier
leurs positions relatives. Un point commun a` plusieurs e´le´ments a donc plusieurs nume´ros locaux.
Cet aspect est crucial pour le calcul de la contribution e´le´mentaire du proble`me sur un polye`dre
(voir le paragraphe suivant). Paralle`lement a` cela, des portions de la frontie`re de certains e´le´ments
ge´ome´triques doivent eˆtre repertorie´s comme des e´le´ments surfaciques, afin de permettre la prise
en compte des conditions aux limites. Comme dans le cas des e´le´ments volumiques, ces portions
sont alors regroupe´es en figures surfaciques et leurs points et e´le´ments localement renume´rote´s (cf.
Fig. 6.3). Enfin, on peut avoir besoin d’acce´der a` l’ensemble des points d’une figure (typiquement
pour les conditions de Dirichlet), d’ou` un troisie`me type d’identifiant qui est le nume´ro du point
dans la figure qui le contient (il peut y en avoir plusieurs).
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Fig. 6.3 – Maillage et identifiants locaux
En plus des sommets des e´le´ments, d’autres points peuvent eˆtre ajoute´s au maillage (sur leurs
areˆtes par exemple), afin de pouvoir supporter divers types d’interpolation. Au niveau informa-
tique, cette structure de donne´es se traduit comme suit :
1
2
1
2
1
2
1
2
2
1
2
1 2
1 2
1PSfrag replacements
Figures volumiques
Figures surfaciques
E´le´ment volumique
E´le´ment surfacique
Liste de points
1
2
x1 y1 z1
xN yNhzNhNh
Fig. 6.4 – Structure de donne´es Geometrie
En dehors de cette structure de base, deux outils importants sont pre´sents dans l’objet Geometrie
(sous forme de fonctions membre), a` savoir le calcul de normales en des points d’une figure surfa-
cique, et le de´placement du maillage (qui consiste a` ne modifier que les coordonne´es dans la liste
de points Fig. 6.4). On dispose ainsi d’un maillage non structure´ du domaine de re´solution. Cette
configuration a pour avantage de permettre une souplesse d’emploi de la discre´tisation spatiale
par rapport a` la ge´ome´trie du domaine, mais pour inconve´nient de ne pas pouvoir disposer d’une
connectivite´ simple du maillage (cf. 6.3.1.c).
Dans le proble`me qui nous inte´resse, la configuration standard repose sur deux figures volu-
miques (aluminium, cryolithe) et cinq figures surfaciques (cathode, anode, parois late´rales pour
l’aluminium et la cryolithe, interface), auxquelles il faut ajouter leurs re´unions respectives.
80 CHAPITRE 6. PARALLE´LISATION DU CODE NON LINE´AIRE
6.3.1.b Interpolation
Nous avons vu en 2.2 que la me´thode des e´le´ments finis conduisait a` re´soudre au moins une
fois un syste`me de la forme
Ax = b ,
ou` la matrice A est consitue´e de contributions inter-nodales de l’e´quation, notamment du type∫
Ω
∇wI · ∇wJ , 1 ≤ I, J ≤ Nh ,
ou` les (wI)1≤I≤Nh sont des fonctions de forme sur Ω, ou encore des fonctions de base globales (une
par point), par opposition aux fonctions de base locales τ li (plusieurs par e´le´ment). Sur un maillage
non structure´, le calcul de ces termes requiert a priori la connaissance de chaque fonction wI . En
pratique, il existe une me´thode plus simple, base´e sur l’assemblage de AIJ (voir 6.3.2.a) a` partir
des contributions e´le´mentaires des fonctions de base locales qui constituent wI et wJ . Ainsi, il est
possible de parcourir le maillage e´le´ment par e´le´ment plutoˆt que point par point, ce qui a pour
avantage de ne pas conside´rer des re´unions d’e´le´ments comme domaines de calcul, mais aussi de
ramener tous les calculs e´le´mentaires sur un meˆme e´le´ment de re´fe´rence Kˆ par transformation
ge´ome´trique. C’est ce dernier point qui de´termine la structure informatique d’un e´le´ment fini : il
s’agit d’une combinaison entre un e´le´ment ge´ome´trique (l’ensemble des sommets d’un polye`dre)
et les fonctions de base locales τˆi de l’e´le´ment de re´fe´rence, choisi en fonction des commodite´s
calculatoires qu’il procure. Concre`tement, dans Mistral, les e´le´ments ge´ome´triques volumiques en
2-d sont des quadrangles (cf. Fig. 6.3 ci-dessus), aussi l’e´le´ment de re´fe´rence est-il le carre´ unite´.
Si l’on fixe l’ordre d’interpolation a` 1 pour construire la base (wI), alors CardΣ = 4 et il faut
donc re´aliser les 16 ope´rations
  l
ij =
∫
Kl
∇τ li · ∇τ lj dx , 1 ≤ i, j ≤ 4
sur un e´le´ment pour balayer l’ensemble des interactions entre les diffe´rentes fonctions de base
globales non nulles a` cet endroit. Or il s’ave`re que les applications ge´ome´triques de´finies et a`
valeurs dans les quadrangles convexes sont d’ordre 4, ainsi l’e´le´ment fini conside´re´ (de type Q1)
posse`de une proprie´te´ d’isoparame´trie qui se traduit par
∀ xˆ ∈ Kˆ , ˆ l(xˆ) =
4∑
i=1
M li τ
l
i [
ˆ

l(xˆ)] =
4∑
i=1
M li τˆi(xˆ) ,
pour toute transformation ˆ l faisant passer de l’e´le´ment de re´fe´rence Kˆ a` l’e´le´ment K l du domaine
physique, ou` les (M li )i sont les (coordonne´es des) sommets de K
l. Il en re´sulte, en de´signant par
J l la matrice jacobienne de cette transformation :
  l
ij =
∫
Kˆ
[∇ˆτˆi(xˆ)]T [J l(xˆ)]−1 [J l(xˆ)]−T [∇ˆτˆj(xˆ)] |Det J l(xˆ)| dxˆ .
Sur maillage fixe, ce genre de formule a pour avantage de ne devoir eˆtre calcule´e qu’une fois
dans le cas des ope´rateurs line´aires, tandis pour les ope´rateurs non line´aires on se contente des
donne´es J−T ∇ˆτˆi et Det J . Enfin, sur maillage mobile, J change en permanence, si bien que les
seuls invariants restants sur un e´le´ment fini donne´ sont les nume´ros I = `g(l, i) des nœuds qu’il
contient ; la matrice ∇ˆτˆi, quant a` elle, ne varie pas non plus mais n’est pas spe´cifique a` l’e´le´ment.
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Ainsi, la structure minimale d’un e´le´ment fini peut eˆtre e´tablie a` partir d’une simple liste de
nume´ros globaux de points, range´s dans l’ordre (I1, .., I4) = (`g(l, 1), .., `g(l, 4)) pour pouvoir relier
chacun a` la fonction de base locale τˆi qui lui est associe´e. Pour cela, le plus simple est de construire
un objet Fctform contenant les fonctions τˆi calcule´es une fois pour toutes. D’un point de vue in-
formatique, on englobe l’objet Fctform et les objets et Elemfi (e´le´ments finis volumiques) Elembd
(e´le´ments finis surfaciques) dans l’objet Interpol :
25 147 26
1 432
Elemfi
1
(liste de numéros de points) 2
4
3
Fig. 6.5 – Structure de donne´es Interpol
Enfin, rappelons que dans le proble`me e´tudie´, plusieurs inconnues entrent en compte : il peut
donc eˆtre ne´cessaire de de´finir plusieurs types d’interpolation par e´le´ment ge´ome´trique (typique-
ment pour respecter la condition inf-sup dans le cadre d’une formulation non stabilise´e, cf. 3.3),
a` savoir plusieurs listes de nume´ros globaux de points (qui peuvent eˆtre fictifs dans le cas des
e´le´ments finis non lagrangiens comme P 1 sur quadrangle par exemple). En re´alite´, on peut mon-
trer que dans le cas de la MHD, l’interpolation optimale du champ magne´tique n’est autre que
celle applique´e a` la vitesse (cf. Gerbeau et al. [39]), si bien qu’un e´le´ment fini dans Mistral est au
plus constitue´ de deux listes de points (une seule dans le cas Q1-stablise´). L’objet Fctform doit
donc contenir deux types d’interpolation sur l’e´le´ment de re´fe´rence.
6.3.1.c Structure matricielle
En de´composant les inconnues et l’action des ope´rateurs sur une base de fonctions de support
limite´ (aux e´le´ments contenant le point rattache´ a` la fonction de forme) , la me´thode des e´le´ments
finis conduit a` une localisation en espace des EDP, dont une conse´quence directe est le faible taux
de remplissage des matrices M et K (cf. 2.2.1.b). Ainsi, la matrice A posse`de une structure creuse,
qu’on exploite pour optimiser son occupation me´moire. On utilise ainsi le format creux de matrice
le plus re´pandu, a` savoir le format CSR (pour Compressed Sparse Row), qui consiste a` stocker
ligne par ligne les e´le´ments non nuls de la matrice. Ainsi, a` partir de deux tableaux d’indices IA
et JA et d’un tableau de valeurs (non nulles) VA, on a
AIJ = VA[K] , avec J = JA[K] , IA[I] ≤ K < IA[I + 1] .
Exemple : A =

0. 1. 0. 2.
3. 0. 0. 4.
0. 0. 5. 0.
6. 7. 0. 8.
 donne

IA = 1 3 5 6 9
JA = 2 4 1 4 3 1 2 4
VA = 1. 2. 3. 4. 5. 6. 7. 8.
IA est donc de taille Nh +1 tandis que JA et VA sont de taille NZ , ou` NZ est le nombre de valeurs
non nulles dans la matrice. Ces tableaux sont regroupe´s dans la structure Matrice.
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Il existe de nombreuses librairies de solveurs ite´ratifs prenant en entre´e ce format (nous utilisons
pour notre part IML++ [27]). L’initialisation de la structure matricielle consiste alors a` construire
les tableaux IA et JA (objet DegLib) a` partir de la connectivite´ du maillage - a` savoir la connais-
sance, pour un point donne´, de l’ensemble des points avec lesquels il interagit - et du type d’inter-
polation choisi, qui donne la liste des points par e´le´ment (sommets ou autres). Elle se base alors sur
la recherche des interactions non nulles entre les degre´s de liberte´, qui sont les points du maillage en
lesquels aucune condition de Dirichlet n’est impose´e (fonction dirichlet()). Le proble`me variation-
nel discre´tise´, en effet, peut prendre deux formes possibles lorsqu’une partie D des composantes
de l’inconnue x se trouve contrainte par des conditions aux limites de type Dirichlet :
ID | 0
− +−−−
|
AD | AD
|


xD
−
xD
 =

xD
−
bD
 ou
 AD
xD
 =
 bD −AD xD
 .
Dans Mistral, on retient la deuxie`me approche, d’ou` la de´finition. On l’e´tend a` des proble`mes multi-
inconnues en attribuant un nume´ro non nul I a` toute combinaison (k, `g(l, i)) ou` la k
e`me inconnue
n’est pas e´limine´e par une condition de Dirichlet au point `g(l, i) (attention : l’application `g n’est
pas injective, donc ce point peut eˆtre de´ja` traite´). On de´finit a` cette fin l’application :
`d :
{1, .., ninc} × {1, .., Lh} × {1, .., nk} → {0, .., N}
(k, l, i) 7→
{
I si (k, `g(l, i)) est un degre´ de liberte´
0 sinon
ou` ninc est le nombre d’inconnues scalaires, nk le nombre de points d’interpolation par e´le´ment
pour l’inconnue k, et N non plus le nombre de points du maillage mais le nombre de degre´s de
liberte´. Paralle`lement a` la de´finition de ces derniers, il est e´galement ne´cessaire d’e´tablir la connec-
tivite´ du maillage, qui consiste a` parcourir les e´le´ments volumiques du maillage, en enregistrant
les nume´ros globaux de tous les points de l’e´le´ment courant dans des listes associe´es a` ces points,
sauf lorsqu’ils ont de´ja` e´te´ re´pertorie´s par un passage ante´rieur sur un autre e´le´ment :
3
2
5
8
11
15
19
21
2715
191
2
5
11
27
8
21
2
PSfrag replacements
8 19 15 2
11 5 15 19
27 11 19 8 15 2
11 5 15 19 27 8
11 5 15 19 8 2
11 5 15 19 27 8 2
27 11 19 8
Point Liste des voisins
Fig. 6.6 – E´tablissement de la connectivite´ du maillage
Si plusieurs interpolations sont utilise´es, il faut e´tablir la connectivite´ de toutes les couples
d’e´le´ments finis possibles (quatre au maximum dans Mistral), de manie`re a` pouvoir prendre en
compte les ope´rateurs variationnels mixtes comme l’incompressibilite´ ou le gradient de pression.
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Enfin, on est en mesure de construire les vecteurs IA et JA a` partir de deux tableaux temporaires
K[I] et C[I,K], ou` K[I] est la position de J dans la liste des indices de colonne C[I, ·] rattache´s
a` la ligne I. Sur un maillage de Nh points, et dans le cas ou` la meˆme interpolation est applique´e
a` toutes les inconnues, on effectue (ou` (νp(m))1≤m≤nνp est la liste des voisins du point p) :
1 NZ ← 0
2 ∀ I ∈ {1, .., N} , K[I]← 1
3 Pour p = 1 . . . Nh :
4 | Pour ki = 1 . . . ninc :
5 | | I ← `d(ki, p)
6 | | Si I 6= 0 :
7 | | | Pour m = 1 . . . nνp :
8 | | | | Pour kj = 1 . . . ninc :
9 | | | | | J ← `d(kj , νp(m))
10 | | | | | Si J 6= 0 :
11 | | | | | | C[I,K[I]]← J
12 | | | | | | K[I]← K[I] + 1
13 | | | | | | NZ ← NZ + 1
14 | | | | | Fin si
15 | | | | Fin pour
16 | | | Fin pour
17 | | Fin si
18 | Fin pour
19 Fin pour
6.3.2 Assemblage et re´solution
Nous avons vu en 6.3.1.b que la prise en compte des ope´rateurs se faisait e´le´ment par e´le´ment,
par l’interme´diaire des matrices e´le´mentaires
  l = (
  l
ij)i,j . L’objet de l’assemblage est d’incorporer
ces dernie`res dans la matrice globale A a` l’endroit qui leur correspond. On utilise pour cela une
ge´ne´ralisation de la proprie´te´ (2.18) (cf. 2.2.1.b) :
wkI =
∑
`d(k,(l,i))=I
τ li
au cas d’un proble`me a` ninc inconnues scalaires, dont chacune est interpole´e par un e´le´ment fini a`
nk fonctions de forme, 1 ≤ k ≤ ninc. Ainsi
  l =
(((
  l
i,j
)
1≤i≤nki , 1≤j≤nkj
)
ki,kj
)
1≤ki,kj≤ninc
de´signe la contribution au proble`me de l’e´le´ment K l, ou`
  l
i,j,ki,kj
repre´sente l’action de l’e´quation
ki au point (l, i) sur l’inconnue kj au point (l, j). On suppose de plus que n
ki,kj
op ope´rateurs sont
applique´s dans l’e´quation ki a` l’inconnue kj :
  l
i,j,ki,kj =
n
ki,kj
op∑
m=1
  l,m
i,j,ki,kj
.
Il reste a` de´finir les vecteurs e´le´mentaires  li,ki , constitue´s de la somme de n
ki
f termes de donne´es
(ou inconnues a` l’ite´ration pre´ce´dente) note´s  l,qi,ki , pour e´crire l’algorithme d’assemblage.
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6.3.2.a Assemblage
A` chaque pas de temps ou ite´ration non line´aire, le programme parcourt les e´le´ments. Sur
chacun d’entre eux, il calcule :
1. les outils ne´cessaires a` la transformation ge´ome´trique,
2. la matrice e´le´mentaire en tenant compte de l’ensemble des ope´rateurs,
3. le second membre e´le´mentaire en tenant compte de toutes les donne´es,
puis assemble la matrice et le vecteur ainsi obtenus dans la matrice et le second membre globaux
AD et bD (qu’on notera encore A et b dans toute la suite) par l’interme´diaire de l’application `d :
A← 0, b← 0
Pour l = 1...Lh :
| 1) Calcul de la matrice et du second membre e´le´mentaires :
| Calculer [J l]−T et |Det J l|
| Pour ki = 1...ninc :
| | Pour kj = 1...ninc :
| | | Pour p = 1...nki,kjop :
| | | | Pour i = 1...nki et j = 1...nkj :
| | | | |   li,j,ki,kj ←
  l
i,j,ki,kj +
  l,p
i,j,ki,kj
| | | | Fin pour
| | | Fin pour
| | Fin pour
| | Pour q = 1...nkif :
| | | Pour i = 1...nki :
| | | |  li,ki ←  li,ki + 
l,q
i,ki| | | Fin pour
| | Fin pour
| Fin pour
| 2) Assemblage :
| Pour ki = 1...ninc et i = 1...nki :
| | I ← `d(ki, (l, i))
| | Si I est un degre´ de liberte´ :
| | | Pour kj = 1...ninc et j = 1...nkj :
| | | | J ← `d(kj , (l, j))
| | | | Si J est un degre´ de liberte´ :
| | | | | AIJ ← AIJ +
  l
i,j,ki,kj
| | | | sinon :
| | | | | bI ← bI −
  l
i,j,ki,kj
XD(J)
| | | | Fin si
| | | Fin pour
| | | bI ← bI +  li,ki
| | Fin si
| Fin pour
Fin pour
Matrice et vecteur e´le´mentaires sont contenus dans un meˆme objet Tabelem, re´initialise´ a` ze´ro sur
chaque e´le´ment. La fonction assemble() assure le transfert dans la structure {Matrice,Vecteur}.
6.3. DESCRIPTION DU CODE INITIAL 85
6.3.2.b Re´solution du syste`me Ax = b
On note x = xD dans toute la suite.
Nous avons mentionne´ en section 2.2 que les me´thodes directes classiques e´taient mal adapte´es
a` la structure creuse de la matrice A, d’ou` l’utilisation de me´thodes ite´ratives du type (2.19) :
xk+1 ← xk + α rk , α fixe´ ≥ 0 (6.1)
ou` l’on a pris P = IN (proble`me non pre´conditionne´) pour nous concentrer sur la me´thode
ite´rative en elle-meˆme. Lorsque A est syme´trique de´finie positive, l’algorithme (6.1) n’est autre
que la me´thode du gradient a` pas fixe, en effet
rk = −∇J(xk) avec J(x) = 1
2
(Ax, x) − (b, x) (fonction convexe dans   N ).
Il est possible d’ame´liorer cette me´thode par deux moyens. Le premier est d’adapter le parame`tre α
a` chaque ite´ration en re´solvant le sous-proble`me d’optimisation (proble`me de recherche line´aire) :
Inf
α
J(xk + α rk) ,
ce qui conduit la me´thode du gradient a` pas optimal :
| Calculer Ark
| αk ← (rk, rk)/(Ark, rk)
| xk+1 ← xk + αk rk
| rk+1 ← rk − αkArk
On a minimise´ J sur la droite x(t) = xk + trk a` chaque ite´ration, et obtenu ainsi une solution a`
l’ite´ration k dans l’espace de Krylov
Vk = Vect
0≤j≤k−1
(Ajr0) ,
mais on n’a pas optimise´ sur tout l’espace Vk. C’est pourquoi on a recours a` la deuxie`me technique
qui est une modification de la direction de descente. Pour cela, on s’arrange pour que le re´sidu rk
se trouve dans un espace orthogonal a` Vk en actualisant l’inconnue par
xk+1 ← xk + αk pk , avec (pk, Apk−1) = 0 , ∀ k ≥ 1 ,
avec p0 = r0. C’est ainsi qu’on obtient la me´thode du gradient conjugue´, qui nous sera utile pour
le proble`me de de´placement du maillage (3.21) par exemple.
Concernant les syste`mes non syme´triques, comme Ax = b de`s lors que des termes non line´aires
sont pris en compte dans le mode`le, on a recours a` des me´thodes un peu plus complique´es, mais
du meˆme type. Parmi celles-la`, la me´thode GMRES (Y. Saad et M.H. Schultz [86]) consiste a`
rechercher la solution dans l’espace Vk, et son re´sidu orthogonal a` AVk. La solution xk jouit ainsi
d’une proprie´te´ d’optimalite´ sur le sous-espace affine r0 + Vk, et donc converge en N ite´rations
exactement. En pratique, tre`s peu d’ite´rations suffisent pour obtenir une approximation satisfai-
sante de x pour peu que le proble`me soit bien pre´conditionne´ (cf. 2.2.1.c). On observe que le
pre´conditionneur ILU(0) (Incomplete LU, J.A. Meijerink and H.A. van der Vorst [70]) remplit
cette condition. Il consiste a` utiliser P = L˜U˜ , ou` L˜ (resp. U˜) est la matrice triangulaire infe´rieure
(resp. supe´rieure) issue de l’algorithme du pivot de Gauss applique´ a` A, dans laquelle les e´le´ments
ne se situant pas dans la structure de A sont annule´s.
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6.3.2.c Discre´tisation en temps et traitement des termes non line´aires
Nous avons vu en section 2.2.1.a que le sche´ma d’Euler implicite e´tait inconditionnellement
stable pour l’e´quation de la chaleur. On peut en dire la meˆme chose au sujet du proble`me pa-
rabolique que constituent les e´quations de la MHD, mais son emploi dans ce cas peut s’ave´rer
one´reux du fait de la pre´sence de non-line´arite´s telles que la convection, la force de Lorentz et la
loi d’Ohm. L’algorithme explicite, quant a` lui, contraint les parame`tres h et ∆t a` satisfaire une
forme de condition CFL qu’on ne connaˆıt pas. Il existe un compromis inte´ressant, appele´ sche´ma
semi-implicite, base´ sur le “gel” de l’une des deux inconnues intervenant dans chaque ope´rateur
non line´aire : on montre que l’algorithme monolithique (couple´) qu’on e´crit sous forme forte
vn+1 − vn
∆t
+ vn · ∇vn+1 − 1
Re
∆vn+1 +∇pn+1 − S rotBn+1 ×Bn = 1
Fr
ez
div vn+1 = 0
Bn+1 −Bn
∆t
+
1
Rm
rot rotBn+1 − rot (vn+1 ×Bn) = 0
divBn+1 = 0
est inconditionnellement stable et satisfait la proprie´te´ (3.23) pour le proble`me monofluide.
Informatiquement parlant, c’est la fonction avance() qui se charge, apre`s chaque ite´ration,
d’affecter (vn+1, Bn+1, pn+1) a` (vn, Bn, pn), puis de re´initialiser A, AD et b.
6.3.2.d Formulation ALE
L’imple´mentation de la formulation ALE constiste a` diviser l’assemblage en deux phases
se´pare´es par une ite´ration de de´placement du maillage (on re´sout le proble`me (3.21) dans une struc-
ture matricielle inde´pendante par la fonction calc vit maillage()), de manie`re a` pouvoir prendre
en compte les termes un/∆t et Bn/∆t sur les bons domaines. Pour que la re´solution du proble`me
ge´ne`re une solution respectant la conservation de la masse de chaque fluide, il reste a` tenir compte
de la contrainte (3.24). Si l’on veut pouvoir utiliser les e´le´ments finis Q1-stabilise´s, on n’a d’autre
choix que d’introduire un multiplicateur de Lagrange dans l’e´quation, car l’interpolation Q1 en
pression ne comporte pas la fonction indicatrice de Ω1. Pour cela, on augmente la taille de l’in-
connue (du type Vecteur) d’un degre´ de liberte´, et on ajoute une ligne (Φ) et une colonne (ΦT ) a`
la matrice A, qu’on assemble se´pare´ment du reste a` partir des contributions e´le´mentaires :(∫
Kl
∂τ li,1
)
1≤i≤n1
pour pour tout l tel que K l ∈ Ω1 .
D’un point de vue informatique, on de´finit un nouvel objet pour pouvoir construire le syste`me
line´aire A′x′ = b′ tel que
A′ =

|
A | ΦT
|
− − −+ −
Φ | 0
 , x′ =

x
−
λ
 , et b′ =

b−ADxD
−−−−−
0
 . (6.2)
On applique alors GMRES/ILU(0) (librairies IML++ [27] et SparseLib++ [69]) a` ce nouveau
syste`me par l’interme´diaire de la fonction resol().
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1. Initialisation
Geometrie
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
dirichlet()
                     * *    * *     
* *       * *       * *           
   *    *          *             *  
                        * *               
* *          * * *       *        
*       * * *          *       *  
   *    *                   *    * 
   *          *       *             
*                *       * *       
   * *       * *                   
*       *       * *          *    
*                   *       * * *  
      *    * *                *    
DegLib, Matrice, Vecteur
2. Assemblage et re´solution de A′x′ = b′
assemble()
t n+1
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
                     * *    * *     
* *       * *       * *           
   *    *          *             *  
                        * *               
* *          * * *       *        
*       * * *          *       *  
   *    *                   *    * 
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Fig. 6.7 – Re´sume´ de la me´thode
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6.4 Fonctionnement de la librairie paralle`le
La librairie Aztec, qui utilise MPI [71] version langage C, est un outil spe´cialement conc¸u pour
la re´solution paralle`le des syste`mes line´aires rencontre´s en simulation nume´rique. Elle propose des
solveurs de type Krylov (gradient conjugue´, GMRES, etc.) adapte´s a` des matrices partitionne´es sur
diffe´rents processeurs, ainsi que des pre´conditionneurs paralle`les efficaces pour les proble`mes a` gra-
nularite´ importante (cf. 6.2.1), tout en ge´rant en interne les communications dans l’exe´cution des
me´thodes. C’est une suite d’utilitaires purement alge´briques ou informatiques, qui ne requiert en
entre´e que la matrice et le second membre partitionne´s dans un format spe´cifique. Nous re´sumons
ici son fonctionnement, dont le de´tail pourra eˆtre trouve´ dans son manuel de re´fe´rence ([97]).
6.4.1 Donne´es de base
Dans une configuration SPMD (cf. 6.2.2) telle que MPI, on exe´cute le meˆme programme sur
NP processeurs par la commande
mpirun -np NP -machinefile <liste des ordinateurs> <exe´cutable> ,
qui ge´ne`re un communicateur MPI COMM WORLD sur l’ensemble des programmes faisant appel
a` la fonction MPI Init(). Un programme qui appelle ensuite MPI Finalize() de´sactive le communi-
cateur, mais peut le re´activer a` tout moment par un nouvel appel a` MPI Init(). Alors, les fonctions
minimales pour faire communiquer les processeurs sont au nombre de quatre. Il s’agit de :
- MPI Comm Size() qui donne le nombre de processeurs,
- MPI Comm Rank() qui donne l’identifiant (rang du processeur dans la liste {0, .., NP − 1}),
- MPI Send() pour envoyer des messages,
- MPI Receive() pour recevoir des messages.
Un programme utilisant Aztec commence ainsi par appeler MPI Init(), puit s’appuie sur diverses
fonctions pre´de´finies appelant notamment les quatre ci-dessus.
6.4.2 Format des sous-matrices
6.4.2.a Tableau update
Le principe de partitionnement des matrices dans Aztec est d’affecter un certain nombre de
lignes de la matrice globale (sans qu’elle existe physiquement) a` chaque processeur. La fonction
AZ read update() permet a` l’utilisateur de spe´cifier les nume´ros des lignes qu’il attribue a` chaque
processeur, par l’interme´diaire d’un fichier d’entre´e contenant NP doubles lignes du type
Np (Nombre de lignes affecte´es au processeur p)
I1p , I
2
p , .. (Indices correspondants range´s par ordre croissant)
Ainsi, chaque processeur est dote´ d’un tableau d’entiers update contenant les nume´ros des lignes
dont il a la charge, et le sous-syste`me line´aire (matrice, inconnue et second membre) correspondant
a` update (voir ci-dessous). Par exemple, si l’on s’arrange, dans un proble`me a` une seule inconnue
scalaire, pour que les points du maillage soient nume´rote´s de sorte qu’ils identifient des degre´s de
liberte´, update sera constitue´ de nume´ros de ces points. On repre´sente ci-dessous le contenu de
update sur le sous-domaine supe´rieur d’un maillage partitionne´ en trois :
PSfrag replacements
update
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6.4.2.b Fonction AZ transform()
Nous avons vu en 6.3.2.b que les me´thodes de Krylov s’appuyaient sur des produits matrice-
vecteur globaux. C’est la raison pour laquelle chaque sous-matrice est constitue´e de lignes entie`res.
On est alors amene´ a` distinguer, parmi l’ensembles des indices de degre´s de liberte´ qu’elle met en
jeu (lignes et colonnes) :
- les indices externes : indices de colonne qui ne sont pas des indices de ligne,
- les indices frontie`re : indices des lignes ou` figurent des e´le´ments d’indice externe
- les indices internes : indices des lignes ne contenant aucun e´le´ment d’indice externe.
Dans l’exemple ci-dessus, cela se traduit comme suit au niveau du maillage :
PSfrag replacements
externe (external)
interne (internal)
frontie`re (border)
}
update
On peut ainsi savoir quelles sont les lignes qui ne´cessitent une communication avec un autre pro-
cesseur dans le produit matrice-vecteur. La librairie Aztec, pour optimiser ce dernier, re´ordonne
les lignes de la sous-matrice, de manie`re a` ce que les lignes d’indice interne figurent au-dessus des
lignes d’indice frontie`re. Ce re´arrangement ge´ne`re un certain nombre de donne´es nouvelles, dont
les parame`tres sont range´s dans le tableau data org. En re´sume´, une renume´rotation locale de 0 a`
M − 1 (ou` M est le nombre d’indices diffe´rents, y compris externes), est mise en place, de sorte
que les indices de border succe`dent aux indices internal dans update, et que les indices de external
succe`dent eux-meˆmes aux indices de update. Pour ce faire, l’utilisateur doit fournir en entre´e la
sous-matrice au format MSR (Modified Sparse Row), base´ sur un seul vecteur d’indices (globaux)
bindx et un tableau de valeurs val tels que :
- les e´le´ments diagonaux aII soient range´s dans les NP premie`res cases de val,
- les e´le´ments aI 6=J non nuls soient range´s a` partir de la position (NP +1) dans val (la premie`re
position e´tant 0), en parcourant a ligne par ligne,
- bindx[0] = NP , bindx[k+1]−bindx[k] soit e´gal au nombre d’e´le´ments non nuls hors diagonale
dans la ligne k ∈ {0, .., NP − 1}, et bindx[k] soit l’indice de colonne de l’e´le´ment val[k].
A` partir de la`, Aztec est capable de ge´ne´rer son format interne DMSR (Distributed MSR) par le
biais de la fonction AZ transform(). Celle-la` renvoie les tableaux internal, border et external, et
les redirections update index et extern index de sorte que l’indice update[i] (resp. external[i]) soit
repre´sente´ a` la position update index[i] (resp. extern index[i]) dans la nume´rotation locale.
Exemple : soit une matrice creuse 15x15 re´partie sur 3 processeurs, de sorte qu’au processeur i
soient affecte´es les lignes 5∗i a` 5∗(i+1)−1. On s’inte´resse au processeur 1, dont la sous-matrice
pre´sente le profil suivant :
5
6
7
8
9
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
∗ ∗ ∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗ ∗ ∗ ∗
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Le tableau bindx de son format MSR prend la forme :
6 9 10 14 16 19 2 7 13 7 0 2 4 12 7 9 4 6 14 .
De bindx et de update = 5 6 7 8 9 , la fonction AZ transform() de´duit les tableaux
internal = 6 8 , border = 5 7 9 , et external = 0 2 4 12 13 14 ,
qui engendrent la nume´rotation locale 6 8 5 7 9 0 2 4 12 13 14 , soit
update index = 2 0 3 1 4 et extern index = 5 6 7 8 9 10 .
La sous-matrice devient donc (on notera que les premie`res lignes sont bien d’indices internes) :
0
1
2
3
4
0 1 2 3 4 5 6 7 8 9 10
∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
dont le tableau bindx (format DMSR) s’e´crit :
6 7 9 12 16 19 3 3 4 3 6 9 5 6 7 8 0 7 10 .
6.4.3 Re´solution paralle`le
Une fois la matrice locale initialise´e et transforme´e, il reste a` lancer la fonction AZ solve(), en
ayant au pre´alable distribue´ (MPI Scatterv()) puis renume´rote´ (AZ reorder vec()) le membre de
droite et la donne´e initiale. La solution globale est alors obtenue en appliquant l’ope´ration inverse
aux solutions locales (AZ invorder vec() puis MPI Gatherv()).
Dans cet esprit, c’est un syste`me line´aire global qui est re´solu simultane´ment par tous les
processeurs. Du point de vue de la me´thode ite´rative en elle-meˆme, sa version paralle´lise´e ne
pre´sente pas de diffe´rences avec sa version se´quentielle, si ce n’est bien suˆr au niveau informatique,
ou` les produits matrices-vecteurs globaux sont localement effectue´s. Pour cela, chaque processeur
rec¸oit des autres les composantes externes du vecteur qu’il doit multiplier, et donc envoie e´galement
les composantes frontie`re de son vecteur local aux processeurs qui en ont besoin. Toute la difficulte´
repose en fait sur le choix du pre´conditionneur, dont la nature globale (e´limination de Gauss
par exemple), en revanche, peut de´te´riorer le gain procure´ par la paralle´lisation. En effet, le
pre´conditionneur doit, au meˆme titre que la matrice A, eˆtre localise´ sur chaque processeur pour
pouvoir eˆtre utilise´. Deux possibilite´s se pre´sentent alors :
- la me´thode globale : un seul processeur construit le pre´conditionneur, puis distribue ses res-
trictions en correspondance avec les sous-matrices ,
- le pre´conditionnement par de´composition de domaine : chaque processeur calcule un pre´con-
ditionneur local a` partir de sa sous-matrice, et e´ventuellement par recouvrement .
A priori, l’option globale est la meilleure, car le proble`me a` re´soudre est de nature globale. En fait,
la perte de temps occasionne´e par le calcul se´quentiel du pre´conditionneur global et sa distribution
peut eˆtre bien plus grande que celle issue de sa localisation, qui permet un plus haut niveau de
paralle´lisme. Ainsi, apre`s un bref descriptif des options propose´es par AZ solve(), nous de´taillons
un peu plus la question du pre´conditionnement par de´composition de domaine.
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6.4.3.a Fonction AZ solve()
Aztec propose de nombreuses me´thodes ite´ratives de type Krylov comme CG, GMRES, CGS,
TFQMR et BiCGSstab notamment (pour le de´tail desquelles on renvoie a` Y. Saad [85]), ainsi qu’un
large choix de techniques de pre´conditionnement, des plus classiques (Jacobi, Jacobi par blocs)
jusqu’aux plus abouties comme les me´thodes de de´composition de type Schwarz-additif, que nous
aborderons a` la section suivante. Il fournit e´galement plusieurs normes possibles pour l’e´valution du
re´sidu, a` savoir la norme absolue et diverses normes relatives. On peut ainsi re´sumer les arguments
de la fonction AZ solve() par les donne´es relatives a` la configuration locale proc config, update,
data org, bindx, val, et les trois tableaux supple´mentaires options, params et status de´crivant
respectivement le choix du solveur et du pre´conditionneur, les crite`res de convergence, et (en
sortie) le bilan de la re´solution. On dispose par ailleurs d’une option d’e´chelonnement (scaling)
de la matrice globale, qui consiste a` transformer le syste`me Ax = b en SAx = Sb, de manie`re
a` atte´nuer des diffe´rences d’e´chelle importantes d’un e´le´ment a` l’autre. Ce cas peut se pre´senter
lorsqu’on traite certaines conditions aux limites par pe´nalisation. Un autre outil inte´ressant est
l’utilisation d’un meˆme pre´conditionnement sur plusieurs re´solutions successives, dont le nombre
est a` re´gler avec pre´caution. Cela peut s’ave´rer utile pour les proble`mes transitoires, moyennant
un pas de temps suffisamment petit pour que la matrice ne varie pas de fac¸on disproportionne´e.
6.4.3.b Pre´conditionneur par de´composition de domaine (Schwarz-additif )
Nous avons vu en 2.2 que pour offrir un taux de convergence acceptable, les me´thodes ite´ratives
devaient eˆtre pre´conditionne´es. Cela signifie, en un sens assez ge´ne´ral, que l’algorithme effectue
des ope´rations ne´cessitant la connaissance de la solution y du syste`me
Py = z ,
ou` z est par exemple le membre de droite, le re´sidu ou encore un produit matrice-vecteur impliquant
A. Il faut donc que cette ope´ration soit assez simple, e´tant donne´ qu’on l’utilise au moins une fois
a` chaque ite´ration. En clair, on ne calcule pas explicitement P −1, mais on se sert de son contenu
pour transformer z jusqu’a` obtenir y. La notation (2.19) est donc un peu ambigu¨e, mais fort
commode pour de´crire synthe´tiquement les algorithmes. Par exemple, pour le pre´conditionneur
ILU(0) (cf. 6.3.2.b), y est obtenu a` partir de z par une descente-remonte´e du type :
L˜y¯ = z
U˜y = y¯
}
, soit

y¯I ← zI −
I−1∑
J=1
L˜IJ y¯J de I = 1 a` N ,
yI ← 1
U˜II
(
y¯I −
I−1∑
J=1
U˜IJ y¯J
)
de I = N a` 1 .
(le calcul pre´alable de L˜ et U˜ a` partir de A e´tant raisonnable). On peut tranposer cette proprie´te´
au niveau local, en construisant un pre´conditionneur global constitue´ de la somme (virtuelle) des
extensions a`   N (   ) des pre´conditionneurs ILU(0) locaux des sous-matrices restreintes a` update.
Cette technique porte le nom de proce´dure de Schwarz additive sans recouvrement, parce que les
sous-pre´conditionneurs locaux sont calcule´s inde´pendamment les uns et des autres, et sur des
sous-matrices carre´es purement locales (de taille Np). Le revers de cette paralle´lisation est une
de´te´rioration du pre´conditionneur global, puisqu’il n’est qu’un assemblage d’informations locales.
Pour pallier cet inconve´nient, on augmente le´ge`rement la taille des sous-matrices carre´es de manie`re
a` transmettre une partie de l’information globale dans le pre´conditionnement. Deux me´thodes se
pre´sentent alors : faire de meˆme que pre´ce´demment, ou calculer les pre´conditionneurs locaux de
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manie`re de´pendante donc se´quentielle. La deuxie`me est la proce´dure de Schwarz multiplicative,
et n’est pas adapte´e au calcul paralle`le : on retombe sur le paradigme entre haut niveau de
paralle´lisme et utilisation d’informations globales. Ainsi, les me´thodes de Schwarz additives avec
recouvrement offrent un bon compromis a` ce niveau. Le pre´conditionneur obtenu s’e´crit
P−1 =
NP∑
p=1
RTp P
−1
p Rp
ou` Pp = (L˜pU˜p) est le pre´conditionneur ILU(0) de la matrice
Ap = RpAR
T
p ,
et ou` Rp est l’ope´rateur de restriction a` la sous-matrice “augmente´e” : si on note
RKp = [0 . . . 0 1 0 . . . 0] la ligne de taille N ou` le 1 est a` la position K (la premie`re position e´tant 0),
on a
Rp =

RK1p
RK2p
...
R
K
Np+N
0
p
p
 tel que update ⊂ Sp = {K1, ..,KNp+N0p}
(N0p = nombre de lignes/colonnes supple´mentaires) .
Exemple : N 0p = 3 et
Sp = {update[0] − 1, update[0], . . . , update[Np − 1], update[Np − 1] + 1, update[Np − 1] + 2}
avec update = {I, . . . , I +Np − 1} (nume´ros globaux de Np lignes contigu¨es).
1
1
1
1
1
1
1
1
1
1
PSfrag replacements
ILU
∑
p
update
Rp
RTpA
Ap Pp
P−1p
0
P−1 (virtuel)
. . .
Fig. 6.8 – Restriction et pre´conditionnement de la matrice locale
Noter qu’une structure diagonale par blocs apparaˆıt dans P −1, parce que nous avons choisi par
simplicite´ de conside´rer des sous-matrices constitue´es de lignes adjacentes ; ainsi, il est clair que
plus les e´le´ments de A sont concentre´s autour de la diagonale, meilleur est le pre´conditionneur :
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1
1
1
1
1
1
1
1
1
1
PSfrag replacements
ILU
∑
p
update
Rp
RTpA
Ap
Pp
P−1pP−1p
P−1p
0
0
0
000
P−1 (virtuel)
. . .
Fig. 6.9 – Prolongement et somme (virtuels) des pre´conditionneurs locaux
6.5 Paralle´lisation
Du fait du mouvement du maillage, la proce´dure d’assemblage couˆte cher car il faut recalculer
toutes les fonctions de base a` chaque pas de temps, et par conse´quent les matrices e´le´mentaires de
tous les ope´rateurs, en particulier des ope´rateurs line´aires (qui ne de´pendent pas de la valeur de
l’inconnue normalement). C’est la conse´quence nume´rique de la non line´arite´ forte que constitue
l’interface libre (cf. 3.1). On remarque cependant que la proce´dure d’assemblage est de nature
locale (e´le´ment par e´le´ment), et permet ainsi de restreindre sur chaque processeur les calculs aux
seuls e´le´ments contribuant a` une sous-matrice donne´e. Ayant a` disposition une librairie (cf. supra)
de re´solution de syste`mes line´aires de´compose´s ligne par ligne, ainsi qu’une dizaine d’ordinateurs,
il paraˆıt judicieux de diviser la taille du syste`me line´aire d’autant. Soulignons que la librairie en
question ne re´sout pas en paralle`le plusieurs proble`mes inde´pendants, mais bien un seul proble`me
de´compose´, ce qui requiert de disposer de la connectivite´ globale du maillage. L’arsenal {Geometrie,
Interpol, DegLib} construit durant l’initialisation doit donc eˆtre conserve´, pour servir en quelque
sorte de repe`re aux structures de´compose´es des objets Matrice et Vecteur. A` cette fin, la meilleure
solution semble eˆtre de conserver telle quelle la phase d’initialisation, c’est a` dire de l’exe´cuter de
manie`re redondante sur l’ensemble des processeurs. Sa paralle´lisation engendrerait des surcouˆts
de communications trop importants, et, de toutes fac¸ons, procurerait un gain ne´gligeable dans les
proble`mes ite´ratifs (puisque l’assemblage et la re´solution y sont effectue´s plusieurs fois).
A priori, on doit donc ope´rer des modifications essentiellement dans le format de la matrice
creuse pour lui appliquer le solveur paralle`le, et dans la proce´dure d’assemblage, qui doit eˆtre
adapte´e a` ce format. Il reste alors a` optimiser le partitionnement de la matrice pour obtenir les
meilleures performances possibles. En fait, une difficulte´ apparaˆıt dans la prise en compte de deux
fluides, du fait de la contrainte de masse (3.24) : rappelons que pour pouvoir utiliser les e´le´ments
finis Q1-stabilise´s, il est ne´cessaire d’ajouter un multiplicateur de Lagrange parmi les inconnues, ce
qui a pour conse´quence de compliquer la structure matricielle. La solution retenue est de supprimer
ce multiplicateur de Lagrange en dupliquant les degre´s de liberte´ en pression sur l’interface.
Nous pre´sentons ici, dans l’ordre chronologique, les trois e´tapes majeures qui nous ont permis
de diviser le temps de calcul quasiment par le nombre de processeurs utilise´s, du moins jusqu’a`
une dizaine d’ordinateurs. Il s’agit de la paralle´lisation de la me´thode ite´rative, de l’assemblage,
et de la prise en compte de degre´s de liberte´s supple´mentaires en pression sur l’interface.
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6.5.1 Re´solution
6.5.1.a Conversions de format
Nous avons vu que la fonction AZ solve() d’Aztec, pour pouvoir re´soudre un syste`me line´aire
en paralle`le, requiert de diviser la matrice globale en sous-matrices au format spe´cial DMSR
(cf. 6.4.2). Dans un proble`me sur maillage structure´, on dispose en ge´ne´ral d’une re`gle simple
pour e´tablir la contribution d’un point a` l’ensemble du maillage, aussi est-il possible de calculer
directement les contributions locales au format MSR (local), puis de leur appliquer la fonction
AZ transform() pour obtenir le format DMSR. Dans notre cas, chaque ligne de la matrice doit eˆtre
calcule´e en fonction de la ge´ome´trie spe´cifique des e´le´ments auxquels le point qu’elle repre´sente
appartient. C’est le roˆle de la structure DegLib que de relier un point donne´ avec ses voisins (cf.
6.3.1.c) pour pouvoir calculer les interactions qui en re´sultent. Ainsi, le maintien de la structure
de donne´es globale est ne´cessaire. A` cette fin, la me´thode la plus simple semble eˆtre de conserver
tel quel l’e´tablissement du format CSR (vecteurs IA, JA et VA) sur tous les processeurs (au moins
temporairement), de le convertir au format MSR, puis d’en de´duire le format MSR local sur chaque
processeur en fonction de son tableau update, et enfin d’appliquer la fonction AZ transform() :
AZ transform() AZ solve()
CSR → MSR global → MSR local → DMSR →
Il ne reste plus qu’a` initialiser l’inconnue, le membre de droite et le vecteur xD, en divisant
et distribuant les originaux globaux par la fonction MPI Scatterv(), puis en les re´ordonnant par
l’e´quivalent vectoriel de la fonction AZ transform(), a` savoir AZ reorder vec() (cf. 6.4.3). On di-
pose alors de toutes les donne´es locales ne´cessaires au lancement de la fonction AZ solve(), ainsi
que des tableaux update index, extern index (qui ne sont pas encore utiles).
Une fois la re´solution effectue´e, on a besoin de regrouper les solutions locales, en effectuant
l’ope´ration inverse (cf. 6.4.3). On doit de plus re´ordonner la solution globale, qui ne l’est pas si la
re´partition n’a pas eu lieu par lignes contigu¨es : on utilise pour cela le regroupement des tableaux
update, qui donne les indices de l’inconnue globale :
x 1
4x
x 0
x 2
x 3
x 0
x 1
x 2
x 3
x 4
x
x 1
4
x 4
x 1AZ_invorder_vec()
1 4
0 2 3
AZ_invorder_vec() 0x
2x
3x
2x
0x
3x
0 2 31 4
MPI_Gatherv()
update = 
update = 
PROCESSEUR  0
PROCESSEUR  0
PROCESSEUR  1
MPI_Gatherv()
Fig. 6.10 – Exemple : regroupement de la solution sur le processeur 0
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6.5.1.b Partitionnement optimal des degre´s de liberte´
La paralle´lisation d’un syste`me line´aire ge´ne`re principalement deux freins a` la minimisation
du temps de calcul : des communications trop importantes entre les diffe´rents processeurs et une
perte de la qualite´ de son pre´conditionneur. Une bonne manie`re de limiter ces deux effets ne´fastes
est de re´partir les degre´s de liberte´ de manie`re a` ce que chaque processeur contienne le moins
possible d’indices de colonnes externes (ou le plus possible dans update). En effet, dans ce cas, les
produits matrice-vecteur ne´cessitent moins d’e´change de donne´es, et la technique de recouvrement
dans le pre´conditionnement par de´composition de domaine (cf. 6.4.3.b) devient plus efficace. Pour
se fixer les ide´es, on pourra se repre´senter une partition de la matrice par lignes contigu¨es, et re-
marquer que le pre´conditionneur (d’allure diagonale par blocs) ainsi obtenu re´cupe`rera d’autant
plus d’information globale que les e´le´ments de la sous-matrice voisine se retrouvent proche de la
diagonale, c’est a` dire dans update. Ce raisonnement tient aussi dans le cas d’une division en lignes
non contigu¨es.
Ainsi, comme les indices de colonne de type externe repre´sentent au niveau physique des in-
teractions entre points voisins affecte´s a` des processeurs diffe´rents, une solution est de partionner
le maillage en limitant la taille des interfaces. On transpose alors ce partitionnement du maillage
en un partitionnement des degre´s de liberte´ en parcourant le tableau `d (DegLib). La premie`re
e´tape (maillage) est un proble`me Np-complet ; il n’existe pas, pour l’instant, d’algorithme optimal
permettant de le re´soudre. Toutefois, plusieurs e´quipes ont de´veloppe´ des algorithmes heuristiques
(“glouton” par exemple) de tre`s bonne qualite´. Nous utiliserons pour notre part la librairie Metis
de´veloppe´e par G. Karypis et V. Kumar [55], qui permet de partitionner un maillage e´crit sous
forme de graphe (en e´nume´rant pour chaque point la liste des points voisins comme en 6.3.1.c).
La proce´dure consiste a` de´duire de l’objet Geometrie un fichier de maillage au format d’entre´e
de Metis, puis convertir ce maillage en graphe a` l’aide de l’utilitaire mesh2nodal (fourni par Metis),
et enfin lancer l’outil de partitionnement kmetis assorti du nombre de sous-domaines qu’on de´sire
obtenir. Le format de sortie est un fichier contenant a` la ligne i le sous-domaine auquel appartient
le point i. Il reste a` remplir le fichier .update de manie`re a` ce que tous les degre´s de liberte´ I issus
du point i se trouvent affecte´s au processeur qui a en charge le sous-domaine contenant i.
On arrive alors a` abaisser d’environ 20% le nombre d’e´le´ments compris dans external par rap-
port a` un partitionnement en lignes contigu¨es ; et, sur le cas du rolling par exemple, a` diminuer
le nombre d’ite´rations de l’ordre de 20% e´galement pour la me´thode GMRES pre´conditionne´e
ILU(0) par de´composition de domaine. Ainsi, c’est un gain de pre`s de 30% (en temps) qu’on ar-
rive a` re´aliser sur la me´thode ite´rative paralle´lise´e.
Si l’on appelle Parallel Solver l’objet contenant la sous-matrice sur chaque processeur, la
paralle´lisation de la phase d’initialisation peut alors eˆtre synthe´tise´e par la figure suivante (ou`
l’on n’a pas fait figurer la prise en compte de l’interpolation) :
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   *    *          *             *  
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DegLib, Matrice, Vecteur
                     * *    * *     
*       * * *          *       *  
*       *       * *          *    
                        * *               
   * *       * *                   
   *    *                   *    * 
      *    * *                *    
   *          *       *             
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* *       * *       * *           
*                *       * *       
update
proc 1
proc 2
proc 0
DegLib, Parallel_Solver
Geometrie
MPI_Scatterv()
AZ_transform()
kmetis
Fig. 6.11 – Phase d’initialisation sur trois processeurs
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6.5.2 Assemblage
La de´marche que nous avons adopte´e a e´te´ de commencer par la paralle´lisation du proble`me
acade´mique de Poisson, pour lequel une seule inversion, et donc une seule phase d’assemblage de
la matrice sont ne´cessaires. Pour cela, la me´thode la plus simple consiste a` convertir au format
MSR local non pas la matrice CSR de´ja` assemble´e, mais seulement sa structure. On effectue alors
l’assemblage dans le profil MSR local tre`s simplement, puisque les e´le´ments y sont accessibles par
les meˆmes indices globaux que dans la proce´dure initiale. On obtient ainsi le sche´ma :
assemble() AZ transform() AZ solve()
profil
CSR
→ profil
MSR local
→ MSR local → DMSR →
On assemble donc l’e´le´ment d’indices I et J dans la sous-matrice du processeur contenant le
vecteur update ou` I figure (l’indice de colonne J en cette ligne apparaˆıt alors force´ment dans
le tableau bindx de ce processeur). On ajoute donc le test “Si I est affecte´ au processeur” dans
l’algorithme expose´ en 6.3.2.a, juste apre`s “Si I est un degre´ de liberte´”.
6.5.2.a Permutation des fonctions d’assemblage et de transformation
Dans les proble`mes non line´aires et/ou d’e´volution, La situation n’est pas aussi simple que dans
le cas pre´ce´dent. En effet les sous-matrices, apre`s re´solution, se trouvent au format DMSR, ce qui
empeˆche d’effectuer un nouvel assemblage avec la meˆme me´thode. Deux solutions se pre´sentent
alors : e´crire une fonction effectuant la transformation inverse DMSR → MSR, et l’appeler apre`s
chaque re´solution, ou modifier la fonction d’assemblage de manie`re a` l’appliquer directement au
format DMSR. Nous avons choisi la deuxie`me, parce qu’Aztec met a` notre disposition les tableaux
d’indirection update index et extern index permettant d’acce`der aux e´le´ments des matrices locales
apre`s transformation. Ainsi nous appliquons cette fois la fonction AZ transform() au profil de la
sous-matrice, et la proce´dure s’e´crit :
AZ transform() assemble() AZ solve()
profil
CSR
→ profil
MSR local
→ profil
DMSR
→ DMSR →
En pratique, on utilise la fonction AZ find index() applique´e a` l’indice I dans update, et a` l’indice
J dans update et external. Cette fonction retourne l’indice dans le tableau update index (resp. ex-
tern index) du nume´ro local correspondant au nume´ro global cherche´ dans update (resp. external)
s’il y figure, -1 sinon.
Remarques
· L’assemblage des ope´rateurs non line´aires ne´cessite la donne´e de l’inconnue sur tous les
points du maillage, ainsi d’une part on doit effectuer un regroupement de la solution apre`s
chaque re´solution, d’autre part ce regroupement doit eˆtre connu de tous les processeurs. On
utilise a` cet effet la proce´dure de la figure 6.10, mais avec la fonction MPI Allgatherv() (cf. [71]).
· Pour les cas non line´aires stationnaires, qui ne´cessitent un calcul de re´sidu, on utilise le type
“matrix-free” AZ MATRIX et ses utilitaires (cf. [97]) pour l’effectuer en paralle`le.
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6.5.2.b Algorithme
L’algorithme ge´ne´ral d’assemblage paralle`le s’e´crit (a et b repre´sentent la matrice et le second
membre locaux au processeur) :
a← 0, b← 0
Pour l = 1...Lh :
| S’il existe (ki, i) tel que `d(ki, (l, i)) soit affecte´ a` ce processeur (`d(ki, (l, i)) ∈ update) :
| | 1) Calcul de la matrice et du second membre e´le´mentaires (voir 6.3.2.a)
| | 2) Assemblage :
| | Pour ki = 1...ninc et i = 1...nki :
| | | I ← `(ki, (l, i))
| | | Si I est un degre´ de liberte´ :
| | | | IP ← AZ find index(I, update)
| | | | Si IP ≥ 0 :
| | | | | Pour kj = 1...ninc et j = 1...nkj :
| | | | | | J ← `(kj , (l, j))
| | | | | | Si J est un degre´ de liberte´ :
| | | | | | | JP ← AZ find index(J, update)
| | | | | | | Si JP ≥ 0 :
| | | | | | | | au(IP ),u(JP ) ← au(IP ),u(JP )+
  l
i,j,ki,kj
| | | | | | | sinon :
| | | | | | | | JP ← AZ find index(J, external)
| | | | | | | | au(IP ),e(JP ) ← au(IP ),e(JP )+
  l
i,j,ki,kj
| | | | | | | Fin si
| | | | | | sinon :
| | | | | | | bu(IP ) ← bu(IP ) −
  l
i,j,ki,kj xD(J)
| | | | | | Fin si
| | | | | Fin pour
| | | | | bu(IP ) ← bu(IP ) +  i,kil
| | | | Fin si
| | | Fin si
| | Fin pour
| Fin si
Fin pour
ou` nous avons note´ a (resp. y) la sous-matrice (resp. le sous-second membre) porte´ par le proces-
seur, et u (resp. e) le tableau d’indirection update index (resp. extern index).
6.5.3 Interface libre
Pour la paralle´lisation du proble`me bifluide, il reste a` tenir compte de la contrainte de masse∫
Ω1
div vh = 0
dans le syste`me line´aire, qui rappelons-le, impose l’ajout du multiplicateur de Lagrange (scalaire)
λ a` l’inconnue discre´tise´e (du moins dans le cas des e´le´ments finis Q1 stabilbse´s, cf. 3.3). Cette
proce´dure se preˆte mal a` l’assemblage distribue´ de la matrice, en raison de sa nature non locale (un
e´le´ment de la ligne Φ ne repre´sente pas une interaction physique entre deux points). C’est pour
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cette raison que A et Φ sont construits se´pare´ment avant d’eˆtre regroupe´s dans A ′. Le proble`me est
que c’est le profil e´tabli dans DegLib qui est utilise´ pour de´finir les matrices locales, ainsi la ligne
supple´mentaire n’apparaˆıt pas dans la structure paralle`le, et le fonctionnement interne d’Aztec ne
se preˆte bien pas a` cet ajout en local.
Nous avons donc cherche´ une me´thode alternative a` la construction de l’objet {A ′} pour la
prise en compte de la contrainte de masse. Une premie`re solution est de proce´der par comple´ment
de Schur, mais cela conduit a` deux inversions de la matrice A. La deuxie`me possibilite´ est de
“rendre discontinue” la pression au niveau de l’interface, ce qui e´quivaut a` ajouter dans (cf. (3.22))
Mnh = {p˜ ∈ MT | p˜|Kl ∈   1(K l(tn)) , l = 1, . . . , L} les fonctions test manquantes   Ωni , i = 1, 2.
6.5.3.a Re´solution par comple´ment de Schur
Dans le syste`me line´aire de´crit en 6.3.2 :
|
A | ΦT
|
− − −+ −
Φ | 0


x
−
λ
 =

b−ADxD
−−−−−
0
 , (6.3)
le calcul du multiplicateur de Lagrange peut se faire par e´limination de l’inconnue xD , ce qui
entraˆıne deux inversions de la matrice A au lieu d’une inversion de A′. On s’inspire de la me´thode
de L. Formaggia et al. ([34]) ou` l’on cherche a` imposer des flux de matie`re sur les bords d’un
domaine, restreinte au cas ou` seule l’interface se´parant l’aluminium de la cryolithe entre en compte,
et ou` le flux impose´ est nul. Ainsi, le premier bloc de (6.3) donne
x = A−1(b−ADxD)− λA−1ΦT , (6.4)
et du deuxie`me bloc et de (3) on de´duit
Φ
(
A−1(b−ADxD)− λA−1ΦT
)
= 0 ,
soit
λ =
ΦA−1(b−ADxD)
ΦA−1ΦT
.
La nouvelle proce´dure s’e´crit alors, apre`s assemblages se´pare´s de A et Φ :
1) Re´solution paralle`le de Ax = b−ADxD et calcul de Φx,
2) Re´solution paralle`le de Ay = ΦT et calcul de Φy,
3) x← x− Φx
Φy
y .
Remarquons que cela ne´cessite de disposer d’une version locale des vecteurs y et Φ (c’est de´ja`
le cas pour x, b et xD). On les ajoute dans l’objet Parallel Solver, et on les initialise avec
AZ reorder vec(), de la meˆme manie`re que les autres donne´es. Alors, pour multiplier x et y par
Φ, il faut effectuer un regroupement de Φ, ce qui se fait sans difficulte´s avec MPI Gatherv() (cf.
Fig. 6.10) puisque ce vecteur est re´parti comme le sont x et y.
Les re´sultats obtenus sont exactement les meˆmes qu’avec la me´thode utilisant A ′, mais bien
qu’une inversion de A prenne moins de temps que celle de A′ (environ 30% d’ite´rations en moins),
c’est une me´thode moins efficace e´tant donne´ qu’on fait deux inversions. On perd alors un facteur
de l’ordre de 1.5 par rapport a` une paralle`lisation directe du syste`me A ′x′ = b′. Cet inconve´nient
majeur nous a incite´s a` chercher un autre moyen de pre´server la masse de chaque fluide, sans
utiliser de multiplicateur de Lagrange.
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6.5.3.b Duplication des degre´s de liberte´ en pression sur l’interface
L’ajout d’un multiplicateur de Lagrange pour prendre en compte la contrainte de masse, d’une
part, est complique´ a` imple´menter dans le cadre de la paralle´lisation, et, d’autre part, n’a pas de
re´alite´ physique. En effet, conside´rons dans ce cas la formulation variationnelle du proble`me de
Navier-Stokes bifluide (pour simplifier), pose´ sur un domaine Ω se´pare´ en deux sous-domaines Ω1
et Ω2 par l’interface Σ (on note Vh l’espace de discre´tisation en vitesse) :
Trouver (v, p, λ) ∈ Vh ×Mh ×   tel que :
∫
Ω1∪Ω2
ζ (∂t v + v · ∇v) · v˜ +
∫
Ω1∪Ω2
ζ
Re
D(v) : ∇v˜ −
∫
Ω1∪Ω2
pdiv v˜ + λ
∫
Ω1
div v˜ =
∫
Ω1∪Ω2
f · v˜ ,∫
Ω1∪Ω2
div v p˜+
(∫
Ω1
div v
)
q˜ = 0 ,
∀ (v˜, p˜, q˜) ∈ Vh ×Mh ×   . L’inte´gration par parties de la premie`re e´quation donne :∫
Ω1∪Ω2
(
ζ (∂t v+ v ·∇v)−div
( ζ
Re
D(v)
)
+∇p− f
)
· v˜+
∫
Σ
({ ζ
Re
D(v)− pId
}
nΣ +λnΣ
)
· v˜ = 0 ,
ou`
{
ηD(v)− pId
}
est le saut du tenseur des contraintes sur l’interface :{ 1
Re
D(v)− pId
}
=
( 1
Re
D(v)− pId
)
|Ω1
−
( 1
Re
D(v)− pId
)
|Ω2
et nΣ la normale exte´rieure au fluide 1. On en de´duit que celui-ci est non nul de`s que λ est non
nul, ce qui n’est pas physique d’apre`s les conditions interfaciales (3.20).
L’approche par comple´ment de Schur, en plus de limiter notablement l’inte´reˆt de la pa-
ralle´lisation, n’est donc pas satisfaisante d’un point de vue physique. Ce constat the´orique est
renforce´ par des tests nume´riques qui montrent que sur un cas de sloshing bidimensionnel, les
fre´quences gravitationnelles oberve´es (cf. 4.2.2) de´pendent de la fre´quence d’excitation de la cuve.
Ce qui est physique, en revanche, c’est l’existence d’une tension de surface entre les deux fluides,
qui peut ge´ne´rer une discontinuite´ de la pression a` l’interface. Cet ope´rateur est d’ailleurs de´ja`
imple´mente´ dans Mistral suivant la me´thode explique´e dans [39]. Un moyen de rendre la pression
discontinue sur l’interface tout en conservant l’interpolation Q1 dans chacun des fluides est alors
de lui faire prendre deux valeurs diffe´rentes a` cet endroit, l’une coˆte´ aluminium et l’autre coˆte´
e´lectrolyte. Pour imple´menter cette modification, une me´thode possible est de faire coexister deux
degre´s de liberte´ distincts en chaque point de l’interface, en attribuant a` chaque point de l’interface
deux nume´ros globaux, associe´s chacun a` un des fluides de part et d’autre de l’interface :
PSfrag replacements
nume´ro de
point global
e´lectrolyte
aluminium
} deux interfaces confondues
Fig. 6.12 – De´doublement des nœuds du maillage sur l’interface
On obtient alors (2 d + 1)Nint degre´s de liberte´ supple´mentaires (ou` Nint est le nombre de points
sur l’interface), parmi lesquels on ne garde que les Nint repre´sentant la pression :
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1) Modification de la connectivite´ du maillage
On ge´ne`re donc un nouveau maillage dans lequel figurent deux interfaces, c’est a` dire des points
supple´mentaires qui entraˆınent une modification de la connectivite´ du maillage. En effet, les faces
des polye`dres de part et d’autres de l’interface qui initialement e´taient confondues (y compris au
sens de la connectivite´) se retrouvent inde´pendantes, mais toujours ge´ome´triquement confondues.
Il en re´sulte qu’un point de l’interface n’a plus comme voisins que ceux qui appartiennent aux
e´le´ments ge´ome´triques compris dans la figure (fluide 1 ou fluide 2) a` laquelle appartient ce point.
2) Fusion des degre´s de liberte´ relatifs a` la vitesse et au champ magne´tique
De ce de´doublement des points re´sulte un de´doublement des degre´s de liberte´ pour l’ensemble
des inconnues, e´tant donne´ que la combinaison d’un nume´ro global de point avec une inconnue
scalaire sans conditions de Dirichlet ge´ne`re a priori un nouveau degre´ de liberte´. Or les inconnues
v (1 ≤ k ≤ d) et B (d + 1 ≤ k ≤ 2d), a` l’inverse de p (k = 2d + 1), sont implique´es dans le
couplage entre les deux fluides, ce qui signifie qu’un point sur l’interface ne doit repre´senter qu’un
degre´ de liberte´ par composante de la vitesse et du champ magne´rtique (et non deux). La solution
retenue pour imple´menter cette modification est de construire dans un premier temps la liste des
couples de nume´ros globaux des points “jumeaux” {j1q , j2q }1≤q≤Nint , de manie`re a` ce que j1q < j2q ,
∀ q. La construction du tableau `d, base´e sur le parcours de l’ensemble des nœuds du maillage et
des inconnues scalaires, prend alors la forme :
I ← 0
Pour p = 1 . . . Nh
| r ← 0
| Pour q = 1 . . . Nint :
| | Si j2q = p :
| | | r ← j1q
| | | Sortie de boucle.
| | Fin si
| Fin pour
| Pour k = 1 . . . ninc :
| | Si `d(k, p) 6= 0 :
| | | Si r = 0 ou k > 2d :
| | | | I ← I + 1
| | | | `d(k, p)← I
| | | sinon :
| | | | `d(k, p)← `d(k, r)
| | | Fin si
| | Fin si
| Fin pour
Fin pour
3) Modification dans la construction du format creux
Du fait de l’intervention de la liste des voisins de chaque point dans la construction de la struc-
ture matricielle (cf. 6.3.1.c), il faut annuler dans la contruction du format CSR (voir l’algorithme
page 83) les interactions redondantes (du fait que `d(k, j
1
q ) = `d(k, j
2
q )) entre degre´s de liberte´ dou-
blement repre´sente´s pour rendre compatibles la modification 1) et la fusion 2). Ces redondances,
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qui se traduisent par une double apparition de l’indice de colonne J = `d(k, j
1
q ) = `d(k, j
2
q ) dans
les tableaux
C[`d(k, j
1
q ), ·] , ∀ (k, q) ,
et par une incre´mentation inutile de NZ , peuvent eˆtre e´vite´es en inse´rant le test :
“Si ( ki ou kj = 2d+ 1 ) ou
∀ q , j1q 6= i 6= j2q ou(
∃ q , i = jsq et ( s = 1 ou ∀ q , j1q 6= νp(m) 6= j2q )
)
“
avant la se´quence d’instructions forme´e par les lignes 9 a` 14 de l’algorithme page 83. Finalement,
c’est ici dans la phase d’initialisation (construction du maillage et initialisation de la structure ma-
tricielle) que des modifications doivent eˆtre apporte´es au code initial, contrairement a` la me´thode
base´e sur le multiplicateur de Lagrange qui concerne les phases d’assemblage et de re´solution.
Remarque
Cette manie`re de proce´der est typique de la prise en compte de conditions pe´riodiques, ou` les
degre´s de liberte´ a` fusionner appartiennent non pas a` une meˆme interface mais a` deux frontie`res
sur lesquelles on souhaite que l’inconnue prenne les meˆmes valeurs.
6.6 Mesures et conclusion
Nous exposons ici les performances obtenues par la paralle´lisation sur notre CLUMPS d’un
cas de rolling sur 200 ite´rations en temps, et un maillage de 12000 points :
Nombre de processeurs Temps de calcul
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bt
en
u
nombre de processeurs
’gain’
Fig. 6.13 – Mesures des temps de calcul “wall-clock” et gains correspondants
Les re´sultats obtenus sont satisfaisants, dans la mesure ou` ce type de paralle´lisme donne souvent
des signes de fle´chissement quand on approche des dix machines. Cette ame´lioration est suffisante
pour entreprendre une campagne de tests (cf. 7), en vue d’exhiber des commandes possibles pour
la mise en œuvre d’un programme de controˆle optimal pour le mode`le non line´aire (cf. 8).
Pour faire mieux, il faudrait suˆrement adopter un autre point de vue, a` savoir diviser le
proble`me en amont du syste`me line´aire, par de´composition de domaine par exemple. On obtien-
drait ainsi plusieurs syste`mes line´aires inde´pendants, et formant chacun un proble`me re´ellement
localise´... mais c’est une autre histoire, la de´composition de domaine en MHD n’e´tant pas encore
une branche tre`s explore´e en simulation nume´rique. Comme on peut le voir sur la figure 6.14, la
me´thode globale reste la meˆme apre`s paralle´lisation, qui ne se situe qu’au niveau alge´brique du
proble`me.
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t n+1
* *          * * *       *        
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                     * *    * *     
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                        * *               
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   * *       * *                   
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*
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*
*
*
*
*
*
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*
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*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
opérateurs (tous)
Tabelem
a{0,1,2} 0
b{0,1,2} 0
Da  xD{0,1,2}0
a
n+1
,
a
n+1
D xD {0,1,2}
{0,1,2}{0,1,2} b
n+1
,
Parallel_Solver
AZ_solve()
MPI_Allgatherv()
Vecteur
calc_vit_maillage()
proc 1
proc 2
proc 0
Geometrie
assemble()
Tabelem
opérateur
DegLib, Parallel_Solver
x
n
I / t∆
avance()
bn+1{0,1,2}
assemble()
x{0,1,2}
n+1
x
n+1
Fig. 6.14 – Paralle´lisation de la re´solution (exemple sur 3 processeurs). Voir Fig. 6.7
Chapitre 7
Recherche d’un actionneur
Dans l’optique du controˆle optimal de l’interface bain/me´tal, on cherche a` pre´sent a` exhiber
de nouveaux me´canismes sous l’action des parame`tres d’entre´e du mode`le. Le but ultime est,
rappelons-le, non seulement de pre´voir le comportement du syste`me, mais aussi de calculer quelle
modification lui apporter en fonction des signaux qu’il renvoie. Il faut disposer pour cela d’un
actionneur, a` savoir un outil physique permettant d’agir sur le syste`me dans la direction qu’on
souhaite, et d’un crite`re, le souhait en question. A priori, la logique voudrait que l’on commence par
fixer certains objectifs avant de se donner les moyens de les atteindre. En re´alite´, c’est en e´valuant
d’abord la porte´e des moyens a` disposition qu’on parvient a` de´finir des crite`res re´alistes. Cela
revient en quelque sorte a` chercher, par l’expe´rimentation nume´rique, des mode`les controˆlables.
Dans les tests mene´s ici, deux parame`tres sont examine´s : la hauteur moyenne d’e´lectrolyte h2
et les conditions aux limites (stationnaires) sur le champ magne´tique B. Toutes les simulations
sont effectue´es dans un cylindre de rayon R = 0.5 contenant une quantite´ fixe´e d’aluminium de
hauteur moyenne h1 = 0.5, et parcouru par une intensite´ totale constante I = 500 · 103. On utilise
a` cet effet la version paralle´lise´e du code, qui permet l’emploi d’un maillage assez fin (de l’ordre
de 15 · 103 hexae`dres) pour utiliser un parame`tre de stabilisation τ = 0.1 (voir 3.3).
Ainsi, quatre re´sultats principaux sont obtenus, qu’on peut re´partir en deux cate´gories : l’une
dynamique, sur la possibilite´ de stabiliser le phe´nome`ne en atteignant un e´tat stationnaire ; l’autre
statique, sur la possibilite´ de faire adopter a` l’interface une forme particulie`re a` l’e´tat stationnaire :
1) Dynamique
1.a) Pour toutes les conditions aux limites magne´tiques teste´es, une diminution de la
hauteur moyenne d’e´lectrolyte conduit a` une stabilisation du phe´nome`ne (7.1,7.4)
1.b) Dans la situation du rolling instable (cf. 3.3), on parvient a` stabiliser le syste`me en
appliquant une distribution de courant restreinte au centre de l’anode (7.2.2)
2) Statique
2.a) En pre´sence de faibles champs magne´tiques verticaux, on parvient a` de´cider de la forme
de l’interface en agissant sur la distribution anodique de courant (7.2.1,7.4)
2.b) En pre´sence de champs magne´tiques verticaux importants, l’interface est invariable-
ment “aspire´e” en son centre lorsqu’un e´tat stationnaire est possible (7.2.2,7.4).
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On rappelle par commodite´ le mode`le choisi pour simuler le comportement du phe´nome`ne (on
ommet les conditions interfaciales par souci de concision, voir 3.3) :
div v = divB = 0
∂t ρ+ div (ρv) = 0
}
dans Ω , ∀ t ,
ζi
∂v
∂t
+ ζi(v · ∇) v − div
( ζi
Rei
∇v
)
+∇p− S rotB ×B = −ζi ez
Fr
∂B
∂t
+ rot
( 1
Rmi
rotB
)
− rot (v ×B) = 0
 dans (Ωi)i=1,2 , ∀ t ,
v(0, x) = v0(x)
B(0, x) = B0(x)
}
dans Ω ,
v · n = 0
B × n = B0 × n
}
sur les parties verticales de ∂Ω , ∀t ,
v = 0
B · n = 0
rotB × n = 0
 sur les parties horizontales de ∂Ω , ∀t ,
(7.1)
ainsi que la perturbation initiale : on modifie l’angle de la gravite´ pendant une unite´ de temps.
7.1 Effet de la hauteur d’e´lectrolyte sur le rolling
On reprend le cas test expose´ en 3.3.1 et on modifie la hauteur de fluide supe´rieur pour un
champ magne´tique vertical fixe´ : le comportement observe´ est une stabilisation du phe´nome`ne
de rolling par diminution de la hauteur d’e´lectrolyte. En effet, on voit que l’amplitude des
oscillations d’un point du bord de l’interface croˆıt avec h2 : Ce phe´nome`ne est assez geˆnant, car
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Fig. 7.1 – Comparaison de deux cas de rolling avec h2 = 0.15 (stable) et h2 = 0.40 (instable)
les observations faites sur le terrain montrent clairement qu’une hausse de la hauteur d’e´lectrolyte
a un effet stabilisant. C’est meˆme une technique e´prouve´e, dite de “desserrement” de la cuve,
utilise´e sur le terrain pour re´guler le fonctionnement des cuves. Le mode`le est donc, sur ce point,
en contradiction avec la re´alite´ physique. Le principal objet de ce chapitre est ainsi de le modifier
pour identifier un actionneur satisfaisant.
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7.2 Restriction centrale de l’arrive´e de courant e´lectrique
Rappelons que dans le phe´nome`ne du rolling, les anodes sont mode´lise´es par la surface supe´rieure
du cylindre toute entie`re, ce qui occasionne une arrive´e uniforme du courant e´lectrique dans
l’e´lectrolyte (cf. 3.3.1). Quand on connaˆıt l’importance des courants horizontaux dans les
me´canismes de stabilisation (ou de´stabilisation) de la cuve (cf. 1.2.2), une ide´e qui peut venir
a` l’esprit est d’imposer une distribution he´te´roge`ne de la densite´ de courant e´lectrique a` l’anode
afin de ge´ne´rer ces courants dans l’e´lectrolyte. En particulier, on e´tudie la configuration suivante
de distribution centrale du courant :
J
J
Fig. 7.2 – Restriction centrale de l’arrive´e de courant
Pour imple´menter cette modification, on de´finit le disque centre´   i de rayon Ri < R en dehors
duquel on prescrit toute arrive´e de courant. On cherche alors la valeur a` donner a` la condition aux
limites en champ magne´tique sur la surface supe´rieure du cylindre pour satisfaire cette ditribution.
Les proprie´te´s de syme´trie de cette dernie`re donnent lieu a` un champ magne´tique orthoradial ne
de´pendant que de la distance a` l’axe central : en coordonne´es cylindriques,
Bθ(r) = Bθ(r) eθ
De plus, en vertu de l’e´quation de Maxwell-Ampe`re sans courants de de´placement (cf. (3.5)),
l’intensite´ IS(r) du courant traversant un disque centre´ S(r) s’exprime a` l’aide de la circulation du
champ magne´tique sur le contour de cette section (formule de Stokes) :
rotBθ(r) = µ0 J(r) ⇒
∫
∂S(r)
Bθ(r) · d` = −µ0 IS(r) ⇒ Bθ(r) = −
µ0 IS(r)
2pir
Deux cas se pre´sentent ainsi :
· r ≤ Ri , alors IS(r) = Jpir2 = I
r2
R2i
, soit Bθ(r) = −µ0I
2pi
r
R2i
,
· r ≥ Ri , alors IS(r) = ISi = I , soit Bθ(r) = −
µ0I
2pir
.
(7.2)
La prise en compte aise´e de ce nouveau profil dans la formulation discre´tise´e du proble`me requiert
d’imposer des conditions aux limites magne´tiques du type
B × n = B0 × n
sur ∂Ω tout entier. Il est en effet complique´ de calculer rotB sur une frontie`re de`s lors que B 6= 0.
106 CHAPITRE 7. RECHERCHE D’UN ACTIONNEUR
Nous nous proposons d’e´tudier, a` hauteur moyenne d’e´lectrolyte fixe´e (h2 = 0.25), deux as-
pects : la stabilite´ des phe´nome`nes et la forme de l’interface aluminium/e´lectrolyte relativement
a` la modification du parame`tre Ri. Pour cela, on commence par observer l’effet d’une telle re-
distribution de courant sur un phe´nome`ne de´nue´ de champ magne´tique vertical. Nous verrons en
effet par la suite qu’on obtient des re´sultats oppose´s sur la forme de l’interface suivant la pre´sence
ou non d’un champ vertical (et en fait plus ge´ne´ralement qu’il existe un seuil sur Bz de part et
d’autre duquel l’interface est soit “creuse´e”, soit “bombe´e”).
Ainsi, on trace a` gauche l’e´volution de la hauteur du point (x = 0.5, y = 0) du bord de l’in-
terface et a` droite celle de son point central x = y = 0 (cf. Fig. 7.3). On dispose ainsi d’une
mesure exploitable pour les deux aspects ci-dessus. Paralle`lement, afin de mieux comprendre la
signification physique des phe´nome`nes, on observe des repre´sentations en coupe des normes ‖v‖
et ‖Jx,y‖ = ‖(rotB)x,y‖/µ0 a` l’e´tat stationnaire, ou` la position de l’interface peut eˆtre identifie´e
au-dessus de la dixie`me maille en partant du bas (cf. infra). La le´gende consiste a` suivre, du bleu
sombre (valeur nulle) jusqu’au rouge (valeur maximale), les couleurs du spectre de la lumie`re.
7.2.1 Un proble`me sans champ magne´tique vertical
Avec les conditions ci-dessus sur Bθ et Bz = 0, on observe un creusement de l’interface
en son centre, et cette de´formation est d’autant plus importante que Ri est faible
(Fig. 7.3). Les repre´sentations spatiales (Fig.7.4) sont issues d’un maillage de volume e´le´mentaire
moyen de 5 · 10−5, et sont valide´es par des raffinements en temps et en espace, dont les courbes
figurent e´galement sur les graphes d’e´volution de l’interface :
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Fig. 7.3 – Hauteurs du bord et du centre de l’interface pour Ri = 0.3 et Ri = 0.35
Par ailleurs, on observe sur la figure 7.4 qu’a` l’e´tat stationnnaire, les vecteurs vitesse et courant ho-
rizontal sont centrifuges sur l’interface, et ‖v‖ et ‖Jx,y‖ sont bien plus importants dans l’e´lectrolyte
que dans l’aluminium.
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Fig. 7.4 – E´tat stationnaire pour Ri = 0.3. A` gauche : vitesse (norme autour de l’aluminium,
norme sur une coupe verticale, vecteur sur interface). A` droite : composante horizontale du courant
(norme autour de l’aluminium, norme sur une coupe verticale, vecteur sur interface aluminium)
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7.2.2 Application au phe´nome`ne de rolling
L’objectif ici est d’observer l’effet de la nouvelle distribution de courant sur les cas de rolling
stable et instable pre´sente´s en 3.3.1). La validation de ces re´sultats en modifiant le pas du maillage
et le pas de temps pourra eˆtre trouve´e dans [80].
Dans une configuration stable
On reprend le test pre´ce´dent en imposant cette fois Bz = 0.25 sur le bord du domaine. Dans
une situation de rolling classique (distribution de courant uniforme a` l’anode), on observe une
stabilisation progressive du phe´nome`ne vers une forme d’interface tre`s le´ge`rement bombe´e alors
que la`, on atteint aussi un e´tat stationnaire mais avec une interface clairement plus haute en son
centre que sur sa pe´riphe´rie. On parlera d’interface aspire´e. Par ailleurs, on observe que l’interface
est d’autant plus aspire´e que Ri est faible. La principale information de ce test est donc que
la restriction centrale de l’arrive´e de courant en pre´sence d’un champ magne´tique
vertical engendre une aspiration de l’interface. On peut ainsi controˆler l’aspiration de
l’interface en agissant uniquement sur Ri :
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Fig. 7.5 – Controˆle de l’aspiration de l’interface (Bz = 0.25, Ri = 0.25, 0.30 et 0.35)
Si l’on fait la comparaison avec le test pre´ce´dent (cf. Fig. 7.4), une autre manie`re de voir les choses
est de constater que l’ajout d’un champ magne´tique vertical dans une configuration d’arrive´e du
courant restreinte au centre a pour effet d’inverser la de´forme´e d’interface. De plus, on peut voir
que les courants horizontaux sous l’interface, toujours centrifuges, sont plus importants (Fig. 7.6).
Par ailleurs, la vitesse des fluides, qui n’est plus centrifuge mais orthoradiale, n’est plus cantonne´e
a` la seule e´lectrolyte. Enfin, par rapport au rolling, cette vitesse de rotation est de sens oppose´, et
on notera que plus la surface d’e´mission du courant est restreinte, plus les oscillations de l’interface
s’atte´nuent rapidement.
On repre´sente sur la figure 7.7 l’e´volution de la de´forme´e d’interface au cours du temps, dans
laquelle on voit clairement la transition d’un comportement de type rolling a` une configuration
d’interface aspire´e, mais qui donne aussi une ide´e de la complexite´ du phe´nome`ne.
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Fig. 7.6 – E´tat stationnaire. A` gauche : vitesse (norme autour de l’aluminium, norme sur une coupe
verticale, composante horizontale sur interface). A` droite : composante horizontale du courant
(norme autour de l’aluminium, norme sur une coupe verticale, vecteur sur interface aluminium)
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Fig. 7.7 – E´volution de la forme de l’interface jusqu’a` l’e´tat stationnaire
Stabilisation d’un rolling instable par restriction centrale de l’arrive´e de courant
Portons a` pre´sent le champ magne´tique vertical a` 0.5, ce qui donne lieu a` un rolling instable si la
distribution de courant est uniforme. Lorsque nous restreignons dans ce cas la surface anodique de
la meˆme manie`re que pre´ce´demment en prenant Ri = 0.35. Ainsi, la conclusion la plus inte´ressante
est qu’ une restriction centrale de l’arrive´e du courant dans certains cas de rolling
instable empeˆche l’interface d’exploser et conduit a` un e´tat stationnaire.
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Fig. 7.8 – Stabilisation d’un rolling instable
7.3 Interpre´tations physiques
7.3.1 Effet des conditions aux limites magne´tiques sur la de´forme´e d’interface
L’absence de champ magne´tique vertical n’empeˆche pas pour autant les courants e´lectriques
horizontaux d’engendrer une force de Lorentz. En effet, si l’on suppose que l’e´panouissement
du courant e´lectrique sous l’anode est re´gi par l’e´quation stationnaire de diffusion du potentiel
e´lectrique φ (e´quation de Poisson), qui prend encore la forme de l’e´quation de Maxwell-Gauss :
− div (σ ~∇φ) = 0, ⇔ div ~E = 0 , avec ~E = −~∇φ , (7.3)
les proprie´te´s de syme´trie des distributions de courant conside´re´es permettent de ramener en deux
dimensions le phe´nome`ne d’e´panouissement du courant. Si l’on impose un potentiel plus e´leve´ sur
la surface anodique restreinte que sur la cathode, la proprie´te´ de monotonie du laplacien nous invite
a` supposer que le courant e´lectrique tend a` rejoindre les zones situe´es au-dessous de la surface
non-e´mettrice. En e´tendant le raisonnement au cas cylindrique, on trouve qu’une distribution
centrale de courant engendre une orientation centrifuge de la composante radiale du vecteur J
dans l’e´lectrolyte. On justifie ainsi mathe´matiquement la figure intuitive 7.2. Ces conside´rations
sont par ailleurs confirme´es par des simulations de diffusion du potentiel e´lectrique sous l’anode et
a` travers l’interface (voir p. 112 et Fig. 7.11). En supposant donc ce re´sultat valide, on peut estimer
qu’une force de Lorentz dirige´e vers le bas re´sulte de l’application d’une distribution centrale de
courant :
Bθ
BθF F
j j
Fig. 7.9 – Force de Lorentz re´sultant d’une arrive´e centrale du courant
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Cette intuition est confirme´e par des post-traitements supple´mentaires :
Fig. 7.10 – Champ magne´tique et force de Lorentz sur l’interface aluminium (Ri = 0.3)
Par ailleurs, les conditions interfaciales portant sur le champ e´lectrique (cf. 3.3) imposent(J1
σ1
− v1 ×B1
)
× n =
(J2
σ2
− v2 ×B2
)
× n ,
or v1 = v2 = v, donc
J2
σ2
× n = J1
σ1
× n−
(
v × (B1 −B2)
)
× n ,
de plus, les conditions interfaciales B1 · n = B2 · n et la formule (a × b) × c = (a · c)b − (b · c)a
impliquent :
J2 × n = σ2
σ1
J1 × n− σ2 (v · n) (B2 −B1) ;
enfin, a` l’e´tat stationnaire, v · n = 0, et σ2  σ1 par hypothe`se, donc :
‖J2 × n‖ ' 0 .
Ainsi, J2 et n sont quasiment coline´aires, ce qui revient a` dire que l’interface est quasiment
perpendiculaire a` J2, d’ou` le creusement observe´ si l’on admet le profil d’e´panouissement cen-
trifuge du courant. Pour e´tayer cette supposition, on effectue maintenant des simulations sur
l’e´panouissement en question.
Un point de vue souvent adopte´ au sujet des de´forme´es d’interface re´sultant du profil des
anodes consiste a` supposer que la diffe´rence de potentiel entre l’anode et l’interface est constante
a` l’e´quilibre. Ainsi, par la loi d’Ohm, l’interface “tend a` se positionner” de manie`re a` se trouver
a` e´gale distance de la source de courant en chacun de ses points. Afin de ve´rifier ces supposi-
tions, nous re´solvons l’e´quation de diffusion du potentiel e´lectrique (7.3), a` travers deux fluides
de conductivite´s σ1 = 10
4 et σ2 = 1 en imposant une diffe´rence de potentiel entre l’anode et la
cathode : 
−div (σ∇φ) = 0, dans Ω = [0, 4] × [0, 1 + h2],
φ = 4, sur l’anode,
φ = 0, sur la cathode,
∂φ
∂n
= 0, sur le reste du bord.
(7.4)
Ces tests sont effectue´s sur un rectangle, pour trois tailles de surface e´mettrice centre´e (que nous
appelons anode dans le proble`me (7.4), et deux hauteurs d’e´lectrolyte diffe´rentes. On de´duit de la
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solution le courant e´lectrique en re´solvant le proble`me variationnel :∫
Ω
J · ψ = −
∫
Ω
σ∇φ · ψ , (7.5)
ou` ψ est une fonction test a` valeur dans   2. Le re´sultat qui en ressort montre bien que le courant
s’e´panouit a` la sortie de l’anode, et, par ailleurs, que plus la hauteur d’e´letrolyte est petite, plus
le courant s’e´panouit dans l’alumuinium (cf. Fig. 7.11). Nous renvoyons e´galement en pages 118
et 119 pour des simulations sur l’influence de la hauteur d’e´lectrolyte dans des configurations ou`
la distribution anodique de courant est restreinte.
Nous pensons donc que le creusement de l’interface observe´ en 7.2.1 est physiquement
justifie´ par le profil de l’e´panouissement du courant e´lectrique sous l’anode.
Fig. 7.11 – Calculs de profils d’e´panouissement ; de haut en bas : courant uniforme (Ri = 4),
courant central Ri = 2, courant central Ri = 0.8 ; a` gauche : h2 = 1, a` droite : h2 = 0.25
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7.3.2 Stabilisation du phe´nome`ne de rolling par un courant central
D’apre`s les re´sultats ci-dessus, on peut interpre´ter ce comportement en remarquant qu’une
restriction centrale de l’arrive´e de courant e´lecrique a` l’anode donne lieu sous l’interface a` un
courant e´lectrique horizontal centrifuge qui induit, en interagissant avec Bz par la force de Lorentz,
une rotation dans l’autre sens que celui du rolling :
F
F
jj
B Bzz
Fig. 7.12 – Sens de rotation induit par une arrive´e centrale du courant
ou` l’on voit que le sens de rotation est oppose´ a` celui sche´matise´ figure 3.4. Ainsi, une restriction
centrale de l’arrive´e de courant ge´ne`re une force de Lorentz oppose´e au sens de
rotation du rolling.
7.4 Autres simulations
7.4.1 Arrive´e de courant “pe´riphe´rique”
On s’inte´resse a` un autre type de conditions aux limites magne´tiques sur la surface supe´rieure :
c’est en quelque sorte le syme´trique de la configuration pre´ce´dente, ou` l’on ne fait non plus passer
le courant a` l’inte´rieur d’un disque centre´, mais exclusivement a` l’exte´rieur :
J
JJ
Fig. 7.13 – Restriction pe´riphe´rique de l’arrive´e de courant
Le meˆme raisonnement qu’en 7.2 permet d’e´tablir les expressions suivantes du champ magne´tique
horizontal a` appliquer a` la surface de l’anode :
Bθ(r) =

0 pour 0 ≤ r ≤ Ri
− µ0 I
2pi(R2 −R2i )
(
r − R
2
i
r
)
pour Ri ≤ r ≤ R
, (7.6)
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7.4.1.a Sans champ magne´tique vertical
Le phe´nome`ne observe´ est le syme´trique de celui de la section 7.2.1 : l’interface, au lieu d’eˆtre
creuse´e en son centre, se trouve creuse´e sur sa pe´riphe´rie :
Fig. 7.14 – E´tat stationnaire pour Ri = 0.4. A` gauche : vitesse (norme autour de l’aluminium,
norme sur une coupe verticale, vecteur sur interface). A` droite : composante horizontale du courant
(norme autour de l’aluminium, norme sur une coupe verticale, vecteur sur interface aluminium)
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A` l’inverse de la situation 7.2.1, on constate que les vitesses importantes sont localise´es dans
l’aluminium et non dans l’e´lectrolyte, et que les courants e´lectriques horizontaux sont centripe`tes
sous l’interface.
Enfin, on peut e´galement envisager de controˆler l’intensite´ de la de´formation en agissant sur
Ri :
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Fig. 7.15 – Hauteurs du bord et du centre de l’interface pour Ri = 0.3 et Ri = 0.4
7.4.1.b Effet sur la stabilite´ du rolling
Partant du meˆme cas de rolling de re´fe´rence qu’en 7.2.2 (Bz = 0.25), nous appliquons un
courant pe´riphe´rique avec Ri = 0.4. Le comportement observe´ est une forte de´stabilisation, contrai-
rement au cas {courant central, Ri = 0.3} a` densite´ de courant e´gale :
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7.4.1.c Une configuration stable
Afin de voir si nous pouvons observer une configuration stable, nous diminuons a` pre´sent Ri.
Il faut alors descendre jusqu’a` Ri = 0.2 pour obtenir un tel cas :
Fig. 7.16 – E´tat stationnaire (Ri = 0.2). A` gauche : vitesse (norme autour de l’aluminium, norme
sur une coupe verticale, composante horizontale sur interface). A` droite : composante horizontale
du courant (norme autour de l’aluminium, norme sur une coupe verticale, vecteur sur interface
aluminium)
On observe une aspiration de l’interface tre`s importante, et des distributions de vitesses et courants
encore jamais rencontre´es.
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7.4.2 Influence de la hauteur d’e´lectrolyte
7.4.2.a Sans champ magne´tique vertical
Courant central
Nous repartons ici de la configuration 7.2.1 avec Ri fixe´ a` 0.3, et abaissons la hauteur de
d’e´lectrolyte. Ces re´sultats montrent une accentuation du phe´nome`ne de´ja` observe´ :
Fig. 7.17 – A` gauche : norme de la vitesse sur une coupe, a` droite : norme de la composante
horizontale du courant e´lectrique sur une coupe ; en haut : h2 = 0.15, en bas : h2 = 0.075)
Une diminution de h2 engendre :
- une accentuation du creusement de l’interface,
- une augmentation des courants e´lectriques centrifuges dans l’aluminium,
- une augmentation des vitesses dans l’aluminium.
Courant pe´riphe´rique
Syme´triquement, une diminution de h2 engendre les meˆmes phe´nome`nes d’amplification, mais
dans les directions oppose´es :
- une accentuation du bombement de l’interface,
- une augmentation des courants e´lectriques centripe`tes dans l’aluminium,
- une augmentation des vitesses dans l’aluminium.
Dans les deux configurations, le premier point semble le plus inte´ressant : pour Bz = 0, la
diminution h2 pour   i fixe´ accentue la de´formation de l’interface.
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Fig. 7.18 – En haut : h2 = 0.15, en bas : h2 = 0.075
7.4.2.b Avec un champ magne´tique vertical
La batterie de tests effectue´e montre que d’une manie`re ge´ne´rale, diminuer la hauteur
d’e´lectrolyte est stabilisant pour les phe´nome`nes. La de´forme´e d’interface, quant a` elle,
varie a` la fois en fonction de l’intensite´ du champ magne´tique vertical et de la hauteur d’e´lectrolyte.
Nous regroupons ci-dessous les de´forme´es d’interface a` l’e´tat stationnaire lorsque celui-la` existe,
les nombres de pas de temps d’atteinte de cet e´ventuel e´tat, et les sens de rotation des fluides,
pour des distributions de courant centrale avec Ri = 0.3, uniforme, et pe´riphe´rique avec Ri = 0.4 :
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Fig. 7.19 – Synthe`se
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Les tableaux ci-dessus font ressortir la complexite´ des phe´nome`nes : on peut par exemple
controˆler l’interface a` l’e´tat stationnaire par la distribution anodique de courant, mais a` condition
de ne pas subir un champ magne´tique vertical trop important (sinon on ne peut qu’espe´rer controˆler
l’intensite´ de l’aspiration de l’interface). De plus, si on suppose cette condition remplie, la hauteur
moyenne d’e´lectrolyte influence e´galement la forme de l’interface, et peut donc aussi jouer le roˆle
d’actionneur. Par ailleurs, au sujet de la stabilite´, la meˆme profusion de cas possibles se pre´sente :
d’une manie`re ge´ne´rale, restreindre l’arrive´e de courant e´lectrique au centre de la surface supe´rieure
a des effets stabilisants sur le rolling, mais on constate que pour Bz = 0.1, cette situation ne se
pre´sente que pour la hauteur d’e´lectrolyte h2 = 0.25, et qu’elle n’est pas valable pour de tre`s
faibles hauteurs d’e´lectrolyte... tout cela sans parler de la distribution pe´riphe´rique de courant. Il
faut donc restreindre soit le nombre d’actionneurs, soit leurs plages de variation pour donner un
cadre simple aux futurs proble`mes de controˆle. Plusieurs possiblite´s se pre´sentent alors :
- Bz est faible et on a la capacite´ de de´cider de la de´forme´e d’interface, au choix par Bθ ou
par h2,
- Bz est important, auquel cas il est possible de stabiliser le phe´nome`ne de rolling, et de
controˆler le degre´ d’aspiration de l’interface en agissant sur Bθ.
Quant a` l’influence de Bz, elle est certes de´stabilisante, mais on voit mal comment le champ
magne´tique vertical pourrait faire office de commande. Pour des raisons le´ge`rement diffe´rentes
(manque de signification physique, cf. 7.1), il est plus sage de ne pas retenir la diminution de
la hauteur d’e´lectrolyte comme commande stabilisante, mais plutoˆt comme commande pour la
de´forme´e d’interface.
7.4.3 Deux fluides, deux sens de rotation oppose´s
Nous avons vu en 7.4.1 que, d’une part, l’injection d’un courant pe´riphe´rique donne lieu a`
une explosion de l’interface en pre´sence d’un champ magne´tique vertical, mais qu’en augmentant
la taille de la couronne par laquelle passe le courant (donc en diminuant sa densite´), on arrive
quand meˆme a` exhiber un e´tat stable. La situation n’est donc pas simple, car il n’est pas possible
de qualifier une telle configuration d’inconditionnellement de´stabilisante... Nous terminons cette
batterie de tests par l’expose´ d’une situtation ou` la restriction pe´riphe´rique du passage du courant
est applique´e non seulement a` l’anode, mais aussi a` la cathode (bord infe´rieur). Avec Bz = 0.25
et h2 = 0.15, on obtient l’e´tat stationnaire suivant :
Fig. 7.20 – Normes de la vitesse et de la composante horizontale du courant
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Des post-traitements sur la vitesse au niveau des premie`re et dernie`re mailles en partant du bas
montrent que les fluides ont des sens de rotations oppose´s :
Fig. 7.21 – Vitesses horizontales dans l’aluminium et dans l’e´lectrolyte
Cette observation rejoint celle de´ja` faite par D. Munger [76], qu’il qualifie d’“aspiration MHD”.
7.5 Conclusion
Malgre´ la varie´te´ des situations possibles, la mesure de la surface e´mettrice de courant (qui se
re`gle a` l’aide du scalaire Ri) est un actionneur pertinent pour controˆler les deux aspects suivants :
- STATIQUE : forme de l’interface a` l’e´tat stationnaire,
- DYNAMIQUE : stabilite´ du syste`me (ce qui inclut le temps d’atteinte de l’e´tat stationnaire
lorsque celui-la` existe).
Le deuxie`me point est celui qui semble le plus inte´ressant : l’exemple typique est figure 7.8 page
111 : avec un courant uniforme, on explose, et on arrive a` e´viter cette explosion avec une arrive´e
de courant restreinte.
Cependant, notons que le cas statique peut eˆtre un proble`me de controˆle envisageable ; c’est
peut-eˆtre le plus re´aliste : pour de faibles champs magne´tiques verticaux et hauteurs de cryolite,
nous arrivons a` accentuer la de´forme´e d’interface sous la surface anodique en diminuant au choix
la mesure de la surface e´mettrice de courant ou la hauteur d’e´lectrolyte.
Crite`re
Commande
STATIQUE
(forme de l’interface)
DYNAMIQUE
(stabilite´ du syste`me)
Bθ(r)
Si Bz ou h2 est faible (resp. e´leve´),
un courant restreint creuse (resp.
aspire) l’interface sous la surface
e´mettrice d’autant plus que celle-la`
est faible.
h2 grand : un courant central stabi-
lise le rolling obtenu avec un courant
uniforme ; h2 petit : un courant uni-
forme stabilise le rolling.
h2
Diminuer h2 renforce le phe´nome`ne
e´voque´ ci-dessus.
Augmenter h2 de´stabilise le syste`me
(simple phe´nome`ne d’inertie ?).
Bz
Un Bz important engendre une as-
piration de l’interface.
Augmenter Bz de´stabilise le
syste`me.
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Chapitre 8
Optimisation de forme d’interface en
hydrodynamique
L’optimisation de forme est un proble`me tre`s re´pandu, notamment dans l’e´tude du design des
avions (cf. B. Mohammadi et O. Pironneau [72]) ou encore en me´canique des structures (cf. G.
Allaire [3]). Dans notre cas, il ne s’agit pas a` proprement parler d’optimisation de forme car celle-la`
ne joue pas ici le roˆle de commande, mais plutoˆt de variable d’e´tat dont on veut qu’elle prenne
une valeur particulie`re (proble`me de poursuite dans lequel le crite`re est la forme de l’interface). Il
n’en demeure pas moins que les meˆmes outils qu’en optimisation de forme sont utilise´s, a` savoir
principalement la de´rivation par rapport a` un domaine.
8.1 E´quations d’e´tat et fonction couˆt
On conside`re un proble`me bifluide, dont on cherche a` controˆler la position de l’interface par
une force volumique u(x, z). Le domaine volumique Ω de contour ∂Ω (de normale n et tangente
t) se divise en deux sous-domaines Ω1 et Ω2. Ceux-la` sont se´pare´s par l’interface Σ (dont on note
nΣ la normale exte´rieure au fluide 1), parame´tre´e par la fonction x 7→ h(x). On sait que pour que
le proble`me soit bien pose´, la prise en compte de la convection est ne´cessaire dans le mode`le (cf.
D. Errate et al. [30]). Ainsi, on conside`re le proble`me de controˆle d’interface fluide-fluide le plus
simple possible, base´ sur un e´coulement re´gi par les e´quations de Navier-Stokes en dimension 2.PSfrag replacements
Σ
Ω1
Ω2
0 L
nΣ
x
z
Σ = {(x, h(x)) , x ∈ [0, L]}
nΣ =
1√
1 + h′(x)2
(−h′(x)
1
)
Fig. 8.1 – De´finition du proble`me
123
124 CHAPITRE 8. OPTIMISATION DE FORME D’INTERFACE EN HYDRODYNAMIQUE
Ainsi, densite´ ρ et viscosite´ η de´pendent de h :
ρ(x, z, h(x)) =
{
ρ1 si z < h(x)
ρ2 si z > h(x)
, et η(x, z, h(x)) =
{
η1 si z < h(x)
η2 si z > h(x)
.
On cherche la vitesse v, la pression p et la hauteur d’interface h telles que (les de´pendances des
variables sont omises pour des raisons de lisibilite´ : v et p de´pendent de x et z, h de´pend de x, et
Σ de´pend de h) : 
ρ v · ∇v − div [η D(v)] +∇p = ρ g + u dans Ω ,
−div v = 0 dans Ω ,
v · n = 0 sur ∂Ω ,
η D(v)n · t = 0 sur ∂Ω .
v · nΣ = 0 sur Σ ,∫ L
0 h = V
alu
0 fixe´,
(8.1)
ou` D : v 7→ ∇v + (∇v)T . Ainsi, on se propose de re´soudre le proble`me de minimisation (avec
x 7→ h0(x) fixe´e telle que
∫ L
0 h0 = V
alu
0 ) :
Inf
u∈L2(Ω)2
J(u) =
1
2
∫ L
0
(h− h0)2 + Q
2
∫
Ω
‖u‖2 , (8.2)
ou` h est donne´e par les e´quations d’e´tat (8.1). Noter que par la suite, la proprie´te´
∫ L
0 h0 = V
alu
0
n’est pas utilise´e (ce qui est e´tonnant).
8.2 Proble`me adjoint
On e´crit la fonction de Lagrange  du proble`me d’optimisation (8.1)-(8.2) en de´finissant cinq
multiplicateurs de Lagrange (α, β, γ, µ, ν). Cela en fait un de moins que le nombre d’e´quations
d’e´tat car on de´cide de prendre v dans un espace fonctionnel tel que v · n = 0 sur ∂Ω ; alors, si
l’on choisit le multiplicateur α (associe´ a` la premie`re e´quation d’e´tat) tel que
α · n = 0 sur ∂Ω , (8.3)
il n’est pas ne´cessaire de tenir compte de v · n = 0 sur ∂Ω dans le lagrangien. Par ailleurs, β varie
dans Ω, γ sur ∂Ω, µ sur Σ, et ν est une constante. Ainsi,
 (v, p, h, u, α, β, γ, µ, ν) = J(u)−
∫
Ω
α ·
[
ρ v · ∇v − div [η D(v)] +∇p− ρg − u
]
−
∫
Ω
β (−div v)
−
∫
∂Ω
γ η D(v)n · t−
∫
Σ
µ v · nΣ − ν
( ∫ L
0
h− V alu0
)
.
Par rapport a` v : la de´rive´e de  par rapport a` v doit s’annuler dans toutes les directions
v˜ telles que v˜ · n = 0 sur ∂Ω :
lim
ε→0
[
 (v + ε v˜, ·)−  (v, ·)
ε
]
= 0 , ∀ ε∀ v˜ , soit∫
Ω
[
ρ [v · ∇α− (∇v)Tα] + div [η D(α)] −∇β + δΣ [(ρ2 − ρ1)v · α− µ]nΣ
]
· v˜
+
∫
∂Ω
(α · t− γ) [η D(v˜)n · t ]−
∫
∂Ω
[η D(α)n · t ] (v˜ · t) = 0 , ∀ v˜ , (8.4)
8.2. PROBLE`ME ADJOINT 125
par inte´grations par parties. Le symbole δΣ de´signe la mesure de Dirac sur la surface Σ :
〈δΣ , ϕ〉 =
∫
Ω
δΣ ϕ =
∫
Σ
ϕ .
On voit alors que γ = α · t sur ∂Ω, ce qui permet de re´crire rigoureusement la fonction de Lagrange
sous la forme :
 (v, p, h, u, α, β, µ, ν) = J(u)−
∫
Ω
η∇α : [D(v) − pI]−
∫
Ω
α · (ρ (v · ∇v − g) − u)−
∫
Ω
β (−div v)
−
∫
Σ
µ v · nΣ − ν
(∫ L
0
h− V alu0
)
,
avec v, α ∈   1n(Ω) = {v˜ ∈ H1(Ω)2 , v˜ · n = 0 sur ∂Ω} ; p, β ∈ L2(Ω) ; u, h et µ suffisamment
re´guliers. Nous utiliserons de´sormais cette formulation dans toute la suite.
Par rapport a` p : par un proce´de´ similaire,
∂p  = 0⇔
∫
Ω
divα p˜ = 0 , ∀ p˜ . (8.5)
Par rapport a` h : la de´rive´e de  par rapport a` h dans toute direction h˜ doit s’annuler :
lim
ε→0
[
 (v, p, h + ε h˜, ·)−  (v, p, h, ·)
ε
]
= 0 , ∀ ε∀ h˜ , soit
lim
ε→0
1
ε
[
ε
∫
Ω
[(∂zρ) (g − v · ∇v)− (∂zη)∇α : D(v)] h˜ + o(ε)
−
∫
Σ(h+εh˜)
µ v · nΣ +
∫
Σ(h)
µ v · nΣ + ε
∫ L
0
(h− h0 − ν) h˜
]
= 0 ,(8.6)
ou` les de´veloppements limite´s au premier ordre de η et ρ sont de´finis graˆce a` la formule des sauts, a`
savoir le the´ore`me donnant la de´rive´e (au sens des distributions) d’une fonction de   N discontinue
sur une surface : si ϕ est une fonction localement inte´grable, re´gulie`re se´pare´ment sur les domaines
Ω1 et Ω2 se´pare´s par la frontie`re re´gulie`re Σ de normale nΣ exte´rieure a` Ω1,
∂iϕ = {∂iϕ}+ nΣ · ei(ϕ2 − ϕ1) δΣ ,
ou` {∂iϕ} est la fonction de´finie presque partout comme e´tant e´gale a` la de´rive´e usuelle de ϕ sur
chaque domaine se´pare´ment, et ϕ{1,2} est le prolongement par continuite´ de ϕ|Ω{1,2} dans Ω{1,2}.
Ainsi, dans notre cas, on peut e´crire les de´veloppements limite´s au premier ordre :
η(x, z, h + h˜)− η(x, z, h) = (∂zη) εh˜ + o(ε) , avec ∂zη = (η2 − η1) δΣ√
1 + h′2
ρ(x, z, h + h˜)− ρ(x, z, h) = (∂zρ) εh˜ + o(ε) , avec ∂zρ = (ρ2 − ρ1) δΣ√
1 + h′2
. (8.7)
Concernant les termes en µ, on remarque que :∫
Σ
µv · nΣ =
∫
Ω1
div (µv) ,
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et on fait appel au the´ore`me 4.2 du livre [24] de M.C. Delfour et J.-P. Zole´sio, qui nous apprend
que si Ω est transporte´ par un champ de vitesses V , et transforme´ ainsi en un domaine Ωt, alors
la de´rive´e de la fonction :
JV (t) =
∫
Ωt
ϕ(t, x) dx
en t = 0 est donne´e par :
dJV (0) =
∫
Ω
ϕ′(0, x) dx +
∫
∂Ω
ϕ(0, x)V (0, x) · ndx .
On renvoie a` 8.4 pour une approche n’utilisant pas ce re´sultat. Dans notre cadre, cette formule
donne (en prenant t = ε et V = (0, h˜)T ) :
lim
ε→0
1

[ ∫
Ω1(h+εh˜)
div (µv)−
∫
Ω1(h)
div (µv)
]
=
∫
Σ
div (µv)
h˜√
1 + h′2
. (8.8)
Il reste a` injecter les formules (8.7) et (8.8) dans (8.6) pour obtenir :
∫
Σ
[
−(η2−η1)∇α : D(v)+α·(ρ2−ρ1)(g−v ·∇v)−div (µv)
] h˜√
1 + h′2
+
∫ L
0
(h−h0−ν) h˜ = 0 , ∀ h˜ ,
que la parame´trisation de Σ par h dans la premie`re inte´grale permet d’e´crire sous la forme (en
utilisant e´galement div v = 0) :∫ L
0
[
− (η2 − η1)∇α : D(v) + α · (ρ2 − ρ1)(g − v · ∇v)− vx ∂xµ+ h− h0 − ν
]
h˜ = 0 , ∀ h˜ , (8.9)
Pre´cisons que v et α sont syste´matiquement pris au point (x, h(x)) lorsqu’ils apparaissent sous le
signe
∫ L
0 .
On regroupe a` pre´sent les formulations fortes des trois e´quations (8.4), (8.5) et (8.9) obtenues
par de´rivation du lagrangien par rapport aux trois variables d’e´tat et la condition (8.3) pour
obtenir le proble`me adjoint suivant (dans les variables α, β, µ et ν) :
ρ [(∇v)Tα− v · ∇α]− div [η D(α)] +∇β + δΣ (µ− v · α)nΣ = 0 dans Ω
divα = 0 dans Ω
α · n = 0 sur ∂Ω
[η D(α)]n · t = 0 sur ∂Ω
(η2 − η1)∇α : D(v)− α · (ρ2 − ρ1)(g − v · ∇v) + vx∂xµ + ν = h− h0 sur [0, L]
(8.10)
(rappelons que γ = α · t sur ∂Ω).
8.3 E´quations de sensitivite´
La variation de (v, p, h) en fonction de celle de la commande u est contrainte par l’e´quation
d’e´tat, autrement dit pout toute perturbation u˜ de u, il existe une perturbation (v˜, p˜, h˜) de (v, p, h)
satisfaisant les e´quations de sensitivite´ (on note  = 0 l’e´quation d’e´tat) :
lim
ε→0
 (v + εv˜, p+ εp˜, h+ εh˜, u+ εu˜)−  (v, p, h, u)
ε
= 0 (8.11)
8.4. GRADIENT DE LA FONCTION COUˆT 127
Comme dans la de´rivation de la fonction de Lagrange par rapport a` h, il sort de la premie`re
e´quation des termes surfaciques en raison de la discontinuite´ des densite´ et viscosite´ (en passant
par une formulation faible de la premie`re e´quation d’e´tat). En dehors de cela, la subtilite´ re´side
dans la de´rivation de la condition de non-pe´ne´tration a` l’interface : v · nΣ = 0 sur Σ. Alors, dans
l’e´tat perturbe´, v + εv˜ est pris sur Σ(h+ εh˜) donc s’e´crit
v[x, h(x) + εh˜(x)] + εv˜[x, h(x) + εh˜(x)] = v[x, h(x)] + ∂zv[x, h(x)] εh˜(x) + εv˜[x, h(x)] +  (ε
2) .
Il reste a` exprimer nΣ(h+εh˜) en fonction de nΣ(h), en remarquant que :
1√
1 + (h+ εh˜)′2
=
1√
1 + h′2
(
1 + ε
2h′h˜′
1 + h′2
+  (ε2)
)− 1
2
.
Le de´veloppement limite´ au premier ordre de l’expression entre parenthe`ses conduit a` :
nΣ(h+εh˜) = nΣ(h)
(
1− ε h
′h˜′
1 + h′2
)
− ε h˜
′ ex√
1 + h′2
+  (ε2) ,
et comme v · nΣ = 0 sur Σ, (8.11) prend la forme :
ρ(v · ∇v˜ + v˜ · ∇v)− div [η D(v˜)] +∇p˜
−
{
div [(η2 − η1)D(v)] + (ρ2 − ρ1) (g − v · ∇v)
} δΣ h˜√
1 + h′2
= u˜ dans Ω
−div v˜ = 0 dans Ω
v˜ · n = 0 sur ∂Ω
η D(v˜)n · t = 0 sur ∂Ω
∂zv · nΣ h˜+ v˜ · nΣ − vxh˜
′
√
1 + h′2
= 0 sur Σ(h)∫ L
0
h˜ = 0
(8.12)
8.4 Gradient de la fonction couˆt
Nous calculons le gradient ∇u J du crite`re, en explicitant la de´rive´e directionnelle du crite`re
par rapport a` u, sachant que les directions v˜, p˜ et h˜ sont lie´es a` u par (8.12) :
DuJ = lim
ε→0
J(v + εv˜, p+ εp˜, h+ εh˜, u+ εu˜, ·)− J(v, p, h, u, ·)
ε
=
∫ L
0
(h− h0) h˜ +Q
∫
Ω
u · u˜
On combine cette expression avec (8.9) puis on inte`gre ∇α et on utilise les premie`re et dernie`re
e´quations de sensitivite´ (cf. (8.12)) :
Du J =
∫ L
0
[ (η2 − η1)∇α : D(v)− α · (ρ2 − ρ1)(g − v · ∇v) + vx ∂xµ+ ν ] h˜+Q
∫
Ω
u · u˜
=
∫
Ω
α ·
[
− ρ(v · ∇v˜ + v˜ · ∇v) + div [η D(v˜)]−∇p˜+ u˜
]
+
∫ L
0
vx ∂xµ h˜+Q
∫
Ω
u · u˜ ,
or
∫ L
0
vx ∂xµ h˜ = −
∫ L
0
µ∂x (vx h˜) ou`, rappelons-le, vx est pris au point (x, h(x)) ,
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et ∂x[vx(x, h(x)] = ∂xvx(x, h(x))+∂z vx(x, h(x))h
′(x) = −∂z[−vx(x, h(x))h′(x)+vz(x, h(x)] (e´tant
donne´ que div v = 0), donc∫ L
0
vx ∂xµ h˜ =
∫ L
0
µ [∂zv · nΣ h˜
√
1 + h′2 − vx h˜′] .
Alors, d’apre`s l’e´quation pose´e sur Σ dans (8.12),∫ L
0
vx ∂xµ h˜ = −
∫
Σ
µ v˜ · nΣ = −
∫
Ω
δΣµnΣ · v˜ .
On inte`gre les de´rive´es sur v˜ et p˜, les termes de bord disparaissant du fait de (8.12) et (8.10) :
Du J =
∫
Ω
[
ρ[v · ∇α− (∇v)Tα] + div [η D(α)] + δΣ(v · α)nΣ
]
· v˜ +
∫
Ω
divα p˜+
∫
Ω
α · u˜
−
∫
Ω
δΣµnΣ · v˜ +Q
∫
Ω
u · u˜ .
Alors, la prise en compte des e´quations volumiques de (8.10) permet d’e´crire :
Du J =
∫
Ω
(∇β + δΣ µnΣ) · v˜ −
∫
Ω
δΣµnΣ · v˜ +
∫
Ω
(α+Qu) · u˜ .
et (en inte´grant le terme en β et en tenant compte une dernie`re fois des e´quations (8.12)) :
DuJ =
∫
Ω
(α+Qu) · u˜ , soit ∇u J = α+Qu .
Remarque
On peut calculer par une me´thode plus classique, dans la de´rive´e du lagrangien par rapport h
(voir 8.2), le terme contenant l’inte´grale sur Σ(h). Par le changement de variable x 7→ h(x) = z,
de telle sorte qu’on se rame`ne sur le segment [0, L], on peut e´crire :
•
∫
Σ(h)
µ v · nΣ =
∫ L
0
µ(x) [−vx(x, h(x))h′(x) + vz(x, h(x))] dx ,
et on proce`de de meˆme sur Σ(h+ εh˜) :
•
∫
Σ(h+εh˜)
µ v · nΣ =
∫ L
0
µ(x) [−vx(x, (h + εh˜)(x)) (h + εh˜)′(x) + vz(x, (h+ εh˜)(x))] dx
=
∫ L
0
µ(x)
[
[−vx(x, h(x)) − ∂zvx(x, h(x)) (εh˜(x)) +  (ε2)] [h′(x) + εh˜′(x)]
+vz(x, h(x)) + ∂zvz(x, h(x)) (εh˜(x)) +  (ε
2)
]
dx
=
∫
Σ(h)
µ v · nΣ(h) − ε
∫ L
0
µ(x) vx(x, h(x)) h˜
′(x) dx
+ ε
∫ L
0
µ(x)[−∂zvx(x, h(x))h′(x) + ∂zvz(x, h(x))]h˜(x) dx+  (ε2) ,
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donc (8.6) s’e´crit :
∫
Σ
α ·
{
div [(η2 − η1)D(v)] + (ρ2 − ρ1)g
} h˜√
1 + h′2
−
∫
Σ(h)
µ∂zv · nΣ(h) h˜
+
∫ L
0
µ vx h˜
′ +
∫ L
0
(h− h0 − ν) h˜ = 0 , ∀ h˜
or, rappelons que (cf. 8.4) :
∫ L
0
vx ∂xµ h˜ =
∫ L
0
µ [∂zv · nΣ h˜
√
1 + h′2 − vx h˜′] ,
ce qui permet de retrouver (8.9) a` l’aide de la parame´trisation de Σ par h(x).
8.5 Une piste pour imple´menter le proble`me adjoint
Tandis qu’on peut re´soudre l’e´quation d’e´tat par une me´thode ALE (cf. 3.3.1) en temps long,
il semble ne pas exister de me´thode standard pour re´soudre le proble`me adjoint (8.10), qui met en
jeu quatre inconnues α, β, µ et ν. Cependant, on remarque que ν est un scalaire, ce qui implique
que le reste de la dernie`re e´quation du proble`me adjoint doit eˆtre constant. On propose donc de
chercher µ de sorte que cette l’expression
ψ(α, µ) = −α(x, h(x)) · (ρ2 − ρ1) (g − v · ∇v) + vx(x, h(x))∂xµ(x)− (h(x) − h0(x)) , (8.13)
soit e´gale a` sa moyenne spatiale. Pour cela, on cherche a` re´soudre le sous-proble`me de controˆle
Inf
µ
J(α, µ) , avec J(α, µ) =
1
2
∫ L
0
[
ψ(α(x, h(x)), µ(x)) − 1
L
∫ L
0
ψ(α(x, h(x)), µ(x)) dx
]2
dx

ρ [(∇v)Tα− v · ∇α]− div [η D(α)] +∇β + δΣ (µ− v · α)nΣ = 0 dans Ω
divα = 0 dans Ω
α · n = 0 sur ∂Ω
[η D(α)]n · t = 0 sur ∂Ω
.
(8.14)
La de´rive´e !directionnelle de J par rapport a` µ dans la direction µ˜ prend la forme
〈
∇µJ, µ˜
〉
=
∫ L
0
(ψ − ψ¯) ψ˜ (ou` ψ¯ = 1
L
∫ L
0
ψ ) , (8.15)
avec
ψ˜ = −α˜ · (ρ2 − ρ1)(g − v · ∇v) + vx ∂xµ˜ , (8.16)
ou` α˜ est tel que (e´quations de sensitivite´) :

ρ [(∇v)T α˜− v · ∇α˜]− div [η D(α˜)] +∇β˜ + δΣ (µ˜− v · α˜)nΣ = 0 dans Ω
div α˜ = 0 dans Ω
α˜ · n = 0 sur ∂Ω
[η D(α˜)]n · t = 0 sur ∂Ω
. (8.17)
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Pour trouver le sous-proble`me adjoint, on de´finit la sous-fonction de Lagrange (mv et mp sont les
sous-multiplicateurs de Lagrange) :
L(α, β, µ,mv ,mp) = J(α, µ) −
∫
Ω
mv · [ρ((∇v)Tα− v · ∇α)]−
∫
Ω
η∇mv : [D(α)− βId]
−
∫
Ω
mv · δΣ(µ− v · α)nΣ +
∫
Ω
mp divα ,
et on cherche les multiplicateurs mv et mp qui annulent les de´rive´es directionnelles de L par
rapport a` α et β. On obtient le sous-proble`me adjoint :
ρ(v · ∇mv +mv · ∇v)− div [ηD(mv)] +∇mp + δΣ(v ·mv)nΣ = δΣ(ψ − ψ¯) ρ2−ρ1√1+h′2 (v · ∇v − g)
divmv = 0
mv · n = 0
[η D(mv)]n · t = 0
(8.18)
La premie`re e´quation de (8.18) s’e´crit sous forme variationnelle :∫ L
0
(ψ − ψ¯) [(ρ2 − ρ1) (v · ∇v − g)] · α˜
−
∫
Ω
[
ρ(v · ∇mv +mv · ∇v)− div [ηD(mv)] +∇mp + δΣ(v ·mv)nΣ
]
· α˜ = 0
(8.19)
Alors, d’apre`s (8.15), (8.16) et (8.19), on obtient comme expression pour la de´rive´e !directionnelle
du crite`re :〈
∇µJ, µ˜
〉
=
∫
Ω
[
ρ(v · ∇mv +mv · ∇v)− div [ηD(mv)] +∇mp + δΣ(v ·mv)nΣ
]
· α˜
+
∫ L
0
[(ψ − ψ¯) vx](x, h(x)) ∂x µ˜(x) dx
Le premier terme s’exprime en fonction de µ˜ en utilisant les e´quations (8.17) et (8.18), et le
deuxie`me s’inte`gre par parties ; ainsi
〈
∇µJ, µ˜
〉
= −
∫
Σ
mv · nΣ µ˜+
∫ L
0
{
(∂xψ vx)(x, h(x)) + (ψ − ψ¯)(x, h(x)) ∂x[vx(x, h(x))]
}
µ˜(x) dx ,
soit (en utilisant div v = divα = 0) :
〈
∇µJ, µ˜
〉
=
∫
Σ
{[
−mv + [∂xµ∂zv + (ρ2 − ρ1)g ∂xα] vx + (ψ − ψ¯) ∂zv
]
· nΣ + h
′ − vx∂2xµ√
1 + h′2
}
µ˜ .
Ainsi, on arrive a` l’expression suivante pour le gradient du crite`re J par rapport a` µ :
∇µJ =
[
−mv + [∂xµ∂zv + (ρ2 − ρ1)g ∂xα] vx + (ψ − ψ¯) ∂zv
]
· nΣ + h
′ − vx∂2xµ√
1 + h′2
.
Notations
| · | module (valeur absolue dans   )
(·, ·) produit scalaire dans   n (n ∈   ) : (X,Y ) = ∑ni=1Xi Yi
‖ · ‖ norme euclidienne dans   n : ‖X‖ = √(X,X)
In matrice identite´ de taille n
I application identite´ (dans un espace fonctionnel)
◦
E (resp. E¯) ou` E est un ensemble : inte´rieur (resp. adhe´rence) de E
d dimension d’espace
x variable spatiale
t variable temporelle
Ω ouvert de   d
Ω¯ adhe´rence de Ω
∂X avec X un ouvert de   d : contour oriente´ de X
n|∂X normale sortante a` ∂X
t|∂X vecteur tangent a` ∂X
∂kxf
∂kf/∂xk
f (k)x
 de´rive´e partielle ke`me de f par rapport a` x
dkxf
dkf/dxk
}
de´rive´e totale ke`me de f par rapport a` x
f˙ dtf
∇ gradient
∆ laplacien
div divergence
rot rotationnel
·
×
⊗
 produit

scalaire
vectoriel
tensoriel
dans   d.
  n,p(   ) ensemble des matrices re´elles a` n lignes et p colonnes
  n(   )   n,n(   )
Lorsque A est une matrice
AT transpose´e de A
RgA rang de A
‖A‖ avec A ∈   n(   ) : sup
X∈Rn,X 6=0
‖AX‖
‖X‖
DetA de´terminant de A
Sp(A) spectre de A (ensemble des valeurs propres)
SEPλ(A) sous-espace propre de A relatif a` la valeur propre λ
Lorsque V et W sont des espaces vectoriels
 (V,W ) ensemble des applications line´aires de V dans W
 (V )  (V, V )
V ′  (V,   ) = espace dual de V (formes line´aires continues sur V )
| · |V norme sur V
(·, ·)V produit scalaire sur V
〈·, ·〉V ′,V produit de dualite´ sur V
‖G‖L(V ) avec G ∈  (V ) : sup
ϕ∈V,ϕ6=0
|G(ϕ)|V
|ϕ|V
Espaces fonctionnels
 
k(K) avec K un ferme´ borne´ non vide de   n :
espace des polynoˆmes de degre´ au plus e´gal a` k sur K

m(Ω) fonctions sur Ω m fois de´rivables et de de´rive´e ie`me continue ∀i ≤ m

0
b(I) avec I un intervalle de   : fonctions continues et borne´es sur I
  (Ω) fonctions  ∞ a` support compact dans Ω
 
′(Ω) distributions sur Ω
Hp(Ω) espace de Sobolev W p,2(Ω). Voir aussi 2.1.2.
L2(Ω) H0(Ω)
L2(0, T ;X) avec T ∈   +, et X un espace fonctionnel sur Ω norme´ complet
(espace de Banach) :
classes de distributions ψ qui a` presque tout t ∈ [0, T ] associent
ψ(t) ∈ X, telles que |ψ|L2([0,T ],X) =
∫ T
0
|ψ(t)|2X dt <∞

0(0, T ;X) avec T ∈   +, et X un espace de Banach : fonctions continues
a` valeurs dans X

0(0, T ;Xw) avec T ∈   +, et X un espace de Sobolev : fonctions faiblement
continues (au sens du produit scalaire sur X) a` valeurs dans X
H10 (Ω) {v ∈ H1(Ω) | v|∂Ω = 0}
H1n(Ω) {v ∈ H1(Ω)d | v · n|∂Ω = 0}
Hdivn (Ω) {v ∈ L2(Ω)d |div v ∈ L2(Ω) , v · n|∂Ω = 0 , div v = 0}
  (   n) fonctions  ∞ telles que |x|j ∂αϕ(x) →
|x|→∞
0 , ∀j ∈   , ∀α ∈   n .
 
′(   n) distributions tempe´re´es
Transformation de Fourier
ψ̂(ξ)
∫
R
n
ψ(x) e−2ipix·ξ dx , avec ψ ∈   ′(   n)
∗ produit de convolution
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