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Abstract 
For better accurate forecasting of port throughput, a back propagation neural network model with genetic algorithms is 
proposed. By means of analysis of influence factors for port throughput, the structure of the BP neural network model is 
determined. Then the connection weight matrix of the BP network is designed for chromosomes of genetic algorithms, which 
is proved to optimize BP network. The port throughput of Guangdong province in China is used for verification, and the result 
of the experiment shows that GA-BP neural network model has better accuracy, but consumes more time than a traditional BP 
network model does. 
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1. Introduction
Guangdong province is the more developed region in China, and it is the province that has most export trade.
As 90% cargos in international trade are shipped by sea to the world, port throughput is an important indicator of 
economic growth of Guangdong province. The growth rate of port throughput in 2008 and 2009 are much lower
than the average one in the near decade in Guangdong, which has direct relations with the global financial crisis
started in 2008.
Fig. 1. Growth rate of Guangdong port throughput 2001-2011
Guangdong is also one of the provinces that are rich in shoreline resources and ports on the southern coast of 
China. In the near decade, the ports in Guangdong developed rapidly, such as Guangzhou and Shenzhen, whose
container throughput had already ran the first time. Till 2011,
Guangdong has possessed 2,946 productive berths which including 290 coastal 10,000-dwt class deep berth,
ranking second in China. The amount of investment in port construction reached 4.674 billion. In terms of 
economics, port industry is capital-intensive. The equipment and infrastructure are extremely costly. The earlier 
investment cost in construction is considered to be a sunken cost, which means once a port goes into operation;
rather difficult to change its equipment facilities. Therefore, the layout plan and the investment strategy of a 
port are highly important. And these decision-making rely on a perfect forecast of a
Forecasting methods of port throughput will be discussed in this article.
2. Analysis of influence factors of Guangdong port throughput
Among the forecasting methods of port throughput, serial-by-time, cause-and-effect relationships, grey theory
and combination forecasting are mainly used at the present. As port industry is a node in cargo shipment, its user 
demand is derivative, so port throughput is the consequence led to by various factors. Several influencing factors
will be used to build the prediction model in this article. These influencing factors include: regional GDP of 
Guangdong province, the overall output value of tertiary industry of Guangdong province, the overall net export 
of Guangdong province and the port throughput of Hong Kong.
Regional GDP, which can reflect the developing level of regional economic, undoubtedly has great impact on 
the port throughput. Zhang Shu Yan (2006) pointed out that there remarkable correlation between port 
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throughput and GDP by passing obviously T-test. Therefore, GDP is the most important influencing factor in 
regional port throughput forecasting. 
Chen Tao Shou (2008) indicated that GDP, the output value of tertiary industry and the social consumable 
total sales are the most important factors affecting container port throughput. He also pointed out that the output 
value of tertiary industry was usually overlooked by people in the research of port throughput prediction model in 
the past, especially reflected by the economic data of Guangdong. 
-oriented economy structure results in international trade data being another significant 
factor in port throughput. As a next- -in-
front-and-factory-backed- for 20 years. GDP of Guangdong depends much on foreign 
trade. The average foreign-trade dependence has reached 71.28% (Liang Bi bo, 2004). Consequently, 
international trade is a direct factor dominating port throughput. Its development can increase throughput directly. 
As an international hub port, -
largest-throughput integrated port. Hong Kong is a great international transhipment port. Local cargo does not 
take much share in the throughput, while the cargo of mainland and Hong Kong occupies more than 40%, over 
70% of which belongs to Guangdong cargo (Hong Kong Commissioner for Census and Statistics, 2012). Because 
now international liner companies have much more routes in Hong Kong than in ports of Guangdong, and Hong 
Kong has good Customs policy and high operation efficiency being a free port, outbound cargo of Guangdong are 
shipped to Hong Kong by branch route ports, and then transhipped to the world. Meanwhile, there is some 
competitive relationship between Hong Kong and ports of Guangdong, such as Shenzhen port, Guangzhou 
Nansha port. Since April 2011, the shipping giant Maersk Line has transferred one-third of its Hong Kong routes 
to Guangzhou Nansha port. Therefore, the relationship between Hong Kong port throughput and Guangdong port 
throughput is complicated. 
These aspects indicate that port throughput is influenced by many factors, presents the characteristics of 
nonlinear and great fluctuation, and relates much to the economics of the world and its outer competitive 
environment. Up till now, there are many forecasting methods in port throughput. The prediction results from 
traditional methods such as exponential smoothing, serial-by-time, cause-and-effect relationships are not ideal. 
While being optimized by Genetic Algorithms, BP Neural Networks is massively parallel processing, distributed 
storage and processing. It has high self-organization and adaptive and strong permission error capacity. It is 
particularly suitable for inaccurate and fuzzy information problems that need to consider lots of factors and 
conditions. It can solve the nonlinear prediction problem efficiently. 
3. Methodology 
Since McCulloch and Pitts put forward the mathematical model of neuron network in 1943, Artificial Neural 
Networks (ANN) has been applied in many fields including signal processing, analysis and forecasting of market, 
pattern recognition, automatic control, etc. As a mathematical analogue of the human nervous system, it can be of 
great use for underline processes, fuzzy information process or display chaotic properties. BP neural network is a 
valuable method of training ANN, which is usually based on the error back propagation (BP algorithm) to the 
multi-layer neural network. Typical BP network contains an input layer, one or more hidden layers and one 
output layer. The back propagation method is used to adjust the weights, in which errors from the output is fed 
back through the network, altering weights as it goes, to prevent the repetition of the error(Yan P F, 2000). Its 
network structure is as follow: 
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Fig. 2. BP neural network structure 
The origin of the 
stochastic optimization searching model which follows the principles of evolution through natural selection. The 
domain knowledge is represented by using a candidate solution called an organism. An organism is a single 
chromosome represented by a vector of length called a gene. A group of organisms is called a population. 
Successive populations are called generations. GA starts from an initial generation G(0), and for each generation 
G(t) generates a new generation G(t+1). According to Darwinian notion of fitness, crossover operator creates a 
new offspring and ensures the exploitation of successful subspaces of the solution space. Through mutation, GA 
search previously unexplored sections of the solution space. 
does not depend on gradient information, 
thus are suitable for high complex system and parallel distributed processing. They are just right for designing 
neural networks. The algorithm combine of GA and BP neural network can take the advantage of both, having 
remarkable ability of learning and robustness of BP as well as global stochastic searching ability of GA. 
This GA-BP forecasting model is designed for three layers with one hidden layer. The key section is how to 
encode the connection weights matrix of BP neural network for chromosome of GA, and search for the best 
connection weights by continuous generate operation via GA (Liu Mingzhe,2005). Here is calculating steps 
below: 
 Step1: Determine the influencing factors of port throughout. According to the research of existing research 
achievement and the analysis of historical data, several factors are confirmed that high degree of relevancy 
with port throughout. 
Step2: Design a BP neural network with three layers. Assuming the node of input layer is M[ , the node of 
hidden layer is L\ , the node of output layer is O2   ,the connection weight between input layer and hidden 
layer is LMZ , the connection weight between hidden layer and output layer is OL7  ,the expectation of output is 
Nodes output of hidden layer  
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 Nodes output of hidden layer  
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 Step3: Encode connection weights and number of hidden nodes. The weights are encoded as float string, with 
string length S =R*S1 + S1*S2 + S1 + S2 (R is the number of input nodes, S1 is the number of output nodes, 
S2 is the number of hidden nodes). Each string corresponds to a chromosome. 
 Step 4: Calculate fitness individually according to Equation 4 below. 
 (I
                                                                                                                           (4) 
 Step 5: Select the individual with highest value of fitness as one parent, and choose the other by fitness 
proportional model.  
 Step 6: Implement arith crossover operation. 
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where $[ , %[  are parents in operation,  is a constant.  
 Step 7: Implement nonunifmutaion operation. Select new offspring by making stochastic disturbance and the 
value of disturbance decreased with evolution continuous. If an individual WQ
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where Random[0,1] means choose 0 or 1 by equal probability. c is taken as random value within [0,1]. t is 
present generation, T is ending generation. b is value of stochastic disturbance. 
 Step 8: End iteration. The iteration repeats and the new population replace the current population every time. 
When convergence conditions are satisfied, the iteration terminates. There are two conditions, reaching 
maximum generation and reaching minimum deviation.    
 Step 9: Decode the highest fitness individual, obtain corresponding number of the hidden nodes and 
connection weights, and output the prediction results. 
 
 
Fig. 3. Calculation flow chart 
4. Case Study 
As introduced before, the data of Guangdong port throughout, Guangdong GDP, Guangdong total imports and 
exports, Guangdong third industry output value and Hong Kong port throughput in 2000 to 2011 were collected 
Analysing the influence factors 
Designing BP neural network  
Encoding chromosome 
Fitness calculation 
Selection/crossover/mutation 
Fitness calculation 
If precision is reached  
Decoding chromosome  
Simulating BP network  
Yes 
No 
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as table1. There are 12 years data, of which the first 11 years data are used for simulation and the last year data is 
for forecasting test. 
Table 1. Port throughput and relevant factors data  
Year Guangdong Port 
Throughput 
(million tonnes) 
Guangdong GDP 
(Billion RMB) 
Guangdong Total 
Imports and Exports 
(million US dollar) 
Guangdong Third 
Industry Output 
Values(Billion RMB) 
Hong Kong Port 
Throughput 
(million tonnes) 
2000 316.49 1,074.125 170.106 475.542 174.642 
2001 346.96 1,203.925 176.487 554.435 178.21 
2002 441.02 1,350.242 221.092 634.394 192.511 
2003 513.4 1,584.464 283.522 717.894 207.612 
2004 627.15 1,886.462 357.129 836.405 220.879 
2005 709.26 2,255.737 428.002 977.25 230.139 
2006 826.98 2,658.776 527.207 1,158.582 238.238 
2007 935.67 3,177.701 634.035 1,407.683 245.433 
2008 987.95 3,679.671 683.492 1,632.146 259.402 
2009 1,027.61 3,948.256 611.118 1,805.259 242.967 
2010 1,222.58 4,601.306 784.896 2,071.155 267.815 
2011 1,337.04 5,267.359 913.476 2,380.846 277.445 
source: Guangdong Statistical Yearbook(2012) 
 Data pretreatment 
 Because the data have totally diverse magnitude, and high difference in same magnitude, the network model 
may be misconvergent. In this neural network, sigmoid function is selected as activation function where 
output is in the range of [-1,1] or [0,1]. So the data should be normalized first. The normalization method is 
according to Equation 7. 
 PLQPD[
PLQ
SS
3S3Q                                                                                     (7) 
 where Pn is data matrix, the code in MAT  
 Design of BP neural network 
 The BP neural network model parameters include number of layers and nodes, activation function and the 
range of connection weight. The main parameters settings are listed as table 2: 
Table 2. BP neural network parameters 
Name of Variables Value Name of Variables Value 
Number of Input Nodes 4 Learning rate 0.3 
Number of Hidden Nodes 17 Minimum Gradient 1e-20 
Number of Output Nodes 1 Momentum Coefficient 0.95 
Epochs 100 Goal 1.0e-18 
 Due to four influence factors of port throughput, there are four input nodes and one output node. The number 
of hidden nodes is determined by empirical methods. The number from 4 to 23 was tested in MATlab for 
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more than 10 times and 17 was the best by calculate minimum error. The activation function adopted here 
from input to hidden layer is Sigmoid, while from hidden to output layer is Purelin function. 
 Design of Genetic Algorithm model 
 The model includes the length of chromosome, population, and crossover and mutation method, Iteration 
number. The main parameters setting is as table 3: 
Table 3. GA parameters 
Name of Variables Value 
Length of Chromosome 103 
Population 50 
Iteration Number 100 
Crossover AirthXover 
Mutation nonUnifMutation 
Epochs 100 
 The length of chromosome is calculated as step3 mentioned before: 
 S =R*S1 + S1*S2 + S1 + S2=4*17+17*1+17+1=107 
 Results 
 For the purpose of comparison with traditional BP neural network, three types of errors are used here, 
including absolute error, relative error and mean square error. 11 years data were used for analog simulation in 
MATlab, and the GA-BP model completed simulation after 14 times iteration as the MSE is 1.09E-24. When 
the data in 2011 year was used as test sample, the forecasting Guangdong port throughput was 1.36E+05. The 
actual value is 1.33E+05 and the relative error is 1.48%. 
 
 
Fig. 4. GA-BP model training result 
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Fig. 5. GA model training result 
 At the meantime, traditional BP neural network model was set to use the same network structure of GA-BP 
and also tested for same data in MATlab and the result is as table 4. 
GA-BP model is less than that of traditional BP model from table. But considering the iteration time, GA-BP 
model lasted for 14 times, while traditional BP model just for 6 times.  
Table 4. GA parameters 
Methods Name of Error Value 
Traditional BP neural network model Foresting 1.28E+05 
Absolute Error 5.22E+03 
Relevant Error  3.91% 
MSE 0.0105 
Time 6 
GA-BP neural network model Foresting 1.36E+05 
Absolute Error 1.98E+03 
Relevant Error  1.48% 
MSE 0.0015 
Time 14 
5. Conclusions 
In this paper, a GA-BP neural network model has been implemented for Guangdong port throughput 
forecasting. Because port throughput has been more influenced by external environment, traditional forecasting 
methods based on time series have more limitation. As a blended neural network forecasting model, GA-BP 
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model chooses the connection weight matrix as chromosome for genetic algorithm and is improved by crossover 
and mutation. In Guangdong port throughput calculation, the GA-BP forecasting model showed better accuracy 
than traditional model did, but the time of calculation got longer. Therefore the GA-BP neural network should be 
improved for subsequent research. 
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