Purpose: In perception studies, it is common to use vowel stimuli from standardized recordings or synthetic stimuli created using values from well-known published research. Although the use of standardized stimuli is convenient, unconsidered dialect and regional accent differences may introduce confounding effects. The goal of this study was to examine the effect of regional accent variation on vowel identification. Method: The authors analyzed formant values of 8 monophthong vowels produced by 12 talkers from the region where the research took place and compared them with standardized vowels. Fifteen listeners with normal hearing identified synthesized vowels presented in varying levels of noise and at varying spectral distances from the local-dialect values. Results: Acoustically, local vowels differed from standardized vowels, and distance varied across vowels. Perceptually, there was a robust effect of accent similarity such that identification was reduced for vowels at greater distances from local values.
T his study consists of two experiments with two related goals: to determine (a) the degree to which vowels in the Pacific Northwest region matched General American English vowels and ( b) the degree to which acoustic dissimilarity has an effect on vowel identification accuracy. Although any number of dimensions of the speech signal may be studied to examine differences across regional dialect, we chose to make vowels the focus of this study for several reasons. They are high-intensity quasi-periodic components of the speech signal; moreover, they occupy lower frequencies (below 3 kHz) compared with many consonants that have aperiodic cues distributed in the higher frequencies (above 3 kHz). The frequency distribution and the high intensity of vowels make them important perceptual toeholds for hearers who are listening under less-than-optimal conditions, such as in noise or with hearing loss. Vowels are also important because their formants carry information about not only the vowel's quality itself but also the flanking consonants through their formant transitions. Again, this may be particularly true under conditions of multiple distortions. Recent work by Webster (2002) indicates that as noise increases, listeners shift their weighting of cues away from the aperiodic cues associated with consonants, increasing their reliance on formant transitions. Accordingly, vowels represent a methodologically important object of study (e.g., Kewley-Port, Burkle, & Lee, 2007; Nishi & Kewley-Port, 2008) .
The exigencies of perceptual research and especially clinical testing encourage researchers and clinicians to use stimuli that have well-known properties-in particular, stimuli that have been widely normed. These stimuli are sometimes described as General American English. In North America, this has led to the widespread use of a relatively small set of prerecorded or synthetic stimuli drawn from well-known published data. Because the standard stimuli are taken from a small number of specific geographic regions at specific points in time, there is often a mismatch between the regional accent in the stimuli and the perceiver's regional accent. This mismatch introduces a potential problem: Even relatively subtle differences in accent may introduce a stimulusgoodness effect that varies by laboratory or clinic, depending on geographic location, and that may even vary by listener if the target population is dialectally diverse.
Regional dialect and accent effects are not uniform across the different regions in North America; neither are they uniform across speech sounds. Some accents are more similar to the standard stimuli than others, and some speech sounds vary more by region than others (e.g., Clopper, Pisoni, & de Jong, 2005; Labov, Ash, & Boberg, 2006) . For example, in several dialects spoken in New England and in the northern cities, urban areas on the southern shores of the Great Lakes-such as Chicago, Illinois; Detroit, Michigan; Cleveland, Ohio; and Buffalo, New York-there is a phonemic contrast between an open-mid vowel / / and a low-central vowel /a / (as in the words caught and cot, respectively), whereas in much of the West and the South, this contrast is replaced with a single low-back vowel /A / (e.g., Clopper et al., 2005; Eckert, 1989; Labov et al., 2006) . Moreover, different dialects typically have distinct allophonic processes for otherwise similar phonemes. Take, for example, a process often referred to as Canadian raising: the diphthong phoneme /aI / (as in "ride" [ ɹaId] or "rise"
[ɹaIz]) has a "raised" allophone [ÃI] before all voiceless coda consonants (as in write [ɹÃIt] or rice [ɹÃIs]; e.g., Vance, 1987) . This allophonic variant occurs in several dialects spoken in the northern and eastern United States but not in other dialects spoken in the South and West. Thus, even with identical phonemic inventories, there may be context-specific (allophonic) differences in pronunciations of particular words or syllables.
Although not all regions have been fully documented, existing documentation indicates that regional dialects differ not only in the number of vowel contrasts and phonetic realization of vowel allophones but also in the acoustic values that phonemes have even if they are conventionally transcribed using the same phonetic symbol. Although this last point may seem obvious to researchers who are familiar with regional variation and transcription conventions, the symbols that are used to represent vowel categories are often taken as true values by researchers in clinical and psychological settings who are not trained in regional variation. As a result, it is common to assume that standardized vowels should be used in all regions of the country where the phonetic symbols match the symbols used in the standard descriptions. For example, whereas the symbol /u / is used to represent a vowel that is present as a phoneme in all dialects of North American English, the acoustic realization of this vowel varies from a high-back variant in Wisconsin to a high-central variant in southern California and parts of the Deep South (e.g., Clopper et al., 2005; Hagiwara, 1997; Jacewicz, Fox, & Salmons, 2007; Labov et al., 2006) . In a study of six regional vowel systems, Clopper et al. (2005) found that each region had its own realization of the vowel system even though the vowels are typically represented with the same symbols and phonetic descriptors. Their findings led them to conclude that vowels are best characterized in terms of regional systems rather than in terms of General American English, a finding that echoed Hagiwara's (1997) observation about southern Californian English and Hillenbrand, Getty, Clark, and Wheeler's (1995) observation about regional effects in their study of southern Michigan speakers.
These findings have potentially serious implications for researchers who use speech stimuli in perception experiments or as comparison points for speech production. In the absence of acoustic validation through regional sampling, there is no guarantee that a particular phoneme's acoustic realization in North American English will be the same from one region to the next. Ignoring regional dialect and accent variation may result in regional asymmetries in category goodness of stimuli across listeners in perception studies.
Phonetic differences in stimuli may seem relatively unimportant if the task is not tapping into low-level phonetic perception, but there is evidence that accented speech may impose a processing delay or a cognitive load. For example, Clarke and Garrett (2004) found that initial exposure to foreign-accented speech introduced a temporary perceptual-processing deficit. More relevant to the current research, regional accent differences may have a cascading effect that percolates up to higher level tasks. Adank and McQueen (2007) conducted a noun-animacy (animate vs. inanimate) decision task in which listeners were presented with auditory stimuli in a familiar accent and an unfamiliar accent. Subjects' response times were slower for words presented in the unfamiliar accent. The effect persisted even when listeners were exposed to 20 min of speech in the unfamiliar accent prior to the animacy decision task, indicating a lasting effect for unfamiliar accents. Similarly, Floccia, Butler, Goslin, and Ellis (2009) found that unfamiliar accents in certain tasks impose a processing delay that is long lasting; it continues after intelligibility scores reach ceiling. To compound the problem, prosody, intonation, syntax, and lexical choice vary across regions (e.g. Grabe, 2004) ; therefore, using sentence-length stimuli does not necessarily solve the potential problems at the phone level and may even make them worse. In a study of cross-dialect intelligibility in noise, Clopper and Bradlow (2009) found that dialects that were more similar to General American English, which included New England, the West, and the Midland regions, were more intelligible than regional dialects that were more distant from General American English, including mid-Atlantic, northern, and southern regions. Although not all dialectal regions were equally represented-so true regional effects were not fully probed-on the whole, Clopper and Bradlow's results indicated that there is a negative effect on intelligibility of mismatch between the listener's dialect and the dialect in the stimuli in noisy listening environments.
How concerned should researchers be about the effects of regional accents on category goodness, perceptual processing, and higher level processing in perceptual research? After all, there appears to be counterevidence in that listeners seem to be able to adapt to foreignaccented speech (e.g., Clarke & Garrett, 2004; Ferguson, Jongman, Sereno, & Keum, 2010; Munro & Derwing, 1995a , 1995b . Moreover, the native dialect effects that have been observed for speech perception and processing for Dutch (Adank & McQueen, 2007) , French (Dufour, Nguyen, & Frauenfelder, 2007) , and English (Cutler, Smith, & Cooper, 2005; Evans & Iverson, 2007; Floccia et al., 2009 ) involved dialect differences that were larger than those typically observed within North America. This uncertainty about regional effects has led to a general trend in North American research to treat a common set of vowel values as "standard" North American English in perception experiments and in clinical studies. No study has directly tested the effect of dialect vowel distance (as measured using first and second formant [F1 and F2, respectively] differences between dialects) on identification accuracy; therefore, whether distance has a negative impact on vowel identification is unknown.
To test whether vowel differences that are typical in North American English interfere with vowel identification, we conducted two experiments. In the first, we investigated vowels of the region where the research took place, the Pacific Northwest (PNW), to establish whether their formant values differ from two sets of formant values of vowels that are commonly referred to as General American English: (a) Peterson and Barney (1952; PB) and (b) Hillenbrand et al. (1995; HGCW) . In the second experiment, we conducted a perceptual identification task using three synthesized vowel sets that differed in spectral distance ( F1 and F2 differences in a Euclidean space) from the vowels of the subjects' regional dialect (0 = PNW identical, 1 = PNW similar, 2 = PNW dissimilar) to test the effect of vowel dissimilarity distance on identification accuracy.
Experiment 1: Comparing PNW Vowels With Standard Vowels
Although all dimensions of language vary across regional dialects, vowels are particularly well documented in English and therefore most easily compared. Moreover, there is a widely used comparison metric for vowels: F1 and F2 are typically measured at midpoint or steady state. This measure was used in Peterson and Barney's (1952) study as well as Hillenbrand et al.'s (1995) research and other recent vowel studies (e.g., Clopper et al., 2005; Hagiwara, 1997) . We predicted that there would be study effects such that both PB and HGCW vowels would differ from the PNW vowels. We also predicted that there would be Vowel × Study interactions, such that PB and HGCW vowels would differ from PNW vowels in study-specific ways.
Method

Talkers
Six adult men and six adult women participated in vowel recordings. All of the talkers had grown up in the PNW ( Washington, Idaho, Oregon) and were monolingual speakers of English. Talkers who had lived elsewhere or had significant experience with other languages were excluded from participation. The PNW was defined broadly to include the amount of local variation that is likely to occur in an experimental or clinical population.
1
None of the talkers had a history of speech therapy, and all had normal hearing, defined as pure-tone thresholds of 20 dB HL or better (see American National Standards Institute, 2004) at octave frequencies between 0.25 kHz and 8 kHz, bilaterally. All procedures were reviewed and approved by the local institutional review board, and talkers were reimbursed for their time.
Recording Procedure
Words containing eight monphthong vowels ( / i, I, e, ɛ, ae, A, ʊ, u / ) were recorded using randomized word lists. The mid-back vowel /o / was excluded because it is a diphthong in the PNW region (Ingle et al., 2005) . The midfront vowel /e / was included for qualitative comparison but excluded from the statistics because it was absent in the PB study. Talkers were seated in a double-walled sound-attenuated chamber during the recordings. All vowels except for /e / and /A / were read in the /hVd / context from a word list following the procedure of Hillenbrand et al. (1995) . The vowels /e/ and /A / were spoken without the preceding / h / in the words aid and odd due to unfamiliarity of the words hayed and hawed. The eight words were read in five randomizations to control for list effects on pronunciation, thus minimizing the need for a carrier phrase. All talkers were instructed to read the list of words at a natural pace and vocal intensity. Vocal level was monitored with a volume unit meter to ensure sufficient output levels without clipping. We used a Tucker-Davis Technologies System 2 with an 1 Other studies of the PNW accent have defined specific neighborhood regions of the Northwest and /or specific sounds (e.g., Ingle, Wright, & Wassink, 2005; Wassink, Squizzero, Schirra, & Conn, 2009 ).
AP2 sound card and a Shure BG 1.0 omnidirectional microphone for all of the recordings. Four talkers were recorded direct to disc at a rate of 44.1 kHz. The remaining eight talkers were recorded at a rate of 22.05 kHz. All recordings were quantized at 16 bits and down-sampled to 11.025 kHz prior to signal processing and acoustic analysis.
Spectral Analysis
We selected one representative token of each vowel for each talker on the basis of two criteria: (a) recording fidelity and clarity of each subject's voice without hoarseness, pitch breaks, or other disfluencies, and ( b) visual inspection of the vowel for F1 and F2 steady states and accompanying pitch steady state. We determined formant steady state using a wideband spectrogram and accompanying linear predictive coding (LPC) formant track with 12 coefficients. We determined pitch steady state using an autocorrelation pitch track with a 25-ms window overlaid on a narrow-band spectrogram. A formant was considered to be steady state if a straight line could be traced through the middle 50 ms of the vowel and the pitch remained constant over the same section.
Once the vowel was selected and the steady-state portion identified, the first four formants (F1, F2, F3, F4) were estimated at the center of the steady state. The F1 through F4 values and recordings had been used in a separate study on hearing aid compression (Bor, Souza, & Wright, 2008 ). In the current study, we used only F1 and F2. To minimize the risk of error, formant measurements were taken from an LPC spectrum overlaid on a fast Fourier transform power spectrum with a sample window of 128 points and visually compared with its broadband spectrogram. In the event that there were LPC errors for a particular talker, the number of filter coefficients (poles) was adjusted up or down for that entire talker's set of vowel measures. The sample window of the LPC was 25 ms, and the number of coefficients ranged between 10 and 12, depending on the talker.
Results
Vowels from the PNW study were compared with HGCW and PB vowels using the F1 and F2 values. Because we had a reasonably large sample (six men and six women), we were able to make comparisons within gender rather than normalizing the data, thus preserving vowel space shape and individual vowel variability. Because there were grossly different sample sizes between studies, we used a random sample of six speakers from each of the larger studies (PB, HGCW). To ensure that there were no sampling artifacts, we plotted the mean of the resulting sample within a 95% confidence interval ellipse representing all data within gender for adults. In all cases, our sample fell near the center of the F1 × F2 ellipse, indicating that our sample was representative of each study while still retaining variability within vowel. The results of the within-gender sample were submitted to a series of analyses of variance (ANOVAs) with F1 and F2 as dependent variables, and study ( PNW, HGCW, or PB) and vowel (i, I, ɛ, ae, A, ʊ, u) as independent variables. ANOVA results are presented in Table 1 (male vowels) and 2 (female vowels).
The results of the ANOVAs indicated the expected reliable effect of vowel on F1 and F2 for both men and women, indicating that in each study, the vowels were reliably separated on both dimensions. More interesting is that there was an effect of study on F2 for men and a Study × Vowel interaction for F1 and F2 in the data for both the men and women. The interactions indicate study-specific differences for individual vowels. To probe which vowels were contributing to the interactions, we submitted the formant values to a series of Bonferroni-Dunn post hoc t tests with an alpha of . To illustrate the Study × Vowel effects, we plotted men's and women's vowel means in Figures 1 and 2 , respectively, with the PNW vowel plots overlaid on HGCW and PB vowels. Notable differences include a lowered ( higher F1) and backed ( lower F2) PNW /ae/ relative to the HGCW counterpart, a raised ( lower F1) and backed ( lower F2) PNW /A / relative to the HGCW counterpart, and a fronted ( higher F2) PNW /ʊ/ and /u / relative to the PB and HGCW counterparts. The PNW /e/ also appears slightly raised ( lower F1) and fronted ( higher F2) relative to the HGCW counterpart. Formant values are summarized in Table 3 .
To investigate the relative differences further, we calculated Euclidean distances from each PNW vowel's F1 × F2 point in the vowel space to its gender-matched counterpart from the PB and HGCW values. 2 We used Equation 1 to calculate distance:
Throughout this study, we used this formula to calculate distance. In the formula, s is the distance between points in a two-dimensional Euclidian vowel space defined by F2 on the x axis and F1 on the y axis, and where F1 p is an individual PNW speaker's F1 value for a particular vowel and F1 i is a comparison value for the equivalent PB or HGCW vowel F1 mean, and where F2 p is an individual PNW speaker's F2 value for a particular vowel and F2 i is a comparison value for the equivalent PB or HGCW vowel F2 mean. Because we were interested in relating these differences to perceptual effects, we also calculated the Euclidean distances in Bark using the formula published in Traunmüller (1990) .
The results of the Euclidean distance measures are summarized in Table 4 , which displays the mean distance and SDs by vowel and by study in Hz and in Bark, respectively. The distance patterns are similar in Hz and Bark because in the frequency region of F1 and F2, there is a fairly linear relationship between Hz and Bark. Nevertheless, the transformations are presented to ease comparisons to other studies for the reader.
On the whole, the Hillenbrand et al. (1995) and the Peterson and Barney (1952) studies showed large mean distances to the PNW vowels: HGCW vowels at 333 Hz (1.67 Bark) and PB vowels at 275 Hz (1.38 Bark). Only a slight difference of 57 Hz (0.29 Bark) is seen between the average HGCW-PNW distance and the average PB-PNW distance. This accounts for the general lack of effect of study in the ANOVA. However, as indicated by the Vowel × Study interactions and subsequent post hoc tests, in some regions of the vowel space, the PB-PNW distances are larger, whereas in others, the HGCW-PNW distances are larger: the back vowels /ʊ, u / show greater distances to PB, and the low vowels /ae, A / show greater distances to HGCW. For /ae, A /, the HGCW-PNW distances are 357 Hz (1.66 Bark) and 257 Hz (1.44 Bark) greater than the equivalent PB-PNW distances. On the other hand, for /ʊ, u /, the PB-PNW distances are 106 Hz (0.67 Bark) and 91 Hz (0.41) greater than the HGCW-PNW distances.
Discussion
The results of Experiment 1 indicate that PNW regional vowels vary, sometimes substantially, from standardized vowels in terms of their formants. They also demonstrate that neither of the standardized vowel sets ( HGCW or PB) is optimal in terms of the vowel mismatch because each has vowels that show larger distances than those of the other study. This result should be unsurprising to readers who are familiar with the sociolinguistic literature. After all, nearly all of the subjects in the Hillenbrand et al. (1995) study were from regions that participate in the well-documented "Northern Cities" vowel shift. As described recently in detail by Labov et al. (2006) , Clopper et al. (2005) , and Jacewicz et al. (2007) , the Northern Cities vowel space is characterized by large differences in the low vowels; in particular, it has a raised /ae/ compared with other regions and a relatively fronted /a / vowel compared with other regions' back /A /. At the same time, much of the West is characterized by a fronting relative to other regions of the high-back vowels [ʊ] and [u] , as noted by Eckert (1989) and as documented instrumentally by Hagiwara (1997) and Clopper et al. (2005) . However, in agreement with Ingle et al. (2005) , neither of these back vowels in our data show as much fronting as is seen in southern California.
Given the tolerance to variation in normal speech, whether such differences will lead to errors when nonregional vowels are presented in identification studies remains to be seen. Moreover, whether dissimilarity distance has an increasingly negative impact on perception such that at greater distances, recognition accuracy declines, or whether the negative effect is equivalent across distances, also remains to be determined. We tested these questions in Experiment 2 using a forced-choice 
Experiment 2: Effect of Dissimilarity Distance on Vowel Identification
Method Listeners There were 15 listeners: 10 women and five men (M age = 24.6 years, age range: 18-38). All were monolingual English speakers who were native to the PNW. All listeners had bilaterally normal hearing, defined as pure-tone thresholds of 20 dB HL or better at octave frequencies between 0.25 kHz and 8 kHz. Subjects from the production study were excluded from the identification study. All procedures were reviewed and approved by the local institutional review board, and subjects were reimbursed for their time.
Stimuli
There were three steps to creating the stimuli, each of which we describe in more detail below. First, we chose pairs of vowels for the identification task. Second, we compared formant values from different parts of North (Peterson & Barney, 1952 ) vowels, and triangles and solid lines represent published values for HGCW (Hillenbrand, Getty, Clark, & Wheeler, 1995) vowels. America to determine the distance steps and to identify individual vowel formant values. Third, we synthesized stimuli using the identified formant values.
We selected two vowel pairs /ae-ɛ, u-ʊ/ for the task on the basis of three criteria. First, the vowels /ae-ɛ, u-ʊ/ represent near neighbors in the acoustic F1 × F2 vowel space and, therefore, should be more easily confused than more distant pairs such as /A-ʊ, i-u /. Second, these pairs represent vowels that set the West-and, therefore, the PNW-vowels apart from other regional vowels. Third, on the basis of our review of regional vowel studies across dialect regions of North America, these pairs represent sets for which monophthongs can be identified.
After identifying the two target vowel pairs, we examined published vowel formant values in a large number of sources representing all seven dialect regions: West, North Central, Midland, South, Inland North, Mid-Atlantic, New England (as defined in Clopper et al., 2005; Labov et al., 2006; and Jacewicz et al., 2007) . Using the Euclidean distance formula in Equation 1, we calculated a dissimilarity distance from the six PNW vowels to the vowels as described in Clopper et al. (2005) , Labov et al. (2006) , Hagiwara (2006) , and Jacewicz et al. (2007) . In calculating distances, we used previously published PNW values (Ingle et al., 2005) to ensure equivalency in the comparisons. After comparing all regions of North America with the PNW Figure 1 , we shifted the scales to optimize the plot area, but the frequency spacing is the same as that in Figure 1. results, we selected two non-PNW distances that varied by a consistent amount in dissimilarity distance (values that were closest in terms of differences in F1 and F2). These were designated as either 0 (identical to PNW vowels), 1 (similar to PNW vowels; 111-176 Hz, 0.52-0.77 Bark), or 2 (dissimilar to PNW; 276-375 Hz, 1.46-1.70 Bark). We used published values from previous studies to preserve the greatest similarity to existing regional vowels and to ensure the maximal naturalness of the subsequent synthetic stimuli, even though this meant some variation within the Distance 1 and Distance 2 groups. The resulting distances with their regional (study-based) identifier are summarized in Table 5 .
Once formant distances had been established, we used the F1 and F2 values from the published studies to create a set of synthetic stimuli at each of the three distance steps (0, 1, and 2). The stimuli were 200 ms long and had a pitch contour that began at 130 Hz and remained steady state for 50 ms, gradually falling thereafter to 90 Hz. This created a male-sounding voice. We took the F1 and F2 frequencies from the published studies, estimated F3 using published regression formulas (Nearey, 1989) , and fixed F4 at 3500 Hz. We calculated formant bandwidths from the algorithm described by Johnson, Flemming, and Wright (1993) . The values used to synthesize the stimuli are summarized in Table 6 . To ensure equivalent signal-to-noise ratios (SNRs) across vowels, the stimuli were root-mean-square normalized following synthesis.
Procedure
Throughout the experiment, listeners were seated in a double-walled sound booth. They were first trained in the orthographic decision labels for vowels by associating visually presented words, such as bet and bat, with the orthographic decision labels. The following are the labels used in the experiment preceded by their IPA symbols: /ɛ/ eh, /ae/ ae, /ʊ/ uh, and /u / oo. When subjects achieved 88% accuracy in the association of the labels with visually presented words, they proceeded to the main experiment.
To measure vowel identification, we presented stimuli monaurally to the right ear via an insert earphone. Each vowel was presented in a background of a masker noise with frequency spectrum matched to the longterm spectrum across all vowels. The masker consisted of a white noise that was low-pass filtered with a 300-Hz cutoff frequency and a 5-dB-per-octave spectral slope. Vowels were presented at SNRs of +2 dB SNR, +6 dB SNR, and +10 dB SNR. In each case, the level of the vowel was fixed at 65 dB SPL, and the level of the noise was adjusted to the desired SNR.
Stimuli were presented blocked by vowel condition (front pairs, back pairs) and SNR, creating six blocks total. The order of the blocks was randomized for each subject. A block consisted of 18 randomly ordered trials (two vowels, three distances, and three repetitions). To mimic clinical (i.e., untrained) presentation, each block was presented once. Subjects responded to each trial in a two-alternative forced-choice paradigm using a touch screen. The choices were presented on the screen as buttons labeled eh or ae for the front vowel block and uh or u for the back pair block. The location of response buttons on the touch screen was randomized on each trial to minimize response bias.
Results
We analyzed the results with a three-way ANOVA with the factors distance (0, 1, or 2), SNR (+2 dB, +6 dB, or +10 dB), and vowel. The results of the ANOVA are reported in Table 7 .
The effect of distance for each SNR is shown in Figure 3 . In general, scores were similar between distances 0 and 1 and dropped significantly for distance 2 for all SNRs. As suggested by Figure 3 , there was no effect of SNR. There was an effect of distance and a significant interaction between distance and SNR. To investigate further, we collapsed the data across vowels and conducted a post hoc analysis by comparing the distance scores within each SNR. The Distance × SNR interaction was due to a small difference in the magnitude of the effect whereby the difference between distances 0 and 1 approached significance for SNR 10 ( p = .087) but not for SNR 6 and 2 ( ps = .475 and .384, respectively). Note that for SNR 10, there was a slightly higher score at distance 1 compared with distance 0, but given the nonsignificant p value, we considered this as reflecting measurement variability. At all SNRs, there was a significant decrease in score between distances 1 and 2 ( p < .005 in each case). We used post hoc means comparisons to examine the Distance × Vowel interaction (see Figure 4 ). Post hoc analyses indicated that three of the vowels showed a significant effect of distance ( p < .005 for ɛ, ae, and u). In each case, the difference between distances 0 and 1 was nonsignificant ( p > .050), and the difference between distances 1 and 2 was significant ( p < .005). For the remaining vowel (ʊ), the effect of distance was not significant ( p = .107).
Discussion
Although we focused on a specific region of the United States ( PNW), we anticipate that the results seen here can be generalized to other regions of the country. In Experiment 2, the effect of distance 2 was robust, whereas distance 1 did not prove reliable. This may indicate that when making comparisons across dialects, small differences have little or no effect on identification, whereas larger differences have large negative effects. This finding needs to be tested more thoroughly by examining the perceptual effects of subregional or sociolectal variation within dialect-specific vowel systems. Our production results show that grouping all of the regional accents into any one of the dialect regions (e.g., the South or West) based on overall vowel similarity creates vowel-specific mismatches: Whereas some PNW vowels are typical of other West coast varieties of English, such as the one spoken in southern California, other PNW vowels differ quite dramatically. For example, PNW /ae / shows a Euclidean distance of 157 Hz (1.06 Bark) compared with descriptions of the West in general as defined by Clopper et al. (2005) and Labov et al. (2006) , or compared with regionally specific values reported for southern California (e.g., Hagiwara, 1997; Johnson et al., 1993) . PNW vowels also show less extreme fronting of /u/ than seen in the generic West or in the specific Southern Californian descriptions. If the distance effects in perception found in Experiment 2 extend to other vowels as predicted, then the treatment of the entire West as a single dialect group may be too broad for many purposes, and this underscores the importance of considering regional-specific vowels rather than broad areas of the United States (e.g., the West, Midwest, South) as is typically done.
The perception results have both methodological and theoretical implications for studies of speech perception. They indicate that vowel category distances related to regional variation have a reliable negative impact on vowel identification. Stated another way, greater dissimilarity increases the risk that a vowel may be identified poorly in perception experiments; however, slight dissimilarities appear to have a negligible effect. It must be noted that in creating our stimuli, we chose a relatively modest distance for the distance 2 condition because we wanted to avoid vowels that were so different that no researcher would use them as stimuli. Accordingly, these results should represent the range of dialects that could be encountered by an individual in a realistic situation.
It is important to note that these were vowels presented in isolation, and therefore the task is not directly representative of a listener's everyday experience with accent variation. Whether larger stretches of speech with context effects will show the same reliability remains to be seen; moreover, the negative impact of dialect differences on speech perception may be mitigated by a variety of factors, such as the experience of the listener with other accents. For example, Evans and Iverson (2004) found that listeners were able to shift their perceptual targets to match that of the input accent over time. However, adaptation to an accent may require long-term exposure and may not occur for all individuals (Evans & Iverson, 2007) . Sumner and Samuel's (2009) study provided evidence that there are dialect effects in both the immediate perceptual processing and long-term recall of speech stimuli. They concluded that there are individual experienced-based differences that affect one's ability to process stimuli presented in a nonnative dialect.
Research on highly proficient nonnative and bilingual listeners suggests that noise interacts with language background (e.g., Mayo, Florentine, & Buus, 1997; Meador, Flege, & MacKay, 2000; Rogers, Lister, Febo, Besing, & Abrams, 2006) . In these studies, listeners appear native-like under ideal listening conditions but experience a more extreme decline in perceptual performance in noise than native listeners do. Age of acquisition also plays a role in these studies; the earlier the second language was acquired, the less noise seemed to affect their perceptual performance. The lack of interaction with noise shown in the present study may be due to an ability of native speakers to dynamically adapt to moderate levels of noise; the more extensive the experience with variation, the more robust the perceptual response in the face of noise. This is consistent with recent findings that the combined effects of dialect variation and noise on speech processing are lessened when the listener has extensive experience with a similar dialect (Clopper & Bradlow, 2009; Clopper, Pierrehumbert, & Tamati, 2010 , Sumner & Samuel, 2009 ).
We believe that these findings also suggest that early and extensive experience with relevant variation creates a robust representation that listeners with normal hearing can draw on under difficult listening conditions, such as in background noise. Individuals with hearing loss may experience an increased difficulty adapting to dialect variability in noise because of the reduced redundancy in the received signal. There is a dearth of research on how listeners with hearing loss respond to dialect variation and other types of phonological distortion. Such work continues to be a focus of interest in our laboratories.
Conclusion
The results of the production study indicate that even when vowels are labeled with the same phonetic symbol ( by convention), there can be large acoustic differences between one region's vowels and another's; moreover, there are vowel-specific effects such that some vowels are quite similar across studies and others vary widely. On the whole, the PNW vowels were more similar to the PB vowels than to the HGCW vowels, but for each of the standard vowel sets, some PNW vowels showed larger distances. When presented as stimuli in noise, vowel distance had a reliable (negative) impact on the listener's ability to correctly identify the target vowel. These findings indicate that researchers and clinicians should take care in choosing stimuli for perception experiments. We recommend that researchers use regionally validated vowels instead of relying on standardized vowels in tasks that use vowel perception.
