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Abstract
The scope of this thesis is to investigate the coherence properties of negatively charged
silicon vacancy centres (SiV-) in diamond and to establish techniques to coherently control
their quantum state, aiming at applications in quantum information processing. For the
first time, using coherent population trapping (CPT) in magnetic fields, we determine
the centres ground state electron spin coherence time to amount to 45 ns at 4.2K. To
investigate the limiting processes, we realize a confocal microscope operating in a dilution
refrigerator at temperatures as low as 12mK. Using further CPT and optical pumping
experiments, we identify a resonant coupling to a spin bath as a source of decoherence
persisting at millikelvin temperatures, in addition to phonon-mediated processes at higher
temperatures. Using Raman transitions we realize optical Rabi oscillations, Ramsey
interference and spin echo measurements to validate these findings and simultaneously
demonstrate coherent control at 12mK. We further extend these techniques to achieve
full resonant and Raman-based all-optical coherent control using laser pulses as short
as 1 ps, reaching exceptional control speeds. Finally, we demonstrate for the first time
coherent manipulation of SiV- ensembles using stimulated Raman adiabatic passage and
Raman absorption of a weak signal aided by a strong control pulse as a proof-of-principle
experiment towards a SiV--based Raman quantum memory.

Kurzzusammenfassung
In dieser Arbeit werden die Kohärenzeigenschaften negativ geladener Silizium-Fehlstelle-
Farbzentren (SiV-) in Diamant untersucht und Techniken zu deren kohärenter Kontrolle
entwickelt, mit dem Ziel sie für die Quanteninformationsverarbeitung nutzbar zu machen.
Mittels "coherent population trapping" (CPT) in Magnetfeldern wird erstmals die Elektro-
nenspin-Kohärenz einzelner SiV- bestimmt und eine Kohärenzzeit von 45 ns bei 4.2K
ermittelt. Weitere Untersuchungen in einem Verdünnungskryostat bei Temperaturen von
bis zu 12mK identifizieren eine resonante Kopplung an ein Spinbad als wichtigste Quelle von
Dekohärenz im Millikelvin-Regime, während bei höheren Temperaturen zusätzlich Phono-
nen-assistierte Prozesse relevant werden. Dies wird durch Raman-basierte optische Rabi-,
Ramsey- und Spin Echo-Experimente bestätigt, welche gleichzeitig kohärente Kontrolle bei
12mK demonstrieren. Unter Verwendung ultrakurzer Laserpulse werden diese Techniken
schließlich erweitert und erstmalig resonante sowie Raman-basierte optische kohärente
Kontrolle auf der Pikosekunden-Skala realisiert. Abschließend wird auch die kohärente
Manipulation von SiV--Ensembles untersucht und kohärenter Populationstransfer mittels
stimuliertem adiabatischem Raman-Transfer sowie Raman-Absorption eines schwachen
Signals mittels eines starken Kontrollfelds demonstriert. Diese Experimente bilden die
Grundlage für die Entwicklung eines SiV--basierten optischen Quantenspeichers.

Contents
Introduction i
1 The silicon vacancy colour centre in diamond 1
1.1 The diamond host lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Crystalographic properties . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Physical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Natural diamonds & diamond synthesis . . . . . . . . . . . . . . . 4
1.2 The silicon vacancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Charge state & constituents . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Spectral properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Structural properties . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.4 Electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Light-matter interactions 23
2.1 A two-level atom interacting with light . . . . . . . . . . . . . . . . . . . . 24
2.1.1 The two-level Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Optical Bloch equations and the density matrix . . . . . . . . . . . 26
2.1.3 Rabi oscillations, Ramsey interference and Hahn echo . . . . . . . 29
2.2 Coherence in three-level systems . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.1 Autler-Townes splitting, coherent population trapping and electro-
magnetically induced transparency . . . . . . . . . . . . . . . . . . 34
2.2.2 Stimulated Raman adiabatic passage . . . . . . . . . . . . . . . . . 36
2.3 The double-Λ system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Sample preparation & optical setups 43
3.1 Fabrication of single-emitter samples . . . . . . . . . . . . . . . . . . . . . 44
3.1.1 Diamond substrate pre-selection . . . . . . . . . . . . . . . . . . . 44
3.1.2 Silicon ion implantations . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3 Fabrication of solid immersion lenses . . . . . . . . . . . . . . . . . 49
3.2 Fabrication of ensemble samples . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Optical setups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.1 The confocal microscope . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 The coherent population trapping experiment . . . . . . . . . . . . 58
3.3.3 The dilution refrigerator experiment . . . . . . . . . . . . . . . . . 61
viii CONTENTS
3.3.4 The coherent control experiment . . . . . . . . . . . . . . . . . . . 69
4 Experimental results I: Single SiV- centres 73
4.1 Sample & emitter properties . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Coherent population trapping . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Millikelvin experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3.1 Measurement of orbital and spin relaxation rates . . . . . . . . . . 88
4.3.2 Measurement of ground state spin coherence . . . . . . . . . . . . . 96
4.4 Ultrafast all-optical coherent control . . . . . . . . . . . . . . . . . . . . . 103
4.4.1 Resonant coherent control . . . . . . . . . . . . . . . . . . . . . . . 106
4.4.2 Transition dipole moments & quantum efficiency . . . . . . . . . . 108
4.4.3 Raman-based ground state control . . . . . . . . . . . . . . . . . . 112
5 Experimental results II: ensembles of SiV- centres 119
5.1 Concept of a Raman quantum memory . . . . . . . . . . . . . . . . . . . . 120
5.2 Ultrafast Ramsey interference and Hahn echo . . . . . . . . . . . . . . . . 125
5.3 Stimulated Raman Adiabatic Passage . . . . . . . . . . . . . . . . . . . . . 127
5.4 Raman absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6 Outlook & Summary 139
6.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2.1 Single SiV- centres . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2.2 SiV- ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
Appendices 149
A MATLAB scripts & functions 151
A.1 Simulations of coherent population trapping . . . . . . . . . . . . . . . . . 151
A.2 Coherent control and ensemble simulations . . . . . . . . . . . . . . . . . . 154
B Transmission & reflection curves 159
B.1 Fabry-Pérot etalon properties . . . . . . . . . . . . . . . . . . . . . . . . . 159
B.2 Dilution refrigerator windows . . . . . . . . . . . . . . . . . . . . . . . . . 160
Bibliography 161
Publications 181


Introduction
Information processing using classical silicon-based computers experienced an exceptionally
rapid growth over the past decades and fundamentally influenced our everyday life as well
as research and technological development in many different ways. In such a classical
computer information is encoded in binary digits (bits), which can take on two different
basis states, 0 or 1. This information is then processed using Boolean logic, i.e. a set of
basic logic gates such as AND, OR or NOT, each of which can in turn be represented by a
combination of so-called universal gates like NAND (not-AND) or NOR (not-OR) [1]. In
modern computers, these gates are implemented in silicon-based integrated circuits using
transistors and the bit values are represented by voltage amplitudes [2]. Lithographic
processes enable the fabrication of billions of transistors on a single chip with structure
sizes currently reaching down to 14 nm. The computational power of such a chip is
fundamentally limited by the number of gates i.e. the amount of transistors per device.
Already in 1965, Gordon Moore, co-founder of Intel, predicted a doubling of the number
of transistors in a computer chip each year [3]. While in reality a slightly slower evolution
with a doubling every 18 months has been observed, even today’s most modern computer
chips still obey this rule, widely known as "Moore’s law". However, classical computing
has two major limitations: First, the binary nature of this type of computing imposes
some fundamental limits to the way such a device performs calculations and certain
computational tasks cannot be computed efficiently at all using a classical machine, even
on the most modern supercomputers [4]. Examples for such tasks are e.g. the factorization
of large prime numbers [5], certain optimization problems such as the famous travelling
salesman problem [6] or the precise calculation of physical, chemical or biological properties
of complex compounds [7]. Secondly, while transistors are expected to shrink even further,
allowing even more of them to be fabricated on a chip, this trend cannot go on indefinitely
with structure sizes approaching atomic limits [8]. At this point classical physics will break
down and the properties of such a computer chip will be governed by the rules of quantum
mechanics, rendering conventional information processing impossible [9].
In contrast to classical computing, quantum information processing (QIP) systems attempt
to turn the emergence of quantum mechanical phenomena at atomic scales into a powerful
tool. A device deliberately harnessing such effects could overcome many of the above-
mentioned limitations and developing it has triggered significant efforts in fundamental
research and engineering in the past decades [10]. The basic computational unit of
such a QIP device is the quantum bit (qubit) [11]. Just like its classical equivalent the
qubit is constructed from two orthonormal basis states which in quantum mechanics are
represented by two state vectors |0〉 and |1〉. However, in contrast to the bit, a qubit
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cannot only take on two discrete values but also arbitrary superpositions of the form
|Ψ〉 = α |0〉+ β |1〉 with α2 + β2 = 1. Thus, figuratively speaking, a qubit represents 0 and
1 at the same time, giving rise to a unique way of processing information oftentimes termed
"quantum parallelism" [12]. This feature allows a quantum computer utilizing quantum
algorithms to tackle problems that cannot be computed on classical machines such as
prime number factorization [13] or searching large, unsorted databases [14]. Moreover, QIP
devices have additional applications such as quantum cryptography [15] for provably secure
communication, metrology [16] or quantum simulation [7] with fascinating applications in
materials science and pharmacological research.
To construct a qubit, in principle, any quantum mechanical system with at least two
distinct energy levels will do. In reality however, a system has to fulfil the following list of
criteria, defined by D. DiVincenzo, to be suitable to form a basic building block of a QIP
technology [17]:
1. A scalable and well-defined physical system To realize a QIP device with
meaningful computational capabilities a single qubit does not suffice but a larger
number of qubits forming a collective quantum state is necessary. The qubits are
then said to be entangled, meaning that their state cannot be written as a simple
product of single-qubit states and for N qubits its dimensionality scales as 2N .
This exponential scaling is a major advantage compared to classical machines, the
computational power of which only scales linearly with the number of bits. Therefore,
a few tens of qubits is already enough to realize a powerful quantum computer
with real-world applications. An important prerequisite for the qubits to become
entangled also is their indistinguishability, a challenging property especially in solid
state matrices where environmental effects tend to locally alter qubit properties.
Moreover, the term "well-defined" refers to the fact that the internal level structure
and dynamics of the qubit is well-known.
2. A method to initialze the qubits Before starting a computation the system
consisting of N qubits needs to be initialized into a defined common state such as
|00...0〉. This can either be achieved by simply letting the system relax into its
ground state or, a suitable system provided, by pumping the system into a defined
state by e.g. applying optical fields.
3. Long relevant coherence times The coherence time of a qubit can be understood
as the time it takes for the superposition state |ψ〉 = α |0〉 + β |1〉 to decay into
a statistical mixture ρ = |α|2 |0〉 〈0| + |β|2 |1〉 〈1|, that is a state of independent
quantum systems without fixed phase relations. This time scale should be much
longer than the time needed for a single quantum gate operation. Thus, even if the
coherence time of a qubit is short, it can be a viable system for local QIP as long as
it can be manipulated rapidly. As a benchmark, DiVincenzo suggested coherence
times 104-105 times longer than the gate operation time of the qubit mainly because
this allows the implementation of quantum error correction protocols [18].
4. A universal set of quantum gates To implement an arbitrary quantum algorithm
on a quantum computer a set of quantum logic gates needs to be implemented. Luckily,
iii
it can be shown that, much like in classical computation, arbitrary operations can
be realized by a full set of single qubit gates (that is arbitrary control over phase
and amplitude of the components of a single-qubit superposition state) as well as a
single universal two-qubit gate like the controlled-NOT (CNOT) gate, which flips
the state of a target qubit if and only if the control qubit is in |1〉 [19].
5. A qubit-specific measurement capability To complete a computational task
on a QIP system the final state of a target qubit needs to be measured. This
measurement should be qubit-specific, i.e. it should leave the rest of the system
unperturbed and ideally should be non-destructive, that is it should even leave the
state of the target qubit unaltered to allow for subsequent use.
In the past years many different quantum systems [20] have been studied as individual qubits
as well as basic multi-qubit systems, amongst them trapped ions [21,22], neutral atoms [23],
semiconductor quantum dots [24,25], nitrogen-vacancy centres in diamond [26–28], nuclear
spins in molecules [29,30] and superconducting circuits [31,32]. While all of these qubit
candidates fulfil some of the criteria above, none of them is convincingly complying with
all of them [33]. While the level structures of all these systems are very well understood
and specific initialization, manipulation and readout schemes have been developed for
most of them, especially scalability remains a recurring issue with many of these systems
for fundamentally different reasons: In the case of trapped ions or atoms for example,
the indistinguishability of several individual qubits is nearly perfect [34] but photonic
interfacing of these systems remains challenging due to limited light collection efficiencies.
In contrast to this, solid state-based qubits such as quantum dots are oftentimes favoured
as these platforms allow the integration of hundreds of qubits on a compact chip with
easy optical access and interfacing via established microscopic techniques or via photonic
structures enabling highly efficient interfacing. However, due to local fluctuations of matrix
properties like crystal strain the fabrication of a larger number of truly indistinguishable
qubits is very challenging in these material systems.
In this thesis we will explore a potentially highly-scalable QIP platform, the negatively
charged silicon vacancy colour centre (SiV-) in diamond [35], and we theoretically as well
as experimentally examine its suitability as a basic building block for future quantum
technologies. Colour centres are localized atom-sized crystallographic defects consisting of
lattice vacancies, impurity atoms or combinations of both in a crystalline solid-state matrix
with electronic transitions lying within the band gap of the host material. These transitions
lead to a characteristic absorption and emission of light and, in high concentrations, give
the host material a characteristic colour, hence the name "colour centre". Due to their
well-defined local symmetry and their isolated electronic levels colour centres are frequently
considered as "artificial atoms" (or a bit more accurate, molecules). These defects posses
orbital as well as electron and nuclear spin degrees of freedom in which quantum infor-
mation can be encoded into. Because of its exceptionally large band gap (∆Egap=5.5eV)
diamond is capable of hosting hundreds of different types of centres [36] and itself is an
ideal host material for QIP applications for several reasons: First, recent technical advances
enable fabrication of synthetic diamond with very high purity and well-definable proper-
ties [37,38]. Moreover, by using isotopically purified 12C precursors diamond, in contrast
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to e.g. gallium arsenide, can be made completely spin-free [39], providing an exceptionally
low-noise environment for spin qubits [40]. Secondly, its high thermal conductivity and
high transparency render it ideal for applications at low temperatures and for the use of
optical techniques. In addition, recent developments in diamond nanofabrication allow for
the manufacturing of a variety of nanophotonic structures in diamond such as waveguides
or photonic crystal and nanobeam cavities which can be used to interface qubits in a
scalable on-chip QIP platform [41, 42]. For a recent review on diamond nanophotonics see
e.g. [43]. So far, only a handful of the above mentioned myriad of colour centres has been
investigated on a single-emitter level with the renowned nitrogen vacancy centre (NV)
vastly dominating this field of research in the last decade [44]. The tremendous popularity
of the NV is based on its electronic structure: The centre features an electron spin triplet
ground state (S=1) with a zero-field splitting of about 2.9GHz between its ms = ±1
and the ms = 0 spin sublevels [45,46]. This enables spin manipulation using convenient
microwave frequencies. For this spin, coherence times in the microsecond regime have
been observed, mainly limited by magnetic-field noise created by substitutional nitrogen
impurities and 13C. In ultra-pure and isotopically enriched diamonds even higher values
of up to 2ms have been reported [40]. Moreover, a spin-state dependent fluorescence as
well as optical spin initialization into the ms = 0 can be observed under illumination with
non-resonant green light, tremendously simplifying quantum optical experiments with this
centre. The application of small magnetic fields leads to a Zeeman splitting between the
ms = +1 and ms = −1 sublevels in the NV. This can be measured in an optically-detected
magnetic resonance (ODMR) experiment by sweeping the microwave frequency across the
|ms = +1〉 → |ms = 0〉 and |ms = −1〉 → |ms = 0〉 resonances and detecting the changes
in spin level by observing the fluorescence intensity under non-resonant illumination. By
measuring the Zeeman splitting, the NV can therefore be used as a sensitive and well-
localized magnetic field sensor. This rather simple scheme already yields a magnetic field
sensitivity of up to 2µT/√Hz using a single NV centre [47]. In addition, several more com-
plex schemes utilizing changes in the spin precession times of the NV have been developed,
further improving sensitivities down to a few fT/√Hz for ensembles of NVs [48], making it
comparable to the most advanced SQUID (superconducting quantum interference device)
magnetometers [49] without the stringent need for low-temperature operation.
In the context of QIP applications the NV also offers the possibility to transfer quantum
information to the built-in and long-lived nuclear spin of 14N or 15N. This is made possible
by the long spin coherence times of the NV ground state enabling narrow magnetic dipole
transitions and hence allowing for addressing individual hyperfine levels via narrowband
microwave pulses [50]. This nuclear spin access even allows for the implementation of a
CNOT gate between electron and nuclear qubits. An applied nuclear spin state-selective
microwave pulse applied between e.g. one of the hyperfine levels of the |ms = 0〉 and
|ms = +1〉 electron spin branch hereby only flips the electron spin if the system is in the
respective nuclear spin state.
Besides the favourable properties discussed above, the NV centre also has a number of dis-
advantages, mainly its optical properties: Due to strong interactions with local vibrational
modes, the emission spectrum of the NV is dominated by a broad phonon sideband (PSB)
ranging from 640 nm up to above 800 nm and only 3-5% of the total fluorescence is emitted
into the narrow zero phonon line (ZPL) at 637 nm [51]. While this does not impede a
vsimple spin read-out as we have discussed it above, it is detrimental for the creation of
NV-NV entanglement since these protocols rely on ZPL photons which are only emitted
with a probability of less than 10−6. Moreover, the indistinguishability of these photons
is further reduced by spectral diffusion processes due to fluctuating electric fields in the
environment of the NV which have to be compensated via active electrostatic feedback [52].
Therefore, for the NV only very low bipartite entanglement rates of approximately one
event per hour have been demonstrated so far [53], limiting chances for entanglement of
multiple NVs without the use of sophisticated techniques to enhance the centre’s ZPL
emission, such as coupling to microcavities [54]. Hence, while the NV most probably has a
bright future in quantum sensing, its use for QIP applications strongly depends on the
development of efficient photonic interfaces.
The SiV- centre is destined to improve on these insufficiencies of the NV centre in several
ways which we will briefly review here before introducing the centre in greater detail in
the following chapter: One of the main advantages of the SiV- is a significantly reduced
vibronic coupling compared to the NV, resulting in a channeling of about 80% of the
total fluorescence into the ZPL [36,55] and narrow ZPL linewidths below 1 nm already at
room temperature [55,56]. When cooling the SiV- down to liquid helium temperatures,
this ZPL splits up into four fine structure components with linewidths down to 120MHz,
indicating a system with a twofold-split ground and excited state, the components of
which are seperated by 48GHz and 258GHz, respectively, caused mainly by spin-orbit
interactions [57]. Structurally, the SiV- is composed of a single silicon atom occupying
an interstitial site in between two empty adjacent carbon lattice sites in the diamond
unit cell. Including six nearest-neighbour carbon atoms, this gives the defect an inversion-
symmetric trigonal antiprismatic symmetry. This high symmetry is what makes the SiV-
exceptionally interesting for QIP applications as it renders the system relatively insensitive
against perturbations e.g. caused by electric field fluctuations or local variations in crystal
strain [57,58]. On the one hand, this outstanding feature means that quantum information
(which is analogue information and thus is susceptible to alterations) encoded in SiV-
centres is very well protected against these noise sources. On the other hand, the high
symmetry is responsible for very narrow inhomogeneous distributions down to 360MHz
for emitters in high-quality diamond samples and e.g. enabled the demonstration of pho-
ton indistinguishability from two separate SiV- centres without any additional frequency
tuning technique [59]. Moreover, the SiV- offers a variety of optically allowed transitions
even between spin sublevels of opposite spin projection because a difference in spin-orbit
interaction strengths causes different effective quantization axes in the ground and excited
state. This leads to a partial relaxation of spin selection rules and makes it possible to
optically address spin-flipping transitions. Thus, the SiV- offers the unique possibility for
an all-optical coherent control of both the orbital and spin degree of freedom without the
need to apply additional strain or electric fields to create optical access to the spin levels as
it is common in other systems such as quantum dots [25] or NV centres [60]. This optical
control, in contrast to the widely used microwave- or radio frequency-based schemes offers
a high spatial resolution, as a laser can be very precisely guided onto a specific qubit, a
significant advantage for precise coherent control of multi-qubit systems. Moreover, the
SiV- offers the possibility of ultrafast coherent control using short and thus broadband
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laser pulses and even sub-cycle control [61], that is, control over time scales shorter than
the qubit frequency splitting, with pulse lengths in the picosecond regime. This again is
a significant advantage, especially for a qubit in the solid state, where interactions with
the environment often lead to comparably short coherence times. This is enabled by the
large level splittings of the SiV-, minimizing the risk of unwanted cross-excitations when
using broadband pulses. For these reasons, the SiV- is a highly promising candidate to
realize interfacing of multiple qubits in a solid state system. However, as we will explore
in this thesis, the spin coherence of the SiV- is limited to tens of nanosecond due to its
inherent electronic structure as well as due to magnetic interactions with its environment.
Nevertheless, we will show that this limitation can be overcome for local QIP applications
by extremely high control speeds and we will explore techniques to further prolong its spin
coherence.
In addition to its use as an individual qubit the SiV- is also a promising candidate for
the realization of an ensemble-based optical quantum memory, since even for extremely
dense ensembles of SiV- centres inhomogeneous broadenings in the low GHz-regime, lower
than the fine structure splitting of the centre, have been reported [62]. Before we take
a closer look at the principle and possible implementations of optical quantum memo-
ries, we will further motivate their technological value by making a small excursus and
discussing some basic properties of quantum information in general and photons as a
carrier of quantum information: A unique feature of a quantum superposition is that
it cannot be digitized or copied without destroying it. This property, known as the
"no cloning theorem" [63] makes storage of quantum information extremely challenging
as it implies that a quantum memory itself needs to be a quantum mechanical device.
Therefore, the use of photons as qubits to process and distribute quantum information is
at the same time ideal and extremely challenging. On the one hand, photons can easily
be manipulated using standard optical components and offer a multitude of degrees of
freedom to encode quantum information (e.g. polarization, photon number). Furthermore,
photons do only weekly interact with each other and their environment, i.e. quantum
information encoded in photons is again very well protected from environmental noise.
This advantage, on the other hand, simultaneously is the greatest disadvantage of photons
as the weak interactions render local storage of quantum information encoded in photons
challenging. However, for optical QIP this is a very fundamental technical requirement as
the generation of single photons most of the time is a probabilistic process and therefore
individual single photon sources need to be synchronized, e.g. by using so-called buffer
memories, to allow for a controlled interaction of single photons at specific points in time
and space. One method to approach this hurdle is to convert a single photon into a coherent
collective excitation, often called a spin wave, in a dense ensemble of quantum systems.
The large number of quantum systems hereby compensates for the vanishing interaction
probability of the photon with each individual site. In the past years several schemes
for such a photon storage such as electromagnetically induced transparency (EIT) [64],
controlled reversible inhomogeneous broadening (CRIB) [65], atomic frequency comb
memories (AFC) [66] or Raman-based storage [67] have been proposed and experimentally
demonstrated in a variety of physical systems. However, many of these memories lack
the capability to store short and thus broadband photons, which, however, is desirable to
achieve high data rates in optical QIP and quantum communications systems. As we will
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explore later in this thesis, the SiV- is a particularly promising system to realize a very
broadband memory with potentially very favourable ratios of pulse length and storage time.
This thesis directly builds on previous work performed by C. Hepp et al. [57, 58] in which
an extensive investigation of the SiV- centre’s electronic structure has been performed,
revealing orbital as well as electron spin doublet ground and excited states. However,
the coherence properties of both orbital and spin levels remained elusive so far and no
experimental scheme to coherently control a quantum state encoded in either of those
degrees of freedom has been developed yet. These are the main objectives of this thesis
which is structured as follows:
• In chapter 1 we will focus on the physical properties of both diamond as well as
the SiV- centre: We will start out with a description of the structural, electronic,
optical and phononic properties of diamond and discuss its suitability as a host
material for QIP applications. We will then discuss the techniques used to fabricate
synthetic diamond as it has been used throughout this work. The second part of this
chapter then focuses on the optical and electronic properties of the SiV- centre and
we conclude the chapter by briefly reviewing a theoretical model for the eletronic
structure of this defect developed by Hepp et al. in a previous work [57, 58] as
it provides a deep level of understanding of the SiV- centre’s level structure and
electronic interactions which will be a fundamental ingredient for interpreting the
results obtained in this work.
• Chapter 2 will then focus on the theoretical concepts of the interaction of light and
matter: We will begin by introducing the counter-play of a single coherent light field
with a two-level atom and slowly expand this towards a model for multi-level systems
interacting with multiple fields, which we will use to analyse the experimental data
presented later in this thesis. In this context we will also discuss a number of physical
effects related to quantum coherence and introduce the techniques used to measure
coherence times and for coherent control.
• In chapter 3 we will then take a closer look at the experimental concepts employed
to obtain the results of this thesis: The first part of the chapter will deal with the
fabrication process of a diamond sample containing single SiV- centres which we
exclusively used to obtain all single-emitter results in chapter 4. Moreover, a brief
review of the fabrication of SiV- ensemble samples will be given as these samples
have been used for the experiments presented in chapter 5. The second half of the
chapter then covers the optical setups used and discusses a number of technical
particularities.
• The 4th chapter will then cover the experimental results obtained using single SiV-
centres: We will start by presenting the first measurement of the spin coherence
time of the SiV- at liquid helium temperatures, the results of which will point us
towards the need to perform experiments at even lower temperatures. Therefore,
in the second part of this chapter we will present first-time results obtained from
single SiV- centres investigated using a home-build confocal microscope in a 3He/4He
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dilution refrigerator down to temperatures of 12mK. This will yield a more complete
picture of the SiV- spin coherence and its limitations. Some of the experiments
presented there also form the basis for optical coherent control of the SiV- spin
degree of freedom. In the third part of the chapter we will then discuss a number
of experiments which, for the first time, demonstrate coherent control of the SiV-
orbital degree of freedom, solely relying on ultrashort laser pulses. We will first
discuss a control scheme using pulses resonant with the ZPL transitions of the SiV-
and we will use some of the results to calculate the transition dipole moment and
quantum efficiency of the SiV-. We will conclude the chapter by demonstrating full
all-optical and coherent sub-cycle control of the SiV- ground state using a single 1 ps
long laser pulse.
• Chapter 5 will then focus on the coherence properties and coherent manipulation of
dense ensembles of SiV- centres: This chapter mostly focuses on the application of
such ensembles in Raman-based quantum memories and therefore we will start out
with a discussion of the Raman memory protocol as well as a theoretical estimation
of storage efficiencies and times achievable with the currently available ensemble
samples. In the second part of the chapter we will then present results obtained
from resonant coherent control experiments performed to validate the feasibility
of first proof-of-principle memory experiments. The remaining part of the chapter
will then deal with experiments paving the way towards the implementation of the
Raman memory. For the first time, we will demonstrate coherent transfer within the
orbital ground state manifold of the ensemble using two classical, off-resonant pulsed
laser fields of picosecond duration in a stimulated Raman adiabatic transfer scheme.
Secondly, we will demonstrate Raman-based absorption of a 30 ps long weak coherent
state in the ensemble aided by a strong classical pulsed control field, corresponding
to the read-in process of a Raman quantum memory.
• In chapter 6 we will then conclude this work and provide an outlook on possible
future experiments based on the findings and techniques established in this thesis.
Chapter 1
The silicon vacancy colour centre in
diamond
We will kick off this chapter with an overview over the fundamental properties of diamond
as a host material for colour centres as well as the fabrication of synthetic diamond. The
second part of the chapter then focuses on the silicon vacancy defect itself. We will begin
this section with a brief historical recapitulation which will include a discussion of the
defects spectral properties, charge states and geometric structure. We then use this as
a basis to review the electronic structure of the SiV- and to review a group theoretical
model of the electronic properties of the defect which has been developed by C. Hepp et
al. in a former thesis [57,58].
1.1 The diamond host lattice
Carbon is one of the most versatile elements and, in its pure form, appears in several
amorphous as well as crystalline modifications. A member of the latter group, diamond, is
one of the most extraordinary materials known today, exceeding most other substances in
properties like hardness, transparency or thermal conductivity.
1.1.1 Crystalographic properties
Diamond is the cubic allotrope of crystalline carbon. A single unit cell of the diamond
crystal structure is displayed in Fig. 1.1(a) (note that the origin in this representation is
shifted by (0,0,1/2) compared to the common origin choice for better visibility of the SiV-
structure later on). Diamond crystallizes in the cubic crystal system in space group Fd3¯m
(Nr. 227) with a lattice constant of a=3.567Å [68]. The structure is a face-centred cubic
(fcc) Bravais lattice with a diatomic basis consisting of atoms at (0,0,0) and (1/4,1/4,1/4).
Alternatively, the structure can be visualized as a simple fcc lattice with additional C atoms
filling half of the tetrahedral gaps in an alternating fashion or as two individual fcc lattices
displaced by (1/4,1/4,1/4). All C atoms in this structure are tetrahedrally coordinated and
bound to four nearest-neighbour atoms.
1
2 CHAPTER 1. THE SILICON VACANCY COLOUR CENTRE IN DIAMOND
a
b
Figure 1.1: Crystal structures. (a) Cubic diamond unit cell (space group
Fd3¯m) with solely tetrahedrally coordinated C atoms (grey). (b) By removing
two adjacent C atoms along (111) and adding an interstitial Si atom (red) a SiV-
centre with its characteristic trigonal-antiprismatic split-vacancy configuration is
formed. The six nearest-neighbour C atoms are marked in blue.
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Figure 1.2: Band structure & phonon dispersion. (a) Electronic band
structure of diamond along the Λ-(L→ Γ) and ∆-line (Γ→X) indicating the direct
band gap of ∆Edirect=7.3 eV in the zone centre as well as an indirect band gap
of ∆Eindirect=5.5 eV between Γ and X. Figure adapted from [69]. (b) Phonon-
dispersion relation of diamond along (100) displaying transverse acoustic (TA),
logitudinal acoustic (LA), transverse optical (TO) and longitudinal optical (LO)
phonon branches. Figure adapted from [70].
1.1.2 Physical properties
Electronic band structure Diamond is the hardest natural material known today
and defines the upper end of the Mohs scale of mineral hardness with a value of 10.
Under ambient conditions it is completely chemically inert, i.e. it is not affected by
any organic solvents, strong acids or bases. Thus, diamond offers a maximally robust
environment for qubits. The characteristic feature of the electronic structure of diamond
is a very wide indirect band gap with ∆Eindirect=5.5 eV and an even wider direct gap
with ∆Edirect=7.3 eV [69]. As mentioned in the introduction, this wide gap is what allows
diamond to host hundreds of different colour centres, forming localized energy levels within
the band gap [36]. The electronic band structure of diamond is displayed in Fig. 1.2(a),
the band gaps are indicated in red. The valence band of diamond consists of four different
bands (the upper two are degenerate in the range of wavevectors shown here) and an
analysis of their wave functions reveals a s-character for the two lower bands while the
upper bands are more p-like. Moreover, the small energy difference between s- and p-like
bands in the zone centre reflects the sp3-hybridization of all C atoms in this covalently
bound crystal [71]. These strong covalent bonds are responsible for the unprecedented
hardness of diamond. The very wide bandgap makes diamond a semiconductor and leads to
an extremely wirde light transparency window ranging from 230 nm up to the far infrared
region of the electromagnetic spectrum, interrupted only by a two-phonon-absorption
region between 2.5 and 6µm [36]. This high transparency makes diamond an ideal host
material for optical experiments. Another important optical property of diamond is its high
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refractive index of n=2.4 at 740 nm [36]. On the one hand, this facilitates the fabrication
of photonic structures such as waveguides [72] or photonic crystals [41]. On the other hand
it severely limits the light extraction efficiency from unstructured bulk diamond as it leads
to a very low critical angle for total internal reflection of only 24.4◦ at the diamond-air
interface. This makes the use of structures like nanowires [73] or solid immersion lenses
(SILs) a necessity for efficient light collection. In this thesis we will use SILs for collection
enhancement and we will discuss their fabrication and properties in Chap. 3.1.3. In any
case, about 17% of the light is reflected back into the diamond due to Fresnel reflection,
even under perpendicular incidence relative to the surface [74].
Phononic properties Besides its electronic properties, the phonon structure is an
equally important feature of diamond as a host material for colour centres. In Fig. 1.2(b)
the phonon dispersion relation of diamond along the (100) crystal direcetion is shown
exemplarily. Four distinct bands corresponding to the possible phonon modes are visible.
With its diatomic basis (N=2) diamond can exhibit 3N=6 phonon modes, namely two
transverse acoustic (TA), a single longitudinal acoustic (LA), two transverse optical (TO)
as well as a single longitudinal optical (LO) mode. In acoustic phonons neighbouring atoms
move in-phase whereas in optical phonons they move out-of phase. Moreover, transverse
modes are characterized by atomic movements perpendicular to the propagation direction
of the phonon and longitudinal modes are caused by atomic motions along the propagation
direction [75]. In diamond (and in many other cubic materials) the transverse modes,
which can be interpreted as two orthogonal vibrational components, are degenerate along
most crystal directions (in the words of group theory: they are E-symmetric) whereas
the longitudinal modes are non-degenerate (they are of A-symmetry) [76]. Moreover,
diamond e.g. compared to the isostructural silicon or germanium features about 3-4 times
higher phonon energies. This is a direct consequence of its strong covalent bonds and
is of great importance for the properties of colour centres incorporated in the lattice.
Since the average phonon energies are high, the contributions of low-energy phonons are
reduced compared to other materials. These low-energy contributions, however, can cause
a broadening of ZPL transitions and thus the phononic structure of diamond enables low
ZPL linewidths already at room temperature [74,77].
1.1.3 Natural diamonds & diamond synthesis
Natural diamond formation The formation of natural diamonds requires extreme
temperatures of 900-1300◦C and pressures of 4.5-6GPa [78]. Even in the inner earth, these
conditions are only met in the stable central regions of the upper mantle below continental
plates. It turns out that diamond, under ambient conditions, is not the thermodynamically
stable carbon phase but is only kinetically stabilized. Thus, at temperatures above 1500◦C,
it is rapidly converted into the thermodynamically stable graphite [79]. This means
that diamonds formed in the earth’s upper mantle have to be transported to the cool
surface very rapidly to avoid decomposition. Today it is believed that this is accomplished
during so-called deep-source volcanic eruptions which quickly transport material to the
surface [80]. A second natural source are meteorites in which diamond is either formed
in space during high-energy collisions or during impact. While natural diamonds with
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high enough purities for quantum optical applications can be found and terrestrial as
well as cosmic diamonds [81] have already been used for such experiments, their exact
composition is strongly correlated with their exact origin and varies even within a single
diamond mine. This makes the reproducible fabrication of samples based on this material
extremely challenging. Therefore, a large-scale quantum technology based on defects in
diamond relies on the fabrication of synthetic diamond with well-defined properties.
Synthetic diamonds & classification Today, synthetic diamond is used in a variety
of applications such as gemstones, electronic devices or cutting tools and its production
exceeds the one of natural diamond by more than a factor of 200 [82]. The synthesis
of diamond can be carried out via two main processes, high-pressure high-temperature
(HPHT) synthesis or chemical vapour deposition (CVD), both of which have their individual
advantages and yield diamond with significantly different properties. Therefore, to simplify
the following discussion we first introduce the classification of diamond with regard to its
composition: The nomenclature which today is still widely used to classify diamonds has
been proposed by Robertson et al. in 1934 and seperates diamonds into two main classes,
type I and type II, depending on the presence of a number of infrared absorption bands [83].
These have later been attributed to the presence of nitrogen impurities and a more detailed
seperation into type Ia, containing aggregats of nitrogen, and type Ib, containing isolated
substitutional nitrogen [N0s ] has been made [84]. In contrast to this, type II diamond
lacks the above mentioned absorption bands and is thus said to be nitrogen free (though
in reality several 100 ppb of [N0s ] can remain in the material without detectable infrared
absorption). Type II diamond is further categorized into the purest type IIa with vanishing
electrical conductivity and type IIb with p-type conductivity due to the presence of boron
impurities.
The HPHT synthesis aims at replicating the natural growth conditions of diamond using
carbon precursors and small diamond seed crystals in powerful hydraulic presses, generating
pressures of about 5GPa and temperatures above 1400◦C [85]. To enhance the very slow
growth rates, molten metals such as Fe, Co or Ni are used as catalysts. These additives
greatly limit the purity of the produced diamonds as they can be included into the material
in the form of carbides and introduce, in addition to impurities of the carbon precursor,
large amounts of substitutional nitrogen. Thus most HPHT diamonds are of type Ib. In
recent years also the fabrication of very pure type IIa diamond via HPHT methods has
been achieved by using so-called nitrogen getters. These are usually elements such as Ti
or Zr with a high affinity towards nitrogen [86]. However it should be noted that, while
these diamonds are colourless, they still contain several tens to hundreds of ppb of [N0s ] in
addition to possible further impurities from the carbon source, catalyst or getter material.
Synthetic diamond with much higher purity can be fabricated via the CVD method. This
process aims at the fabrication of diamond in a metastable region of the carbon phase
diagram using gaseous precursors [87]. In a first step a carbon precursor such as methane
is decomposed in a hydrogen plasma which can e.g. be generated using a microwave source
(MWCVD) or a hot tungsten filament (HFCVD). The carbon-containing fragments then
adsorb onto a substrate such as diamond (homoepitaxial growth [88]), silicon or iridium
(heteroepitaxial growth [89]) and randomly form layers of sp2- and sp3-hybridized carbon
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compounds. The actual diamond synthesis is then achieved due to reaction kinetics as
the sp2 compounds are etched away faster by the hydrogen plasma than the sp3-carbon.
Therefore, by carefully choosing the carbon content and plasma parameters an effective
deposition of pure sp3-carbon can be achieved [88]. Since the composition of the gaseous
educt gases can be very well controlled, diamonds fabricated via CVD can reach very
high purities and samples with [N0s ] concentrations below 5ppb (electron paramagnetic
resonance detection limit) and boron impurity concentrations below 0.5 ppb (limit of
secondary ion mass spectrometry) are commercially available (Element Six Ltd, electronic
grade diamond plates). By using isotopically purified precursors, this method even allows
for the fabrication of isotopically engineered samples providing truly spin-free environments
for electron and nuclear spin qubits [40]. However, while the chemical purity of CVD
diamond can be very high, the material often exhibits a significant amount of crystal
strain caused by growth imperfections. In contrast, HPHT diamonds are largely free of
strain as crystal imperfections are annealed out at elevated temperatures and pressures
during growth. Since crystal strain can be detrimental to the properties of colour centres
incorporated into the diamond, a careful choice of the appropriate substrate is inevitable.
All single centres investigated throughout this work will be hosted in type IIa HPHT
diamond because the SiV- centres in this material have been found to have very good
spectral properties and brightnesses, essential for the experiments presented here. In the
following section we will now first discuss the general spectral and electronic properties of
the SiV- before we take a look at the sample specific properties in Chap. 4.1.
1.2 The silicon vacancy
After having reviewed the properties of the host lattice, in this part of the chapter we will
now take a closer look at the properties of the SiV defect and we will largely follow the
historical time line by first discussing the experiments which have been used to identify
the constituents and different charge states of the centre before reviewing its spectral and
electronic properties in more detail.
1.2.1 Charge state & constituents
Charge state The SiV is known to exist in two different optically active charge states
with ZPL transitions at 737 nm (1.68 eV) [90,91] and 946 nm [92]. While there has been
some debate about the assignment of these lines to specific charge states [91,93] experiments
involving annealing as well as irradiation with ultraviolet light suggest that the 1.68 eV line
is related to a singly negatively charged centre while the emission at 946 nm is attributed to
a neutral defect [92,94]. This is further backed up by density functional theoretical (DFT)
calculations [91]. However, due to a very low quantum efficiency, individual SiV0 sites have
not been observed until recently [95] and the extremely low count rates currently render
this charge state vain for quantum optical experiments reaching beyond basic spectroscopic
investigations. Therefore, this thesis focuses exclusively on the much brighter SiV-.
Atomic constitution The first study mentioning fluorescence at 738 nm (1.68 eV) has
been performed by Vavilov et al. in 1980 [96] by observing cathodoluminescence from
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natural diamonds. Shortly after, Zaitsev et al. related this fluorescence to a defect
containing Si [97]. This has later been confirmed by Collins et al. [98] and Ruan et al. [99]
in ion implantation studies, both however concluded wrong compositions of the defect.
From implantations in N-containing diamond Collins et al. concluded the involvement of
Si and N while Ruan et al. concluded a Si2-containing defect from the implantation yield
dependence from the ion dose. The fact that Collins et al. found a correlation between N
content and 1.68 eV fluorescence has later been explained by Edmonds et al. as a charge
transfer from the [N0s ] donor to the SiV0 creating additional SiV- [100]. This is another
strong indication that the 1.68 eV centre is in fact a negatively charged defect. Shortly
after, Clark & Dickerson clarified the composition by implanting Si followed by electron
irradiation and high-temperature anneling in diamonds containing only small amounts of
nitrogen [101]. Directly after implantation they found only small 1.68 eV fluorescence but
strong fluorescence of the neutral vacancy defect (GR1) at 1.67 eV. The latter one vanished
upon annealing as vacancies in diamond become mobile above 800◦C and recombine with
the implanted Si or are annealed out. With this experiment they conclusively demonstrated
the involvement of a vacancy in the defect and correctly concluded its now widely accepted
composition of a single Si and a carbon vacancy.
1.2.2 Spectral properties
Solid-state fluorescence spectra In this section we will review the spectral properties
of the SiV but before we do so we will briefly introduce the general structure of the
emission spectrum of a localized defect in a solid state matrix which comprises some
additional features compared to the emission of e.g. an isolated atom. These differences
arise from the fact that the defect couples to its crystalline environment via phonons, i.e.
quantized vibrations of the host lattice (lattice modes) or of the defect itself (local modes).
This gives rise to two main features in the fluorescence spectrum of such a defect, a zero
phonon line (ZPL) involving only purely electronic transitions without the involvement of
phonons and red- as well as blue-shifted phonon side bands (PSBs) involving the creation or
annihilation of vibrations. This electron-phonon coupling arises from the fact that optical
excitation of the defect essentially instantaneously alters the spatial distribution of the
electronic wave function, leaving the surrounding nuclei in an energetically unfavourable
configuration from which they then relax back into their new equilibrium position. Vice
versa, a lattice vibration altering the local atomic arrangement of the defect will thus
cause perturbations to the electronic charge distribution. This causes the coupling between
the defects electronic and vibrational degrees of freedom. Assuming a ground state of
zero electronic energy and taking into account interaction with lattice vibrations the total
ground state energy can be expressed by the harmonic potential
Vg =
1
2
∑
i
miω
2
iQ
2
i (1.1)
with effective masses mi, vibrational frequencies ωi and generalized nuclear displacements
Qi. The summation hereby indicates that the system can not only interact with a single
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but with a multitude of vibrational modes [77]. Analogously, we can write
Ve = Ee +
1
2
∑
i
miω
2
iQ
2
i +
∑
i
aiQi +
∑
i,j
bi,jQiQj (1.2)
for the excited state with a purely electronic contribution Ee. The term
∑
i aiQi hereby
introduces a displacement of the excited state harmonic parabola with respect to the
ground state due to the nuclear reorientation and is called linear electron phonon (or
vibronic) coupling. According to the so-called Franck-Condon principle the excitation of
the electrons is said to be "vertical", i.e. much faster than the time it takes for the nuclei
to adapt to the altered charge distribution [102,103]. The system is therefore excited into
a vibrational excited state of the electronic excited state, determined by the square of
the overlap integral between the vibrational wave functions of ground and excited state.
Due to the finite lifetime of the electronic excited state the system then has time to relax
to the vibrational ground state of the excited state and from there decays back into the
ground state under optical emission. This process again can be considered "vertical" and
therefore the system will end up in a vibrationally excited level of the ground state, giving
rise to an emission frequency shifted relative to the purely electronic transition causing
PSBs. Thus, the smaller the linear vibronic coupling, the more likely is the emission of
a photon into the ZPL. In addition to the frequency shift due to the linear interaction,
the quadratic coupling term
∑
i,j bi,jQiQj can cause temperature-dependent changes to
the PSBs and differences in the shapes of PSBs in absorption and emission [77,104]. The
ratio of light that is emitted into the ZPL and the PSBs is characterized by the so-called
Huang-Rhys factor S according to
exp−S =
IZPL
IZPL + IPSB
(1.3)
with the intensities IZPL,PSB of ZPL and PSB, respectively. The Huang-Rhys factor
indicates the number of phonons involved in the most likely transition in a system between
its ground and excited state [84]. For applications in QIP, systems with a strong zero
phonon line are desirable for several reasons: First, to achieve a robust operation of
an optical qubit in the presence of potential sources of stray light, narrowband filtering
is desirable, which, however, is not compatible with broad PSBs. Secondly and even
more importantly, to interface individual qubits, atom-photon entanglement needs to be
created which relies on driving specific transitions between electronic states to create
e.g. entanglement between a spin state and the polarization of an emitted photon [105].
Moreover, the entanglement of two qubits e.g. relies on coincidence measurements of
indistinguishable photons from each individual system and therefore an intense emission
into a narrow spectral window is desirable to achieve meaningful entanglement rates [106].
Absorption properties Before we investigate the emission spectrum of the SiV- we
will briefly review its absorption properties. Besides resonant excitation of the ZPL at
737 nm Iakoubovskii et al. found the centre to be excitable off-resonantly in a very broad
spectral range between approximately 500 nm and 730 nm [107]. Moreover, they found
that the shape of the absorption spectrum below 605 nm coarsely agrees with the shape of
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the above-band-gap absorption in diamond and concluded that the SiV- ground state is
located 2.05 eV below the conduction band edge [108]. This contradicts earlier theoretical
work [91] placing the SiV- deep inside the band gap. Using absorption and polarization
measurements, Rogers et al. recently attempted to clarify this issue by identify a second
excited state about 600 nm above the ground state, originating from the a1g orbital [109].
They conclude that both the ground and this second excited state are of even parity
and thus a direct electronic transition is parity-forbidden, explaining the absence of an
additional ZPL. However, the authors conclude that transitions involving phonons are
allowed and thus this excited state features a broad PSB into which off-resonant excitation
up to about 640 nm takes place. This concept is however contradicted by recent density
functional theoretical calculations performed by Gali and Maze who conclude that this
absorption is rather due to an A2u-symmetric excited state originating from an a2u orbital
located inside the diamond valence band. Due to the presence of the band the state is
broadenen accounting for the wide-spread absorption [110,111]. Below, we will revisit the
results of Gali and Maze in greater detail when discussing the electronic structure of the
SiV-. For longer wavelengths the excitation then occurs into higher vibronic levels of the
regular excited state corresponding to the ZPL at 737 nm [58,109].
Room temperature fluorescence A typical room-temperature fluorescence spectrum
(blue line and dots) of a single SiV- in bulk diamond is shown in Fig. 1.3(a) displaying the
strong ZPL at 738 nm, characteristic for SiV- defects in close-to-ideal crystal environments
[113,114] with linewidths ranging from ∼5 nm [115] down to below 1 nm [55,56]. In strongly
strained environments the ZPL is found to be drastically shifted and ZPLs between 730 nm
and 750 nm have e.g. been observed in nanodiamonds [55,56]. A major advantage of the
SiV- compared to other solid state quantum systems is its exceptionally low Huang-Rhys
factor, i.e. a large proportion of the fluorescence is emitted into the narrow ZPL. For the
SiV- Huang-Rhys factors in the range of S=0.08-0.35 [55,115–117] have been measured
in nanodiamonds and bulk diamond, vastly outperforming its biggest competitor,the NV
centre, with a Huang-Rhys factor of S=3.65 [36]. Due to this very low Huang-Rhys factor
only a very weak PSB sideband is visible in the fluorescence spectrum a zoom into which is
shown in the insert of Fig. 1.3(a). In this PSB, a number of distinct spectral features have
been identified e.g. in [118] with peaks at ∼42meV, ∼64meV, ∼129meV and ∼178meV
relative to the ZPL being the most prominent ones (a complete list of sideband features
and a literature review can be found in [119]). While the exact origin of many of these
features is still subject to debate, in a recent work, using polarization and isotopic shift
measurements, Dietrich et al. identified the 64meV peak (which is also the most intense
feature in the PSB) as a local vibrational mode of the Si atom in the SiV- while they
conclude that the features at 42meV and 129meV are likely to arise from de-localized
lattice modes [115].
Low temperature spectra If the SiV- is cooled down from room temperature to
liquid helium temperatures (4.2K) the ZPL shifts to higher energies by about 1 nm and
a four-line fine structure emerges starting with a split into a doublet at about 100K
of which each line again splits below approximately 50K. The shift in line positions
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Figure 1.3: SiV- fluorescence spectra. (a) Room-temperature fluorescence
spectrum of the SiV- (blue) showing a narrow and intense ZPL at 738 nm. For
comparison a typical NV− fluorescence spectrum (grey) is shown in the background.
The inset displays the weak PSB of the SiV-. (b) Series of ZPL photoluminescence
spectra for variable temperatures showing the evolution of the characteristic four-
line fine structure for temperatures below approximately 100K. (c) Polarization of
the fluorescence emitted from the individual fine structure lines under off-resonant
excitation at 690 nm and 4K along [110] (reproduced from [112]).
hereby follows a T3 dependence [120,121] which Jahnke et al. identified to be caused by
a second-order linear interaction with E-symmetric phonons [121, 122] while additional
contributions due to the thermal expansion of the lattice appear to be negligible. The fine
structure has been first observed by Clark et al. [90] as well as Sternschulte et al. [114],
while limited spectral resolutions and sample quality prevented its observation in early
low-temperature experiments [101]. A temperature-dependent spectrum of the SiV- fine-
structure is depicted in Fig. 1.3(b) clearly showing the evolution of the four transitions as
temperature is decreased. From here on out we will refer to these four optical transitions
as A, B, C and D in ascending order of wavelengths. From the relative intensities of the
four lines and their changes with temperature the authors of [90,114] already inferred a
split doublet ground and excited state with a ground state splitting of ∆Eg=48GHz and
an excited state splitting of ∆Ee=259GHz. Sternschulte et al. further validated this in
additional measurements by applying uniaxial stress and magnetic fields [62], although
with very limited spectral resolution. In [121,122] Jahnke et al. recently also measured the
temperature dependance of the level splittings. The authors showed a T2 dependence of
both ground and excited state splitting and, like the ZPL line shift, attribute it to second-
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order linear interactions with E-symmetric phonons. A much more detailed investigation
of the spectral properties of the SiV- in magnetic fields of up to 7T has recently been
performed by Hepp et al. There, they demonstrated that each of the four lines splits into
four components when a magnetic field is applied [57, 58]. We will discuss these results
in further detail later on while discussing the electronic structure of the SiV-. Using
dense ensembles, the authors of [90] also identified two additional structurally identical
but weaker fine structures red-shifted to the main pattern and related these to the less
abundant natural Si isotopes 29Si and 30Si while the main lines correspond to 28Si as the
intensities of the individual quartets scaled with the abundances of the individual isotopes.
A similar high-resolution photoluminescence excitation spectrum of a non-isotopically pure
SiV- ensemble used in this thesis can be found in Chap. 5.
1.2.3 Structural properties
Besides its spectral properties a model for the geometric structure of the SiV- in the
diamond lattice is an important prerequisite for a detailed model of its electronic structure.
Using different calculation methods, two competing theoretical predictions for the structure
of the SiV- evolved: By employing restricted open-shell Hartree-Fock calculations Moliver
et al. [93] predicted a C3v symmetry for the defect, similar to the NV centre, with the Si
being in a non-central position between two empty C lattice sites. Since this symmetry does
not account for the observed fine structure, as it does not allow for degenerate ground states,
the authors propose a tunnel-coupling model in which the Si atom dynamically moves
between positions centred around the interstitial lattice site creating symmetric and anti-
symmetric wave functions with different energies to account for the four lines. In contrast
to this, using density functional theory, Goss et al. predicted an inversion symmetric defect
belonging to the point group D3d with the Si atom occupying the interstitial lattice site
in between two empty C lattice positions [91]. This symmetry directly predicts orbitally
degenerate ground and excited states, the degeneracy of which might be lifted to account
for the fine structure spectrum of the defect. A direct experimental investigation of the
exact structure of the defect is not feasible. Instead, using measurements of the polarization
of light absorbed or emitted by the SiV- can be used to determine dipole orientations which
allow conclusions about the orientation of the defect inside the diamond lattice. Both
theoretical models above require the defect to be oriented along the 〈111〉 directions of the
diamond unit cell as only this direction can account for the three-fold rotational symmetry
of both predictions. The earliest polarization measurements have been performed by
Brown and Rand in which they deduced a 〈110〉 orientation of the defect from an ensemble
of SiV- centres in which the measurement is severely aggravated by the presence of defects
along all equivalent [111] directions. Note that a polarization along 〈110〉 can also be
measured for a defect aligned along 〈111〉 as it corresponds to the projection of the [111]
direction onto the (100) observation plane. Using several individual defects in nanoislands
of well-defined crystal orientation, heteroepitaxially grown on Ir substrates, Neu et al.
revisited the polarization properties of the SiV-, identifying a 〈110〉 orientation, consistent
with the theoretically predicted alignment, but also several centres with polarizations along
∼[100] or ∼[010] [56]. This controversy has recently been resolved by Hepp et al. showing
that these tilted polarizations are caused by crystal strain [58], which is considerable in the
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samples used by Neu et al. due to the heteroepitaxial growth. In [112] as well as [57,58]
we recently presented emission polarization measurements for all fine structure transitions
of SiV- centres in low-strain bulk diamond. Such a measurement is shown in Fig. 1.3(c)
and confirms the 〈110〉 orientation of the fine structure polarizations. The small tilt angles
relative to the [110] of the polarizations in this measurement are again attributed to a
small residual strain. From the theoretical model of the centre’s electronic structure, which
we will discuss in greater detail in the following section we determined that the two inner
lines, B and C, are related to a main dipole (z-dipole) along the 〈111〉 crystal directions
while lines A and D correspond to perpendicular XY-dipoles. This dipole emits circularly
polarized light along [111] which projected onto the (100) observation plane (which is tilted
by 54.7◦ relative to the [111] direction) appears elliptical (linear but with significantly
reduced contrast) [57, 58,112]. In conclusion, the polarization measurements are a strong
indication for a defect aligned along 〈111〉. This has been further supported by electron
paramagnetic resonance measurements performed by D’Haenens-Johansson et al. who
found a 〈111〉 orientation for the neutral charge state of the defect and, as discussed above,
related its fluorescence to the SiV- via UV-irradiation and annealing experiments [92].
Moreover, they were able to confirm the D3d symmetry for the SiV0, hence tentatively
validating the theoretical calculations of Goss et al. These calculations have recently been
backed up by additional density functional theoretical calculations by Gali and Maze using
functionals which are further optimized to calculate properties of defects in diamond [110].
A representation of the resulting trigonal-antiprismatic and inversion symmetric defect
can be found in Fig. 1.1(b) with the Si atom (red) centred in between two empty C lattice
sites (dark grey transparent) and surrounded by six equivalent nearest-neighbour C atoms
(blue). In the following section we will now discuss a second experimental evidence for this
structure, the splitting of the optical lines in an external magnetic field.
1.2.4 Electronic structure
The unperturbed SiV- Building up on the trigonal-antiprismatic geometric structure
of the SiV- proposed by Goss et al. and validated by EPR and polarization measurements
as discussed in the previous section, Hepp et al. developed a theoretical model of the
defects electronic structure based on group theoretical principles. They validated this
model using additional spectroscopic measurements performed in external magnetic fields
of up to 7T strength. In this section we will review their results and the model to establish
a profound knowledge of the SiV- centre’s electronic structure which will be important to
understand the experiments and results of this thesis. Moreover, for the analysis of basic
emitter properties in Chap. 4 we will occasionally revert back to this model. While we
here merely present the main results and features of the model, a detailed description as
well as an introduction to group theory can be found in [57,58].
Let us first review their most important experimental results: By measuring fluorescence
spectra of the ZPL of single SiV- centres in varying magnetic fields under off-resonant
excitation and at liquid helium temperatures Hepp et al. obtained spectral maps showing
several important features: First, they observed a splitting of each of the four lines into
four components, pointing towards an electronic spin with S=1/2. This is consistent with
EPR measurements of the SiV0 performed by D’Haenens-Johansson et al. who identified
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this defect as a S=1 system [92]. Secondly, they observe level anticrossings (or avoided
crossings) between several spectral lines, a clear sign for a spin orbit interaction. Thirdly,
the investigation of an ensemble of SiV- centres with a field aligned along [001] yielded the
exact same splitting pattern as obtained for the single SiV-. The only crystal directions
which allow for all possible defect orientations in the ensemble to be equivalent under
this field orientation are the 〈111〉 directions. This is the first direct proof that the SiV-
is aligned along this direction. Starting out from these experimental results and the
D3d-symmetry of the defect discussed above Hepp et al. then derived a theoretical model
to analyse their findings and to reveal the SiV- electronic structure. We will now briefly
review this model: We first derive the symmetry-adapted form of the electron orbitals of
the SiV-. These electron orbitals have two possible contributions: First, the six nearest-
neighbour carbon atoms adjacent to the unoccupied C lattice sites possess unsatisfied
valences, so-called dangling bonds. Using group theory we can project these orbitals onto
the irreducible representations of the D3d point group yielding symmetry-adapted linear
combinations (SALCs) of the form a1g, a2u, exg, eyg, exu and eyu. The label a hereby refers
to a basis function corresponding to a rotational-symmetric one-dimensional representation
A1g while the e describe basis functions corresponding to two-dimensional representations
E. The labels g and u refer to even and odd parity under inversion while while 1 and 2
refer to even and odd parity under 180◦ rotation perpendicular to the main symmetry
axis (which is [111]). Finally, the labels x and y denote the two orthogonal basis functions
of the two-dimensional representations Eg,u. Secondly, the Si atom itself also possesses
unsatisfied orbitals which we describe by hydrogen-like wave functions of the form s, px, py,
pz which under D3d symmetry can be re-written as aSi1g (s), aSi2u (pz), eSixu (px) and eSiyu (py).
Moreover, while the dangling bond and Si single electron orbitals of equal symmetry might
mix, recent ab initio calculations [110] indicate this mixing to be very small since the Si
states are far away in energy (the lowest Si orbital a1g,Si is located about 0.7 eV above
the upper most C dangling bond orbital eg [110]). Hence, in very good approximation,
we can describe the SiV- electronic structure to consist only of C dangling bond orbitals.
From ab initio calculations [110] the energetic order of the single electron orbitals is then
determined to be a1g → a2u → exu = eyu → exg = eyg in increasing order of energy [110].
These orbitals are then successively filled with the 11 electrons of the SiV- of which six
originate from the C dangling bonds, four from the Si valence electrons and one additional
electron from a nearby donor site accounting for the negative charge state. With this
we obtain the electron configurations for ground and excited states displayed in the left
part of Fig. 1.4 and corresponding to a 2Eg ground as well as 2Eu and 2A2u excited states
(note that in the model of Rogers et al. the second excited state is of the form 2A1g).
In this representation electrons are indicated by blue and holes by yellow arrows. From
these configurations it is apparent that the SiV- possesses a single unpaired electron (or
a single hole) and the ZPL at 738 nm corresponds to the excitation of an electron from
the eu to the eg level. Since both the ground and the excited state are orbitally and spin
degenerate this model so far is not sufficient to reproduce the four-line fine structure of
the SiV-. Hence, additional interaction terms to lift the degeneracies are necessary which
are included in the following using perturbation theory.
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Spin-orbit & Jahn-Teller interaction In the following, we describe the system with
the basis states |egx ↑〉 , |egx ↓〉 , |egy ↑〉 , |egy ↓〉 and |eux ↑〉 , |eux ↓〉 , |euy ↑〉 , |euy ↓〉 for the
2Eg ground and the 2Eu excited state, respectively. In absence of external fields such
as magnetic fields we consider two different perturbations to lift the degeneracy in the
ground and excited state. As a first effect we include a spin orbit coupling (SO) as the
E-symmetric states feature non-zero orbital angular momentum and the spectral maps
measured in [57, 58] show clear signs of the presence of this effect. The corresponding
Hamiltonian HSOg,e for the ground (g) and excited state (e) is given by HSOg,e = λg,eL ·S with
the orbital operator L = (Lx, Ly, Lz) and the electronic spin operator S = (Sx, Sy, Sz). It
can be shown that, in the basis introduced above, the components Lx and Ly only couple
the basis states to non-degenerate levels like a1g or a2u which for the SiV- (in contrast to
the NV) are far away in energy, leading to negligible mixing. Hence Lx and Ly vanish for
the SiV- and the total symmetry-adapted SO Hamiltonian can be written as
HSOg,e = λg,eL ·S = λg,eLz ·Sz = λg,e
(
0 i
−i 0
)
⊗ 1
2
(
1 0
0 −1
)
(1.4)
Moreover, the group theoretical considerations for the symmetries of the dangling bond and
Si-centred orbitals show that due to symmetry an admixture of Si orbitals is not possible
for the ground but for the excited state. Even if this admixture is small, as indicated by
DFT calculations [110], we therefore expect a stronger SO coupling in the excited than in
the ground state as SO coupling scales with the atomic number Z as Z4. Thus even a small
admixture of the significantly heavier Si can cause drastic changes in the strength of this
interaction. Secondly, Hepp et al. consider a Jahn-Teller (JT) interaction as an additional
effect lifting the degeneracy of the E states. According to the Jahn-Teller theorem each
partially filled orbitally degenerate state in a system is unstable and the system strives to
lift the degeneracy by undergoing a distortion, i.e. by lowering the symmetry [123]. For
the SiV- both ground and excited state are therefore unstable and a JT effect has to be
considered. The JT effect is a purely orbital interaction coupling states via vibrational
modes of the lattice and, in its symmetry-adapted form, denotes a linear vibronic coupling
of the form E ⊗ e between degenerate electronic levels E and phonon modes e (we use
upper and lower case letters to distinguish between the representations of the electronic
states and the vibrational modes). The corresponding Hamiltonian HJTg,e is then given by
HJTg,e =
(
Υx,g Υy,g
Υy,g −Υx,g
)
⊗
(
1 0
0 1
)
(1.5)
in which the multiplication with the identity matrix is used to expand this purely orbital
Hamiltonian to the above-mentioned basis including the spin sublevels. We would here like
to note that potentially present crystal strain as well as according to the Wigner Eckart
theorem any other purely orbital perturbation acts on the electronic states the same way
the JT effect does [58, 124]. Hence their Hamiltonians look virtually identical and in a
real SiV- their joint effects cannot easily be distinguished. While we neglect additional
contributions from crystal strain in the following a detailed discussion of its effects can be
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Figure 1.4: SiV- level scheme. Individual electron configurations of the 2Eg ground and the 2Eu and 2A2u excited
states as well as resulting unperturbed level scheme (a). The orbital degeneracies of the unperturbed 2Eg and 2Eu states
are lifted by spin orbit coupling, Jahn-Teller interaction and potentially crystal strain, causing a ground state splitting of
∆Eg=48GHz and an excited state splitting of ∆Ee=259GHz in unstrained SiV- centres (b). The degeneracies of the
electronic spin levels can then be lifted via a Zeeman interaction by applying external magnetic fields (c). Further details
can be found in the main text.
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found in [58]. The total Hamiltonian Hg,e = H0g,e +HSOg,e +HJTg,e , including the SO and JT
interactions can now be used to simulate the SiV- spectrum. To realize this we diagonalize
Hg,e to find the eigenstates of the system and determine the intensity of the respective
optical transitions by calculating their transition probability P according to Fermi’s golden
rule
P = 2piρf | 〈ψf | p |ψi〉 |2 (1.6)
with the final density of states ρf , dipole operator p as well as initial and final states ψi,f ,
respectively. Moreover, in D3d symmetry we can write the dipole operator p = e · r (with
position operator r) as
|eux〉 |euy〉
〈egx|
〈egy|
[
e 0
0 −e
]
px
|eux〉 |euy〉
〈egx|
〈egy|
[
0 −e
−e 0
]
py
|eux〉 |euy〉
〈egx|
〈egy|
[
e 0
0 e
]
pz
(1.7)
for the orbital states of the above introduced basis as it only acts on the orbital part of the
wavefunction. Simulations using this model for the emitters used throughout this thesis
can be found in Fig. 4.1. Moreover, the three components px, py and pz can be interpreted
as individual dipoles along (12¯1), (1¯01) as well as the high-symmetry axis of the SiV- (111).
From comparison with experimental data we can then conclude that the inner lines B
and C of the fine structure show only contributions of the Z dipole and hence are linearly
polarized (cf. Fig 1.3(c)). The outer line A and D however contain equal contributions
of both the X and Y dipole and thus emit circularly polarized light along (111) which,
projected onto the direction of observation in Fig 1.3(c) (in this case (001)) appears to be
elliptically polarized [57,58].
Moreover, by fitting experimental spectra with this model Hepp et al. showed that the
contribution of the JT effect to the total orbital splitting is on the order of only 10%
and thus SO coupling is the dominating interaction lifting the degeneracy. Hence, it is
convenient to neglect the JT effect and, in very good approximation, to treat the system
in the eigenbasis of the SO Hamiltonian with the eigenstates |eg,u+ ↑〉, |eg,u+ ↓〉, |eg,u− ↑〉,
|eg,u− ↓〉 with e± = ∓(ex ± iey). In this basis we can then express the level scheme of the
SiV- in absence of any external fields as depicted in Fig. 1.4(b) with two orbital ground
and excited state branches, each still being spin degenerate and the four optical transitions
A, B, C, D linking them.
Zeeman interaction To access the SiV- centre’s spin degree of freedom an external
magnetic field can be applied, lifting the spin degeneracy through a Zeeman interaction.
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The corresponding symmetry-adapted Hamiltonian HZg,e can then be written as
HZg,e = qγLL ·B + γSS ·B (1.8)
= qγL

0 0 iBz 0
0 0 0 iBz
−iBz 0 0 0
0 −iBz 0 0
 (1.9)
+ γS

Bz (Bx − iBy) 0 0
(Bx + iBy) −Bz 0 0
0 0 Bz (Bx − iBy)
0 0 (Bx + iBy) −Bz
 (1.10)
with the orbital and electron gyromagnetic ratios γL = µB/~ and γS = 2µB/~ (with Bohr
magneton µB), the vectorial magnetic field B = (Bx, By, Bz) in the internal reference frame
of the SiV- , the spin operator S = ~/2(σx, σy, σz) (with Pauli spin matrices σx,y,z) and the
orbital operator L introduced above. Moreover, in [57,58] it has been shown that in the
presence of even a weak JT interaction the orbital angular momentum and thus the orbital
gyromagnetic ratio is quenched. This is implemented using the quenching factor q solely
acting on the orbital part of HZg,e with q being on the order of 0.1. Again, by neglecting JT
contributions the eigenstates of the resulting total Hamiltonian Hg,e = H0g,e +HSOg,e +HZg,e
in the basis of the SO-coupled system leads to the level scheme depicted in Fig. 1.4(c) with
four non-degenerate magnetic sublevels in the ground and the excited state and 16 optical
transitions linking them. From here on out we will use the labels |1〉 ... |4〉 for the ground
state magnetic sublevels and the labels |A〉 ... |D〉 for the spin sublevels of excited state,
both in increasing order of energy, whenever an external magnetic field is applied to the
SiV-. Moreover, optical transitions will be identified by their initial and final states, e.g. A1.
Using the full model in comparison with spectral maps measured at varying magnetic fields,
Hepp et al. were able to obtain a detailed picture of the SiV- electronic structure. A similar
map as well as simulations employing this model for one of the single SiV- centres used
throughout this thesis can be found in Fig. 4.2. The data therein has been measured at an
angle of 70.5◦ between the external magnetic field and the (111) high symmetry axis of the
SiV-. One important feature of this spectral map is the presence of all 16 optical transitions,
even those between sublevels of opposite spin, which, according to spin selection rules,
should be forbidden and thus unobservable. To understand this peculiarity it is helpful to
calculate the explicit eigenvectors |ψ〉 = α |eg,u+ ↑〉+ β |eg,u+ ↓〉+ γ |eg,u− ↑〉+ δ |eg,u− ↓〉
of all sublevels and to express them in terms of the contributions of their basis states
in the SO-coupled basis with the respective expansion coefficients α...δ. The resulting
histograms displaying the absolute squares |α|2...|δ|2 of these coefficients are shown in
Fig. 1.5(a,b) for the ground and excited state levels, respectively. From these histograms it
is apparent that, while the excited state levels depicted in Fig. 1.5(b) almost exclusively
contain contributions of the basis states of one spin projection, the ground states shown in
Fig. 1.5(a) contain significant contributions of basis states of both spin projections. This
spin mixing is a direct consequence of the presence of off-axis magnetic field components
Bx and By for fields not aligned with the (111) direction. To better visualize this we can
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Figure 1.5: SiV- ground & excited state eigenvectors. Explicit eigenvec-
tors |ψ〉 = α |eg,u+ ↑〉+β |eg,u+ ↓〉+γ |eg,u− ↑〉+ δ |eg,u− ↓〉 for the ground (a) and
excited state sublevels (b) expressed in terms of the basis states of the SO-cpuled
basis at a magnetic field of B=4T applied under an angle of 70.5◦ with respect
to the (111) high symmetry axis of the SiV-. The histograms show the absolute
squares |α|2...|δ|2 of the complex expansion coefficients.
write the joint Hamiltonian of SO and Zeeman interaction in the SO-coupled basis as
HSOg,e +H
Z
g,e =

λ+ γSBz γSBx 0 0
γSBx −λ− γSBz 0 0
0 0 −λ+ γSBz γSBx
0 0 γSBx λ− γSBz
 (1.11)
where we assume B=(Bx, 0, Bz) for simplicity. From this it is apparent that the off-
axis components Bx lead to off-diagonal terms in the Hamiltonian coupling basis states
of opposite spin projection. Moreover, this Hamiltonian also shows that the off-axis
components only couple states from different orbital branches such as |eg+ ↑〉 and |eg+ ↓〉.
Hence, this coupling is small if the energetic distance between these states becomes large.
This is the case for the excited state in which SO is about 5 times stronger than in the
ground state, resulting in an almost negligible spin mixing. This effect can also be explained
in terms of different quantization axes in the ground and excited state. The angle of the
quantization axis is determined by the competition between the SO coupling with angular
momentum components along (111) and the external magnetic field applied at an angle of
70.5◦. While the strong SO coupling causes an excited state quantization axis which is
only very slightly tilted with respect to (111), the much weaker ground state SO coupling
results in a significantly tilted quantization axis, even for moderate off-axis magnetic field
strengths. Due to these significantly different quantization axes in ground and excited
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state, all excited state spin sublevels show significant overlap with all ground state spin
sublevels and hence none of the dipole matrix elements 〈1, 2, 3, 4| p |A,B,C,D〉 are zero.
Therefore all optical transitions, even those between sublevels of opposite spin projection,
are at least weakly allowed for magnetic fields not aligned with the (111) direction and
hence all 16 transitions show up in the fluorescence spectrum. At this point we would
also like to stress that this process can in principle be fully suppressed by aligning the
field along the high-symmetry axis of the SiV- resulting in vanishing off-axis magnetic
field terms and thus equal quantization axis in the ground and excited state. However, as
we will see in the following chapters, the fact that it is possible to address "spin-flipping"
optical transitions utilizing off-axis fields will be a key factor enabling us to perform many
of the experiments presented in this thesis and hence we will frequently revert back to this
spin mixing phenomenon. Additionally, also transitions within the ground and excited
state manifolds of the SiV- take place. For the excited state manifold the underlying
dynamics has been investigated by Müller et al. by resonantly exciting into one of the
excited state levels and measuring the resulting ZPL spectrum [125]. The authors observed
that e.g. upon excitation into the lower excited state spin level |A〉 solely optical lines
originating from this level can be observed while excitation into level |C〉 of the upper
excited state orbital branch featuring the same spin projection as |A〉 resulted in spectral
lines originating from both levels. The same systematics has been found for the |B〉 and
|D〉 levels. From this, the authors conclude on the one hand that a spin state-preserving
relaxation process between the excited state magnetic sublevels, faster than the excited
state lifetime of about 1.8 ns, has to take place. On the other hand, the lack of lines
corresponding to the higher lying branches upon excitation of |A〉 or |B〉 points towards
a thermally activated process. In [121] Jahnke et al. found a similar but slower process
within the ground state manifold and where able to identify and model the underlying
process as a first-order phonon transition involving single E-symmetric phonons resonant
with the ground or excited state level splittings ∆Eg,e (note that this again is a purely
orbital interaction and, as discussed above, the corresponding Hamiltonian features the
same structure and properties as the JT Hamiltonian. Hence, under D3d symmetry only
E-symmetric phonons will couple the E-symmetric ground state levels [58,121,122]). Their
model indicates a thermalization rate
γ+ = 2piχρ∆E
3
g,en(∆Eg,e, T ) (1.12)
and a relaxation rate
γ− = 2piχρ∆E3g,e[n(∆Eg,e, T ) + 1] (1.13)
with the phonon number
n(∆Eg,e, T ) =
1
exp(
~∆Eg,e
kBT
)− 1
(1.14)
given by a Boltzmann distribution and proportionality constants χ and ρ [122]. For
temperatures T  ~∆Eg,e/kB we can then perform the Taylor expansion of the Boltzmann
factor leading to the approximate rates
γ+ ≈ γ− ≈ 2piχρ∆E2g,ekBT. (1.15)
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From this ∆E2g,e-dependence, originating from the frequency-scaling of the phonon density
of states, it is apparent why the relaxation process in the excited state as observed by
Müller et al. is considerably faster than the ground state relaxations observed by Jahnke
et al. In Chap. 4.2 we will revert back to these thermalization processes and discuss their
implications for the spin coherence properties of the SiV-.
Absolute energies & shelving state Now that we have established a detailed picture
of the SiV- centre’s electronic structure and electron configuration in ground and excited
state, let us take a closer look at the absolute energetic positioning of the individual
states relative to the diamond band gap. The discussion presented here is based on recent
DFT calculations performed by Gali and Maze [110]. While, as mentioned above, early
investigations placed the SiV- ground state about 2.05 eV below the conduction band edge
of diamond [108] these new calculations come to a drastically different result. According to
the simulations of Gali and Maze, the states of the SiV- are localized around the valence
band edge of diamond. In particular, the fully occupied eu orbital in the 2Eg,SiV - ground
state is localized within the valence band while the eg orbital carrying the hole lies about
0.8 eV above the valence band maximum (VBM). The resulting electron configuration is
depicted in the lower left diagram of Fig. 1.6. Upon excitation of an electron from the eu
to the eg level this situation changes and the eu orbital now containing the hole is placed
about 0.12 eV above the valence band edge in the resulting 2Eu,SiV - excited state. This
allows narrowband optical transitions and the calculated transition energy of 1.72 eV for
the 2Eu,SiV - →2 Eg,SiV - transition agrees well with the experimentally measured value of
1.68 eV for the SiV- ZPL. Moreover, the authors demonstrate that the charge distribution
in both states is very similar and mostly only differ in phase. Hence, no significant changes
in the potentials experienced by the ions will occur upon optical excitation or relaxation
which agrees well with the observed low Huang Rhys factor of the SiV-. Additionally, in
earlier experiments performed by Neu et al. [55,126] an effective three-level model including
a long-lived shelving state had to be used to explain a bunching for small correlation times
τ observed in g(2)(τ) intensity autocorrelation measurements. However, the exact nature of
this shelving state remained elusive until now and even the detailed group theoretical model
developed by Hepp et al. contains no conclusive hint about the nature of this state. The
calculations of Gali and Maze however reveal that the valence band edge of the diamond
is strongly perturbed by the presence of the SiV- resulting in additional localized eg,V BM
and a1g,V BM orbitals from which electrons can as well be excited into the eg orbital of the
SiV-. This results in two additional excited state configurations with 2Eg,V BM (upper right
diagram in Fig. 1.6) and 2A1g,V BM (lower right diagram) symmetry. Since the absolute
energy of the 2Eg,V BM is calculated to be only 0.1 eV lower than the 2Eu,SiV - excited state
of the SiV-, an efficient non-radiative 2Eu,SiV - →2 Eg,V BM transition is possible. Due to
the fact that both VBM states are of even parity their decay into the likewise even ground
state of the SiV- is optically forbidden and hence these states can act as long-lived shelving
levels. Moreover, in [127] Neu et al. observed an additional, so far unexplained, optical
transition at 823 nm which, by using fluorescence cross-correlation measurements has been
related to the SiV-. The simulations of Gali and Maze indicate that this line might be a
result of the decay of the 2A1g,V BM shelving state into the ground state in the presence of
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Figure 1.6: SiV- absolute energies & shelving states according to Gali
& Maze [110]. Absolute energies of the individual electronic levels relative to
each other and the valence band edge (individual diagrams) as well as relative
energetic ordering of the resulting electron configurations. Due to the presence of
the SiV- the valence band states (VBM) are perturbed causing additional localized
a1g,V BM and eg,V BM states. Therefore, in addition to the ground and excited
states of the defect (left side of the diagram) additional excited states involving
the band levels appear (right side). These levels are linked to each other and to the
ground state via parity-forbidden transitions and are thus long-lived, accounting
for the shelving observed in SiV- autocorrelation measurements.
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strong crystal strain which perturbs the SiV- symmetry and thus lifts the parity selection
rules. This line has never been seen for the SiV- centres investigated in this thesis and
other similar centres in type IIa HPHT material, underlining its high crystal quality and
low strain. Additionally, in a number of previous experiments it has been observed that
for some SiV- centres an increase in fluorescence under resonant excitation can be achieved
by adding an additional repump laser. This effect is not present for all SiV- centres and a
clear correlation between this repumping and other properties of the centres such as strain
so far remains elusive. We observed the repumping for a wide range of applied wavelengths
from 532 nm up to 810 nm. Besides potentially influencing the charge state of the SiV- in
the presence of optical fields, based on the simulations by Gali et al. this repumping might
also be explained by deshelving due to optical excitation of the parity-allowed transition
from the upper shelving level 2Eg,V BM into the about 0.77 eV (1610 nm) higher lying 2A2u
excited state followed by a direct decay back into the 2Eg,SiV ground state.
In this chapter we presented a detailed review of both the important physical properties
of the diamond host lattice as well as the silicon vacancy defect. Most importantly
we discussed the SiV- centre’s spectral properties and established a detailed theoretical
framework describing the electronic properties of both unperturbed SiV- centres as well as
SiV- centres subjected to external magnetic fields. In the following chapter we will now
take a closer look at the coherent interaction between a multi-level system like the SiV-
and several coherent light fields. Building up on the basic electronic properties discussed
here, we will then discuss a number of experimental techniques and theoretical models
later used in this work utilizing light to measure the SiV- centre’s inherent coherence
properties as well as to coherently control its quantum state for QIP applications.
Chapter 2
Light-matter interactions
As we have discussed in the introduction, a method to fully control the quantum state of
qubits is a fundamental requirement for realizing a QIP system [17]. Their computational
basis is a quantum mechanical two-level system and, as we will see throughout this chapter,
any quantum state of this system can be represented as a vector on a unit sphere, the
so-called Bloch sphere. Thus, to be able to reach an arbitrary point on the surface of this
sphere (i.e. to prepare an arbitrary quantum state), rotations around two orthogonal axes
are needed [128]. Moreover, although the basis of a qubit consists of only two basis states,
in multi-level systems, additional levels are frequently used to aid controlling, initializing
or reading out the two-level qubit. Throughout the work presented here we will use orbital
as well as spin states of the SiV- to realize a qubit basis. Due to the unique electronic
structure of the SiV-, all of them are optically addressable and therefore we will use laser
pulses to control the centre. Thus, the aim of this chapter is the derivation of a fundamental
theoretical background on atomic systems interacting with coherent fields of light and
to introduce the techniques used to characterize and control the qubits in this work. A
detailed description of the concepts and effects discussed throughout this chapter can for
example be found in [129,130]. First, we develop the most basic model of a two-level atom
interacting with a single classical coherent light field, omitting any dissipative processes
such as spontaneous emission. We then include these processes using the density matrix
representation of the system. In Sec. 2.2 we will then extend this model to a three-level
system interacting with two light fields which can be detuned independently from the
atomic resonance frequencies. We also look at a minor variation of this system, a three-level
system coupled to an additional, auxiliary level which is used to model branching and
decoherence in multi-level systems. We will use this configuration to model the results of
the coherent population trapping experiments in Chap. 4.2 and Chap. 4.3. Finally, we will
derive a full four-level model appropriate to describe the population dynamics as well as
coherent interactions within the orbital doublet ground and excited state manifolds of the
SiV- at zero magnetic field. This model will be used to model the results of the resonant
as well as Raman-based ultrafast coherent control experiments in Chap. 4.4 and Chap. 5.
23
24 CHAPTER 2. LIGHT-MATTER INTERACTIONS
2.1 A two-level atom interacting with light
The most basic quantum system one could imagine to interact with light is a single atom
consisting of only two energy levels, a ground state |1〉 and an excited state |2〉 linked by
a single optical transition with transition frequency ω0 (c.f. Fig. 2.1). This system is of
course purely fictional as no real atom solely features two levels. However, in many cases
more complex systems can be approximated successfully using this simple picture.
2.1.1 The two-level Hamiltonian
The time evolution of the system is described by the time-dependent Schrödinger equation
Hψ(r, t) = i~
dψ(r, t)
dt
. (2.1)
with the Hamiltonian H and wave function ψ(r, t). In the following we assume the system
is interacting with a single coherent field of light with carrier frequency ω. The total
Hamiltonian
H = H0 +Hi (2.2)
of the system can thus be split into two components, the unperturbed Hamiltonian of
the atom H0 which relates to the eigenenergies of the system as well as Hi describing the
interaction of the atom with the light field. By defining the energy of the ground state to
be E1=0 the atomic Hamiltonian in matrix representation can be written as
H0 = ~
(
0 0
0 ω0
)
(2.3)
and the most general solution of H is given by
ψ(r, t) = c1(t)ψ1(r, t) + c2(t)ψ2(r, t). (2.4)
1
2
ħω0
Δ
Ω,ωΓ21
Figure 2.1: The two-level system. Schematic representation of a two-level
atom with ground state |1〉 and excited state |2〉 (optical transition frequency
ω0) interacting with a single coherent field of light with frequency ω and Rabi
frequency Ω. Additionally, the system can undergo spontaneous emission from |2〉
to |1〉.
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By inserting this expression in 2.1 we obtain the following set of coupled differential
equations:
c2(t)exp(−iω0t)M12 = idc1(t)
dt
(2.5)
c1(t)exp(iω0t)M21 = i
dc2(t)
dt
(2.6)
Mij hereby represents the transition matrix element with
Mij =
1
~
〈ψi|Hi |ψj〉 (2.7)
with
Hi = PE0cos(ωt). (2.8)
Here, we made use of the so called dipole approximation [131] which assumes that the
length scale of the system is significantly smaller than the wavelength of the interacting
field. For optical fields (λ = 300− 800 nm) and atoms (ratom ≈ 10−10 m) or colour centres
(rcc ≈ 10−9 m = a few lattice constants) this assumption is almost perfectly fulfilled and
thus kr  1 holds. Under this approximation we can assume the coupling between atom
and field to be solely of dipolar character with the dipole operator
P = e
∑
i
ri (2.9)
with position operators ri and no spatial dependence of the electric field. With this we
define the Rabi frequency
Ω =
1
~
E0 〈ψi|P |ψj〉 = e~E0 〈ψi| r |ψj〉 . (2.10)
The Rabi frequency can be interpreted as a measure of the interaction strength between
atom and light field. Using this expression, we can rephrase the interaction Hamiltonian
in matrix representation as
Hi = ~
(
0 Ωcos(ωt)
Ωcos(ωt) 0
)
= ~
(
0 Ω2 (e
iωt + e−iωt)
Ω
2 (e
iωt + e−iωt) 0
)
(2.11)
and the total Hamiltonian H thus is given by
H = H0 +Hi = ~
(
0 Ω2 (e
iωt + e−iωt)
Ω
2 (e
iωt + e−iωt) ω0
)
. (2.12)
To simplify simulating the time-dependent interaction of the atom with the field it is
convenient to transform H into a rotating frame. This allows modelling the atom-light
interaction on a relative frequency scale with respect to the laser frequency instead of
having to treat the system using absolute (optical) frequencies. We transform H into the
interaction picture according to U †HU − iU †U˙ with the unitary transformation matrix
U =
(
1 0
0 eiωt
)
. (2.13)
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This transformation corresponds to a change into a new frame of reference rotating with
the optical frequency ω leading to a new Hamiltonian H ′ of the form
H ′ = ~
(
0 Ω2 (1 + e
−2iωt)
Ω
2 (1 + e
2iωt) ω − ω0
)
. (2.14)
Now, we apply the so-called rotating wave approximation (RWA) which assumes that the
terms oscillating at 2ω average out on the time scale of the system dynamics and can
be neglected [129]. Furthermore, we define the detuning ∆ = ω − ω0 between atomic
resonance and field carrier frequency. The Hamiltonian H ′ can thus be written as
H ′ =
~
2
(
0 Ω
Ω ∆
)
. (2.15)
Due to its simplicity, from now on, we will solely use this interaction picture to represent
the more complex Hamiltonians in the following sections. Moreover, by inserting the
matrix elements 2.7 into 2.5 and 2.6 and again performing the RWA we obtain the following
differential equations:
Ω
2
c2(t)exp(−i∆t) = idc1(t)
dt
(2.16)
Ω
2
c1(t)exp(i∆t) = i
dc2(t)
dt
(2.17)
Solving these expressions with the initial conditions |c1|2(t = 0) = 1 and |c2|2(t = 0) as
well as ∆ = 0 leads to the following simple terms for the probabilities |ci|2 to find the
system in |g〉 or |e〉 at a certain point in time:
|c1|2(t) = cos2(Ωt) (2.18)
|c2|2(t) = sin2(Ωt) (2.19)
These equations represent a time-dependent oscillation of the excitation probability of the
atom, the well-known Rabi oscillations [132]. Figure 2.2 shows the calculated populations
of the ground (blue) and excited state (red) using the equations above, assuming a Rabi
frequency of Ω=1MHz. Here the atom is in perfect resonance with the light field and
no dissipative processes are destroying the coherence of the system. Thus, the observed
oscillations show perfect visibility and are completely undamped. Note that under coherent
excitation of the system the excitation probability can reach unity while the probability
to find the system in its excited state under incoherent excitation is always less than
or equal to 0.5 [129]. In reality, the condition of no dissipation is usually not fulfilled
as e.g. optically excited systems spontaneously decay back into their ground state or
external fields such as phonon- or nuclear spin-baths induce additional decoherence. In the
following section we thus strive to incorporate these effects into the theoretical framework
of light-matter interactions.
2.1.2 Optical Bloch equations and the density matrix
To describe the effects of spontaneous emission and other decoherence processes on our
two-level atom we now use a density matrix representation of our system. From equations
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Figure 2.2: Rabi oscillations. Simulated Rabi oscillations (Ω=1MHz) of a
two-level system assuming no spontaneous emission and no detuning. The system
undergoes undamped oscillations of the excitation probability for an infinite period
of time and with a visibility of 1.
2.18 and 2.19 it is apparent that the quantities of interest to represent the state of the
system are the expectation values given by cic∗j . Using these products, we define the
density matrix ρ with its matrix elements
ρii = |ci|2 (2.20)
and
ρij = cic
∗
j (2.21)
The diagonal elements ρii hereby represent the populations in states |i〉 and are real numbers
while the off-diagonal elements ρij are called coherences as they introduce coupling between
the states and are in general complex. Moreover, for the populations∑
i
ρii = 1 (2.22)
holds. For a pure state (i.e. a well-defined superposition of basis states) Tr(ρ2) equals
unity, while for a mixed state (i.e. a statistical mixture of basis states without defined
phase relations) Tr(ρ2) is less than one. In analogy to the time-dependent Schrödinger
equation which defines the evolution of the wave function ψ the time-dependence of the
density matrix is defined by the quantum mechanical master equation for open quantum
systems:
ρ˙ =
i
~
[H, ρ] + L(ρ) +
∑
Di(ρ) (2.23)
Here, the coherent evolution of the system is included in the commutator of the Hamiltonian
H with ρ while decoherence is added via the Lindblad superoperator L(ρ) and the dephasing
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operators Di(ρ). The Lindblad operators hereby model decoherence due to dissipation,
i.e. incoherent transfer of population between different states due to e.g. spontaneous
emission. Additional decoherence due to pure dephasing of the energy levels, i.e. without
population transfer, (e.g. due to phonon scattering) or limited laser coherence is included
via the operators Di(ρ). Initially we assume these to be zero but we will briefly discuss
their form later on. To incorporate spontaneous decay from |2〉 into |1〉 we first define the
Lindblad superoperator
L(ρ) =
∑
Lij = −1
2
∑
(C†ijCijρ+ ρC
†
ijCij) +
∑
CijρC
†
ij (2.24)
with the collapse operators
Cij =
√
Γij |j〉 〈i| . (2.25)
The constant Γij hereby is the spontaneous emission rate between the two states. For the
simple two-level system we can thus write
L21 = ~
(
Γ21ρ22 −Γ212 ρ12
−Γ212 ρ21 −Γ21ρ22
)
. (2.26)
Inserting this expression and 2.15 into 2.23 then leaves us with the following equations of
motion:
ρ˙11 =
i~Ω
2
(ρ12 − ρ21) + ~Γ21ρ22 (2.27)
ρ˙12 =
i~
2
(Ωρ11 − Ωρ22 + 2∆ρ12)− ~Γ21
2
ρ12 (2.28)
ρ˙21 =
i~
2
(Ωρ22 − Ωρ11 − 2∆ρ21)− ~Γ21
2
ρ21 (2.29)
ρ˙22 =
i~Ω
2
(ρ21 − ρ12)− ~Γ12ρ22 (2.30)
These are the so-called optical Bloch equations (OBE) for the two-level system, including
spontaneous decay. Additionally, we define the so-called Bloch vector according touv
w
 =
 ρ21 + ρ12i(ρ12 − ρ21)
ρ11 − ρ22
 =
2Re(ρ12)2Im(ρ21)
ρ11 − ρ22
 =
r sin θ cosφr sin θ sinφ
r cos θ
 . (2.31)
Using this expression we can represent every state of the two-level system as a three-
dimensional vector on (or within) a unit sphere featuring |1〉 and |2〉 as north and south
pole, respectively. We can thus characterise a certain state of the system by the polar angle
θ (with 0 ≤ θ ≤ pi) representing the distribution of population, the azimutal angle φ (with
0 ≤ φ ≤ 2pi) representing a phase and r = Tr(ρ2) (r ∈ [0, 1]) as a measure for the "purity"
of the state. In the following chapters, we will frequently make use of this representation
to refer to optical pulses inducing a certain rotation of our qubit. For example, a pulse
of area pi (also called pi-pulse) brings the qubit from |1〉 to |2〉 (θ = pi) while a pi2 -pulse
prepares the qubit in an equal superposition 1√
2
(|1〉+ i |2〉) (this operation is also called
the Hadamard gate).
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Figure 2.3: Rabi oscillations - detuning & decoherence. Simulation of
the excited state population ρ22 of a two-level system interacting with a coherent
light field. A density-matrix approach is used and the resulting OBEs have been
numerically solved for different values of the detuning ∆ and the spontaneous
decay rate Γ21.
2.1.3 Rabi oscillations, Ramsey interference and Hahn echo
While for the simple case of a two-level system analytical solutions of the OBEs can
be found (at least for a number of trivial cases such as ∆ = Γ = 0), they have to be
solved numerically for more complex systems. Using the density matrix approach we now
have means to analyse the influence of the detuning ∆ and the spontaneous emission
rate Γ21 on the Rabi oscillations. Figure 2.3 shows simulated Rabi oscillations using the
above described density matrix model of the two-level system. The OBEs have been
solved numerically (MATLAB-solver: ODE45) using a Runge-Kutta-approach [133]. This
solver will also be used in the following chapters to numerically solve the OBEs for the
more complex models used to evaluate the experimental data. The blue curve in Fig. 2.3
reproduces again the undamped oscillations we already observed in Fig. 2.2 for a vanishing
spontaneous decay rate and detuning. Increasing the detuning ∆ (red and green curves)
leads to an increase in oscillation frequency while the maximum excitation probability
decreases. Additionally, including a spontaneous emission of the excited state level (yellow
curve) leads to an exponential decrease of the oscillation amplitude over time as this process
is incoherent (it does not preserve a fixed phase relation), leading to a randomization
of the state vector in the xz-plane (i.e. its length shrinks). The fluorescence level thus
decreases to half of the maximum value corresponding to a statistical mixture of ground and
excited state with a probability of 0.5 to find the system excited. We name the relaxation
time constant originating from this decay of population the spontaneous emission time
T1 (also called longitudinal coherence time or spin lattice time). In addition to a decay
of population, the coherence of a system can also be destroyed by dephasing i.e. by a
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randomization of the phase of a quantum state which corresponds to a random orientation
of the state vector within the equatorial plane of the system. This process does not change
the population distribution in the system (i.e. it leaves the diagonal elements of the density
matrix unchanged). In case of solid state quantum systems, this can on the one hand be
caused by intrinsic sources such as fluctuating external electric or magnetic fields due to
e.g. a nuclear or electron spin bath in the environment of the observed quantum system.
On the other hand, external sources such as limited laser coherence can also lead to such
a dephasing. In the density matrix formalism we account for these processes using the
operators Di(ρ) in equation 2.23 which take on the form
Di(ρ) = di(ρii |i〉 〈i| − 1
2
|i〉 〈i| , ρii) (2.32)
with the dephasing rates di. The coherence times associated with these types of processes
are commonly called homogeneous phase coherence time T2 (also called transverse coherence
time) containing homogeneous as well as inhomogeneous contributions. With it we define
a total coherence time (or free induction decay time) T ∗2 [134] according to
1
T ∗2
=
1
2T1
+
1
T2
(2.33)
that combines the above-mentioned decoherence mechanisms. Thus for vanishing dephasing,
the ultimate limit to the coherence of a qubit is given by the relaxation processes according
to [130]
T ∗2 ≤ 2T1. (2.34)
Moreover, in ensembles of qubits an additional decoherence time constant T ′2 is introduced
accounting for inhomogeneous effects making the total coherence time
1
T ∗2
=
1
2T1
+
1
T2
+
1
T ′2
(2.35)
The same time-constant T ′2 can also be used to model trial-to-trial variations in repetitive
experimental scheme using single qubits [33]. Note that attention has to be paid as many
different notations for the above mentioned coherence times are used in literature such as
the exchanged meanings of T2 and T ∗2 .
The Rabi oscillations discussed above allow for a defined rotation of a qubit state about
an arbitrary angle θ around the x-axis of the Bloch sphere. With this technique, all
possible qubit operations are given by a set of 1× 1 matrices forming a Lie group U(1),
thus this control is frequently called U(1)- or angular control [25]. To realize a complete
set of single-qubit gates a rotation around a second axis on the Bloch sphere is needed.
This can be accomplished by harnessing the natural free precession of the state vector
in the xy-plane of the sphere (around the z-axis) at ω. This technique is called Ramsey
interferometry and consists of a two-pulse sequence [135]. Starting in the ground state |1〉,
in the Bloch sphere picture introduced above, we first apply a pulse to rotate the system
around θ = pi2 , leaving the system in an equal superposition (c.f. Fig. 2.4)
|ψpi
2
〉 = 1√
2
(|1〉+ i |2〉). (2.36)
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Figure 2.4: Pulse sequences. Bloch sphere representations for (a) a Ramsey interference pulse sequence featuring two
subsequent pi2 -pulses and (b) a Hahn echo sequence consisting of two
pi
2 -pulses with an additional pi-pulse in the centre.
The multiple arrows in this representation can either be understood as different phase evolutions of individual quantum
systems in an ensemble or as different evolutions of a single system during repetitive experimental sequences.
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Due to the difference in energy, both states will accumulate phase at different rates and
the system is then allowed to freely evolve for a certain time τ . The resulting rotation
angle within the xy-plane is given by φ(τ) = ω0 · τ . We can thus rewrite the state as
|ψpi
2
→τ 〉 = 1√
2
(|1〉+ ie−iω0τ |2〉) = 1√
2
(|1〉+ ie−iφ(τ) |2〉). (2.37)
After τ a second pi2 -pulse now rotates the system around θ. This leaves the system in another
superposition state of |1〉 and |2〉 in which their ratios now depend on the accumulated
phase. This state can be written as
|ψpi
2
→τ→pi
2
〉 = 1
2
(1− e−iφ(τ)) |1〉+ i
2
(1 + e−iφ(τ)) |2〉 (2.38)
Experimentally we will e.g. detect the fluorescence of the system resulting from an
excitation to |2〉 and thus the fluorescence level is proportional to the excitation probability.
If τ is chosen such that the resulting angle is φ = 2npi (n ∈ N), a second pi2 -pulse applied
after τ will bring the system to its excited state |2〉 (the two pulses act constructively on
θ) and the maximum signal is detected. On the contrary, a rotation by φ = (2n + 1)pi
followed by a pi2 -pulse thus brings the system back to its ground state and no fluorescence
is measured. For all intermediate cases, the excitation probability is proportional to φ
obeying
| 〈2|ψpi
2
→τ→pi
2
〉 |2 = 1
2
(1 + cos(φ(τ))) (2.39)
and resulting in a pattern of fringes for varying values of τ . To harness this technique
for full coherent control of the qubit, the pulse area θ of the two pulses as well as τ can
be adjusted to reach an arbitrary point on the Bloch sphere. This allows to access a
full set of single-qubit operations and we call the technique the so-called axis or SU(2)
control [25]. Moreover, while the simple picture of the state transformations above does not
include any decoherence terms, in the presence of decoherence, the fringe amplitude decays
exponentially for increasing pulse delays with a rate 1T ∗2 . We can thus modify Eq. 2.39 to
| 〈2|ψpi
2
→τ→pi
2
〉 |2 = 1
2
(1 + cos(φ(τ))) · e
− τ
T∗2 (2.40)
by including an additional exponential damping term. We will utilize this decay in
Chaps. 4.4.1 and 4.3 for a precise measurement of the ground and excited state coherence
times of the SiV- .
By extending the Ramsey pulse sequence using an additional pi-pulse centered in between
the two pi2 -pulses we obtain the so-called Hahn echo (or spin echo) pulse sequence [136].
In the case of single quantum systems this technique can be used to counteract slow
environmental effects obscuring the measurement during temporal averaging (this is the
inhomogeneous contribution in T′2) [137]. In Chap. 5 we will also look at the coherence of
ensembles of SiV- centres. In this case the Hahn echo technique can counteract the effect
of inhomogeneous broadening (in our case caused by static crystal strain) causing different
emitters in the ensemble to have slightly different energy levels and thus, according to
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Eq. 2.37, accumulate phase at different rates. To remedy this we start with the state given
by Eq. 2.37 (after the application of a first pi2 -pulse) and after a first delay time τ apply a
pi-pulse, leaving the system in the state
|ψpi
2
→τ→pi〉 = 1√
2
(|2〉+ e−iφ(τ) |1〉) (2.41)
in which the phase is flipped between |2〉 and |1〉 with regard to state ψpi
2
→τ . After another
period τ during which the excited state again acquires phase relative to the ground state
due to their difference in energy the system eventually reaches the state
|ψpi
2
→τ→pi→τ 〉 = 1√
2
(e−iφ(τ) |2〉+ e−iφ(τ) |1〉) (2.42)
in which both basis states are completely in phase. This leads to a rephasing of the
collective state of an ensemble of emitters and thus improves the coherence time scale.
This simple picture assumes the absence fast decoherence processes. However, using this
technique, only non-Markovian effects i.e. processes which are essentially steady on the
time-scale of the echo sequence can be reverted. Thus faster dephasing processes e.g. due
to rapid phonon scattering will again lead to an exponential decay of the system at a rate
1
T2
. Besides improving coherence times, this method therefore allows for a measurement
of the remaining homogeneous phase coherence time T2 (also called Hahn echo time) by
recording the decay of the Hahn echo signal with increasing pulse delays τ , providing
valuable information about the environmental noise spectrum in a sample.
Moreover, to reduce the decoherence rate of a qubit and thus to extend its lifetime, so-called
dynamical decoupling techniques can be employed [138]. The most simple scheme for such
a technique has been introduced by Carr and Purcell and can be derived from the above
discussed Hahn echo by replacing the single pi-pulse by a series of pi-pulses with a delay
shorter than the correlation time of the environment [139]. While this scheme is susceptible
to pulse area errors more complex decoupling schemes employing pi-pulses with different
phases such as the widely used Carr-Purcell-Meiboom-Gill (CPMG) sequence [140] have
been developed to correct for these types of experimental errors [141].
2.2 Coherence in three-level systems
In the previous section we investigated the coherent interaction of a light field with a simple
two-level atom. While this concept is mostly artificial, this simple model allows for a study
of several coherence-related phenomena and, in many cases, is even a good approximation
to describe the dynamics of subsystems of multilevel quantum systems. However, most
of the quantum systems known today (such as the SiV- discussed throughout this thesis)
feature several electronic states leading to a number of additional coherent phenomena
which are not governed by a two-level model. Therefore, to explore some of these effects,
such as coherent population trapping (CPT) and stimulated Raman adiabatic passage
(STIRAP), both of which are of importance for the experiments presented in this work,
we will now look at the coherent dynamics of three-level systems. In general there are
three different types of three-level systems, the Λ-type scheme (two ground states coupled
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to a common excited state), the ladder system (three states stacked in energy) and the
V-type scheme (one ground state coupled to two different excited states). Here, we will
solely discuss the Λ-system as the SiV- electronic level structure allows for the realization
of multiple of those schemes and many of the experimental methods used throughout this
thesis utilize this level configuration.
2.2.1 Autler-Townes splitting, coherent population trapping and elec-
tromagnetically induced transparency
We now consider a three-level Λ-system with two non-degenerate ground states |1〉 and
|2〉 coupled to a common excited state |3〉 as it is depicted in Fig. 2.5. The transition
frequencies of the |3〉 → |1〉 and |3〉 → |2〉 transitions are ω1 and ω2, respectively. Moreover,
we couple the two ground states to the excited state via two coherent light fields. Transition
|1〉 to |3〉 is coupled via a field with frequency ω1 and Rabi frequency Ω1, transition |2〉 to
|3〉 via a field with frequency ω2 and Rabi frequency Ω2. The interaction Hamiltonian of
this system can be written as
H =
~
2
 0 Ω1 0Ω1 −2∆1 Ω2
0 Ω2 −2(∆1 −∆2)
 (2.43)
with the detunings ∆1,2 = ω01,2−ω1,2 of the two fields and again making use of the rotating
wave approximation [142]. Assuming two-photon resonance, i.e. ∆1 = ∆2 but allowing for
a common two-photon detuning ∆ = ∆1 −∆2 the eigenstates of this Hamiltonian can be
written as
|ψ+〉 = sin θ sinφ |1〉+ cosφ |3〉+ cos θ sinφ |2〉 (2.44)
|ψ−〉 = sin θ cosφ |1〉 − sinφ |3〉+ cos θ cosφ |2〉 (2.45)
|ψ0〉 = cos θ |1〉 − sin θ |2〉 (2.46)
1
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Figure 2.5: The Λ-scheme. Schematic representation of a three-level Λ-type
atom with non-degenerate ground states |1〉, |2〉 and excited state |3〉 (optical
transition frequencies ω0,1/2) interacting with two coherent fields of light with
frequencies ω1,2 and Rabi frequencies Ω31,32. Additionally, the system can undergo
spontaneous emission from |3〉 into |1〉, |2〉 with rates Γ1, Γ2.
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utilizing the mixing angles θ and φ obeying the relations
tan θ =
Ω1
Ω2
(2.47)
tan 2φ =
√
Ω21 + Ω
2
2
∆
. (2.48)
The resulting states called dressed states turn out to be superpositions of the bare atomic
states [143]. Let us first look at the states |ψ+〉 and |ψ−〉. Both states contain contributions
from the excited state. Moreover, both states have the energy eigenvalues
E± =
~
2
(∆±
√
(∆2 + Ω21 + Ω
2
2)) (2.49)
leading to an upwards shift of |ψ+〉 and a downwards shift of |ψ−〉 with respect to the bare
excited state |3〉. The resulting splitting is proportional to the effective driving strength
Ω˜ =
√
Ω21 + Ω
2
2 of the system and is called Autler-Townes splitting [144]. This splitting
can also be interpreted as an AC Stark-shift of the excited state. In the presence of a
strong field, this splitting can be wider than the optical linewidth. Hence, a second laser
shone in on the frequency of the original resonance will exhibit a significantly reduced
absorption, giving rise to a phenomenon called electromagnetically induced transparency
(EIT) [64].
Let us now take a closer look at the remaining dressed state |ψ0〉. This state contains
no contribution from the excited state and hence does not interact with light. Therefore,
this state is called a dark state and population that is transferred into this state is
decoupled from the exciting laser. If both lasers meet the two-photon resonance condition
so that the dressed states can efficiently form and the system is excited continuously,
population will eventually be optically pumped into this state and the system will turn
dark. Experimentally, if one laser is kept on resonance and the second one is scanned
across the resonance, this manifests as a very sharp dip in the fluorescence response of
the system as soon as both fields hit two-photon resonance. This phenomenon is called
coherent population trapping (CPT) and can also be interpreted as a destructive quantum
interference of both excitation pathways leading to a direct transfer of population between
the two ground states [145, 146]. As this transition under normal conditions is electric
dipole forbidden, its linewidth can be very narrow. Processes affecting the coherence of
the ground states such as phonon-induced population transfers or spin flips (as it is the
case for the SiV-) thus lead to a decoherence of the dark state |ψ0〉 which broadens the
observed CPT-dip. Therefore, CPT is an extremely sensitive probe to measure the ground
state coherence time of a quantum system. Hence, we will use this technique in Chap. 4.2
to measure the ground state spin coherence time of the SiV-. In this context we will use a
slight extension of the three-level model described here, which is a Λ-system coupled to an
additional state being is not coherently addressed and only populated and depopulated via
spontaneous emission processes. We use this auxiliary state |aux〉 to model the influence
of all the additional excited and ground state spin levels of the SiV- (while keeping the
numeric complexity at a minimum). These levels are not part of the Λ-system, however,
due to phonon-mediated relaxation and thermalization within the excited and ground state
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Figure 2.6: Λ-scheme with auxiliary state. Schematic representation of a
Λ-system coupled to an auxiliary state |aux〉 which is only interacting with the
Λ-system via spontaneous emission. Additionally, pure dephasing rates γ31,31,12
have been introduced. To enhance comprehensibility, only newly introduced rates
in comparison with Fig. 2.5 have been coloured.
manifold of the SiV-, their presence leads to additional decoherence. The Hamiltonian for
this system can therefore be written as [147]
H =
~
2

0 Ω1 0 0
Ω1 −2∆1 Ω2 0
0 Ω2 −2(∆1 −∆2) 0
0 0 0 0
 (2.50)
with no coherent coupling of the additional state to any field and the interaction with the
Λ-system occurs solely via the inclusion of Lindblad operators accounting for spontaneous
emission rates Γ3,aux, Γaux,3, Γaux,1 and Γaux,2 according to Eq. 2.24. Additionally, obeying
Eq. 2.32, we introduce the pure dephasing rates γ31, γ32 between the ground and excited
states as well as γ12 between the ground states to account for additional dephasing without
population transfer. Figure 2.6 shows a schematic representation of the above described
system as it is used to model the results in Chaps. 4.2 and 4.3. To simulate the results of
these experiments, this reduced model with only a simple Λ-system, an additional auxiliary
state |aux〉 and only an effective ground state dephasing rate γ12 is sufficient and in the
case of the Zeeman-split SiV- significantly reduces the computational complexity as we do
not have to solve a full 8-level system. For all other experiments (at zero magnetic field)
we will use a more complete level including the four orbital states of the SiV- as well as
relaxations within the ground and excited state manifolds which we will discuss in the
following sections.
2.2.2 Stimulated Raman adiabatic passage
Let us now return to the simple Λ-system depicted in Fig. 2.5 with its dressed states Eq.
2.44-2.46. In addition to CPT, which populated the dark state |ψ0〉 via optical pumping,
we will now look at an adiabatic way to address this state which also allows for population
transfer between the ground states in a coherent fashion without ever populating the
excited state [148]. A schematic representation of the process discussed below can be found
2.2. COHERENCE IN THREE-LEVEL SYSTEMS 37
in Fig. 5.4. At the beginning (t0), let us assume the system is fully initialized in state |1〉.
Hence, the application of a weak field Ω2 on the |2〉 → |3〉 transition does not lead to a
population of the excited state. Moreover, according to Eq. 2.47, for Ω1 = Ωb = 0 we find
θ = 0 and thus |ψ0〉 = |1〉, meaning that the ground state |1〉 is aligned with the dark state.
Let us now apply a sequence of two optical pulses (e.g. of Gaussian shape), a first pulse on
the |2〉 → |3〉 transition and a slightly delayed second pulse on the |1〉 → |3〉 transition: In
the beginning of this process |ψ0〉 ≈ |1〉 still holds as long as Ω2  Ω1 is fulfilled. Under
these conditions Ω1 can be considered off-resonant due to the Autler-Townes splitting
created by Ω2. For t1 < t < t2 the ratio Ω1Ω2 now becomes larger as the field Ω1 increases
while Ω2 ramps down. Under uncontrolled conditions this would now lead to an excitation
of the system into |3〉 and decoherence due to spontaneous emission. However, by carefully
limiting the rate of change in the Rabi frequencies, this process can be made adiabatic, i.e.
it is possible to evolve the mixing angles θ and φ in a way that keeps the system aligned
with the dark state. To realize this state evolution, we have to introduce adiabaticity
criteria [130]. Using the transformation matrix
U =
sin θ(t) sinφ(t) sin θ(t) cosφ(t) cos θ(t)cos θ(t) sinφ(t) cos θ(t) cosφ(t) − sin θ(t)
cosφ(t) − sinφ(t) 0
 (2.51)
we first have a look at the Hamiltonian H˜ in the dressed basis which we can write as
H˜ = U †HU − iU †U˙ =
 λ+ iφ˙ iθ˙sinφ(t)−iφ˙ λ− iθ˙cosφ(t)
−iθ˙sinφ(t) −iθ˙cosφ(t) 0
 (2.52)
with its three eigenvalues
λ0 = 0 (2.53)
λ+ =
√
Ω21 + Ω
2
2
2
tanφ(t) (2.54)
λ− = −
√
Ω21 + Ω
2
2
2
cotφ(t). (2.55)
If the system is prepared in a defined superposition of the eigenstates of H˜ it will stay
in this state if the off-diagonal elements of H˜ are small. A more precise condition is that
the absolute values of the off-diagonal elements of H˜ have to be much smaller than the
smallest difference between two eigenvalues which is given by
|λ±(t)− λ0| = 1
2
|∆(t)±
√
∆2(t) + Ω21(t) + Ω
2
2(t)|. (2.56)
Using the time derivatives of the mixing angles
θ˙(t) =
Ω˙1(t)Ω2(t)− Ω1(t)Ω˙2(t)
Ω21(t) + Ω
2
2(t)
(2.57)
φ˙(t) =
d
dt
√
Ω21(t) + Ω
2
2(t)∆(t)−
√
Ω21 + Ω
2
2∆˙(t)
Ω21(t) + Ω
2
2(t) + ∆
2(t)
(2.58)
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Figure 2.7: Stimulated Raman adiabatic passage. Simplified and idealized
scheme of STIRAP. The system is initialized in the ground state |1〉. The graph
displays the time evolution of the ground state populations ρ11 (red) and ρ22
(blue) during STIRAP transfer. The transfer is induced by two optical pulses
(background) applied in a counter-intuitive sequence on both transitions of the
Λ-scheme.
we can then finally derive
|θ˙(t)|  |λ±| (2.59)
|φ˙(t)|  |λ±| (2.60)
as local conditions for adiabaticity which by integration can be converted into the following
global conditions:
pi =
∫ ∞
−∞
dt|θ˙(t)| 
∫ ∞
−∞
dt|∆±
√
∆2 + Ω21(t) + Ω
2
2(t)| (2.61)
pi
2
=
∫ ∞
−∞
dt|φ˙(t)| 
∫ ∞
−∞
dt|∆±
√
∆2 + Ω21(t) + Ω
2
2(t)| (2.62)
Both conditions can be fulfilled for sufficiently high two-photon detunings ∆ and pulse
areas. Hence, at the end of this phase the system is still in the dark state, however now
the contribution of the bare state |2〉 is maximized. In the final phase, the remaining
field Ω1 is then slowly ramped down leading to Ω1Ω2 →∞ and thus θ → pi2 . At the end of
the process, this leads to an alignment of the dark state parallel to the final bare atomic
state |2〉 and completes the process termed stimulated Raman adiabatic passage (STIRAP).
Moreover, because the first pulse in the STIRAP scheme addresses an empty state this
sequence is often referred to as being counter-intuitive.
In Chap. 4.4.3 we will use two-photon Raman-transitions to realize a full coherent control of
a qubit based on the ground state orbital levels of the SiV- . This is a very similar process
to the above described STIRAP scheme with the distinct difference that time inversion
symmetry is preserved by applying both Raman pulses simultaneously. In this scheme,
a large two-photon detuning ∆ is used to minimize the population of the excited state
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(while STIRAP can work both on resonance or detuned). Under this condition, population
is coherently transferred within the ground state manifold as long as two-photon resonance
is maintained. The two-photon Rabi frequency Ω is given by [149]
Ω =
Ω1Ω2
2∆
(2.63)
while the population in the excited states scales with [150]
ρ33 =
Ω1,2
(2∆)2
. (2.64)
Therefore, by detuning the lasers from resonance population of the excited state can
efficiently be avoided (ρ33 drops quadratically with ∆) at the cost of control speed (Ω
drops linearly with ∆). We will use this technique to demonstrate two-photon Raman-Rabi
oscillations and Raman-Ramsey interference in Chap. 4.3 using pulses from cw lasers
modulated in length and in Chap. 4.4 using amplitude-modulated ultrafast laser pulses.
Note that, due to the large detuning in this scheme, the excited state level is often times
"adiabatically eliminated" in literature and the system is then treated as an effective
two-level system with the two states linked via the two-photon transition [151]. In this
work we won’t make this simplification as experimentally perfect adiabaticity cannot be
realized and a partial population of the excited state occurs which our theory has to
account for to accurately reproduce the experimental results. In addition, if more than one
excited state level is present, the system can couple to several Λ-schemes at once leading
to additional transfer pathways, an effect that we will briefly discuss in the next section.
2.3 The double-Λ system
As discussed in Chap. 1.2.4, the electronic structure of the SiV- consists of an orbital
doublet ground and excited state split by a spin-orbit interaction and a Jahn-Teller effect.
This level arrangement can also be interpreted as two separate Λ-systems formed between
the two ground states and the lower and upper excited state, respectively. In Chap. 4.4 we
will present results on coherent manipulation of the orbital ground states of the SiV- using
Raman transitions as we have discussed them in the previous section. There we use fields
detuned far from resonance to minimize optical excitation and, as briefly mentioned before,
under these conditions the fields can couple the ground states via both Λ-schemes leading
to two separate transfer pathways with different effective Rabi frequencies due to the
different detuning of the lasers relative to both excited states. As we will see, this then e.g.
causes additional oscillatory components in the observed two-photon Ramsey interference
and thus, to ensure accurate state preparation of a certain ground state superposition,
these effects have to be accounted for [152]. A schematic representation of the four-level
double-Λ-type system is depicted in Fig. 2.8. To include the additional Λ-system into our
theoretical framework, we use the four-level Hamiltonian
H =
~
2

0 0 Ω1,3 Ω1,4
0 2(∆2 −∆1) Ω2,3 Ω2,4
Ω1,3 Ω2,3 2∆1 0
Ω1,4 Ω2,4 0 2(∆1 + δe)
 (2.65)
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Figure 2.8: Double-Λ-scheme Schematic representation of a double-Λ-type
system resembling the orbital electronic structure of the SiV-. In a Raman-based
experiment, the two fields (blue) can couple the two ground states |1〉 and |2〉 via
both excited states |3〉 and |4〉 with different detunings. Additionally, the system
undergoes a number of spontaneous decay processes (red) and pure dephasing
processes (green).
with the excited state splitting δe and the Rabi frequencies
Ω1,j =
µ1,jE1
~
(2.66)
Ω2,j =
µ2,jE2
~
(2.67)
to account for different effective coupling strengths of the two fields E1 and E2 originating
from different transition dipole moments µi,j of the four optical transitions. All decoherence
effects have been included as presented in the previous chapters with one minor alteration:
We included additional spontaneous decay rates Γ12,21 and Γ34,43 between the sublevels of
the ground and the excited state manifold, respectively as phonon-mediated thermalization
and relaxation between the orbital states is a significant source of decoherence. Moreover,
the thermalization rates Γ12 and Γ34 are coupled to their respective relaxation rates via a
Boltzmann-factor
Γij = Γjie
− δe,g
kBT (2.68)
with the ground and excited state splittings δe,g. Using this model we analyze the results
from the resonant as well as Raman-based optical control experiments in Chap. 4.4. More-
over, to more accurately describe the Hahn-echo, Ramsey and STIRAP results obtained
in SiV- ensembles in Chap. 5 we expand this model in the following way: We expand the
Hamiltonian from Eq. 2.65 into a three-dimensional array Hn where n represents the n-th
SiV- in the ensemble. To simulate the inhomogeneous broadening ∆νinh of the ensemble
we define the detunings ∆n1,2 by equally distributing them over a Gaussian distribution
with full width of half maximum ∆νinh. This resembles the fact that each SiV- in the
ensemble experiences a slightly different detuning relative to the applied laser fields. After
solving the OBEs, the resulting density matrix elements ρnij for the individual centres
are then averaged and weighted with a scaling factor for each SiV- corresponding to the
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amplitude of the Gaussian distribution. This simulates the abundance of each individual
frequency class of SiV- centres in the ensemble.
A number of MATLAB scripts have been written implementing the theoretical framework
presented throughout this chapter. These scripts can be found in AppedixA. In paticular,
AppendixA.1 contains scripts implementing the model discussed in Sec. 2.2.1. We will
use this model to analyse the CPT results in Chap. 4.2 and 4.3. To describe the coherent
control experiments of single SiV- centres in Chap. 4.4 as well as ensembles in Chap. 5
we will then use the MATLAB scripts from AppendixA.2 which implement the model
presented in Sec. 2.3 of this chapter.
The theoretical concepts to realize optical control of qubits laid out throughout this
chapter highly rely on the optical and electronic properties of the SiV- centres employed
for the experiments as e.g. broadened optical lines inhibit addressing individual levels and
decoherence highly depends on crystal strain. Moreover, the techniques presented here
require the generation of sequences of optical pulses with defined delays, bandwidths and
repetition rates. Therefore, we will now take a closer look at the fabrication of high-quality
SiV- centres as well as at the optical setups used to obtain the experimental results of this
thesis which will then be presented in Chap. 4 and Chap. 5.
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Chapter 3
Sample preparation & optical setups
Pre-selection of diamond substrates (provided by Element Six) for the fabrication
of a single emitter sample has been conducted by Jonas N. Becker (J.N.B.) using a
polarization microscope in the group of Prof. F. Mücklich at Saarland University.
Simulations of ion implantations have been performed by J.N.B. Ion implantations
have been carried out at the RUBION facility of the Ruhr University Bochum by
J.N.B. with technical assistance by Dr. Detlef Rogalla. Milling of solid immersion
lenses has been performed in the group of Prof. F. Mücklich at Saarland University by
J.N.B and Christoph Pauly. Chemical cleaning and annealing after implantation and
ion beam milling as well as Cr sputtering of diamond samples have been performed by
J.N.B. (using a sputtering system at the Nano Structuring Center of the Technical
University Kaiserslautern).
The ensemble samples have been fabricated by Dr. Hadwig Sternschulte and Element
Six, respectively.
The confocal microscope used for sample characterization has originally been set up
and modified by serveral former members of the group of Prof. Christoph Becher and
has been described extensively in former theses [58,119].
The setup for the coherent population trapping experiment has been set up in the
laboratory of Professor Mete Atatüre (Cavendish Laboratory, University of Cambridge)
by J.N.B and Benjamin Pingault (B.P., University of Cambridge) with technical
advice from Carsten Schulte and Jack Hansom (both University of Cambridge).
The confocal microscope for the refrigerator has been designed by J.N.B with technical
advice from Jun.-Prof. Pavel Bushev (P.B.). The parts of the setup have been
fabricated by the mechanical workshop of the physics department at Saarland University
following the technical drawings provided by J.N.B. Installation of optical fibre links
between different laboratories has been perfomed by J.N.B and Matthias Bock. The
optical setup has been designed and set up by J.N.B with help from David Groß, B.P.
and Dr. Mustafa Gündogan (University of Cambridge). The dilution refrigerator has
been operated by P.B. and Dr. Nadezhda Kukharchyk.
The optical setup for the coherent control experiments with single emitters has been
designed and set up by J.N.B and later modified to perform experiments using emitter
ensembles by J.N.B, Johannes Görlitz and Christian Weinzetl (University of Oxford).
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In this chapter we will briefly review the experimental techniques utilized throughout this
work. In the first part we will discuss the fabrication of diamond samples containing single
SiV- centres as well as ensembles of emitters as they were used for the experiments in
Chap. 4 and Chap. 5, respectively. In the second part of this chapter we will then focus
on the optical setups used to conduct the experiments presented later in this thesis and
provide selected fundamentals on some of the key devices used to conduct the experiments.
3.1 Fabrication of single-emitter samples
The availability of samples containing SiV- centres with good spectral properties as well as
reasonably high count rates is a fundamental requirement for the experiments presented
in this thesis. Hence, in the following sections we will cover the fabrication process of a
high-quality sample containing single SiV- centres including diamond pre-selection, ion
implantation as well as fabrication of all-diamond solid immersion lenses.
3.1.1 Diamond substrate pre-selection
Although its inversion symmetry, to some extend, protects the SiV- against external
perturbations, previous work already indicated that the electronic and spin properties
of the SiV- can be significantly altered in the presence of strong crystal strain [58, 62].
Therefore, in previous experiments we used commercially available (Element Six, "electronic
grade") CVD diamond plates featuring high purity (<5ppb [N0s] and <1ppb [Bs]) and
moderate strain levels. However, very frequently, SiV- centres in these plates still exhibit
significant crystal strain, most likely caused by high growth rates of the commercial material
making the search for unstrained emitters a long and tedious process and limiting usability
in QIP applications. In this work we therefore use a type IIa HPHT diamond substrate
(Element Six, material not commercially available). Due to the high temperatures and
pressures during their fabrication, the dislocation density in these types of diamond, in
general, is much lower as e.g. vacancies can easily diffuse out of the material during growth.
Moreover, while most commercially available HPHT diamonds are yellow stones of type Ib,
containing several ppm of [N0s], the material used throughout this work has been grown
in presence of a nitrogen getter such as Al or Ti, allegedly reducing the [N0s] content to
below 0.1ppm and leaving a colourless plate, well-suited for optical experiments [86]. To
verify that the plate indeed experiences a reduced crystal strain compared to electronic
grade CVD plates, we pre-characterized the sample using polarization microscopy. For
this, we place the diamond plates in an optical microscope in between two crossed linear
polarisers. An ideal diamond single crystal, as a cubic material, is not birefringent and
thus, a completely unstrained sample would not cause any light to pass through the second
polariser. However, if linearly polarized light passes through a strained region with two
orthogonal stress components σ1 and σ2, the components of its electric field projected onto
the principal stress directions experience different refractive indices, leading to a phase
difference δ between both components according to
δ =
2Cpid
λ
(σ1 − σ2). (3.1)
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Figure 3.1: Polarization microscopy. Images of (a) a commercially available
CVD-grown and polished diamond plate (Element Six, "electronic grade") and
(b) a type IIa HPHT diamond plate (Element Six, cleaved but unpolished) taken
with a polarization microscope. Red circles indicate surface damage.
with sample thickness d, wavelength λ and a material-dependent scaling coefficient C [153].
This strain-dependent retardation leads to a change in the polarization properties of the
light transmitted through the sample which can therefore pass through the second polariser
and can be observed. This technique is also useful to identify small inclusions in the
diamond as they create localized strain fields enhancing their visibility [154].
In Fig. 3.1(a) a polarization microscopic image of a standard electronic grade CVD
diamond plate is shown while Fig. 3.1(b) displays an image of the HPHT plate used in this
thesis. Both images have been obtained using equal light and camera settings to ensure
optimal comparability. Moreover, for better visibility the images have been inverted, i.e.
dark areas correspond to strained regions. It is apparent that the entire image of the
electronic grade plate is significantly darker compared to the HPHT plate, indicating a
stronger overall strain in the plate. Previous work using Raman spectroscopy indicates that
strain in this type of material typically is on the order of ∼0.7-2GPa [155]. Additionally,
several extended, very dark regions mostly in the upper half of the electronic grade image
are visible, indicating regions with even higher strain, spanning over significant areas of
the plate. In contrast, the HPHT plate only shows extremely faint signs of strain, mostly
in the central regions of the plate. Note, that the white wave-like structures and pads are
gold microwave strip lines which have been removed prior to implantation. Moreover, the
localized dark spots (marked by red circles) are related to surface damage. In contrast
to the electronic grade plate, this sample has only been cleaved but not polished, leaving
a rougher surface with a terrace-like structure and, occasionally, deeper holes, both also
showing up in the polarization images. Because sample polishing can be an additional
source of strain [156] we decided not to polish the sample as the surface roughness was
within acceptable limits for optical experiments. The polarization microscopy confirms
that the type IIa HPHT plate indeed provides a significantly less strained environment
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for the SiV- compared to the previously used electronic grade plates. Additionally, the
plate has carefully been checked for SiV- fluorescence prior to implantation to rule out
any unwanted initial contamination of the sample. The image in Fig. 3.1(b) has then been
used to identify sample regions of particularly low strain (mainly around the edges) in
which silicon has then deliberately been implanted to form SiV- centres with low enough
density so that individual emitters can be addressed optically. These ion implantations
will be discussed in greater detail in the next section.
3.1.2 Silicon ion implantations
Ion implantation is a technique in which charged ions are accelerated in an electrical field
of a particle accelerator and the ion beam is directed onto a host material. Due to their
high kinetic energy the ions can then penetrate into the material and change its physical
properties. This is e.g. frequently used to introduce dopants like boron into silicon wafers.
For the purpose of colour centre fabrication this technique is extremely well-suited as it
allows precise control over the implantation depth of the ion by adjusting its energy as
well as the emitter density by changing the implanted ion dose. Alternatively, as we will
briefly discuss in Sec. 3.2, the dopant can be introduced during diamond growth, e.g. in a
CVD process. However, this generally does not allow for precise control over the colour
centre concentration and thus the fabrication of single-emitter samples using this technique
is extremely challenging. Moreover, using ion implantation, even more "exotic" ions
can be introduced into the diamond which cannot easily be incorporated during growth.
Eventually, the generation of vacancy-related complexes is enhanced as the implanted ion
itself, on its way through the material, creates vacancies which then subsequently can
participate in colour centre formation. This defect creation simultaneously is one of the
main limitations of this method. Especially the use of high ion doses or heavy ions can
cause persistent damage to the diamond lattice, even after high temperature annealing,
and hence causes stress which can deteriorate colour centre properties. To simulate the
depth and distribution of ions as well as the vacancies created with a certain set of im-
plantation parameters we perform Monte-Carlo simulations using the open-source code
"Stopping and Range for Ions in Matter (SRIM)" [157] which utilizes the so-called binary
collision approximation (BCA) [158]. Within the BCA only binary collisions between the
implanted ions and host atoms as well as between host atoms are considered. Moreover,
the trajectory of an ion or atom between two scattering events is approximated by a
straight line. The impact parameter, defining whether an atom is hit by an ion head-on or
under streaking incidence is chosen randomly for each ion. In Fig. 3.2 a SRIM simulation
for the implantation of 20000 28Si+-ions in a diamond (111) surface is shown, assuming an
ion energy of 900 keV and a diamond density of ρdia = 3.52 gcm3 . Additionally, we adjusted
the displacement energy Ed to account for varying material parameters along different
crystal directions. According to [159] we used a displacement energy of E(111)d =45 eV for
the (111) direction of type IIa diamond. This is the amount of energy needed to push a
carbon atom out of a lattice site along a certain crystal direction. The energies for the
(100) and (110) directions are E(100)d =37.5 eV and E
(110)
d =47.6 eV, respectively. At the ion
energies used here, these displacement energies do not influence the axial or radial ion
distribution. However, the vacancy creation efficiency and thus the colour centre formation
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Figure 3.2: SRIM simulations. Simulated ion implantation of 28Si+ into a
[111] diamond surface at an energy of 900 keV using the SRIM software [157]. In
(a) the depth profile of the implantation is shown while (b) displays the radial ion
distribution.
efficiency is significantly different for the three crystal directions. While along (111) a
mean number of 828 vacancies are formed per ion, while along the (110) direction 782 and
along the (100) directions 999 vacancies are formed. In Figure 3.2(a) the depth profile
of the implantation is displayed, indicating a mean implantation depth of 501±56µm at
900 keV. Moreover, in Fig. 3.2(b) the radial distribution of ions (parallel to the surface)
starting from a collimated ion beam with zero diameter is displayed. At 900 keV the radial
spread of the ions amounts to r=70±37 µm. This spread is a strongly depth and energy
dependent parameter and, while it is not interfering with the fabrication process presented
here, defines a limit for spatially resolved ion implantations as they are e.g. relevant for
creating colour centres in nanostructures [160]. In the simulations presented here, so-called
channeling effects which modify the lateral and axial ion distribution by guiding the ions
through channels along certain directions of the host crystal structure are not considered
but can be treated using more sophisticated molecular dynamics simulations [161].
All ion implantations in this thesis have been performed using a 4MeV Tandem Dy-
namitron accelerator (Radiation Dynamics Inc.) [162] at the RUBION facility of the
Ruhr-University Bochum. Figure 3.3 shows a schematic overview over the accelerator
complex. To create a beam of Si-ions, the facility possesses a Cs-sputter source (1) capable
of creating a beam of negatively charged ions at an energy of 20 keV [163]. The ions are
then guided towards the Dynamitron (2) which consists of two end-cap electrodes at ground
potential and a central electrode kept at a positive potential. Thus, the ions are accelerated
towards the central electrode where they pass through a stream of gas, stripping off two elec-
trons and leaving them with a positive charge. Hence, the ions are repelled from the central
electrode and accelerated a second time towards the accelerator output. The beam then
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Figure 3.3: RUBION facility. Overview over the Tandem Dynamitron accel-
erator complex at the RUBION, Bochum featuring (1) a Cs-sputter ion source,
(2) the Tandem Dynamitron accelerator, (3) an analyser magnet, (4) bending
magnets and (5) the heavy ion beam line used throughout this work (picture
adapted from [112] and www.rubion.rub.de).
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passes an analyser magnet (3) to select a specific isotope and is then distributed to various
beam lines via bending magnets (4). The beam line used to perform the implantations pre-
sented here is the heavy ion beam line (5) which is directly attached to the analyser magnet.
The ion implantations carried out throughout this work have been performed at an
ion energy of 900 keV, aiming for an implantation depth of 500nm (cf. simulations in
Fig.3.2) and at a small angle of 8◦ between target and beam to prevent channeling [58]. As
the optimal ion dose to create individually resolvable SiV- centres was not known prior to
the implantations, several implantation areas have been implanted on the same diamond
substrate using varying ion fluences in the range of 109−1012 ions
cm2
. During the implantation,
the sample has been masked using a 1mm thick aluminium mask featuring a single hole
with a diameter of 1mm defining the implantation area. The mask has been translated
between each implantation step to create several non-overlapping, adjacent implantation
areas. The ion fluence of the beam has been measured prior to each implantation using a
Faraday cup connected to a picoampere-metre.
As mentioned earlier, an ion travelling through the diamond creates a significant amount of
vacancies (and corresponding interstitial carbon atoms) thus creating radiation damage. To
restore a pristine diamond lattice and to help colour centre formation, a thermal treatment
following the ion implantation is therefore necessary. To ensure a good vacancy mobility
(vacancies in diamond become mobile above ∼800◦C [58]) while preventing the diamond
from oxidation, the sample was heated to 1000◦C for 3 h in a vacuum of approximately
10−6 mbar. Even in vacuum, a certain amount of graphite is formed because of radiation
damage. According to [164], irreversible damage occurs above ion fluences of 1015 ions
cm2
.
However, all fluences used here where significantly below this limit. To remove the small
amount of graphite created during annealing, the sample was chemically cleaned in perox-
ymonosulfuric acid ("piranha solution", three parts of conc. sulfuric acid mixed with one
part of hydrogen peroxide) for 30min and subsequently oxidized at 420◦C in air for 2 h. At
this temperature graphite is oxidized to CO2 while diamond is preserved [165]. This results
in a fully transparent diamond sample without signs of residual graphite contaminations.
3.1.3 Fabrication of solid immersion lenses
In the previous section we discussed the fabrication of SiV- centres in diamond substrates.
However, when performing optical experiments in diamond, the efficient extraction of
light from the material is extremely challenging owing to its very high refractive index of
nd = 2.42. At a diamond/air interface, according to Snell’s law, this leads to a very small
critical angle θcrit for total internal reflection of only
θcrit = arcsin(
sin(θair)
nd
) = arcsin(
sin(90◦)
2.42
) = 24.4◦. (3.2)
In Fig. 3.4(a) a schematic representation of a diamond/air interface is shown. The centre
of the red circle of 1µm diameter marks the position of an emitter. The light cone
corresponding to an opening angle of 2θcrit is displayed in yellow. Light outside this cone
cannot pass through the diamond/air interface and is reflected back into the diamond.
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Figure 3.4: Light outcoupling. (a) Schematic representation of a planar
diamond/air interface with refractive indices nd and nair. The centre of the red
circle marks the emitter position. The yellow cone corresponds to the critical
angle for total internal reflection while the red cone corresponds to an angle of
emission which can be collected using a N.A. 0.9 objective. Red arrows indicate
light rays as guide to the eye. (b) Scanning electron microscopy image of a cut
through a solid immersion lens as they have been fabricated for this thesis. The
red cone corresponds to a collection angle of a N.A. 0.9 objective. Red arrows
indicate light rays as guide to the eye.
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However, it turns out that even with a microscope objective featuring a numerical aperture
(N.A.) of 0.9, as it has frequently been used throughout this work, θcrit is not the limiting
angle. Instead, the maximally detectable emission angle of light is limited by the collection
angle of the objective, due to refraction at the diamond/air interface. For a N.A. 0.9
objective, the collection angle is given by
θObj = arcsin(
N.A.
nair
) = arcsin(
0.9
1.00
) = 64◦. (3.3)
A light cone with an opening angle of 2θObj is depicted by the red cones in the upper part
(light grey) of Fig. 3.4(a) corresponding to an objective lens placed in air. For light to end
up inside this cone after having passed through the interface it needs to be emitted within
an angle of
θd = arcsin(
N.A.
nd
) = arcsin(
0.9
2.42
) = 21.83◦ (3.4)
corresponding to the red cone of light with an opening angle of 2θd in the lower (dark
grey) part of Fig. 3.4(a). Assuming a fictional colour centre emitting light isotropically
into a sphere this angle would thus correspond to a collection efficiency ηplanar of
ηplanar = sin
2(
θd
2
) = sin2(
21.83◦
2
) = 0.036. (3.5)
However, colour centres do not radiate isotropically but in a pattern defined by single or
even multiple dipoles. For the SiV- the radiation pattern can be approximated well by a
single dominant z-dipole aligned along its high symmetry axis [57]. For an optical dipole
emitting perpendicularly to its axis, this efficiency can only be reached if the dipole is
aligned parallel to the diamond surface. On the contrary, a dipole oriented perpendicularly
to the surface experiences a roughly ten times reduced collection efficiency [166]. Note that
this is another significant advantage of the (111)-oriented diamond plate used throughout
this work compared to the previously used commercial (100)-oriented electronic grade
plates. In the (111)-oriented material, three of the four equivalent main-dipole orienta-
tions of the SiV- enclose an angle of only 19.5◦ with respect to the surface while in the
(100)-oriented material all dipoles are oriented under an angle of 54.7◦ with respect to
the surface. This results in an about 30% increased collection efficiency η of the SiV-
main dipole in the (111)-oriented material (η = 3.76%) compared to a (100) diamond
(η = 2.93%) assuming a SiV- 500 nm below the surface. The values in brackets correspond
to efficiencies calculated using finite difference time domain (FDTD) simulations (FDTD
Solutions, Lumerical Solutions, Inc.) of a single optical dipole in diamond performed in
collaboration with P. Fuchs according to the methods presented in [167].
To remedy the reduction of collection efficiency caused by refraction at the diamond/air
interface and to collect light from a cone inside the diamond corresponding to the full
N.A. of the objective lens, a hemispherical lens shape of the interface can be employed (c.f.
Fig.3.4(b)). Oftentimes, this is achieved by placing a macroscopic hemispherical or super-
hemispherical lens, a so-called solid immersion lens (SIL), made out of a high-refractive
index material such as zirconia onto the planar substrate [168]. However, realizing an ideal
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interface free of refraction between a diamond sample and a SIL is challenging and for most
optical materials a certain refractive index mismatch will remain, both leading to a reduced
collection efficiency. To circumvent these problems, we here fabricate hemispherical SILs
directly into the surface of the diamond sample [169,170]. This technique also allows for an
exact adjustment of the SIL dimensions to match the depth of the SiV- centres as defined
by the energies in the ion implantation. Using such a SIL, light emitted from the SiV-
always impinges on the surface under a 0◦ angle, thus no refraction occurs making 2θObj
the effective collection angle. Consequently this leads to a theoretical collection efficiency
of
ηSIL = sin
2(
θObj
2
) = sin2(
64◦
2
) = 0.304, (3.6)
about ten times higher compared to the planar diamond surface. While this is a sim-
plified estimation as it for example does not take into account dipole orientations, SIL
positioning or changes in the photonic density of states, Marseglia et al. demonstrated
an 8-times enhancement using SILs with a diameter of 8 µm fabricated on top of NV
centres deeply implanted into the diamond [171]. We here employ SiV- centres 500 nm
below the diamond surface and thus the SILs have to be of this radius. This has two
important consequences: First, due to the significantly smaller lens, the system is much
more susceptible to misorientation of the SIL with respect to the emitter. Secondly,
in contrast to [171], due to limited positioning accuracies in nanofabrication it is very
challenging to fabricate SILs of such a small diameter on top of pre-characterized emitters.
Hence, we here follow a probabilistic approach by fabricating several arrays with hundreds
of SILs in an implanted area and post-selecting the ones showing efficient coupling to a SiV-.
To fabricate the SILs we employ a focused ion beam (FIB) milling technique using
a FEI Helios Nanolab 600. The system possesses an electron beam for imaging as well
as a 30 keV Ga3+ beam for structuring purposes, enabling structure sizes down to 6 nm.
Prior to FIB milling, the sample has been covered with a 70 nm thick Cr layer deposited
via magnetron sputtering. This metallic layer prevents the build-up of charge during
the milling process and thus avoids deflections of the ion beam and distortions of the
fabricated structures. To mill the lenses we create a doughnut-shaped beam with a beam
current of about 300 pA. The beam was slightly defocussed to facilitate the fabrication
of smooth, rounded lens structures. The scanning electron microscopy (SEM) image in
Fig. 3.4(b) shows a vertical cross section through one of the fabricated SILs, confirming
the attempted diameter of 1µm corresponding to an emitter depth of 500 nm. Note that
in contrast to the SILs pesented in an earlier work [58], the beam parameters used here
have been optimized further to allow the fabrication of SILs with a truely circular top (c.f.
Fig. 3.4(b)) instead of the truncated or flat-top profile fabricated before. After the milling
process, the metal layer was removed using a Cr etchant (Diammonium cerium(IV) nitrate,
acetic acid, water in a mass ratio of 8.75mg : 240mg : 50 g) and the sample was cleaned
in deionized water. To remove Ga ions which have been implanted into the diamond
during milling (the penetration depth of 30 keV Ga ions in diamond is about 15 nm) and
to cure radiation damage caused by the Ga ion beam, the sample was subjected to the
same annealing and chemical cleaning process used after ion implantation, leaving a clean,
graphite-free sample ready for optical experiments.
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3.2 Fabrication of ensemble samples
While the goal of the fabrication process described in the previous section was to realize a
diamond sample featuring individually addressable SiV- centres, the scope of this work is
also to investigate the coherence properties of dense SiV- ensembles and their potential
applications in QIP. As we have discussed earlier, the symmetry properties of the SiV-
render the centre robust against perturbations such as crystal strain which leads to a
shift of electronic states and thus to an inhomogeneous broadening of the spectral lines
of the ensemble. Therefore, it is possible to fabricate dense ensembles of SiV- centres
with inhomogeneous broadenings well below the ground state splitting of the SiV-. Hence,
individual electronic transitions can still be addressed in such an ensemble, rendering
coherent manipulation feasible.
To fabricate a dense ensemble of SiV- centres with optimal spectral properties, ion implan-
tation cannot be used as the ion beam causes a significant amount of damage to the host
material for high fluences (irreversible damage occurs above ion fluences of 1015 ions
cm2
[164]).
Moreover, the fabrication of thicker ensemble layers of several µm or even mm thickness
would not be feasible without elaborate and time-consuming ion beam energy sweeps.
Therefore, it is more practical to grow such an ensemble using CVD techniques as they have
been discussed in Chap. 1.1.3. To fabricate a low-strain ensemble heteroepitaxial growth,
i.e. growth on top of a non-diamond substrate is not suitable because the remaining
lattice constant mismatch between substrate and diamond always leads to a considerable
amount of strain in the sample. Therefore, a homoepitaxial growth technique must be used,
starting from a strain-free high quality diamond substrate which then can be overgrown
with a layer of Si-doped diamond. To achieve a high-quality layer two requirements have to
be fulfilled: First, a careful pre-selection of a suitable substrate is important as e.g. strain
or polishing damage of the substrate will directly be transferred into the newly-grown
diamond layer [172, 173]. Secondly, it has been demonstrated that slow growth with a
small methane to hydrogen ratio in the CVD chamber is advantageous [174]. This can
be explained by an increased etching rate of sp2 carbons via the hydrogen species in the
plasma compared to the much slower carbon (sp2 and sp3) deposition. This allows for the
formation of a diamond layer free of graphite inclusions and lattice defects giving rise to a
very low-strain diamond host lattice for the grown-in colour centres. Depending on the
desired SiV- density in the ensemble either the inevitable etching of glass parts of the CVD
reactor itself by the growth plasma (this is also what makes exact dopant level control
and thus fabrication of single emitter samples via this technique challenging) [114] or
additional Si or SiC plates [115,175] in the chamber can serve as Si sources in such a process.
Alternatively, also the use of gaseous silane precursors has recently been demonstrated [176].
This method offers a much more precise control over the Si concentration and therefore
potentially enables the growth of samples with very well defined SiV- densities, even down
to the single emitter level. Moreover it offers the possibility for δ-doping i.e. the growth of
a thin doped layer in between layers of intrinsic diamond.
To obtain the results presented in Chap. 5 two different ensemble samples have been used:
The first sample is an ensemble homoepitaxially grown on top of a HPHT substrate. The
sample was grown by H. Sternschulte and we will therefore refer to it as the "Sternschulte
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ensemble" (sample identifier: HaStP070) for the rest of this work. This sample has already
been used extensively in previous studies [57, 58, 120] and a detailed discussion of the
sample properties can be found therein. Here, we will briefly review the growth conditions
of the Sternschulte ensemble: The substrate for the sample is a commercially available
nitrogen-rich type Ib HPHT diamond (Sumitomo) which has been pre-selected for low
strain and good surface quality. On top of this substrate, an approximately 300 nm thick
layer of diamond has been grown in a hot-fillament CVD reactor not exceeding a growth
rate of 10 nm/h and methane to hydrogen ratios of 0.26%. No additional Si source has
been added to the growth chamber as the reactor itself contained significant amounts of
Si. This, on the other hand does not allow to draw any conclusion on the exact dopant
level in the sample. The diamond quality of this sample has been characterized in [119]
using Raman spectroscopy of the first-order diamond Raman line (1332.5 cm−1). This line
results from an excitation of a zone centre optical phonon by the laser which loses energy
in this process and consequently is red-shifted by the phonon frequency. The linewidth
of this Raman line is strongly influenced by the diamond quality as e.g. dislocations in
the crystal cause homogeneous broadening of this line by influencing the phonon lifetime
whereas strain locally alters phonon energies causing an inhomogeneous broadening [177].
For high-quality natural diamond Raman linewidths between 1.8 cm−1 and 2.2 cm−1 have
been observed [178]. The value reported in [119] for the Sternschulte ensemble is 2.6 cm−1,
only slightly above this range, indicating a very high quality of the homoepitaxially grown
layer. Moreover, no signs of additional Raman signals related to graphite contaminations
(∼1600 cm−1) have been observed.
The second sample, which we will only briefly use in Chap. 5.4 to measure its Raman
absorption as an outlook on future experiments is a colourless type IIa CVD diamond
with (001) orientation and a thickness of about 300µm, containing a 150µm layer highly
doped with silicon. The sample has been provided by Element Six, however the growth
conditions have not been disclosed to us by the manufacturer. We will refer to this sample
as the "Element Six ensemble" (sample identifier: E6CVDSi001).
3.3 Optical setups
In this section we will give an overview over the experimental setups used to conduct the
experiments in the following chapters. While the setups vastly differ in components due
to significantly different needs of the particular experiments, the key component of all of
them is a confocal fluorescence microscope. Therefore, before we look at the three different
optical setups used to perform the quantum optical experiments we will briefly discuss
the fundamental working principle and basic setup of a confocal microscope and we will
take this opportunity to look at the setup used for sample characterization throughout
this work. Moreover, in Chap. 3.3.3 we will discuss the working principle of a 3He/4He
dilution refrigerator as it is key to the experiments in Chap. 4.3 and is not yet commonly
used for optical experiments.
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3.3.1 The confocal microscope
To understand the working principle of a confocal fluorescence microscope we first have to
look at how a conventional fluorescence microscope works: In a conventional (widefield)
fluorescence microscope the entire sample is simultaneously illuminated with excitation
light which is focused onto the sample using an objective lens. Hence, all parts of the
sample emit fluorescence at once which is, usually utilizing the same objective lens, mapped
onto an ocular or a camera. We call the focal plane inside the sample the object plane
and the respective focal plane on the camera the image plane. The key drawback of such
a conventional microscope is the fact that also excitation light in the defocused light cones
above and below the object plane can excite fluorescence which then in turn is mapped
onto planes above and below the image plane, creating a blurred fluorescence background.
To overcome this limitation, in a confocal microscope only one point of the sample at a
time is excited and a spatial filtering using a pinhole in the image plane is employed. In this
configuration, only light that originates from the object plane and which has a focal spot
in the image plane can pass through the pinhole while the defocused contributions from
other planes in the sample are strongly suppressed. In this configuration, the point-like
excitation source, the excitation volume inside the sample and the pinhole are confocal i.e.
they have common focal spots. Moreover, as only one spot of the sample can be imaged
at a time, the sample (or the beam) has to be scanned giving the microscope the name
confocal laser scanning microscope (CLSM). While we here only give a brief introduction
to this technique a more detailed discussion can for example be found in [179] or [180].
The spatial resolution of such a system can be described using the so-called point spread
function (PSF) which mathematically describes the broadening of the image of a point-
like object acquired with an optical system. A detailed discussion of the mathematical
framework of PSFs can e.g. be found in [58,180]. Here, we only review the most important
results of this description: Let us first look at the lateral resolution ∆rconflat of the confocal
microscope which according to [181] is given by
∆rconflat = 0.37
λ
N.A.
(3.7)
assuming equal excitation and fluorescence wavelengths, equal excitation and detection
path optics and a sufficiently small pinhole. This lateral resolution is slightly higher
compared to the one of a widefield microscope which according to Rayleigh’s criterion
∆rwflat = 0.61
λ
N.A.
(3.8)
is given by the diameter of the so-called Airy disk. This improved lateral resolution is
a direct result from the point-like illumination in a confocal microscope. Under these
conditions, the total PSF of the system is the product of the excitation and the detection
PSF. Assuming identical excitation and detection optics it can be written as the square
of the PSF of a widefield microscope leading to an improved suppression of higher-order
oscillations in the psf (c.f. [58]) and thus to an improved lateral resolution. The true power
of a confocal microscope however lies in the improved axial resolution given by
∆zconfax = 1.5
nλ
N.A.
(3.9)
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much higher than the axial resolution
∆zwfax = 2
nλ
N.A.2
(3.10)
of a widefield microscope. As described above, this is a direct consequence of the spatial
filtering supressing light from non-focal planes. Moreover, in a confocal microscope, light
that does not originate from the focal plane is truely suppressed and does not lead to
an increased background noise level. In contrast, Eq. 3.10 for the widefield microscope is
called the depth of focus, i.e. it defines an axial range in which a sharp image is created
while objects outside this range still contribute to the picture.
One of the most basic realizations of a confocal fluorescence microscope (with some
minor extensions) is depicted in Fig. 3.5. This is also the setup which has been used for
the characterization of samples throughout this and previous theses [58,119].
Excitation laser The microscope consists of an excitation light source (1), in our case a
continously tunable continous wave (cw) titanium sapphire (Ti:sapph) laser (Sirah Matisse
TX). The laser is pumped by a diode-pumped and frequency-doubled neodymium doped
yttrium orthovanadate (Nd:YVO4) solid state laser capable of producing 15W of optical
power at 532 nm (Newport Spectra Physics Millenia eV 15). The Ti:sapph laser is usually
pumped with 10W and (with mirror exchanges) is capable of producing light in the range
from 690 nm-1100 nm and output powers of up to 2W. The laser is usually operated at
695 nm for non-resonant or at 737 nm for resonant excitation of SiV- centres. The laser can
be frequency-stabilized in a Pound-Drever-Hall scheme [182] using a Fabry-Pérot reference
cell and can reach linewidths down to ∼35 kHz. The laser passes through a neutral density
filter wheel (2), a half wave plate (3, HWP) and a polarizing beam splitter cube (4, PBS)
for coarse and fine power adjustment, is guided by mirrors (5) and coupled into a single
mode optical fibre (6) with a core diameter of about 5µm using a f=11.0mm aspheric
lens. On the one hand, this guarantees high flexibility as the laser can easily be plugged
to other experiments. On the other hand we use the fibre for spatial mode clean-up.
The confocal microscope The output of the fibre is then plugged to the excitation
arm of the confocal microscope. The light coming out of the small fibre core, in very good
approximation, can be treated as a point-source. The light is then collimated using a
f=13.86mm aspheric lens, passes through another HWP and PBS for power adjustment
and polarization clean-up as well as through an optical clean-up (bandpass 695.5±5 nm or
bandpass 740±6 nm) filter (7) to suppress Raman-noise from the optical fibre [183]. The
laser then hits a beam splitter (8) which can either be a simple glass plate, reflecting about
10% of the laser or a dichroic mirror which efficiently reflects the excitation laser and is
transparent for the fluorescence (types and transmission curves for available dichroic beam
splitters can be found in [119]). The excitation laser is then focused onto the sample using
a planar semi-apochromatic objective with a 100x magnification (9) and corrected for
chromatic aberration (Olympus MPLFLN100x). The objective features a working distance
(W.D.) of 1.0mm and a high N.A. of 0.9. The sample and the objective are mounted inside
a liquid helium flow cryostat (10, Janis Research ST-500LN), allowing to cool the samples
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Figure 3.5: The confocal microscope. Schematic representation of the confo-
cal laser scanning microscope used throughout this thesis to perform spectroscopic
investigations of diamond samples. A detailed explanation of the system can be
found in the main text.
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down to temperatures of 4.2K. To scan the sample in front of the fixed objective lens,
the cryostat is mounted on top of two perpendicular linear translation stages (Newport,
M-UMR8.25) with stepper motors (Newport LTA-HL) and the connection between cryostat
and objective lens mount is kept flexible using a vacuum baﬄe. The objective lens mount
can be translated back and forth for focusing using another, identical motorized translation
stage. Fluorescence light is collected by the same objective, passes through the beam
splitter and two stacked optical filters (11, longpass 730 nm or longpass 750 nm) to remove
excitation light backreflected at the surface. The fluorescence is coupled into another
single mode fibre using a f=13.86mm aspheric lens. The core of this fibre serves as a
pinhole to realize confocal operation. The resolution of this setup has been characterized
in [58] revealing a lateral resolution of about ∆rexplat =400 nm as well as an axial resolution
of ∆zexpax =1.48µm.
Fluorescence analysis For light analysis the setup includes a fibre-coupled grating
spectrometre (12) as well as a Hanbury Brown-Twiss (HBT) interferometre (13) for photon
statistics measurements [184]. The spectrometer (Horiba Jobin Yvon iHr 550) features
three different gratings with 600 (0.22 nm resolution), 1200 (0.1 nm resolution) and 1800
grooves/mm (0.04 nm resolution). The detector is a liquid nitrogen cooled CCD camera with
1024x256 pixels (Horiba Jobin Yvon Sympony BIDD) with a quantum efficiency of up to
90% at 737 nm [119].
The HBT setup consists of a non-polarizing 50:50 beam splitter splitting the light into
two beams which are then focussed onto two avalanche single photon counting modules
(14, Excelitas, SPCM-AQRH-14, APD) featuring an active chip area of 180µm diameter, a
quantum efficiency of ∼65% at 737 nm and a timing resolution of ∼350 ps. In front of both
APDs additional optical filters are installed to avoid cross-talk between both detectors.
The APDs are connected to a counting electronics (PicoQuant PicoHarp 300) with a timing
resolution of 4 ps. This allows for the measurement of exact photon arrival times on both
APDs and thus the calculation of the intensity autocorrelation function g(2)(τ) which is a
measure for the probability to detect two photons within a certain time interval τ [10].
For a single quantum system the probability to detect two photons simultaneously should
vanish as the system can only emit one photon at a time. Therefore, the g(2)-function at
τ = 0 is less than one, also refered to as photon antibunching (sub-Poissonian statistics)
and, for ideal and background-free single photon sources even drops to zero.
The experimental apparatus discussed so far is a rather simple realization of a confocal
microscope suitable to perform routine spectroscopic investigations. While all of the
experiments presented in the following chapters utilize the fundamental working principle
of a CLSM, they require more sophisticated optical setups featuring multiple excitation
sources, beam shaping optics and different types of cryostats which we will take a closer
look at in the following sections.
3.3.2 The coherent population trapping experiment
The setup described here is located at the Cavendish Laboratory of the University of
Cambridge (group of Professor Mete Atatüre). It has been used to acquire the experimental
data on coherent population trapping between the SiV- spin states presented in Chap. 4.2,
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requiring high and variable magnetic field strengths as well as two independent cw excitation
sources. A schematic representation of the setup is displayed in Fig. 3.6 the components of
which we will discuss in the following paragraphs.
Excitation lasers The excitation sources used are a diode pumped solid state laser
at 660 nm (LaserQuantum GEM 660) for off-resonant excitation (1) and two external
cavity diode lasers (ECDL) in Littrow geometry (Toptica DL Pro Design) with a centre
wavelength of 737 nm and a linewidth <300 kHz for resonant excitation (2). The ECDLs
can be tuned in frequency by either manually changing the angle of the external cavity
grating using a setscrew or by an automated feed-forward tuning mechanism employing
a piezo actuator at the grating combined with a change of the laser diode current. The
latter technique allows for a mode-hop-free tuning over ∼20GHz. Each laser then passes
an acousto-optic modulator (3, AOM) which in combination with a photodiode (4) and a
100 kHz analog proportional-integral-differential (PID) controller (5, Stanford Research
Systems SIM960) is used for intensity stabilization. To do so, a small percentage of the
light is split off the main beam using a glass plate (6) and sent to the photodiode. The
diode signal corresponding to the laser intensity is sent to the PID controller comparing
the signal against a pre-selected setpoint and generates an error signal which is then sent to
the AOM to close the control loop. Moreover, another portion of the beam is fibre-coupled
and sent to a wavelength meter (7, HighFinesse WSU-10) with a frequency resolution of
2MHz and an absolute accuracy of 10MHz. The measured wavelength is read out using
the LABVIEW measurement control software (National Instruments) and an error signal
is generated using a LABVIEW software PID module. The error signal is then converted
into an analog voltage using a data acquisition (DAQ) interface (National Instruments)
and fed back to the laser controller. The 660 nm laser is combined with one of the ECDLs
using a dichroic mirror (8) and both beams are combined with the remaining ECDL using
a non-polarizing beam splitter cube. The combined lasers are then fibre-coupled to send
them to the confocal part of the setup which is located on a breadboard on top of the
cryostat. Moreover, the fibre ensures an ideal mode-overlap of the two resonant lasers.
The microscope & cryostat The sample is mounted on top of a non-magnetic xyz-piezo
slip-stick positioner stack (9, Attocube ANPx101, ANPz101) made from titanium [185] and
placed inside a tube containing an optical cage system to hold the objective lens as well as
the positioners. As an objective lens (10) a simple aspheric lens (Thorlabs C330TME-B,
f=3.1mm, N.A. 0.68) has been used as in this configuration the lens is cooled to cryogenic
temperatures. Standard microscope objectives usually do not survive these conditions as
they contain glued lens multiplets which are likely to crack during cooldown or warmup.
Moreover, no microscope objectives certified for cryogenic operation where available at
the time of this experiment. The tube is closed, evacuated and filled with about 30mbar
of helium gas for thermal coupling to the cryostat. The cryostat (11) is a liquid helium
bath cryostat operating at 4.2K, equipped with a superconducting NbTi magnet (12).
The magnet is mounted in Faraday configuration, i.e. parallel to the optical axis and
the magnet can be tuned continously between 0T and 7T. The light coming out of the
cryostat is then coupled into another single mode fibre and sent to the detection part of
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Figure 3.6: The coherent population trapping setup. Schematic repre-
sentation of the optical setup used to perform coherent population trapping
experiments on single SiV- centres. The experiment has been set up at the
University of Cambridge and its key components are discussed in the main text.
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the setup.
Quasi-resonant detection In this experiment a quasi-resonant detection scheme is
used. The coherent population trapping is performed on a Λ-scheme of the D-branch
(c.f. Fig. 1.4) and photons emitted on the lower energy branches (due to branching in
the excited state) of the ZPL are detected. To do so, a grating filter setup in a folded
4f-geometry is employed to seperate the fluorescence from the excitation lasers which are
only a few GHz apart. In the setup, the light is coupled out of the fibre and spectrally
dispersed using a diffraction grating (13, 1600 grooves/mm). The first order diffraction
is then focused onto the sharp edge of a D-shaped cutting mirror (14), using a two inch
bi-convex lens (15) (f=500mm). While the excitation laser does not hit the mirror, the
fluorescence is back reflected. An additional razor blade (16) in the back-reflected beam
aids the filtering. By translating the d-shaped mirror and the blade in and out of the
beam the filter window can then be fine-tuned. The back-reflected light again passes the
two inch lens and the grating for a second time, increasing the laser supression, is then
coupled into another fibre and finally sent to an APD (17, PicoQuant τ -SPAD) with ∼70%
detection efficiency at 737 nm.
3.3.3 The dilution refrigerator experiment
This experiment aims at measuring the coherence properties of the SiV- at temperatures
in the millikelvin range. Its key component is a 3He/4He dilution refrigerator recently
installed in the laboratory of Jun-Prof. Pavel Bushev at Saarland University, the working
principle of which we will discuss in greater detail in this section.
Excitation lasers The excitation sources for this experiment are located in the labora-
tory of the group of Professor Christoph Becher in the basement of the physics building at
Saarland University. We here use the same cw Ti:sapph laser (1) as described in Sec. 3.3.1
as well as a self-built ECDL (2) comprised of the following components: A 737 nm laser
diode (Eagleyard EYP-RWE-0740-02000-1500-SOT02-0000), a 1800 grooves/mm grating,
an aspheric lens for collimation (Thorlabs C220TME-B, f=11mm), a temperature stabi-
lized diode mount (Thorlabs TCLDM9), a temperature controller (Thorlabs TED200C)
and a diode current controller (Thorlabs LDC210C). Small portions of the outputs of both
lasers are fibre-coupled and sent to a micro-electromechanical systems (MEMS) switch (3)
which in turn is connected to a wavelength metre (4, HighFinesse WS6-200). The MEMS
switch is used to constantly switch the wavelength metre measurement between both lasers
with a period of about 100ms allowing for an (almost) continous readout of both laser
wavelengths. The switch control as well as the wavelength readout is implemented using
LABVIEW. Subsequently, error signals are generated via software-PID which are then
sent back to piezoelectric actuators in both lasers for frequency stabilization. To reach
the dilution refrigerator which is located in the laboratory of Jun-Prof. Pavel Bushev
on the first floor of the same building, we installed two 150m long single mode fibres
in the maintainance shafts of the building and both lasers are then coupled into these
fibres. In the refrigerator lab, the light from the Ti:sapph is sent through a 0-10GHz
electrooptic amplitude modulator (5, Photline NIR-MX-800-LN, EOM) connected to a
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Figure 3.7: Dilution refrigerator setup. Schematic picture of the optical
setup used to explore the properties of SiV- centres at millikelvin temperatures.
The key components as well as the dilution refrigerator are discussed in the main
text.
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bias controller (6, Photline MBC-DG-board) for working point selection and a 2-20GHz
microwave generator (7, Anritsu MG3690C) for driving. The EOM consists of a fibre-
coupled lithium niobate chip featuring two integrated waveguides which are evanescently
coupled to each other at two points, forming a Mach-Zehnder interferometre [186]. As
the refractive index of lithium niobate depends on the value of an applied electric field, a
pair of electrodes with an applied DC voltage in one arm of the interferomtre can be used
to introduce a phase shift and thus to control the output intensity of the interferometre.
By changing the amplitude of the applied voltage the modulator can then be set to an
arbitrary transmission value between 0% and 100%. Moreover, in lithium niobate, the
application of light and electric fields leads to a slow migration of charge carriers in the
material, causing a slow drift of the selected working point. To compensate for this effect
the output intensity of the modulator can be constantly measured using a fibre beam
splitter and a photodiode and the diode signal can be processed by the bias controller
which then dynamically adjusts the amplitude of the bias voltage. Additionally, a second
pair of electrodes connected to a fast signal generator can then be used to control the EOM
transmission on very short time scales (rise time 300 ps) to e.g produce optical pulses from
a cw laser. Here, we use the modulator to generate frequency sidebands on top of the laser
carrier frequency defined by the Ti:sapph laser. To do so, we stabilize the modulator at a
transmission level of 50% using the bias controller and drive it with a sinusoidal signal
from the microwave generator. This creates sidebands with frequency difference to the
carrier wave corresponding to the microwave frequency. Depending on the quality of the
signal generator used, these sidebands can feature almost perfect phase coherence relative
to the carrier wave with beat carrier-sideband beat frequencies commonly being on the
order of 100Hz-1 kHz. Moreover, by sweeping the microwave the sideband frequency can
also be scanned with high precision. To select the optimal microwave power to ensure
that only first-order sidebands are created, the output of the EOM is connected to a fast
0-25GHz photodiode (Newport 1414) with traveling wave amplifier (Newport 1422) which
is attached to a spectrum analyser (Anritsu MS2840A).
The modulated Ti:sapph as well as the diode laser are then sent through individual
200MHz AOMs (8, Crystal Technologies AOM3200-146) for amplitude modulation to
create optical pulses. The modulators feature rise and fall times of about 10 ns. The lasers
are then combined using a fibre beam splitter and sent to the microscope. The input
signals for the modulators as well as a trigger for the time tagging electronics used in the
detection is generated using a four-channel delay generator (Highland Technology T560)
triggered by a signal generator (Tektronix AFG3000C).
The dilution refrigerator To cool the diamond sample down to temperatures in the
millikelvin range we use a 3He/4He dilution refrigerator. As this is not a device commonly
used for spectroscopic investigations and quantum optical experiments, we will briefly
discuss the working principle of this cryostat and we will mainly follow the description
in [188] and [187]: To understand how a dilution refrigerator works, we first have to take a
look at the 3He/4He phase system, described by the schematic phase diagram displayed
in Fig. 3.8(a). Let us assume we start out at 1.5K with a mixture of both He isotopes with
a 1:1 composition (A). If we cool down this mixture to T≈1.2K it becomes superfluid (B)
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Figure 3.8: Dilution refrigeration (a) simplified phase diagram of the 3He/4He
phase system at temperatures below 1.5K. (b) Dependence of the chemical
potential µof 3He in 4He on the 3He molar content x. (c) Schematic representation
of a dilution unit of a dry dilution refrigerator (all figures have been adapted
from [187]).
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and we can continue to cool it down without further phase transitions to T≈0.75K at
which point we hit the phase-seperation line (C). At this point the mixture separates into
two phases, a 3He-rich (D) and a 3He-poor phase (C). The exact composition of these two
phases strongly depends on temperature and at T=0K the solubility of 4He in the 3He-rich
phase vanishes. On the other hand, even at T=0K there is always a finite solubility of
3He in 4He, leading to a minimum molar fraction of x=6.4% of 3He in the 3He-poor phase.
This finite solubility is very important for the process of dilution refrigeration and is a
result of the lower weight of 3He compared to 4He. The lower weight leads to a larger
zero-point motion and thus a 3He atom occupies a larger volume than a 4He atom i.e. that
it is closer to 4He atoms than to other 3He atoms. As the interaction between the atoms is
due to van-der-Waals forces (Fvdw ∝ r6) 3He is more strongly bound in a 4He environment
than in 3He, leading to the finite solubility at T=0K. Furthermore, to understand why the
solubility amounts to exactly 6.4% we have to take a closer look at the chemical potential
µ of 3He in 4He which is given by
µ = −E34B + kBTF (x) (3.11)
with the binding energy E34B of
3He in 4He and the Fermi temperature TF . In Fig. 3.8(b)
the chemical potential, which is a function of the molar fraction x is shown. The observed
dependence of µ on x can be explained by the fact that 3He is a fermion (it contains three
nucleons) whereas 4He is a boson (four nucleons). Therefore, in analogy to particles in a
box, several 3He atoms in 4He have to occupy increasingly higher energy levels. Hence,
the process of dissolving further 3He atoms becomes energetically decreasingly favourable
and stops as soon as E34B equals E
33
B at x=6.4%.
The cooling can now be achieved by continuously removing 3He atoms from the mixture
and thus forcing new atoms from the pure 3He phase to diffuse into it. As 3He in 4He
behaves like a Fermi gas its enthalpy will be higher compared to the 3He liquid phase and
the enthalpy difference ∆H causes cooling (in a simplified picture this can be described as
a cooling due to the "evaporation" of a Fermi-liquid).
In Fig. 3.8(c) a schematic representation of a "dry" dilution refrigerator, as it has been
used in this work, is shown. The term "dry" hereby refers to the fact that the system,
which needs to be pre-cooled to at least 4.2K to start operation in dilution-mode, does
not contain a reservoir of liquid helium which needs regular refills. Instead, pre-cooling is
achieved using a pulse tube cooler [189] (based on the working principle of a Stirling engine)
and the cryostat can therefore be operated continuously without the need to refill any
coolants. This is cost effective as liquid helium becomes increasingly expensive and avoids
misalignments of the experiment which can easily occur during refills due to vibrations or
temperature variations. Fundamentally, the dilution unit consists of two reservoirs linked
by a series of tubes. The lower reservoir, the so called mixing chamber (1) contains the
two helium phases (the lighter, pure 3He phase is floating on top of the heavier mixed
phase). This is where the cooling process takes place and the chamber is connected to
the cold plate of the cryostat. Using a tube (2) reaching through the 3He phase into
the mixed phase, a portion of this phase is now transported into a second chamber, the
so-called "still" (3). There, by reducing the pressure over the mixture 3He is distilled off
(the vapour pressure of 3He is higher than of 4He) allowing new 3He to diffuse into the
mixture down in the mixing chamber. The still is constantly kept at a temperature of
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about 0.8K by heating it to ensure a high enough vapour pressure to retain high 3He
removal rates. Moreover, the concentration gradient of 3He between mixing chamber and
still creates an osmotic pressure that automatically sucks fresh 3He-rich mixture into the
still [190]. The gaseous 3He is then again cooled down. In a classical dilution refrigerator
containing liquid helium this pre-cooling is achieved by thermalizing it against a 1K pot
generated by pumping on liquid helium from the reservoir. In a dry refrigerator this is not
possible. Instead, the cooling is achieved using the pulse-tube and additional continous
heat exchangers (4) to thermalize the gas against the cold liquid rising up from the mixing
chamber to the still. An impedance (5) in the tube pressurizes the gas up to 2.5 bar. After
the impedance the 3He expands and liquifies again. Before returning it to the 3He-rich
phase of the mixing chamber the 3He has to be cooled even further. This is achieved by
sending it again through a series of heat exchangers (6) and thermalizing it against the
dilute 3He/4He mixture rising up to the still. This final heat exchange is non-trivial due to
the so-called Kapitza resistance, a thermal boundary resistance between the liquid helium
and the solid metal of the heat exchanger [191]. This thermal resistance is proportional
to T−3 and is caused by the scattering of phonons at the liquid/metal interface at very
low temperatures. This inefficient heat exchange can only be counteracted by making the
interaction area in the heat exchanger very large and thus, to reach temperatures below a
few tens of millikelvin the use of several cascaded sintered silver (surface area ∼1m2/g)
heat exchangers is required, making these systems complex and costly. After this last
cooling step, the liquid 3He is then fed back to the mixing chamber, completing the closed
helium circuit of the dilution unit which therefore does not use up any coolant and can be
operated continously.
The dilution refrigerator used throughout this work (BlueFors LD250) has been installed
in 2015 and is a dry refrigerator featuring a pulse tube cooler to bring the system down to
3.7K. The base temperature of the cryostat is 8mK achieved by a dilution unit containing
about 18L of 3He and featuring sintered silver heat exchangers. The cooling powers are
14 µW at 20mK and 0.4mW at 120mK. The system cools down from room temperature
to 3.7K in about 48 h and, after starting the dilution unit, from there to base temperature
in about 6 h. It can be run fully automated via a software interface. Moreover, as a rather
special feature for dilution refrigerators, the system allows for optical access to the large
sample space (d=290mm) via two line-of-sight ports (LOS), each of them consisting of
four windows installed in the different heat-shielding layers of the cryostat (c.f. Fig. 3.7).
For the work presented here only one of those LOS ports has been used and four UV-fused
silica windows with a custom-made anti-reflective coating (EKSMA Optics, surface finish
λ/4 at 633 nm) from 650-800 nm on both sides have been installed, each of them featuring
a reflectivity <0.5% at 737 nm to minimize signal and laser losses and avoid etaloning.
With the windows installed, the base temperature has been measured to be 11mK, slightly
above the original value, most likely due to stray light (or black body radiation from the
outer heat shields) entering and heating the sample space (temperatures are measured
at the mixing chamber plate). Moreover, the vibrations at the mixing chamber plate
caused by the pulse tube cooler are well below 100 nm, enabling high-resolution optical
experiments.
To enable spectroscopy and quantum optical experiments of single emitters at millikelvin
temperatures, in this work we designed and built a confocal microscope capable of operating
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Figure 3.9: Dilution refrigerator and confocal inset. Picture of the inner
cage of the dilution refrigerator used throughout this work, including the self-build
confocal microscope (insert). The key components of the refrigerator and the
confocal setup are labelled and further discussed in the main text.
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inside the cryostat described above. An image of the opened cryostat with the installed
confocal setup (upper part) and a magnified picture of the confocal setup (insert) is shown
in Fig. 3.9. The key components of fridge and microscope have been labelled. The confocal
microscope consists of a copper cage attached to the mixing chamber plate via a M10
threaded copper rod. The individual parts (thread, top plate, support rods, base plate) of
the cage have been first screwed and later brazed together using a copper/silver solder to
ensure ideal thermal conductivity. A copper objective lens holder hosting an achromatic,
high-N.A. microscope objective (Olympus MPLN100x, N.A. 0.9, W.D. 0.2mm), a xyz-
stack of titanium slip-stick piezo positioners with resistive position encoders (Attocube
ANPx51, ANPz51) as well as a number of copper wire heat sinks are attached to the
base plate of the cage using non-magnetic titanium screws. A copper sample holder is
mounted on top of the positioner stack and a 8x8mm cylindrical permanent SmCo magnet
(http://www.magnet-shop.net, SM-08x08-SC-N) capable of producing a magnetic field of
∼0.2T in 1mm distance from its surface in Faraday configuration is embedded into the
holder. Note that, although NdFeB magnets are in principle stronger than SmCo magnets
at room temperature, they undergo a spin-reorientation transition at 135K leading to
a sudden drop in field strength [192] and a change of the field orientation from a single
axis towards a cone. Therefore, at low temperatures NdFeB is in fact outperformed by
SmCo [193]. The sample is mounted to the holder using conductive silver paint with
high silver content (RS Pro 186-3600) and baked at 120◦C for 5min to improve electrical
and thermal conductivity. Moreover, the positioner stack is a poor thermal conductor
and Ti becomes superconducting at about 400mK, causing the thermal conductivity to
drop to zero. To still ensure good thermal coupling of the sample to the cryostat, a
thermal coupling device (Attocube ATC50) made from gold-plated copper plates and
copper braids is directly connecting the sample holder to the top plate of the confocal
cage while ensuring enough mechanical flexibility for the positioners to move. Finally,
the positioners are connected to a home-made electrical breakout board bundling up the
electrical connections of all three positioners and combining them into a single connector.
Here, we also reduce the number of electrical lines from 15 to 11 by combining grounds
and supply voltages of the encoders of the three stages [194]. To connect the positioners
to the controller outside the cryostat, low-resistive wiring has to be used to allow the
slip-stick moving mechanism to work properly [195]. Since the use of copper wiring would
impose an intolerable heat load to the mixing chamber plate, a 12-pair superconducting
NbTi cable has been installed between the 4K stage and the mixing chamber plate and
has been carefully heatsunken at the 4K plate, the still, the 100mK plate and the mixing
chamber using copper heatsinks. From the 4K stage on, copper wiring is then used to
connect the positioners to the controllers outside the cryostat.
Fluorescence detection In this experiment we detect fluorescence using a single APD
(Excelitas SPCM AQRH-14) fibre-coupled to the microscope. Detection of the ZPL under
non-resonant detection is carried out using a 695±5 nm bandpass filter for excitation
clean-up, two stacked 730 nm longpass filters in front of the detection fibre and a single
740±13 nm bandpass filter in front of the APD. Detection under resonant excitation is
achieved by detecting the phonon sideband of the SiV- using a 740±13 nm bandpass for
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excitation cleanup, two stacked 750 nm longpass filters in front of the detection fibre and a
780±20 nm bandpass in front of the APD. We here use this scheme instead of the grating
filter discussed in the previous section as, in this experiment, we utilize transitions from
the lowest excited state level and thus no additional ZPL transitions are available for
detection. Moreover, this scheme allows for scanning the excitation laser frequency over
several GHz without risking leakage into the detection channel. The APD is connected to
a counting electronics (PicoQuant PicoHarp 300) which also receives a trigger from the
delay generator for time-correlated measurements. Alternatively, the fluorescence can be
analyzed using the grating spectrometre discussed in Sec. 3.3.1.
3.3.4 The coherent control experiment
This experiment has been set up to study the optical coherent control of single as well
as ensembles of SiV- centres. These experiments require the use of ultrafast lasers and
a number of special optical setups to manipulate the length and spacing of their pulses.
Moreover. additional modulated cw sources are necessary for initialization and readout
purposes. Therefore, in the following paragraph we will take an extensive look at the
excitation sources and their related optics. Moreover, for the investigation of the coherence
properties of SiV- ensembles, the flow cryostat introduced in Sec. 3.3.1 has been modified
to allow for measurements in transmission geometry and we will briefly discuss these
modifications. A simplified schematic view of the setup can be found in Fig. 3.10. For
the sake of clarity, a number of optical elements not essential for the functionality of the
setup (mirrors, polarization optics, filters etc.) have been omitted to make the figure more
accessible.
Excitation sources To create ultrafast pulses we here employ a tunable, mode locked
Ti:sapph laser (1, SpectraPhysics Tsunami) continously pumped by a frequency doubled
Nd:YAG DPSS laser (Coherent Verdi V10) at 532 nm, using a typical pump power of about
7W. The mode locking in the Ti:sapph laser is achieved by an intra-cavity AOM generating
frequency sidebands on top of the carrier frequency at a frequency corresponding to the
mode spacing of the resonator and thus phase-locking several resonator modes. The laser
uses a so-called regenerative mode locking scheme in which the round trip time of the
cavity is constantly measured using a photodiode and the AOM frequency is adjusted
accordingly [196]. Moreover, a Gires-Tournois interferometre (GTI) replacing one cavity
mirror is used to induce a frequency-dependent phase shift to compensate for group velocity
dispersion inside the cavity and hence to ensure short-pulse operation [197]. A GTI is
closely related to a Fabry-Pérot interferometre (FPI) but uses a low-reflective entrance
mirror, making it suitable for broadband applications. The GTI can be tuned by changing
the mirror spacing using a piezoelectric actuator. The laser can be manually tuned in
frequency from 720 nm to 850 nm using an intra-cavity birefringent etalon and generates
pulses with a length of 1 ps at a repetition rate of 80MHz. In the experiment, the repetition
rate has to be reduced down to 1MHz to allow for the application of cw pump and readout
pulses in between the ultrafast pulses. To realize this, the pulses are sent through a pulse
picker cell (2, eletronics: Bergmann Messgeräte Entwicklung KG, Pockels cell: Leysop
Ltd.) consisting of a Pockels cell in between two Glan-Taylor prisms. The first prism
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Figure 3.10: Coherent control setup. Schematic picture of the optical setup
used to perform coherent control experiments of single SiV- centres as well as
ensembles using ultrafast laser pulses. Further details is given in the main text.
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defines the input polarization of the cell and the second one is aligned such that if the
Pockels cell is switched off all light is blocked. If a high voltage is applied to the Pockels
cell, the polarization is rotated and light can pass through the second prism. To control
the cell, the trigger signal provided by the photodiode of the laser is sent to two delay
generator PCI cards which in turn generate the appropriate 1MHz pulses for the pulse
picker. These signals are then fed into a high-voltage generator and sent to the pulse picker.
After the pulse picker, the laser is split into two beams using a HWP and a PBS and each
beam is sent through an individual monolithic Fabry-Pérot etalon (3, Layertec, Finesse
F=50, thickness d=50, 100, 300, 500µm). For the experiments in Chap. 4.4 only one of
these arms is used whereas the experiments in Chap. 5.3 require two pulses at different
frequencies. The etalons are thin glass substrates with a mirror coating on both sides. By
tilting the etalons in the beam the effective path length of the light through the plate and
thus the frequency of the transmitted light can be changed. We use these etalons to reduce
the initial pulse bandwidth of about 300GHz down to values suitable for experiments with
the SiV-. With the available etalons we can reach bandwidths of 4GHz (d=500µm), 7GHz
(d=300µm), 20GHz (d=100µm) and 40GHz (d=50 µm) with a two-sided exponential
pulse shape in time domain (Lorentzian in frequency domain) due to the transmission
function of the etalons. The two path lengths of both arms are kept equal by a delay
stage (4) in one arm and the two arms are then recombined with another PBS and coupled
into a fibre. One mirror in front of the fibre has been replaced by a voice-coil steering
mirror (5, Optics in Motion) which, in combination with a photodiode after the fibre and
a PID controller (TEM Messtechnik, Laselock), has been used for intensity stabilization
by deliberately misaligning the fibre coupling. We used a voice coil mirror in combination
with a fibre coupling for intensity stabilization of the laser instead of an AOM as the high
peak powers of ultrafast laser pulses can easily damage AOMs at the intensities necessary
for the experiments. The light is then send to a delay stage setup capable of producing
Ramsey and Hahn echo pulse sequences. To do so, the laser is coupled out of the fibre
and a part of it is split off by a first PBS. The polarization of the light is then rotated
such that it is transmitted through a second PBS. Subsequently, the laser is reflected by
a retro-reflector (6) mounted on a 950mm motorized translation stage (7), sent through
a quarter wave plate (8, QWP) set under 45◦, reflected by a fixed mirror mounted on a
translation stage (for delay adjustments), sent through the same QWP for a second time,
again reflected at the retro-reflector and finally reflected at the PBS (because the QWP
in double-pass configuration rotated the polarization). The use of the retro-reflectors in
combination with the QWP and a fixed mirror (instead of just regular mirrors on a stage)
hereby ensures that instabilities and irregularities of the stage do not lead to a change of
the direction of the output beam. The remaining part of the laser input which has been
transmitted at the first PBS is then split again at a second PBS and the reflected part is
sent to another delay stage twice as long as the first stage. The output of this second stage
is then overlapped with the output of the first stage using a PBS and the resulting beam is
combined with the undelayed laser which has been transmitted at all beam splitters using
a non-polarizing beam splitter. An additional manual delay stage in the undelayed path
allows for a fine tuning of the pulse separation. In a Hahn echo sequence consisting of a pi
pulse in between two pi/2 pulses, the first pi/2 pulse would be created by the undelayed laser,
the pi pulse by the laser propagating along the first (shorter) delay arm and the second pi/2
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pulse via the second (longer) delay arm. Scanning the motorized stage then leads to a
symmetric and perfectly coupled change of the delays between the pi pulse and the first
and the last pi/2 pulse, respectively. Finally, the combined output beam is then coupled
into another fibre and sent to the microscope.
To create the pump and readout pulses a tunable cw Ti:sapph laser (9, Sirah Matisse
TX), frequency stabilized to a wavelength meter (10, HighFinesse WS-6 200) is used. The
output of the laser is fibre coupled, sent through an AOM for pulse generation, again
fibre coupled and sent to the microscope. The AOM is controlled using a delay generator
(Highland Technology T560) receiving a trigger signal from the pulse picker electronics
(which in turn is triggered by the pulsed laser) to ensure synchronization with the ultrafast
laser.
The microscope In the confocal microscope part of the setup both lasers are coupled
out of their respective fibres and overlapped using a simple glass plate. The microscope
is most widely identical with the setup presented in Sec. 3.3.1 with the exception that,
in addition to standard operation in reflection geometry, the flow cryostat (12) has been
modified to also allow for measurements in transmission. To accomplish this, a cold finger
extension made from copper with a right angle prism mirror glued into it has been designed
and fabricated. Moreover an aluminium tube with a window to extend the vacuum baﬄe
has been built and installed. In this setup, the sample is glued onto the cold finger
extension. The laser coupled out of the objective lens can now be transmitted through the
sample, is reflected at the prism mirror and can leave the cryostat through the window in
the vacuum baﬄe. The light is recollimated and coupled into a fibre. This setup allows for
laser absorption measurements as they have been performed in Chap. 5.4 and [198].
Fluorescence detection The signal in reflection geometry is detected using a single
APD (13, Excelitas SPCM AQRH-14) connected to a counting electronics (PicoQuant
PicoHarp 300). For time-correlated experiments, the counting electronics receives a trigger
generated by the delay generator mentioned above. Alternitavely, the fluorescence can
be analysed using the grating spectrometre described in Sec. 3.3.1. In transmission the
fluorescence can either be directly analyzed using the APD or the spectromtre or it can be
fibre-coupled to a 4f grating-filter setup featuring a 2400 grooves/mm grating and a resolution
of ∼5.5GHz [198]. The output of the filter setup is then again fibre-coupled (with the
fibre core acting as a spatial filter for frequency selection) and sent to the APD.
Chapter 4
Experimental results I: Single SiV-
centres
Sample characterization and spectroscopic investigation of suitable SiV- centres for
the experiments presented below have been performed by Jonas Nils Becker (J.N.B.)
and Carsten Arend at Saarland University.
The experimental results in Sec. 4.2 have been obtained in the Cavendish Laboratory
at the University of Cambridge. The experiments have been performed by Jonas
Nils Becker (J.N.B.) and Benjamin Pingault (B.P., University of Cambridge) with
technical assistance from Jack Hansom and Carsten Schulte (both University of
Cambridge). The simulations of these experimental results have been developed by
J.N.B. and the model reverts back to the group theoretical model developed by Dr.
Christian Hepp in an earlier work [58]. The experiments have been supervised jointly
by Prof. Mete Atatüre (University of Cambridge) and Prof. Christoph Becher (C.B.)
and have been published in [199].
The experiments at millikelvin temperatures presented in Sec. 4.3 have been carried
out at Saarland University using a cryostat in the group of Jun.-Prof. Pavel Bushev
(P.B.). The optical experiments have been performed by J.N.B with help from B.P.,
David Groß (as part of his Master’s thesis) and Dr. Mustafa Gündogan (University
of Cambridge). P.B. and Dr. Nadedzhda Kukharchyk aided in the operation of the
cryostat. The analysis of these results utilizes the same model as the CPT experiments.
The experiments have been supervised jointly by C.B. and P.B.
The coherent control experiments in Sec. 4.4 have been performed by J.N.B. at Saarland
University. The theoretical model used to analyse the experimental data has been
developed by J.N.B and Johannes Görlitz (as part of his Master’s thesis). The
experiments have been supervised by C.B. and published in [200].
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In this chapter the experimental results obtained using single SiV- centres in bulk diamond
will be presented and discussed. In Sec. 4.1 we will start with a discussion of the properties
of the sample the fabrication process of which we have discussed in the previous chapter.
We will take a look at the spectral properties of two SiV- centres in this sample, which have
been used to obtain the results in the following sections. In Sec. 4.2 we will then discuss the
results of the CPT experiments which, in combination with the theoretical model discussed
in Sec. 2.2.1 have been used to determine the ground state spin coherence time of the SiV-.
The discussion of these results will directly point us towards the necessity of performing
similar experiments at even lower temperatures to be able to explore different possible
decoherence processes. Therefore, in Sec. 4.3 we will look at measurements performed
using the dilution refrigerator setup discussed in Sec. 3.3.3. Finally, in Sec. 4.4 we make use
of the advantageous electronic structure of the SiV- to demonstrate full coherent control
of its orbital state using ultrafast laser pulses. This allows for a large number of single
qubit gates even in the presence of fast decoherence processes.
4.1 Sample & emitter properties
The sample used for the experiments in the following sections consists of SiV- centres
implanted in the (111) main surface of a HPHT type IIa diamond plate and has been
prepared according to the methods discussed in the previous chapter. The sample has been
implanted with Si, creating four different regions with 109, 1010, 1011 and 1012 ions/cm2,
respectively and SIL arrays have been fabricated in the 109 and 1010 ions/cm2 regions. We
were able to address individual SiV- centres in the 109 ions/cm2 region, while higher ion
doses led to ensembles of emitters. The dose to obtain single emitters is consistent with
the implantations performed in [35,201] by Wang et al. but an order of magnitude lower
compared to the implantations performed in [58] by Hepp et al. Therein, the higher ion
dose necessary to create single centres has been attributed to a lower vacancy creation
efficiency when implanting Si with 1MeV compared to the 10MeV implantation performed
by Wang et al. This explanation, however, is contradictory to the results obtained here as
the 900 keV implantations performed in this work still yield single centres in the 109 ions/cm2
region, even though, due to a higher displacement energy, the implantation into the (111)
surface reduces the vacancy yield by another ∼20% compared to the implantations into
(100) surfaces performed by Hepp et al. Thus the number of available vacancies, most
likely, is not the limiting factor for the formation of SiV- centres. Comparing the three
implantations reveals that the implantations in this thesis and by Wang et al. have been
performed using type IIa substrates (HPHT diamond in this work and natural diamond
in [35,201]) while Hepp et al. used an electronic grade CVD substrate. While this electronic
grade material is specified to contain less than 5 ppb of substitutional nitrogen impurities
([N0s ]), the [N0s ] content in "standard" type IIa material is significantly higher (typically
on the order of ∼100 ppb [86]). This [N0s ] can act as an electron donor for the negatively
charged SiV-, stabilizing its charge state and thus aiding its efficient formation (note
that also other impurities might act as electron donors for the SiV-). This picture is
also consistent with e.g. reports of SiV- containing nanodiamonds showing increased SiV-
fluorescence levels when doped with additional nitrogen [202]. From the observed emitter
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Figure 4.1: Properties of investigated emitters. Merged SEM and confocal
images for the two SiV- centres (a,b) used for the experiments in the following
chapters (top row), their fluorescence spectrum (middle row) as well as a PLE
scan across their C transition (bottom row). Further explanations can be found
in the main text.
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density in the confocal scans of about 0.5-1µm−2 we estimate a yield of about 5-10%,
significantly higher than the reports of [58] and on the same order of magnitude of what
has been reported in e.g. [203,204].
Most of the investigated sites on the sample showed clear signs of the characteristic SiV-
fine structure with ground state splittings varying between ideal values of ∆Eg=48GHz
up to ∆Eg ≈600GHz in extreme cases, indicating sample regions free of crystal strain
as well as more strained regions, possibly caused by FIB milling of the SILs. Moreover,
the sample still shows a significant amount of background fluorescence caused by the FIB
milling. This could most likely be improved by annealing the sample a third time. However,
due to the good spectral properties of the SiV- centres after the second annealing and
cleaning step, it has been decided not to perform an additional annealing to avoid the risk
of annealing out pre-characterized sites. One additional outstanding feature of this sample
is the significantly increased brightness of SiV- compared to emitters in previous samples.
While e.g. the SiV- centres in the electronic grade samples used in [58] showed count
rates of only a few thousand counts per second (with SIL enhancement), for the centres in
this new sample count rates of 3-5 · 104 cps have been measured on a regular basis, even
without the enhancement by a SIL. In parts, this is due to the samples (111) orientation,
which, as we have mentioned in Sec. 3.1.3, increases the collection efficiency by about 30%.
However, this does not fully account for the fluorescence enhancement by more than one
order of magnitude. The additional enhancement might again be caused by the increased
nitrogen content of the substrate material. Emitters in electronic grade diamond might be
susceptible to photoionization i.e. changes in their charge state during optical excitation,
leaving the centre in a non-fluorescent state until it can regain its original charge. This
leads to blinking and, if this process occurs on relatively fast timescales, to a reduced
average count rate. A high nitrogen content of the host material might therefore accelerate
the recovery of the centre’s original charge state by providing an increased amount of
available negative charges. However, while blinking of SiV- centres has been confirmed in
nanodiamonds [126,205] and evidences of it have also been reported in bulk diamond [201]
no systematic study of this phenomenon in bulk diamond and its dependence on the
nitrogen content have been performed so far. For this work we examined the photon arrival
time histograms for blinking down to a bin size of 10µs (limited by the maximum count
rate of the emitters) and no sign of blinking has been observed down to these time scales.
Moreover, for emitters perfectly centred below a SIL an enhancement of about a factor of
8-10 has been measured, in very good agreement with previously reported values [171].
This enhancement yields count rates of ∼3 · 105 cps enabling the demanding experiments
presented in the following chapters.
To perform these experiments two different SiV- centres, from here on termed "emitter
1" and "emitter 2", have been selected and we will now briefly discuss their fundamental
properties:
Emitter 1 In Fig. 4.1(a) a confocal scan (upper graph), a photoluminescence spectrum
(middle graph) and a photoluminescence excitation (PLE) scan across line C at 0T
(bottom graph) are shown for emitter 1. To better emphasize the positioning of the emitter
relative to the SILs, the confocal scan has been overlayed with a SEM image of the SIL
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array. As apparent from this scan, the emitter is almost perfectly centred below a lens,
enabling efficient excitation and photon extraction from the diamond. This leads to high
count rates of about 3 · 105 cps under non-resonant excitation at 690 nm with 7mW of
excitation power. The measured emission spectrum (blue dots) of this emitter at 10K
reveals the characteristic four-line fine structure of the SiV- with a ground state splitting of
∆Eg=104GHz and an excited state splitting of ∆Ee=301GHz. We modelled this spectrum
(solid line) using the group theoretical model developed and discussed in [58] yielding the
following set of parameters:
Table 4.1: Resulting parameters for emitter 1 obtained from the group theoretical
model presented in [58].
∆Eg ∆Ee λg λe Υg Υe ζg,e
(GHz) (GPa)
104 301 39 244 9 19 0.12
The parameters λg,e and Υg,e hereby represent the strengths of spin-orbit coupling and
Jahn-Teller effect in the ground or excited state, respectively. Moreover, the model
indicates ζg,e=0.12GPa of uniaxial strain leading to about 50GHz of additional splitting
in the ground and excited state compared to the ideal splitting [62,114]. Moreover, the
PLE scan at only 10 nW of resonant excitation power (fluorescence detection on the PSB)
reveals a linewidth of ∆ν=2.31GHz, significantly above the lifetime-limited linewidth of
∆νmin ∼100MHz. This broadening is most-likely caused by the strain increasing phononic
dephasing rates. Moreover, strong crystal strain can potentially lift the inversion symmetry
of the SiV- making it susceptible to external perturbations by e.g. fluctuating electric fields
and thus causing spectral diffusion. This leads to spectral line shapes with a Gaussian
contribution which however has not been observed for emitter 1. Although, the analysis
of this emitter revealed a considerable amount of crystal strain, this emitter has been
used for the coherent population trapping experiments presented in Sec. 4.2 because there
collection efficiency was significantly limited by the cryogenic confocal microscope setup
and thus a superior count rate of the emitter was of essence to successfully perform the
measurements.
Emitter 2 In contrast to the first SiV-, confocal scans reveal that emitter 2 in fact is
not centred below a SIL but rather positioned in between lenses. The centre shows count
rates of about 4 · 104 cps under non-resonant excitation with 7mW of excitation power at
690 nm. The fluorescence spectrum reveals that this emitter is essentially free of crystal
strain and modelling the spectrum using the group theoretical model (solid line) reveals
the following set of parameters:
PLE scans of this emitter reveal very narrow optical transitions down to ∆ν=340MHz,
close to the ideal linewidth. Due to its almost ideal properties, this emitter has been used
to obtain the results presented in Sec. 4.3 and Sec.4.4 as the fluorescence detection in
these setups was efficient enough to tolerate lower emitter count rates. In the following
sections we will now use these two emitters to first investigate the coherence properties of
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Table 4.2: Resulting parameters for emitter 2 obtained from the group theoretical
model presented in [58].
∆Eg ∆Ee λg λe Υg Υe ζg,e
(GHz) (GPa)
48 259 40 254 8 19 0
the SiV- at liquid helium and millikelvin temperatures and then subsequently to control
the quantum state of the SiV- using ultrafast optical pulses.
4.2 Coherent population trapping
Zeeman spectra The aim of this section is to explore the ground state spin coherence
time of single SiV- centres using coherent population trapping. Using the theoretical
framework presented in Chap. 2.2.1 the width of the fluorescence dip created by pumping
into the dark state can directly be related to the coherence time of the two ground
states involved in this state. In general, a long coherence time scale is desirable in QIP
applications to allow for a large number of gate operations. Therefore, we here look at
the coherence time of the potentially long-lived electron spin degree of freedom of the
SiV- which requires working in external magnetic fields to split the spin sublevels via
Zeeman interactions. As discussed above, emitter 1 has been used for these experiments.
To identify the resonance frequencies of all 16 optical transitions between the spin sublevels
and to find a suitable magnetic field strength we first measured fluorescence spectra at
several magnetic fields represented as a spectral map displayed in Fig. 4.2(a). Note that all
transitions (also the spin-flipping ones) are visible in this map because of a misalignment
of the magnetic field from the high symmetry axis of the emitter of about 70.5◦. The field
hereby constitutes an external quantization axis competing with the internal one of the
SiV- which is defined by the spin-orbit interaction and aligned along the emitter’s high
symmetry axis. As the spin-orbit interaction strength is different in the ground and excited
state, the resulting effective quantization axes in both states also differ, resulting in a finite
overlap between ground and excited state sublevels of similar spin projection [57]. This
overlap relaxes the optical selection rules and causes all transitions to appear in the optical
spectrum. Moreover, these finite transition dipole moments are a fundamental prerequisite
for optical control and CPT experiments with the SiV- as they allow to efficiently drive
Λ-schemes between states of different spin projection. To gain further insight into the
electronic level structure and interactions between the levels we used the group theoretical
model from [58] to simulate the spectral map using the parameters presented in Tab. 4.1.
The white lines in Fig. 4.2(b) represent the calculated transition frequencies and Fig. 4.2(c)
shows a full simulation of the spectral map, both being in excellent agreement with our
experimental data. For the CPT measurement we drive a Λ-scheme using transitions D1
and D2 which originate from the same orbital branch but have ground states of opposite
spin and share a common excited state spin level. Moreover, as we employ a quasi resonant
detection scheme for this experiment, working with the upper most excited state ensures
an efficient branching of population into the other excited states and especially into the
strong B-multiplet. The fluorescence of these transitions is then detected to read out the
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Figure 4.2: Measured and simulated spectral map of emitter 1. Pho-
toluminescence spectra in dependence of the applied magnetic field for emitter
1 displayed as a colour map (a,b). The white lines in (b) represent the optical
transitions as calculated from the group theoretical model presented in [58]. The
colour map in (c) shows a full simulation of the magnetic field map using the
same model. For these simulations, the parameters presented in Tab. 4.1 have
been used.
amount of excited state population. A schematic representation of the Λ-scheme driven for
the CPT as well as of the transitions used for detection is depicted in Fig. 4.3(a). For a first
CPT measurement we chose a magnetic field strength of B=0.7T. On the one hand, this
ensures a large enough Zeeman splitting so that individual transitions can be addressed.
On the other hand, working close to the avoided level crossings between 3-5T has to be
avoided. These avoided crossings or anticrossings are caused by the strong spin orbit
interaction in the SiV- and induce a spin mixing [57]. Therefore, working close to these
avoided crossings will shorten the ground state coherence as additional cross relaxation
between the ground state spin levels occurs owing to the finite overlap between both states.
Coherent population trapping The CPT measurement is carried out by driving D1
with a weak probe and D2 with a stronger pump laser. A two-dimensional CPT scan at
relatively high powers (PD1=2.5µW, PD2=1.5µW while PD1sat=0.33µW, PD2sat=0.66µW)
in which both the pump and the probe frequencies are varied is shown in Fig. 4.3(b). A
clear dip in fluorescence is apparent in this scan, indicating the formation of the dark state.
This dip follows the pump laser detuning as the two-photon resonance condition needs
to stay fulfilled. Figure 4.4(a) represents a cut along the white dashed line in Fig. 4.3(b)
showing a single CPT scan for zero pump detuning, emphasizing the narrow width of
the pronounced CPT dip. To analyse the ground state spin coherence in greater detail,
we performed further CPT scans at low excitation power to minimize power broadening
as much as possible while maintaining reasonable signal to noise ratios. Contributions
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Figure 4.3: Coherent population trapping. A schematic representation
showing the Λ-scheme driven as well as the optical transitions used for detection
in the CPT experiments (a) and a two dimensional CPT scan (b) in which
both pump and probe detuning are scanned (PD1=2.5µW, PD2=1.5µW while
(PD1sat=0.33µW, PD2sat=0.66µW).
of the remaining power broadening to the total dip width were then analyzed using the
theoretical model as discussed below. A zoomed-in measurement of the dip region (grey
dots) for a power of PD1 = PD2=0.33µW is shown in Fig. 4.4(b). To obtain this scan, 70
individual measurements have been taken and averaged. Using a Lorentzian fit we find a
lowest measured full width at half maximum of the dip of ∆ν0.7T,4.2KCPT =12.1MHz and a
contrast of about 16%. While the coherence time of the system is reflected in the width of
the CPT resonance, it does not alter the depth of the dip. This contrast is related to the
time the system spends in the dark state relative to the bright state and is thus mainly
influenced by the driving field powers which define the optical pumping rates into the
dark state. To extract the free induction decay time T∗2 of the ground state spin from
this value, we simulate the dip using the four-level master equation model introduced in
Chap. 2.2.1, featuring the three levels of the Λ-scheme as well as an auxiliary state to
model the branching and decays via the additional ground and excited states. This model
takes into account contributions from residual power broadening as well as decoherence
caused by spontaneous decay, pure dephasing and limited relative laser coherence. For
this simulation (solid blue line in Fig. 4.4(b)) only the ground state decoherence rate has
been used as a free parameter as all spontaneous decay rates have been calculated from
the measured excited state lifetime (τ=1.662(6) ns) in combination with relative transition
dipole moments extracted from the group theoretical simulation of the magnetic field map
discussed above. The dip width contributions of the individual processes are indicated by
the coloured Lorentzian dip insets in Fig. 4.4(b). The simulation indicates a residual power
broadening of the dip of 3.6MHz (green Lorentzian). Moreover, the relative coherence of
the lasers has been measured using a homodyne detection scheme i.e. both lasers have
been overlapped at a beam splitter and their beat frequency has been measured at the
output port using a fast photodiode. This measurement reveals a relative laser coherence
of 5.5MHz (green Lorentzian) at an integration time of 500ms, identical to the one used
4.2. COHERENT POPULATION TRAPPING 81
-50 -40 -30 -20 -10 0 10 20 30 40 50
0.80
0.85
0.90
0.95
1.00
N
or
m
al
ize
d 
in
te
ns
ity
 (a
.u
.)
Relative detuning (MHz)
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
ize
d 
in
te
ns
ity
 (a
.u
.)
Relative detuning (GHz)
T=4.2K
B=0.73T
FWHM=12.1MHz
a b
Figure 4.4: CPT line scan and simulation. (a) CPT scan for zero pump
detuning across the entire D1 transition and (b) zoomed-in low-power scan of
the CPT-dip region. Coloured Lorentzian insets in (b) represent different dip-
broadening contributions and are further discussed in the main text. The grey
side-dip suggests the presence of an additional emitter with strong spectral and
spatial overlap.
in the CPT measurement. The remaining contribution is the decoherence of the ground
state spin levels and amounts to ∆νspinCPT=3.5(2)MHz giving rise to a free induction decay
time of
T ∗2 =
1
2pi ·∆νspinCPT
=
1
2pi · 3.5MHz
= 45(3) ns (4.1)
This value is also in good agreement with the coherence time found in a complementary
study by L. Rogers et al. who reported T ∗2 =35(3) ns, also measured via CPT [206]. The
following table summarizes all rates used in or obtained by the model:
Table 4.3: Transition and dephasing rates in the Master equation model used to
simulate the CPT measurement.
ΓD,1 = 2pi · 3.0MHz ΓD,2 = 2pi · 4.7MHz
ΓD,Aux = 2pi · 88.1MHz ΓAux,D = 2pi · 40.5MHz
ΓAux,1 = 2pi · 19.3MHz ΓAux,2 = 2pi · 20.9MHz
γD,1 = γD,2 = 2pi · 3250MHz γ2,1 = 2pi · 3.5MHz
Number of emitters The CPT scan also revealed the presence of a second emitter
with high spectral and spatial overlap with the main emitter examined here. This side
emitter shows up as a dimmer CPT dip (grey Lorentzian) detuned by about 35MHz from
the main dip. This emitter did not show up in cw g(2) autocorrelation measurements,
due to the low intensity relative to the main emitter. We confirmed the presence of this
second emitter using pulsed g(2)(τ) measurements (Fig. 4.5(a)) in which the high peak
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Figure 4.5: Autocorrelation and PLE measurement of emitter 1. In
(a) a pulsed g(2)(τ) autocorrelation measurement (grey dots) and Monte Carlo
simulation (blue solid line) is shown. The value g(2)(0)=0.6 suggests the presence
of a second emitter. This is supported by the Monte Carlo simulation as well as a
PLE scan at 3T shown in (b).
intensity of the pulses aids in exciting the weak SiV- more efficiently as well as PLE scans at
higher magnetic fields (Fig. 4.5(b)). In this measurement we obtain a value of g(2)(0)=0.6
which in fact suggests the presence of a second quantum system. Moreover, to confirm
that this measured g(2)(τ) is consistent with a second emitter being present, we modelled
the measurement using a Monte Carlo simulation similar to the ones performed in [207]
(assisted by A. Lenhard). To do so, we considered two independent two-level systems, each
with an excited state lifetime τ0=1.66 ns. We then used a series of randomized processes
to determine the change of state of both systems from each time step to the next. First,
in every excitation cycle we randomly decide if the systems are excited and we scale the
excitation probabilities of both emitters to account for their different strenghs in the CPT
measurements. If a system is excited, we then again insert a random number into an
exponential decay function with a decay time τ0 to simulate the spontaneous decay of
the system. If one of the two systems decays, a click is written to a list, similar to a real
detection event in a real measurement. Additionally, we add a Poisson-distributed timing
jitter of 350 ps to these clicks to simulate the jitter of the detectors used to measure the
g(2)(τ) . Finally we randomly separate the file into two lists to simulate an HBT setup
and then correlate them to obtain the simulated g(2)(τ) . We obtain a good agreement
between the measured and the simulated g(2)(τ) by assuming a ratio of both emitters of
2:1. This value is also consistent with the measured PLE scan in Fig. 4.5 as well as the
observed side dip in the CPT measurement. From the magnetic field dependence of the
splitting between both emitters we estimate a difference in crystal strain of about 2%.
However, note that the presence of this second SiV- does not interfere with the analysis
presented here as we can clearly distinguish both emitters in the CPT scans.
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Figure 4.6: Magnetic field dependence of CPT. (a) Simulated ground state
level scheme for varying magnetic fields. The simulation is based on the group
theoretical model from [58]. Tilted arrows indicate spin orientations due to
changing effective quantization axes. (b) Linewidth of the CPT dip in dependence
of the applied magnetic field. As the spin projections of states |2〉 and |3〉 exchange
signs, we create CPT between |1〉 and |2〉 before the avoided crossing (red dots)
and |1〉 and |3〉 after it (blue dots). The dashed grey lines indicate the spin overlap
between |1〉 and |2〉 / |3〉 calculated from the group theoretical model. Red and
blue solid lines represent this overlap multiplied by an additional Boltzmann factor.
Error bars represent curve fitting errors of the CPT dip width with a Lorentzian
function.
Decoherence mechanisms Let us now return to the coherence properties of the SiV-
and explore possible explanations for its surprisingly short ground state coherence time: To
understand this phenomenon, it is of great importance to recall that the states in the SiV-
are not clean spin levels but also contain an orbital contribution. This, in combination
with the competition of internal and external quantization axes as well as fluctuating
spin baths in the environment of the SiV- opens the door for a large number of possible
decoherence mechanisms which we will further discuss here and in the following section.
First, we investigate the role of direct phonon-mediated transitions [121] between the
two spin levels of the Λ-system. We expect this rate to be strongly dependent on the
applied magnetic field due to the presence of avoided crossings between 3-5T during
which the orthogonality of the involved spin levels is lifted. Using the model from [58]
we simulated the ground state level scheme for varying magnetic field strengths. This is
shown in Fig. 4.6(a). The orientation of the spin states of the individual levels in the frame
of a "pure" spin up/spin down basis is indicated by tilted arrows. This rotation of spin
quantization axes for individual states is a direct result of the complex interplay between
spin-orbit and Zeeman interactions in the SiV- in the presence of off-axis magnetic fields.
As the spin orientations of states |2〉 and |3〉 are exchanged at the avoided crossing we
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perform the CPT measurement between states |1〉 and |2〉 before and |1〉 and |3〉 after the
avoided crossing. In Fig. 4.6(b) the measured CPT dip width (red and blue dots) for several
magnetic fields are shown (error bars represent fit errors in the individual Lorentzian fits).
As we have discussed above, this width is directly proportional to the decoherence rate
between the two levels and, as expected, increases rapidly when approaching the avoided
crossing. To further analyse this broadening we employ the following simple model: The
eigenstates of the SiV- as extracted from the group theoretical model [58] can be written
as
|Ψk〉 = α |e+ ↑〉+ β |e+ ↓〉+ γ |e− ↑〉+ δ |e− ↓〉 (4.2)
with the orbital components e+,−, the Sz spin component ↑, ↓ (in the frame of the internal
quantization axis of the SiV-) and the complex expansion coefficients α, β, γ and δ for the
ground states k=1...4, respectively. To project these states onto the ↑, ↓ spin subspace and
to determine the Sz component of each individual eigenstate we can thus use the projector
P = |↑〉 〈↑|+ |↓〉 〈↓| . (4.3)
Moreover, to determine the spin overlap of the two ground states involved in the CPT
we can calculate their squared scalar product | 〈Ψ1|P †P |Ψ2,3〉 |2 (grey dashed lines).
Especially for the low-field branch this simple quantity (with a constant y-offset to account
for other decoherence process not directly related to the spin overlap) already results in
a very good agreement with the measured CPT dip widths (red dots) whereas after the
avoided crossing the dip width recovers faster than predicted by the pure spin overlap. This
deviation most likely results from the phonon population decreasing for higher magnetic
fields due to larger Zeeman splitting and the fact that, after the avoided crossing, we drive
the Λ-scheme using the higher lying state |3〉. To account for this change we therefore
multiply the spin overlap by a Boltzmann factor taking into account the field dependent
level splitting ∆E1,2/3(B). For the low-field regime this quantity results in almost the same
curve (red solid line) as the pure spin overlap but additionally resembles the measurements
in the high field regime significantly better. Moreover, from Fig. 4.6(b) it is apparent that
both in the low and the high field limit the CPT dip width saturates at the observed
values. In these regions, far away from any avoided crossing, the direct relaxation between
the two spin sublevels is most likely not the coherence limiting process and another source
of decoherence, here included in the offset, presumably dominates.
In addition to this direct relaxation between both states there are two other possible
decoherence processes involving thermalization to the upper orbital branch of the SiV-
ground state: First, absorption of a phonon with Ep ≈48GHz can lead to a thermalization
of the state prepared in the spin doublet of the lowest orbital state into the spin sub
levels of the upper orbital branch. This process is followed by a relaxation back into
the lower spin sub levels under phonon emission. This excitation and de-excitation in
general only flips the orbital degree of freedom while being spin-conserving. In the SiV-,
in the presence of off-axis magnetic fields, the two orbital branches also exhibit slightly
different quantization axes and thus, in analogy to the spin-flip via optical excitation
discussed above, with a small but finite probability this process can also induce a spin-flip.
In the following, we characterize the time scale of this indirect spin-flip as well as the
above-mentioned direct process by a common spin-relaxation time Tspin1 . Using optical
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pumping experiments at T≈ 5K, Rogers et al. measured Tspin1 =2.4ms for magnetic fields
aligned with the SiV- high symmetry axis, while a field misaligned by only 20◦ already
leads to a drastic reduction down to Tspin1 =3.4µs [206]. Moreover, recently we measured
Tspin1 =350(11) ns for a field off-axis by 70.5
◦ at 3.5K using the same technique [208]. This
strong angular dependence is a direct consequence of the competition process between
internal and external quantization axes. Moreover, even if the thermalization does not
introduce a spin flip it still leads to decoherence as the spin splitting in both orbital
branches differs by about 20% [57, 58, 122]. This means that a superposition prepared
in the lower spin doublet undergoes a different phase evolution when transferred to the
upper spin levels and, as this transfer process occurs randomly, this leads to the acquisition
of random phase causing decoherence. Again, using optical pumping experiments at
zero magnetic field, Jahnke et al. determined this purely orbital relaxation rate to be
Torbit1 =39(1) ns at 5K [121]. As already briefly discussed in Chap. 1.2.4, they identify a
linear electron-phonon interaction with a single E-symmetric phonon mode as the driving
force for the spin as well as the orbital relaxation with thermalization rate
γ+ = 2piχρ∆E
3
g,en(∆Eg,e, T ) (4.4)
and relaxation rate
γ− = 2piχρ∆E3g,e[n(∆Eg,e, T ) + 1] (4.5)
with proportionality constants χ, ρ as well as ground and excited state splittings ∆Eg,e.
The term n(∆Eg,e, T ) refers to the phonon number
n(∆Eg,e, T ) =
1
exp(
~∆Eg,e
kBT
)− 1
(4.6)
given by a Boltzmann distribution [122]. For temperatures T  ~∆Eg,e/kB the rates can
then be approximated as
γ+ ≈ γ− ≈ 2piχρ∆E2g,ekBT. (4.7)
Moreover, due to the close match of their measured Torbit1 =39(1) ns and T∗2=35(3) ns
Jahnke et al. claim that the orbital relaxation is the spin coherence limiting process at
liquid helium temperatures. Therefore, the coherence time of the SiV- might be improved
in future devices by engineering the phonon environment of the diamond host lattice to
eliminate phonons with an energy of Ep ≈48GHz so that ground state thermalization
cannot take place any more. This can either be achieved by cooling the sample well
below 2.3K or by fabricating small nanostructures with a confinement for phonons of that
frequency [209]. This might for example be achieved by creating a phononic band gap by
patterning a diamond membrane to fabricate a so-called phononic crystals (in analogy
to photonic crystals in which a band gap for photons is created) [210]. First simulations
show that, while in principle being possible, these structures will be very challenging
to fabricate as a full phononic band gap at 50GHz requires e.g. a 120 nm spaced grid
of holes with a diameter of 90 nm in a 60 nm thick membrane. Thus, a more feasible
approach might be the growth of nanodiamonds with a diameter smaller than 120 nm
to eliminate the respective phonons [121]. While the fabrication of such nanodiamonds
is easily possible with current diamond growth techniques, they currently still provide
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rather strained crystal environments leading to alterations of the electronic properties of
the SiV- beyond acceptable margins for QIP applications. Alternatively, also the strain
itself can be used to manipulate the phonon-mediated transition rates. As discussed
in [58], crystal strain is a purely orbital perturbation and like the JT effect increases the
ground and excited state splittings of an SiV- if present. From Eq. 4.4 and Eq.4.5 it is
now evident that the phononic rates consist of terms being cubic (due to the phonon
density of states ρ(ω) increasing quadratically and the interaction density χ(ω) increasing
linearly with ω) and inverse exponentially dependent (due to the decreasing excitation
probability) on the ground state splitting. Hence, while for ∆Eg of up to 300GHz the
cubic term dominates, for even higher splittings the phononic rates start to drop again.
In [211] we measured this trend by selecting SiV- centres experiencing different crystal
strain due to their local environment and measuring their linewidth, depending on the
ground and excited state decoherence rates, using PLE. A more controlled approach to
use strain to improve the SiV- coherence has recently been presented by Sohn et al. The
authors used a diamond nano-electro-mechanical system (NEMS) to apply strain in a
nanobeam and to create ground state splittings of up to ∆Eg ≈500GHz, resulting in spin
coherence times of T∗2=250 ns [212]. Furthermore, it is important to point out that, while
it is reasonable to assume that the phonon-mediated orbital rate is the dominant source
of decoherence at 4K and above, the fundamental limit of T∗2 is given by T∗2 ≤2T1 and
thus T∗,max2 = 2 · 39 = 78ns in the experiments presented in [206]. The T
∗
2 measured
there however is about a factor of two lower than this limit, suggesting the presence of
additional decoherence processes. For example, besides the T1-related relaxation processes
discussed so far also other processes directly affecting the phase coherence time T2 of the
system can be sources of additional decoherence. This can e.g. be caused by a nuclear
or electron spin bath in the environment of the SiV- causing magnetic field noise. The
presence of these spin baths is a reasonable assumption for the sample used in our CPT
experiments as it contains 13C (I=1/2) in its natural abundance of 1.1%. Moreover, the
vacancies created during the ion implantation led to the creation of a dense ensemble of
NV centres (S=1) suggesting the presence of a considerable amount of [N0s ] (S=1/2) in
the sample. Additionally, the inclusion of other impurities during HPHT growth is not
unlikely as e.g. Ti (I=-5/2,-7/2) is used as a nitrogen getter in these processes. Fluctuations
in such a spin bath, to some extend, can be counteracted using Hahn-echo [136] or more
elaborate dynamical decoupling sequences [213] as the decoherence due to the bath is
a non-Markovian process (i.e. it has a "memory") on the time scale of the decoupling
sequence. The phonon-mediated T1 processes described above, however, are fast and
memoryless and thus Markovian in nature. This means that these processes cannot be
dynamically decoupled. Moreover, in principle the spin bath could also lead to a direct
spin-flip if the SiV- spin resonantly exchanges energy with spins from the bath.
In the following chapter we will further explore the role of the phonon-mediated T1
processes with respect to the spin coherence of the SiV- and its counter-play with possible
T2 processes using optical pumping and CPT experiments at millikelvin temperatures.
Before we proceed to these experiments, we will briefly summarize the main results from
the experiments presented in this section:
• We here demonstrated, for the first time, that optical access to the coherence of the
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ground state electron spin degree of freedom of the SiV- is feasible using coherent
population trapping in external magnetic fields and we determined the ground state
free induction decay time to be T ∗2 =45(3) ns.
• Using magnetic field dependent CPT measurements, we investigated the role of a
direct relaxation between the two spin states involved in the CPT dark state. These
experiments reveal a drastic increase of decoherence when tuning the spin states into
a level anti-crossing as spin selection rules are relaxed. Moreover, these measurements
suggest that decoherence in the low and the high field limit (away from the avoided
crossings) is dominated by other processes such as phonon-mediated thermalization
between the different orbital branches of the ground state or magnetic field noise
caused by an impurity spin bath. These effects will be investigated in further detail
in the following section.
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4.3 Millikelvin experiments
4.3.1 Measurement of orbital and spin relaxation rates
In this section we will now try to deepen the understanding of the spectral and coherence
properties of the SiV- by performing additional experiments at temperatures in the
millikelvin range. To do so, we use the confocal microscope and dilution refrigerator setup
discussed in Chap. 3.3.3. As this setup includes a high N.A. objective and thus is more
efficient than the setup used for the initial CPT experiments in the previous chapter, we
decided to use the dimmer but less strained emitter 2 for the following experiments as it
resembles "the ideal SiV-" more closely.
PLEs, light narrowing & orbital relaxation To identify the frequencies of the
relevant optical transitions at 3.7K (which is the base temperature of the pulse-tube
pre-cooler) as well as 12mK base temperature, we first performed PLE scans as well as a
measurement of the orbital relaxation time T orbit1 at 3.7K: In this setup, the sample is
directly mounted to a SmCo permanent magnet providing a magnetic field just strong
enough to enable addressing of individual transitions between spin sublevels. In Fig. 4.7(a)
three different PLE scans at an excitation power of only P=5nW (with detection on the
PSB) are shown. The scans reveal the four transitions between the spin sublevels 1, 2,
A and B (cf. inserted level scheme) with very narrow linewidths down to 314MHz for
transition A1 at 3.7K (upper graph). At 12mK, an additional pump laser on the transitions
A2 or B2 and B1 or A1 needs to be applied to avoid fast spin initialization and thus loosing
the PLE signal during the scan. At low pump laser powers of Ppump=2nW a broadening
of the transitions (middle graph) by about 250MHz compared to 3.7K is observed while
the linewidth recovers for higher powers of Ppump=50nW, slowly approaching the values
measured at 3.7K (lower graph). This, at first unintuitive, change in linewidth is an
initial hint for an alteration in the internal dynamics of the SiV- upon cooling below
temperatures of 2.3K=48GHz/kB, corresponding to the orbital splitting. We can reproduce
this phenomenon using a simple four-level OBE model similar to the one described in
Sec. 2.2.1, including two ground and excited state levels. Each excited state can hereby
spontaneously decay into both ground states with transition strengths extracted from the
group theoretical model above [58] and lifetimes τA,B . Moreover, ground state |2〉 can decay
into |1〉 with a rate 1/T spin1 . Additionally, we employ the power ratios for pump and probe
lasers given in Fig. 4.7(a) and we use in advance the relaxation times Tspin,3.7K1 = 303ns
and Tspin,12mK1 = 108µs at 3.7K and 12mK measured later in this section. Using this
simplified model, the linewidth change can then be illustrated as follows: Let us for
example look at transition A1 between the lowest ground |1〉 and excited state |A〉 spin
levels. Population excited into |A〉 has a finite chance to undergo a spin flip and decay
into state |2〉 instead of returning to |1〉, due to the tilted quantization axes of ground and
excited state mentioned above (red wavy arrow in Fig. 4.8(a)). However, as also discussed
above, at 3.7K the two ground state spin levels |1〉 and |2〉 can also decay into each other
without optical excitation via phonon-mediated thermalization to the upper orbital branch
which likewise possesses a slightly tilted axis of quantization compared with the lowest
orbital branch (blue arrow in Fig. 4.8(a)). Thus population pumped into |2〉 will eventually
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Figure 4.7: Spin-sublevel spectrum and orbital relaxation rate. (a) PLE
scans across the spin sublevel transitions of the lowest orbital branch of the
SiV- ground and excited states (black states and transitions in inserted level
scheme) for 3.7K (upper graph, red dots) and 12mK (middle and lower graph,
grey and blue dots). At 12mK, an additional pump laser applied to the spin
flipping transitions A2 and B1 is used to avoid fast spin initialization. At low
pump powers a broadening of the lines is observed (middle graph) which again
vanishes for increasing pump powers (lower graph), approaching the linewidths
at 3.7K. (b) PLE scans of A1 resonances only (coloured dots) and simulations
(black lines) using a four-level OBE model including two ground and two excited
states. The model reproduces the observed line broadening effect. Further details
are given in the main text. (c) Pulse sequence and resulting fluorescence signal
of optical pumping scheme used to measure T orbit1 . The equilibrium fluorescence
level during the pulses has been set to zero. (d) Recovery of readout peak height
for different delays between initialization and readout pulse in orbital optical
pumping experiment. The recovery rate resembles T orbit1 .
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Figure 4.8: Light narrowing. Schematic level scheme including the two lowest
ground state spin sublevels |1〉 and |2〉 as well as the lowest excited state spin
sublevels |A〉 and |B〉. (a) Opticall driving transition A1 at 3.7K leads to an
optical spin pumping (red wavy arrow) with rate Γp+ which is counteracted by
phonon mediated decays between the ground state spin sublevels (blue arrow). (b)
At 12mK the ground state decay vanishes leading to a considerable spin pumping
by Γp+. (c) Adding a second laser on transition B2 at 12mK leads to a spin
pumping back into |1〉 via the rate Γp−, effectively compensating Γp+.
return to |1〉 at a rate 1/T spin,3.7K1 and we can define an effective spin pumping rate
1
T eff1
= Γp+ − 1
T spin,3.7K1
(4.8)
of |1〉 as the difference of the optical spin pumping rate Γp+ and the ground state spin
relaxation 1/T spin,3.7K1 . Since the optical linewidth ∆ν of the transition A1 is given by
∆ν =
1
2piτA
+
1
2piT eff1
, (4.9)
with the excited state lifetime τA, the effective relaxation time T
eff
1 of |1〉 contributes to
the linewidth. However, due to the relatively fast thermalization processes, at 3.7K, the
optical linewidth is dominated solely by the excited state dynamics while Teff1 plays a
negligible role. This leads to the PLEs displayed in the upper panel of Fig. 4.7(a) with
linewidths reaching down to 314MHz. In Fig. 4.7(b) we exemplarily show the simulations
using the OBEs (solid lines) overlayed on top of PLE scans of transition A1 only (dots)
with the upper panel corresponding to the above described case at 3.7K. Assuming the
above mentioned powers and rates, the model reproduces the measured PLE very well.
When cooling down to 12mK the linewidth drastically increases in the absence of a second
laser. The reason for this is that the ground state thermalization and thus the spin flipping
process relaxing population from |2〉 back into |1〉 after optical pumping is essentially
frozen out (cf. Fig. 4.8(b)). Therefore, the effective spin pumping rate 1/T eff1 from |1〉
into |2〉 significantly increases as it is now solely governed by Γp+. Hence, while the
excited state lifetime stays constant (verified by time correlated single photon counting
experiments identical to the ones presented in Sec. 4.4 for the same emitter) Teff1 now
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becomes a significant additional contribution to the optical linewidth. The middle panel
in Fig. 4.7(b) shows the simulation for the reduced ground state spin relaxation, again
nicely reproducing the PLE data. By applying an additional laser, capable of optically
pumping population from |2〉 back into |1〉 via a rate Γp− (cf. Fig. 4.8(c)), the effective spin
pumping rate 1/T eff1 can be artificially reduced. Consequently, for increasing pump powers
Teff1 again becomes a negligible contribution compared to τA and the optical linewidth
again approaches the values measured at 3.7K. This can be seen from the simulation in
the lower panel of Fig. 4.7(b). Similar "light narrowing" effects have e.g. been observed in
alkali vapours [214, 215] and for magnetic resonances in NV centres [216]. Moreover, from
the PLE scans above we can extract the Zeeman splittings in the ground and excited state,
which amount to ∆EZeemang =5.881(9)GHz and ∆EZeemane =4.001(7)GHz, indicating a
magnetic field of about B=0.21T. Additionally, to characterize the relaxation between the
orbital sublevels, which supposedly is the main source of spin decoherence, we measured
Torbit1 using optical pumping of transition D (between the upper orbital ground and lower
orbital excited state) at zero magnetic field. The pulse sequence consisting of a pump and a
readout pulse as well as the resulting fluorescence response is depicted in Fig. 4.7(c). After
exciting the SiV- on transition D, the system can decay into both orbital ground states
and thus, continuously driving D will eventually pump the majority of the population into
the lower ground state. Therefore, starting from a thermal population of about 40% the
population, and thus the fluorescence, decays at the beginning of the initialization pulse
as the upper orbital ground state is emptied out. Due to the thermalization between the
orbital states which continuously counteracts this process, the fluorescence does not decay
to zero but saturates at a finite equilibrium level (set to zero in Fig. 4.7(c)). The population
in this steady state is eventually given by the ratio of the excited state decay rate and
Torbit1 . After switching off the initialization pulse, the thermalization then again starts to
equilibrate the population in the two ground state orbital levels and the population in the
upper ground state level starts to increase. To read out the recovery of this population
we then apply a second pulse with a certain delay and the height of its rising edge peak
normalized to the peak in the initialization pulse corresponds to the recovered population.
From the measured peak heights for different delays we can then extract Torbit1 using an
exponential fit. This measurement is shown in Fig. 4.7(d), revealing Torbit1 =69(5) ns at
3.7K. This value also is in excellent agreement with Torbit1 =67(2) ns which we measured in
a similar sample in [208].
Spin relaxation While cooling down, the occupation of phonons with an energy of
48GHz=kB · 2.3K (corresponding to the orbital splitting) drops drastically. Thus the
orbital relaxation time increases rapidly and becomes immeasurably long. From Eq. 4.4
and [122] we estimate Torbit1 =1ms at 300mK and several hours at the base temperature of
12mK used to conduct the experiments. At these temperatures, the lowest spin doublet
is shielded from the detrimental effects of orbital thermalization. Note that this is not
the case for the spin states of the upper orbital ground state branch as they will rapidly
decay into their respective spin counterparts of the lower orbital state under phonon
emission. Therefore, all of the following experiments are performed on the spin levels
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Figure 4.9: Spin relaxation rates. (a) Measurement of Tspin1 using an optical
pumping sequence consisting of an initialization pulse resonant with the spin-
flipping transition B1, pumping population into state |2〉 and a readout pulse on
the strong spin-allowed transition B2 providing a strong signal. (a) Individual
decays of the rising edge peak height of the readout pulse for varying pulse delays
at different temperatures. (b) Temperature-dependant decay of Tspin1 . The grey
line only serves as a guide to the eye.
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|1〉 and |2〉 using the optical transitions shown in the PLE scan in Fig. 4.7(a). While the
orbital thermalization is strongly quenched at low temperatures, the relaxation of the
spin itself can cause decoherence. To estimate this effect we measured Tspin1 at 3.7K and
various temperatures between 1K and 12mK. To do so, we again used an optical pumping
sequence consisting of two pulses. However, for this measurement two different transitions
have been addressed by both pulses. The first pulse is resonant with the spin flipping
transition B1. This pulse does not produce noticeable fluorescence as the spin-forbidden
transition is weak but efficiently pumps the spin into level |2〉. We then use a second
pulse on the allowed transition B2 to produce a strong fluorescence signal to read out the
population of state |2〉 after a certain delay. Again, we use the ratio of the decay of the
rising edge peak of the readout pulse as a measure for the population in this state and its
decay over time represents T spin1 . The resulting curves for various temperatures are shown
in Fig. 4.9(a) and the corresponding T spin1 times are displayed in Fig. 4.9(b). Therein, while
the variation of T spin1 with temperature, at first glance, appears to drop off exponentially,
we would like to emphasize that the grey line in Fig. 4.9(b) only serves as a guide to the
eye and, as we will see below, the variation of the spin relaxation rate with temperature
is more complex than suggested by this representation. Due to the strongly misaligned
magnetic field, the spin relaxation time at 3.7K amounts to 303(9) ns, in good agreement
with values measured in [208] for similar field angles. While lowering the temperature,
Tspin1 increases rapidly by almost three orders of magnitude and reaches 108(24)µs at
12mK base temperature. At these temperatures, the spin-flip via the above mentioned
excitation to the upper orbital ground state branch, just like Torbit1 , is completely frozen
out. Therefore, to analyse the nature of the spin relaxation mechanism we now take a
closer look at the temperature dependence of the spin relaxation rate 1/T spin1 displayed
in Fig. 4.10. For temperatures between 12mK and approximately 500mK the measured
relaxation rate (blue dots) scales approximately linearly with temperature and finally
saturates for temperatures below approximately 50mK. This linear scaling indicates a
so-called direct spin-flip process involving single phonons disturbing the lattice and thus
creating magnetic field fluctuations which can couple to the SiV- spin and induce a spin
flip [217]. This process can be fit by a function of the form [218]
1
T1
= coth
(
gµBB
kB(T + T0)
)
. (4.10)
and can be used to determine the effective temperature Teff = T + T0 of the SiV-. With
g ≈ 2 and B=0.21T we obtain a good fit of the data (blue dashed line in insert) indicating
Teff = 41(3)mK at a total optical power of about 50 nW. Moreover, we expect the direct
spin-flip rate to further decrease when aligning the magnetic field with the axis of the
SiV- as the state tomographies calculated with our group theoretical model [58] indicate
that even between the two spin sublevels the misaligned field causes a finite overlap (of
about 2% at 70.5◦) which further facilitates the spin decay. The model indicates that
this overlap appears to be caused by the small contribution of the JT effect and vanishes
for magnetic fields aligned with the high symmetry axis of the SiV-. If the temperature
significantly exceeds the phonon-temperature corresponding to the spin splitting (here
5.881GHz/kB = 282mK) also higher order phonon processes like the Raman (the system
undergoes a two-phonon transition via a virtual level) or Orbach process (the system is
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Figure 4.10: Temperature dependence of spin relaxation. Temperature
dependence of the measured spin-lattice relaxation rate Tspin1 (blue dots): At
temperatures ≤ ∆z/kB, with ∆z being the Zeeman splitting of the spin sublevels,
a temperature dependence following a hyperbolic cotangent is observed, corre-
sponding to a phonon-mediated direct spin-flip process (lower blue dashed line
in main figure and inset) whereas the rate deviates for higher temperatures due
to multi-phonon processes (see inset). At T>2.3K a single-phonon process in-
volving excitation to the upper orbital ground state starts to dominate the spin
relaxation. Moreover, at T>2.3K the decoherence of the SiV- is dominated by
the much faster orbital relaxation (red dots and red dashed line). The grey shaded
temperature region is inaccessible with the dilution refrigerator used to perform
the measurements.
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Figure 4.11: Spin initialization at millikelvin temperatures. Measure-
ment (grey dots) and exponential fit (blue line) of spin initialization fidelity using
optical pumping on the spin flipping transition A2 at 12mK and B≈0.4T.
excited into a higher vibrational mode by one-phonon absorption and subsequently relaxes
into the other spin state by emission of a second phonon) [217, 219] become relevant. This
results in a derivation from the linear temperature dependence. For T>2.3K the above
discussed single-phonon-induced spin flip via thermalization to the second orbital branch
then again leads to a linear scaling at higher temperatures [121,208]. As discussed above,
this might also be further suppressed by aligning the magnetic field with the SiV- high
symmetry axis to minimize the spin overlap between the individual spin sublevels of the
ground state manifold. However, as previously reported in [121, 199,206], at T>2.3K the
spin relaxation is not the decoherence determining rate of the system as it is outperformed
by the orbital relaxation rate (red dots and lines), which in this region also scales linearly
with temperature indicating a single-phonon process but increases steeper than Tspin1 (The
data points at 8.5K for Tspin1 as well as 7.5K and 10K for T
orbit
1 have been measured using
the flow cryostat setup discussed in Sec. 4.2 and have been included in this graph to provide
a more complete picture). A more detailed analysis of the spin relaxation processes in
the non-linear regime, however, requires additional data at temperatures between 1K and
3.7K. Unfortunately, this temperature region is not accessible with the dilution refrigerator
used in this work but might be explored in future studies using a recently ordered 1.5K
cryostat.
Due to the very slow Tspin1 at 12mK we can achieve a very good initialization fidelity of
the spin in the lowest spin level using optical pumping. The corresponding pumping curve
is displayed in Fig. 4.11. After a very steep decrease of the fluorescence at the beginning
of the initialization pulse caused by pumping the spin from the upper to the lower spin
sublevel) no considerable revival of fluorescence has been detected in the rising edge of the
70 ns delayed readout pulse. From the ratio of the first peak to the equilibrium level of the
readout pulse we estimate a spin initialization fidelity of at least F=99.93%, limited by
detector dark counts in this measurement.
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Figure 4.12: Coherent population trapping in dilution refrigerator.
CPT measurements (grey dots) and simulations using a four-level Master equation
model (red and blue lines) for emitter 2 at (a) 3.7K and (b) 12mK.
4.3.2 Measurement of ground state spin coherence
Coherent population trapping After having measured the relaxation rate contribu-
tions to the spin decoherence at low temperatures, we now proceed to a direct measurement
of the ground state spin coherence time and to do so, we again use CPT. Assuming
T∗2=2T
spin
1 is the time scale of the dominating decoherence process at base temperature we
would estimate a CPT dip width of ∆νCPT = 1/(2pi ·T ∗2 ) = 1/(2pi · 2T spin1 ) = 1/(2pi · 2 · 108µs) =
0.74kHz in the absence of any other broadening mechanisms. The measured change in
CPT linewidth, however, is much more moderate than expected. In Fig. 4.12(a) and (b)
the CPT measurements of emitter 2 at 3.7K and 12mK are shown, respectively. Grey dots
hereby represent experimental data whereas the red and blue solid lines are simulations
using the four-level Master equation model also used to analyse the CPT measurements
in the previous section. For the CPT dip at 3.7K the model indicates a ground state
decoherence rate γ3.7K2,1 = 1/2pi ·T ∗2 = 8.2(12)MHz (cf. model in Chap. 2.2.1). This is
significantly larger than what we would expect from only the orbital and spin relaxation
processes at these temperatures. Taking only the measured T1 processes into account,i.e.
assuming pure dephasing, the CPT dip width would amount to
1
2pi ·T ∗2
=
1
2pi · 2T1
= (4pi · 55.4ns)−1 = 1.44MHz (4.11)
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with
T1 = (
1
T orbit1
+
1
T spin1
)−1 = (
1
69ns
+
1
303ns
)−1 = 55.4 ns (4.12)
The deviation of this value by about 6.8MHz from the measured ground state decoherence
rate already indicates that another mechanism is dominating the spin decoherence in this
sample. This decoherence is most likely caused by a spin bath in the environment of the
SiV-. From the measured ground state decoherence rate we estimate the time scale of this
process to be
(
1
T2
+
1
T ′2
)−1 = (
1
T ∗2
− 1
2T1
)−1 = (
1
19.4ns
− 1
2 · 55.4ns
)−1 = 24 ns (4.13)
at 3.7K. When cooling down to 12mK, the ground state decoherence rate drops to
γ12mK1,2 =5.0(10)MHz. While the contrast of the CPT dip significantly increases, the change
in the dip width is less apparent. Therefore, in Fig. 4.12(c) we normalized and compared
both simulated signals, illustrating the narrowing of the CPT dip at 12mK. This dip
can be fit well with the model by assuming T1 = T
spin
1 =108µs (the orbital rate vanishes
at these temperatures) and an almost constant contribution of transverse relaxations of
( 1T2 +
1
T ′2
)−1=32 ns. We attribute this surprisingly short coherence time at low temperatures
as well as the only minor temperature dependence of T ∗2 to a strong resonant interaction
with an electron spin bath mainly consisting of [N0s ] (also called P1 centres), a common
impurity in type IIa diamond [86] which is a S=1/2 system with g≈2.
Raman-Rabi oscillations, Ramsey interference & Spin echo In addition to the
measurement of the total coherence time T∗2 a direct measurement of the homogeneous
phase coherence time T2 at millikelvin temperatures can give further insights into the
nature and timescales of the involved decoherence mechanisms via the spin bath. This can
be accomplished e.g. by a spin echo measurement. Since microwave-based control of the
SiV- requires high intensity pulses which might lead to a heating of the sample and thus to
an alteration of the SiV- centre’s coherence properties, we here attempt an all-optical echo
measurement. To realize this, we first demonstrate two-photon Rabi oscillations between
the two ground state spin sublevels using a cw laser and two cascaded Mach-Zehnder-based
EOMs. The first EOM is used to modulate a sideband at 5.881GHz onto the carrier
frequency while the second EOM is used to cut pulses out of the bichromatic field (in the
following called "Raman pulses"). Since this EOM setup imposes severe limitations to
the total optical power, we decided to employ a resonant Raman scheme in which both
fields fulfil both one- and two-photon resonance. According to Eq. 2.63 this maximizes the
Raman Rabi frequency at the cost of adiabaticity. Thus a small amount of fluorescence,
corresponding to a finite population of the excited state, can be observed during the pulses.
While this can be further optimized in future experimental setups by using detuned pulses
with higher powers (e.g. created by two phase-locked lasers), we here utilize the finite
fluorescence (which primarily originates from the cycling transition A1) of the pulses as a
direct method to read out the state of the SiV-. The following measurements primarily
focus on the investigation of the coherence properties of the SiV- but, at the same time,
demonstrate all-optical coherent control over the SiV- ground state spin qubit.
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Figure 4.13: Raman Rabi oscillations & Ramsey interference of the
SiV- spin. (a) All-optical Rabi oscillations and (b) Ramsey interference of the
ground state electronic spin of the SiV- using Raman pulses created via sideband
modulation of a single cw laser at 12mK. No one-photon detuning has been
employed. Further details are given in the main text.
To verify the coherence of the ground state transfer, we first apply 10 ns pulses with different
powers and detect the time-resolved fluorescence during the pulse. The corresponding
count rate histograms are shown in Fig. 4.13(a). The prescence of Rabi oscillations is
clearly evident in the fluorescence traces, confirming coherent rotations. As expected for
two-photon oscillations, the Rabi frequency scales roughly linearly with the applied laser
power(Ω(20 nW)=1.54MHz, Ω(40 nW)=2.48MHz, Ω(80 nW)=4.13MHz). Moreover, to
further verify that the observed Rabi oscillations originate from a two-photon process, the
sideband has been detuned away from two-photon resonance by about 100MHz leading to
a rapid disappearance of the Rabi oscillations. The blue solid lines in Fig. 4.13(a) (and in
all following figures of this section) represent simulations using the density matrix model
discussed in Chap. 2.2.1. Besides a global scaling parameter, only the ratio of the powers of
both fields has been used as a free parameter. On the one hand, the model indicates that
the damping in the Rabi oscillations is caused by the spin decoherence and on the other
hand by a slight non-adiabaticity of the process, i.e. by excitation to and spontaneous
emission from the excited state. The non-adiabaticity is caused by two factors: First, an
imbalanced driving of the Λ-scheme occurs as the power of the sideband could not be
controlled arbitrarily. Secondly, both fields are on one-photon resonance and therefore
lead to a finite excited state population. These limitations are of purely technical nature
and can be overcome in future experiments. Moreover, since we employed significantly
shorter pulses and lower powers in the following measurements, these excitation induced
decoherence effects are negligible. Using the smallest possible pulse width of 4 ns we
adjusted the pulse amplitude to P=0.5 nW such that a rotation angle of Θ = pi/2 per pulse
is achieved. With these pulses we performed a Ramsey-interference experiment as it has
been introduced in Chap. 2.1.3. The resulting data (dots) and simulation (solid line) are
shown in Fig. 4.13(b). Here, due to experimental time constraints only the upper envelope
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Figure 4.14: All-optcial Spin echo. (a) Measured decay (dots) and density-
matrix simulation (line) of spin-echo amplitude at base temperature of 12mK. (b)
Temperature dependence of T2. Dots correspond to measurements and solid line
represents model of bath-spin flip-flop rate according to [220,221].
of the Ramsey signal instead of individual fringes has been measured by fine tuning the
temporal spacing of the two pi/2 pulses to maximize the fluorescence for a number of fixed
delays. However, in this context we are mainly interested in the coherence properties of the
SiV- and hence a measurement of the envelope decay is sufficient to extract T ∗2 . Individual
Ramsey fringes have been resolved in the ultrafast control experiments presented in the
following section and can be found in Fig. 4.17. The measured decay time of the Ramsey
signal of T ∗2 =28.8 ns again corresponds to the total spin coherence of the SiV- and closely
matches the value measured via CPT. This corresponds to a ground state decoherence
rate of γ21 = 5.5MHz extracted from the theoretical model (blue line) as the only free
parameter.
By adding a central pi-pulse with twice the length of the pi/2-pulses we finally generate
a classical spin-echo sequence. The theoretical concept of this echo technique has been
introduced in Chap. 2.1.3. In Fig. 4.14(a) the measured (dots) and simulated (line) decay of
the echo signal at 12mK are shown, indicating a phase coherence time of T2=139 ns, about
5 times longer than T∗2. This drastic improvement indicates a significant contribution of
slow noise induced by the spin bath, the influences of which can be very well rephased
by the echo sequence. Moreover, even better values for T2 might be reached in future
experiments by applying dynamic decoupling sequences utilizing multiple pi-pulses at short
delays [138]. Especially for such techniques the all-optical nature of the scheme presented
here in combination with the extraordinarily low power levels are extremely favourable as
they minimize thermal effects as opposed to microwave-based control techniques.
While the improvement of T2 in comparison to T∗2 is significant, its absolute value is still
low in comparison to its ultimate limit of 2T1=2 · 108µs. For a more detailed analysis
of the limiting decoherence processes we performed spin echo measurements at 500mK
and 700mK showing a significant drop of the phase coherence time to T2=62.3 ns and
T2=58.2 ns, respectively. The resulting data is shown in Fig. 4.14(b) and the change in T2
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is very well fit by a model for the probability of flip-flop processes, i.e. energy-conserving
exchanges of spin orientations between bath spins which has already successfully been
applied to the NV centre [220,221]. The model is of the form
1
T2
=
C
(1 + exp(TZeT ))(1 + exp(−TZeT ))
+ Γres. (4.14)
Here the first factor represents a decoherence rate caused by magnetic field fluctuations
created by spin flip-flop processes in a bath. These fluctuations increase with rising
temperature due to thermal excitation and decrease with increasing magnetic field strength
(here expressed by the Zeeman temperature TZe = gµBB/kB) as the splitting between the
spin levels and therefore the polarization of the bath increases. Hence, for temperatures
close to absolute zero or for very high magnetic fields this noise contribution vanishes as
all bath spins are in their ground state and thus no flip-flops occur [221]. The second term,
Γres, then accounts for residual decoherence sources other than spin flip-flops. To further
understand this large residual rate, we now make a small excursus and take a closer look
at the decoherence effects on the intensively investigated NV centre in comparison to the
SiV-: In the NV the flip-flop processes discussed above are the main source of dephasing,
causing T2 on the order of several µs at T≥4K and approaching several hundreds of
µs for temperatures below 4K even in nitrogen-rich diamonds. However, in the NV, a
second, much more severe, decoherence process can be observed at a specific magnetic field
strength of 0.514T. At this point the |ms = −1〉 → |ms = 0〉 transition of the NV is tuned
into resonance with the |ms = −1/2〉 → |ms = 1/2〉 transition of the bath. The resulting
dipolar magnetic coupling then leads to resonant spin exchange, causing a tremendously
enhanced decoherence rate of > 4MHz in type Ib diamond [222]. In the NV this effect is
limited to a specific magnetic field strength as the zero field splitting between |ms = ±1〉
and |ms = 0〉 and the different g-factor (g6=2) of the |ms = −1〉 → |ms = 0〉 transition
assures that the system is off-resonant with the bath for all other field strength.
Let us now compare this situation to the one of the SiV- centre: In the experiments
presented here, the Zeeman temperature amounts to TZe = 5.881GHz/kB = 282mK. From
Fig. 4.14(b) it is evident that, as expected, a significant increase of the decoherence rate for
temperatures close to the Zeeman temperature occurs as the rate of flip-flop processes in
the bath increases, causing more magnetic field noise. The resulting temperature-dependent
flip-flop rate can be well fit with a scaling rate C=2pi · 6.34 kHz. However, for temperatures
much lower than TZe the spin echo time saturates at the observed value of T2=139ns,
corresponding to a considerable residual dephasing rate of Γres = 2pi · 1.15MHz, much
higher than what has been observed for NV centres. This strong residual dephasing is
a direct consequence of the SiV- centre’s electronic structure. Much like the bath spins,
the SiV- is a S=1/2 system with a g-factor of g≈2. Therefore, independent of the applied
magnetic field, the SiV- is always fully resonant with the P1 spin bath and we therefore
attribute the severe T2-limit persisting down to temperatures as low as 12mK to a resonant
magnetic dipolar coupling to the bath, leading to direct spin flip-flop processes between
the SiV- spin and the bath spins. This resonant process cannot be counteracted with a
spin echo or dynamical decoupling sequence. In the limit of high flip-flop rates (strong
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coupling to the bath spins) we can calculate the limit for T2 according to [223] as
T2 =
1
4pi∆ωd
(4.15)
with the so-called dipolar broadening rate
∆ωd =
µ0g
2µ2Bρ
~
·
1
N
N∑
k=1
|3 cos(θk)
2 − 1
2
| (4.16)
with vacuum permeability µ0, electron g-factor g (g≈2), Bohr magneton µB and spin bath
density ρ. The angle θk hereby reflects the angle between the external magnetic field and
the conduit between the SiV- as well as the k-th P1 centre in the bath. After integration
over all θk this yields
ρ =
9
√
3~
4pi2µ0g2µBT2
=
9
√
3~
4pi2µ0g2µB · 139ns
= 6.8 · 1017cm−3 (4.17)
for the spin bath density, corresponding to a concentration of about 3.8 ppm. This is
about one to two orders of magnitude higher than what is expected for high-quality type
IIa diamond [86]. However, we would like to clarify that the spin density calculated
here is most likely not the average spin density across the entire sample but rather an
average local value which, might additionally be experimentally biased for the following
reasons: To perform the measurements presented here, exceptionally bright SiV- centres
had to be selected. As already mentioned above, our data, as well as additional diamond
growth experiments [202] suggest that a correlation between brightness, stability of the
SiV- emission and the abundance of electron donors such as [N0s] is likely. Thus by selecting
exceptionally bright emitters we might undeliberately limit our attention to SiV- centres
which are located in sample regions with a locally increased spind density, e.g. due to
growth inhomogeneities [224]. These local variations also account for the severe difference
in coherence times observed for (bright) colour centres in different locations of the sample
(e.g. T∗2 =45 ns for emitter 1 and T∗2 =19.5 ns for emitter 2 at 3.7K). This fluctuation
is unlikely to arise from variations of T1-related phenomena as they mainly depend on
the phonon-environment of the diamond host lattice and are thus not expected to vary
significantly within a high-quality single crystal diamond plate. Thus, these fluctuations
are likely to be caused by local variations in the dipolar coupling of the SiV- centres to their
local bath. To further validate this, we attempted measuring the coherence time of a SiV-
in an electronic grade diamond sample. This however was not successful as the significantly
lower count rates for SiV- centres in these samples prevented any experiments under
resonant excitation [58,225]. Thus we conclude that electron donor impurities like the P1
on the one hand severely affect the spin coherence time of the SiV- but might on the other
hand be responsible for the significant fluorescence enhancement observed for SiV- centres
examined in type IIa HPHT material compared to centres in the much purer electronic
grade CVD diamond. This hypothesis is further supported by another SiV- in identical
type IIa HPHT material which we recently used in another work [208]. For this SiV-
practically identical T1 times to the ones obtained here for emitter 2 have been measured
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but a spin coherence nicely matching T ∗2 = 2T1 = 134(4)ns has been observed at 3.5K,
suggesting that the SiV- is located in a relatively pure region of the sample. Moreover,
for this SiV- much lower count rates of only about 500 cps under resonant excitation as
well as fluorescence blinking have been observed, indicating potential charge state issues.
While these count rates were sufficient for the microwave-based experiments presented
in [208], they would however not suffice for the experiments presented here. For the sake
of completeness, in addition to decoherence induced by the electron spin bath, the sample
also contains a nuclear spin bath consisting of 13C, 14N, 15N and possibly other nuclei
incorporated during HPHT growth. The contributions of this slow and far-off-resonant
bath have been neglected here as they are typically several orders of magnitudes lower
compared to the fast decoherence rates discussed here. To further investigate the coherence
properties and to engineer SiV- samples that show both, high fluorescence intensities as
well as decent spin coherence times, a comprehensive diamond growth study exploring
different types and concentrations of electron donors and other impurities will be necessary
which, however, is beyond the scope of this work. In particular, electron donor systems
with S 6=1/2 need to be identified to avoid the creation of a spin bath resonant with the
SiV-. For this, substitutional oxygen and sulfur defects might be interesting candidates
which recently have both been identified as potential donor systems in diamond with S=1
using density functional theory [226,227].
To conclude this section we would now like to summarize the main results from the
experiments at millikelvin temperatures:
• Forthe first time, we here successfully investigated single SiV- centres at temperatures
as low as 12mK using a home-built confocal microscope insert designed to operate
in a dilution refrigerator.
• The measurements reveal a substantial increase in spin relaxation time Tspin1 from
303 ns at 3.7K to 108µs at 12mK. A phonon-assisted direct spin flip has been
identified as the limiting process at temperatures below ≈ 500mK whereas a multi-
phonon process plays an increasing role at temperatures between 500mK and 2.3K.
At even higher temperatures a single-phonon process including thermalization to the
upper orbital ground state level then determines the spin relaxation. The long spin
relaxation time also facilitates a high spin initialization fidelity of at least 99.93% at
12mK.
• The increase in spin coherence for low temperatures by about 40% is less drastic. We
attribute this moderate change to a significant contribution of an almost temperature-
independent spin dephasing process on a time scale ( 1T2 +
1
T ′2
)−1=24 ns at 3.7K and
( 1T2 +
1
T ′2
)−1=32 ns at 12mK. Using all-optical Raman-based spin echo measurements
we identified two decoherence processes limiting the phase coherence: First, a
temperature- and magnetic field-dependent flip-flop process of the bath spins causing
magnetic field noise. Secondly, a temperature- and field-independent resonant
coupling of the SiV- to the P1 bath. Especially this last process is detrimental to
the SiV- spin coherence as it can neither be suppressed by changing the temperature
or magnetic field nor by applying dynamic decoupling sequences and can only be
reduced by lowering the spin bath density in future samples.
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4.4 Ultrafast all-optical coherent control
The previous sections focused on investigating the coherence properties of the SiV- at
liquid helium and millikelvin temperatures. These investigations indicate a fundamental
limit of the coherence time of about 2T1=140ns at 4K. In current samples, even lower
values below 50 ns have been found to persist down to temperatures of 12mK, presumably
due to coupling to a strong spin bath. While this might be overcome in future devices by
careful sample engineering, even in the limit of such short coherence times the SiV- still is
a very interesting candidate for QIP applications due to its unique electronic properties. In
this section we will thus go one important step further and focus on manipulating the state
of the SiV- to deliberately prepare arbitrary quantum superpositions. As we have seen
in the introduction, the relevant benchmark of a quantum system to be useful for (local)
QIP applications is the number of possible state rotations per coherence time interval
rather than the total coherence time. Thus, if the system can be manipulated fast enough,
short coherence times are tolerable. The SiV- is an ideal candidate for such ultrafast
control schemes for two reasons: First, already at zero magnetic field, the SiV- offers four
narrow optical transitions forming two optically accessible Λ-schemes between the two
orbital ground state levels and the lower and upper orbital excited state level, respectively.
Moreover, this optical accessibility also extends to the spin degree of freedom (depending
on the magnetic field angle) as the counter-play of internal and external quantization axes
allows for driving of spin-flipping transitions. This optical controllability enables a spatially
selective manipulation of individual sites in multi-qubit systems (a laser can e.g. be very
well focused onto a specific qubit) without addressing qubits in the vicinity. Secondly, the
large splitting between the orbital branches of the SiV- allows for the use of extremely
short, and thus broadband, laser pulses while minimizing unwanted cross-excitations of
electronic states. This brings the speed-up advantage over microwave-based techniques
which usually rely on pulses of at least nanosecond duration. These two features enable
ultrafast all-optical control of the quantum state of SiV- centres. Note that we recently
also demonstrated full coherent control of the SiV- electronic spin using microwave-based
methods, which however shall not form a part of this thesis [208]. As using the spin degree
of freedom of the SiV- in current samples brings no significant advantage, we restricted
ourselves to controlling its orbital state in the following experiments. This, on the one hand,
eliminates the need for an external magnetic field (which was not available in Saarbrücken
at the time of the experiments) and thus simplifies technological implementation, on the
other hand it allows utilizing the large orbital level splitting and thus the application of
very short pulses (48GHz≈9 ps). However, we would like to note that an extension of
the experiments presented in the following to the magnetic sublevels using the very same
techniques is easily possible.
We will divide this section into three main parts. First, we will demonstrate full coherent
control of the SiV- orbital state via Rabi oscillations and Ramsey interference using optical
pulses resonant with one of the four optical ZPL transitions (Sec. 4.4.1). In Sec. 4.4.2,
we then also utilize the observed one-photon Rabi oscillations in conjunction with finite
difference time domain (FDTD) simulations to calculate the transition dipole moment and
quantum efficiency of the SiV-. Finally, to harness the full coherence time of the SiV- we
demonstrate an off-resonant Raman-based control of the centre’s ground state in Sec. 4.4.3.
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Figure 4.15: Fluorescence spectrum, TCSPC and orbital relaxation of
emitter 2. (a) Fluorescence spectrum of emitter 2 at 5K under non-resonant
excitation at 690 nm (blue dots) and simulation with group theoretical model (blue
solid line). The inset shows the SiV- level structure at 0T. (b) Measurement of
ground state orbital relaxation time Torbit1 (grey dots) using the optical pumping
on transition D and exponential fit (grey solid line). The scheme is discussed
above. (c), (d) TCSPC measurements on C and B (blue and red), respectively
using resonant excitation of these levels. The grey lines are a fit with a single-
exponential convoluted with a Gaussian instrument response function (IRF) in (c)
and a bi-exponential decay convoluted with the IRF in (d).
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Before we discuss the results of these control experiments we will briefly discuss a number
of additional characterization measurements carried out for emitter 2. These measurements
have been used to determine all the internal rates within the four-level orbital fine
structure and have been used in the model presented in Chap. 2.3 to simulate all of the
Rabi oscillation and Ramsey interference experiments discussed below. In Fig. 4.15(a)
a fluorescence spectrum of emitter 2 under non-resonant excitation is shown (blue dots:
measurement, solid line: group theoretical model). The inset again shows the level scheme
for the SiV- at zero field and we here use the terminology A, B, C, D for the four optical
transitions between the orbital states |1〉, |2〉, |3〉, |4〉 for the states in ascending order
of energy. From the model we determine the relative transition strengths η of the four
transitions, corrected by the out-coupling efficiency of the respective dipoles (transitions
A, D correspond to the XY-dipole of the SiV- whereas B, C originate from the z-dipole)
calculated using a numerical algorithm discussed in [126], revealing a ratio of 1:0.4 for the
Z- compared to the XY-dipole 500 nm below a (flat) diamond surface. From this we obtain
ηA : ηB : ηC : ηD = 0.19 : 0.4 : 1 : 0.6 for the individual transition strengths. Note that
in the (111) sample transition A and D are only weakly observed in the spectrum as the
XY-dipole is almost aligned with the optical axis, although their real transition strength
is much larger. In Fig. 4.15(b) a measurement of the ground state thermalization rate
Torbit1 =34.3 ns is shown. This has been measured using the same optical pumping sequence
as discussed in the previous section on transition D. The obtained value at about 5K is
consistent with what has been measured at 3.7K (Torbit1 =69 ns), indicating a temperature
mismatch between actual and measured temperature of about 2.5K (as 1/Torbit1 scales
linearly in this temperature range) [121]. Moreover, to measure the excited state decay
and thermalization rates we performed time-correlated single photon counting (TCSPC)
measurements under resonant excitation of transition C (Fig. 4.15(c)) and transition B
(Fig. 4.15(d)) using 12 ps laser pulses. The obtained histogram for transition C can be
very well fit by a single exponential decay with time constant τ1=1.85(1) ns convoluted
with a Gaussian instrument response function with a width of 357(3) ps, nicely matching
the timing jitter of the detectors. The same measurement on transition B shows that
a single exponential decay does not suffice to achieve a good fit of the histogram but a
second exponential with a short time constant τ2=0.436(21) ns has to be included. We
attribute this fast process to the decay of the upper into the lower excited state. This fast
branching has also been observed for the spin-dependent fluorescence observed in [125].
With these excited state lifetimes and the relative transition strengths from above we can
thus calculate the individual rates
Γ31 =
ηC
ηC + ηD
·
1
τ1
=
1
1 + 0.6
·
1
1.85ns
= 338MHz (4.18)
Γ32 =
ηD
ηC + ηD
·
1
τ1
=
0.6
1 + 0.6
·
1
1.85ns
= 203MHz (4.19)
Γ41 =
ηA
ηA + ηB
·
1
τ1
=
0.19
0.19 + 0.4
·
1
1.85ns
= 174MHz (4.20)
Γ42 =
ηC
ηC + ηD
·
1
τ1
=
0.19
0.19 + 0.4
·
1
1.85ns
= 366MHz (4.21)
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for the optical transitions. Moreover, we can calculate the thermalization and relaxation
rates within the ground and excited state manifolds according to
Γ43 =
1
τ2
=
1
0.436ns
= 2.29GHz (4.22)
Γ34 = Γ43 · exp(− 259GHz
20.83GHzK · 5K
) = 0.19GHz (4.23)
for the excited states and
Γ12 =
1
τ2
=
1
34.3ns
= 29.2MHz (4.24)
Γ21 = Γ43 · exp(
48GHz
20.83GHzK · 5K
) = 46.3MHz (4.25)
for the ground states. We use these rates to simulate all of the following experimental
results in the resonant as well as the Raman-based control experiments which we will now
discuss further.
4.4.1 Resonant coherent control
Rabi oscillations To realise a universal single-qubit gate it is necessary to rotate the
state vector of the qubit around two different axes of the Bloch sphere. Rotation around a
horizontal x or y axis is usually achieved by driving Rabi oscillations while the rotation
around the vertical z axis is achieved by utilizing a Ramsey interference sequence. Further
theoretical details on these methods can be found in Chap. 2. In this first series of control
experiments we construct the qubit basis out of an orbital ground and excited state of the
SiV- and control the qubit via the resonant optical transition linking both states. This
type of control can be considered as the ultimate speed test as in this scheme the control
does not only needs to be faster than the ground state decoherence but also faster than the
decoherence of the excited state. In Fig. 4.16(a) and (b) the measured one-photon Rabi
oscillations for the transitions C and B are shown, respectively. In this measurement we
used 12 ps long resonant pulses, obtained by filtering a 1 ps long fundamental pulse using
monolithic Fabry Pérot etalons (the etalon characteristics are given in appendix B). The
excited state population of the SiV- has been read out via detecting the fluorescence on the
PSB. Diamond background fluorescence, mainly caused by the FIB milling process, has
been subtracted from both curves and the slight upwards slope in both measurements is
caused by residual background. A plot of the PSB fluorescence against the square root of
average laser power, which is proportional to the Rabi frequency Ω, reveals Rabi oscillations
for both transitions with contrasts exceeding 90% (red and blue dots). We attribute the
minor deformation of the curve in Fig. 4.16(b) around 2pi to a marginal drift of the cryostat,
slightly changing the alignment and thus the effective Rabi frequency. We observe coherent
rotations of up to Θ=6pi for transition B and even Θ=10pi for transition C, both solely
limited by the available laser power (approximately 100µW , after etalon filtering (∼1%
transmission) and setup losses). In this representation the Rabi frequency increases for
higher laser powers (as the pulse length stays constant). We therefore achieve a maximum
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Figure 4.16: Optical one-photon Rabi oscillations. Measured PSB photon
count rate (red and blue dots) as a function of average laser power (after subtraction
of fluorescence background caused by the FIB milling process) for picosecond
laser pulses resonant with (a) transition C between the lower ground and excited
state and (b) transition B between the upper ground and excited state. The
pulse length was set to 12 ps (∼20GHz) using a monolithic Fabry Pérot etalon.
x-errors (standard deviations): measured relative laser power stability, y-errors
(standard deviations): Poisson-distributed count rate errors
√
N . Both data sets
are modelled using a four-level Master equation model (solid lines). Further details
are given in the main text.
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Rabi frequency of ΩB = 6pi12 ps=1.57THz for transition B and even ΩC =
10pi
12 ps=2.62THz
for transition C, emphasizing the high control speed. Furthermore, no sign of damping
can be observed in both curves, even at high rotation angles. This indicates that on the
time scale of the pulse length no ultrafast decoherence processes such as photoionization
take place as it is e.g. observed for the NV centre [60]. Because for the SiV- no state
detection technique like e.g. shelving to a long-lived metastable state as it is done in
trapped ions [228] has been implemented so far, we estimate the pi-pulse fidelity from the
simulation using the Master equation model. The blue and red solid lines in Fig. 4.16(a)
and (b) show the simulated Rabi oscillations. To obtain these curves only the above
calculated rates and no other free parameters other than a simple scaling factor have been
used and the resulting Rabi oscillations closely match the measured data points. From this
simulation we estimate a pi-pulse fidelity of at least 95%. Our model indicates that this is
limited by a slight cross-excitation of the neighbouring optical transitions with the tails
of the optical pulse and can be avoided in future experiments by using slightly narrower
pulses.
Ramsey interference To rotate the qubit state around a second axis we utilize a
Ramsey interference pulse sequence in which we exploit the natural Larmor precession of
the state during a defined free evolution time in between two pi/2-pulses. The respective
powers of the pi/2-pulses have been determined from the above Rabi curves and amount
to PCpi/2=0.16µW and P
B
pi/2=0.24µW. The resulting measured upper and lower envelopes
of the Ramsey interference curves for transitions C (blue dots) and B (red dots) are
shown in Fig. 4.17(a). Because the resonance frequency of the optical transition is about
406.8THz, the interference pattern oscillates with a period of about 2.4 fs and therefore
individual fringes have only been measured for a short delay interval (inset in Fig. 4.17(a)).
However, by fine-tuning the temporal spacing of the pulses for a number of fixed delays,
the maximum and minimum count rate at each fixed delay point and thus the upper and
lower envelopes of the Ramsey curves have been measured. The exponential decays of the
fringe amplitudes are shown in Fig. 4.17(b). The time constants of these decays represent
the excited state coherence times. Using transition C, a coherence time of T∗2=1044 ps
for the lower excited state |3〉 has been obtained. The solid lines in both figures again
represent density matrix simulations and the model indicates two main processes for the
amplitude decay: First, the spontaneous decay of |3〉 into the ground states as well as
some thermalization into |4〉 are responsible for the majority of the observed decoherence.
Secondly, our model indicates that about γ/2pi=160MHz of pure dephasing have to be
added to make the decay fit and we attribute this to phonon broadening, most likely
caused by a slight heating of the sample with the laser pulses. For the upper excited state
|4〉 a much shorter coherence time T∗2=398 ps has been measured, caused by the very fast
decay into the lower excited state.
4.4.2 Transition dipole moments & quantum efficiency
In addition to its purpose in controlling the qubit state we can also utilize the one-photon
Rabi oscillation to calculate the quantum efficiency Φ and the transition dipole moment µ
for the bulk SiV-. To do so, we calculate the electric field at the coordinates of the emitter:
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Figure 4.17: Resonant Ramsey interference. By applying a sequence of
two subsequent pi/2-pulses with variable delay, Ramsey interference fringes can
be observed. In (a) the measured upper and lower envelopes of the interference
pattern for transition C (blue dots) and B (red dots) are shown together with the
simulated envelopes using a four-level Master equation model (blue and red lines).
The inset shows a series of individual Ramsey fringes. The measured (dots) and
simulated (lines) decays of the interference fringe amplitudes for both transitions
is depicted in (b). x-errors (standard deviations): measured relative laser power
stability, y-errors (standard deviations): Poisson-distributed count rate errors√
N .
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Starting from a beam with a Gaussian spatial distribution
I(r) = P0
1
2piσ2r
e
− r2
2σ2r (4.26)
with σr =
dfocus
2
√
2ln(2)
, focal diameter dfocus and average beam power P0. By assuming that,
after careful alignment of the setup, the emitter is centred in the focal spot this simplifies
to
I(r = 0) =
P0
2piσ2r
(4.27)
and with this expression we can write
∫
E(t)dt =
√
P0τTS2
pi0cnσ2r
∫ ∞
−∞
e
− 2ln(2)
wpulse
|t|
(4.28)
=
√
P0τTS2
pi0cnσ2r
2
∫ ∞
0
e
− 2ln(2)
wpulse
t
=
√
P0τTS2
pi0cnσ2r
wpulse
ln(2)
for the time-integrated electric field of a single excitation pulse with repetition rate τ
and pulse width wpulse, assuming a two-sided exponential temporal intensity distribution
after filtering by the monolithic Fabry-Pérot etalons for pulse length adjustment [229].
In this expression we additionally introduce a measured correction factor T=0.68 that
includes the limited transmission of the microscope objective and cryostat window as well
as the back reflection of light at the diamond surface. This value has been measured by
determining the back reflected laser power behind the confocal beam splitter. Moreover,
as the equations above assume a spherical focal spot we introduce an additional correction
factor S, correcting for the increased elongation of the focal spot in diamond compared
to air. This elongation as well as the focal spot diameter have been extracted from
finite difference time domain (FDTD) simulations. In Fig. 4.18(a) the normalized electric
field distribution for a Gaussian beam with a diameter of 3mm (corresponding to the
beam diameter in the setup) focused by a N.A. 0.9 objective lens in air is shown. The
resulting focal spot shows only a small elongation and a focal spot diameter of about
dairfocus=893(2) nm (FWHM). In contrast to this, Fig. 4.18(b) shows the same beam focused
through a diamond/air interface. In this case, we obtain a lateral focus diameter of about
ddiamfocus=862(3) nm (FWHM). Additionally, a significant axial elongation occurs, caused by
spherical aberration due to refractive index mismatch [230]. This results in a noticeable
drop in maximum electric field strength in the centre of the focal spot compared to the
focus in air. To take this axial distortion into account we therefore use the ratio S=0.57
of the electric field values in the centres of the focal spots in diamond and air as an
additional correction factor. From the Rabi curve in Fig. 4.16(a) we extract a pi-pulse
power of PCpi=817(16) nW and with Eq. 4.28 we can then calculate the respective transition
dipole moment:
µC =
pi~∫
E(t)dt
= 14.3Debye (4.29)
4.4. ULTRAFAST ALL-OPTICAL COHERENT CONTROL 111
-6 -4 -2 0 2 4 6
-6
-5
-4
-3
-2
-1
0
1
x (µm)
z 
(µ
m
)
0.000
0.167
0.313
0.458
0.604
0.771
0.917
1.000
-6 -4 -2 0 2 4 6
-6
-5
-4
-3
-2
-1
0
1
x (µm)
z 
(µ
m
)
N
orm
alized electric field (a.u.)
a bn1=1.0
n2=1.0
n1=1.0
n2=2.4
Figure 4.18: Simulated laser foci in air and diamond. (a) FDTD simu-
lation of the electric field of a Gaussian beam focused by a N.A. 0.9 objective
in air. (b) FDTD simulation of the same Gaussian beam focused through an
air/diamond interface. While the focus diameters do not significantly differ in both
cases, spherical aberration leads to an axial elongation of the focus in diamond
(simulations performed in collaboration with P. Fuchs).
Using the definition of the Einstein coefficient A21 for spontaneous emission [231]
A21 =
8pi2ν3
30~c3
·µ2 (4.30)
we can then calculate the natural lifetime τ0 of the system which amounts to
τ0 =
1
A21
= 6.24 ns. (4.31)
By comparing this lifetime to the fluorescence lifetime measured via TCSPC discussed
above we can then obtain the quantum efficiency of the system which amounts to
Φ =
τ1
τ0
=
1.85ns
5.4ns
= 29.6%. (4.32)
This value is in good agreement with theoretical and experimental quantum efficiencies
previously reported by Riedrich-Möller et al. [232]. In there, quantum efficiencies between
15% and 67% have been reported for SiV- centres in bulk diamond. Moreover, quantum
efficiencies below 10% have been reported for SiV- centres in nanodiamonds [126]. Taking
the reduced photonic density of states in nanodiamonds into account, these values are
consistent with the values reported here and by Riedrich-Möller et al for bulk SiV- centres.
We would like to note that the value of Φ determined here can be considered a lower bound
as this calculation e.g. assumes a perfect focus and an ideal placement of the emitter inside
the focal spot. In reality, a slightly defocussed beam or a deformation of the focal spot due
to surface geometry and roughness might lead to an additional reduction of the electric
field strength at the position of the emitter and thus to a higher actual quantum efficiency
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than the one estimated here. While the most significant error source is the exact size and
shape of the focus, which is not accessible experimentally, we can try to estimate the error
as follows: The power fluctuations of the pulsed laser have been measured to be on the
order of 2% leading to PCpi=817(16) nW. These fluctuations induce a certain fluctuation
in the fluorescence count rate. Centring the emitter in the focal spot by optimizing the
count rate is therefore obscured by these power fluctuations. From these fluctuations we
estimate a positioning error of about ±75nm from the focal spot centre and an error of
µC = 14.3(2)Debye and Φ = 29.6(7)% for the transition dipole moment and quantum
efficiency, respectively.
4.4.3 Raman-based ground state control
While control of the qubit presented in Sec. 4.4.1 is easily achieved by utilizing the ZPL
transitions, its usefulness for QIP applications is limited due to its inherently short
coherence time. Even in the absence of any other additional decoherence processes, the
coherence time of this qubit is limited by the lifetime of the excited state of the SiV-
as every superposition contains an excited state contribution. Therefore, to harness the
full coherence time scale of the SiV-, a qubit solely consisting of ground state levels is
desirable. In the SiV-, even at zero magnetic field, such a qubit can be controlled optically
by driving a Λ-scheme between the two orbital ground state levels and a common excited
state using ultrafast laser pulses. To minimize unwanted population of the excited states,
the fields used to control the qubit are detuned from one-photon resonance while still
maintaining two-photon resonance and the control thus is achieved via a Raman interaction.
To further enhance the control speed we here realized a so-called sub-cycle control scheme
(faster than one optical cycle of the system) by simultaneously driving both arms of the
Λ-system using a single 1 ps pulse, red-detuned by ∆=500GHz from the lower excited
state (red), as depicted in Fig. 4.19(a). Additionally, to initialize the qubit and to read out
its state after the Raman-based state rotation, we employ 200 ns long optical pumping
pulses on transition D (yellow). Pumping this transition initializes the qubit into the
lowest ground state |1〉. The fundamental pulse sequence used in the following experiments
is shown in Fig. 4.19(b). This figure also shows two fluorescence traces (blue) obtained
with (top) and without (middle) a Raman-pulse in between the two resonant initialization
and readout pulses. The rising edge peak of the first pulse in both traces indicates the
qubit initialization into the lower state by optically pumping population of |2〉 from an
initial value of 37% (thermal equilibrium at 5K) down to an equilibrium value defined
by the ratio of the pump rate and thermalization rate between both ground states. If no
Raman-pulse is present (middle trace), thermalization leads to a small but finite rising
edge peak in the readout pulse as the population in |2〉 slowly starts to increase again.
On the contrary, if a Raman-pulse is applied the rising edge peak in the readout pulse
is significantly enhanced as population has been transferred via the Raman process. In
contrast to optical excitation followed by spontaneous emission, this process is coherent
and thus can be used to control the ground state qubit. In unstrained SiV- centres such
as emitter 2, the inner transitions B and C are linearly polarized while A and D are
ellipitical [58]. For maximum transfer efficiency in the Raman process the driving strenghts
of the fields in both arms of the Λ-scheme have to be equalized. We achieve this by rotating
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Figure 4.19: Raman-based population transfer between ground states.
(a) Fluorescence spectrum and level scheme indicating spectral positions of lasers
relative to SiV- transitions. (b) Schematic pulse sequence (bottom) and mea-
sured fluorescence response (top) for the Raman beam switched off as well as
PRaman=4µW (1MHz repetition rate). (c) Normalized upper ground state popu-
lation as a function of the average Raman beam power. (d) Ramsey interference
generated by two subsequent Raman pulses verifying coherent transfer. Solid
lines are simulations using the four-level density matrix model with the relative
driving strength of both Raman transitions as the only free parameter. The model
indicates that the ratio of the driving strengths of transitions C and D in the
Raman beam is about 1:0.7 after polarization optimization.
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the pulse polarization. However, using a single Raman pulse makes this a challenging task.
At the optimized polarization, the population in the upper ground state is measured for
varying Raman pulse areas and the resulting data (blue dots) is depicted in Fig. 4.19(c).
A two-photon Rabi oscillation with rotation angles of Θ ≈2pi is evident in the data with
the angle being solely limited by the available laser power. We again complement the
data by a simulation with our four-level density matrix model, using the above discussed
experimentally determined rates and the relative driving strength of the two arms of the
Λ-system as the only free parameter. The data is fit well by the model indicating a ratio of
1:0.7 for the driving strengths of both arms detuned from C and D, respectively. Moreover,
as the SiV- is a double-Λ-system, transfer can also occur via the second Λ-scheme including
the upper excited state |4〉. The Raman Rabi frequency ΩR of a Λ-system generally is
given by
ΩR =
Ω1Ω2
2∆
(4.33)
with the two one-photon Rabi frequencies Ω1,2 and the one-photon detuning ∆ [233]. Using
this expression and the above mentioned relative transitions strengths of the four optical
transitions we can estimate the ratio of the Raman Rabi frequencies of both transfer
pathways according to
ΩR1
ΩR2
=
ΩCΩD
2∆
ΩAΩB
2(∆+∆Ee)
=
1.0 · 0.6
2 · 500GHz
0.19 · 0.4
2(500+259GHz)
≈ 27 (4.34)
To be more precise, the effects of both transfer paths do not simply add up but path
interference depending on the relative phase ∆φ of both coupling fields can occur in such
a double-Λ-system. The total Raman Rabi frequency is then given by [152]
ΩR =
√
Ω2R1 + Ω
2
R2 + 2ΩR1ΩR2 · cos(∆φ). (4.35)
However, in the experiments presented here we used a single broadband coupling field
excluding the possibility for ∆φ 6= 0. Under this assumption both pathways add up. We
included this coupling to the second excited state into our model and investigated its
effect on the two-photon Rabi oscillations. The resulting simulated oscillations without
(blue) and with (red) the second Λ-system included is shown in Fig. 4.20(a). While the
frequencies of both oscillations are essentially identical, an additional damping can be
observed in the red curve. However, the model indicates that this effect is not caused by
additional decoherence introduced by the presence of the second transfer pathway. Instead
it is rather caused by populating the excited state |4〉 due to resonant excitation with the
high energy tail of the broad Raman pulse as we have to assume this excitation in the
model to reproduce the data. The very same effect is what causes the apparent decrease in
visibility for larger rotation angles and can be remedied in future experiments using nar-
rower pulses which however requires a modification of the current laser system. In addition
to the influence of the Raman pulse we also theoretically analysed the optical pumping
process by fitting the measured fluorescence curves during the pump pulses with the model.
The resulting data (red), simulated fluorescence curve (blue, right y axis) and resulting
population of the upper ground state (green, left y axis) are displayed in Fig. 4.20(b).
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Figure 4.20: Simulations of optical pumping efficiency and influence of
double-Λ-system. (a) Simulations of Raman-Rabi-oscillations assuming a single
Λ-system consisting of levels |1〉, |2〉 and |3〉 (blue) and a double-Λ-type scheme
including the |1〉, |2〉, |3〉 as well as |1〉, |2〉, |4〉 subsystems (red). (b) Simulated
(blue, right y-axis) and measured (red) pump pulse fluorescence as well as relative
population in upper ground state (green, left y-axis). (c) Simulated pump pulse
contrast (difference between rising edge peak and equilibrium value, blue, left
y-axis) and upper ground state population (red, right y-axis) for different pump
pulse Rabi frequencies.
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During the pumping process, the population very quickly decays from its initial value of
about 40% down to an equilibrium value of 10.5%, close to the theoretical minimum of
τ1
T1orbit
= 1.85ns34.3ns=5.5%. Moreover, in Fig. 4.20(c) we also investigated the relation between
the ground state population (red, right y axis) and the resulting fluorescence peak value in
the rising edge peak of the pump pulse (blue, left y axis) for different Rabi frequencies i.e.
pump powers. From these curves it is apparent that, while the population rapidly drops
already with moderate powers, the fluorescence level decreases more slowly making a direct
conversion of count rate into ground state population without the use of a proper model
challenging. Due to the limited rise and fall time of the AOM used in the experiment
to cut the pump and readout pulses from the cw laser, a minimum delay of about 15 ns
had to be used between the end of the pump and the Raman pulse. During this period
of time the population in the upper ground state increases rapidly due to thermalization
from |1〉 to |2〉 and reaches a value of 22% when the Raman pulse is applied, limiting the
Raman pulse fidelity. The limited initialization fidelity, in combination with the unequal
driving strengths in both arms of the Λ-system and the about 30% reduction in fidelity
due to resonant excitation, limits the pi-pulse fidelity in this experiment to about 30%.
Finally, to realize a universal gate using the two orbital ground states we demonstrate
SU(2) control by realizing a Raman Ramsey interference experiment. To do so, we keep
the pump and readout sequence unchanged but apply a series of two subsequent Raman
pi/2 pulses with a variable delay in between both resonant pump/readout pulses. The
resulting curve is shown in Fig. 4.19(d) indicating an interference fringe pattern (blue dots)
with a frequency of about 48GHz matching the ground state splitting. The data is again
nicely fit by the theoretical model without any additional free parameters. The model
also correctly predicts the slight distortions of the interference pattern which is again
caused by resonant background processes. Moreover, the minima in the Ramsey curve
do not reach the optically pumped minimum of 22%, indicating that a finite amount of
incoherent transfer occurs [234]. This can be further improved in future experiments by
further optimizing Raman pulse parameters such as width, shape detuning, polarization
or frequency chirp. Also the initialization via optical pumping can be further improved
by using faster modulators so that the delay between pump and Raman pulses can be
reduced as well as working at lower temperatures to slow down ground state thermalization.
This will be possible in the future using a recently ordered 1.5K cryostat. Furthermore,
more complex transfer schemes utilizing separate rotation fields for both arms of the
Λ-system might be explored in future experiments. This gives more flexibility on the pulse
parameters of the individual fields and thus allows for a more accurate optimization of the
relative transition strengths. An additional time delay between the pulses in each arm
might be introduced to optimize the adiabaticity of the transfer process [148]. Some of
these improvements have already been realized in later experiments using colour centre
ensembles which will be discussed in the following chapter.
To conclude this section we would now like to summarize the key results of the reso-
nant and Raman-based coherent control experiments:
• For the first time, we here demonstrated coherent control of the orbital degree of
freedom of a single SiV- solely relying on ultrafast optical fields.
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• We realized resonant control of a qubit based on a ground and an excited state level
of the SiV- via Rabi oscillations and Ramsey interference using 12 ps laser pulses.
Furthermore, from the Rabi curves we determined a transition dipole moment of
µC=14.3D and a quantum efficiency of Φ=29.6% for transition C.
• Finally, to utilize the full ground state coherence time of the SiV-, we demonstrated
full sub-cycle control of a qubit based solely on SiV- ground state levels using a single
1 ps long off-resonant Raman control pulse to realize two-photon Rabi oscillations as
well as Raman Ramsey interference.
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Chapter 5
Experimental results II: ensembles of
SiV- centres
The experiments in this chapter have been designed and performed by Jonas Nils
Becker (J.N.B.), Johannes Görlitz (J.G., as part of his Master’s thesis) and Christian
Weinzetl (C.W., University of Oxford) with advice from Prof. Christoph Becher
(C.B.), Dr. Joshua Nunn (J.N., University of Oxford) and Dr. Eilon Poem (E.P.,
University of Oxford). The experiments have been carried out in the labs of C.B. at
Saarland University. Initial theoretical work on achievable memory efficiencies and
storage times has been performed by J.N.B. and E.P. during a research visit of J.N.B.
to Prof. Ian Walmsley’s (I.W.) group at the University of Oxford. To model the
results of the experiments, a density matrix model for the ensemble has been developed
by J.N.B., J.G. and C.W. based on the initial code of J.N.B. for single emitters which
has been used in the previous chapter.
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While the previous chapter focused on the coherence properties and control of single SiV-
centres, we now will also investigate ensembles of emitters. The high optical densities
of such ensembles allow for strong light-matter interactions (the coupling strength of an
ensemble of N emitters scales as
√
N) and thus enables the realization of e.g. single photon
switches [235] or optical quantum memories [236], while we here focus on the latter one.
For example, optical quantum memories allow for the storge of quantum information
encoded in photons by converting them to a collective ground state excitation of the
ensemble. This excitation can later be read out on demand by converting it back into the
original photons. Ensembles of SiV- centres possess a number of favourable properties
for the realization of such a memory. Coherent control of ensembles, especially in the
solid state, is a very challenging task due to inhomogeneous broadening caused by locally
varying crystal environments. As the Rabi frequency of an individual emitter depends on
the detuning, such a broadening thus leads to a distribution of Rabi frequencies and e.g.
Rabi oscillations of the ensemble are quickly averaged out [237]. While inhomogeneous
broadening also occurs in SiV- ensembles, its magnitude is moderate compared to many
other solid state systems such as rare-earth ions or quantum dots. This is because the
inversion symmetry of the SiV- renders it relatively insensitive against first-order Stark
and strain shifts. Therefore, ensembles with inhomogeneous linewidths well below the fine
structure splitting of the SiV- can be fabricated relatively easily permitting addressing of
individual optical transitions in the ensemble and thus enabling a multitude of coherent
control techniques. The second strength of the SiV- for memory applications arises from its
wide ground state splitting of 48GHz. In a Raman-based memory protocol the bandwidth
of the memory is solely limited by this ground state splitting and therefore the SiV-
offers a platform to store extremely short photons. The realization of such a broadband
memory, especially in conjunction with a solid-state platform, is a very desirable feature
for high-speed QIP applications but is rarely possible in most other quantum systems due
to narrow energy level splittings.
The experiments presented here are intended to form the foundation to realize such a
quantum memory based on an ensemble of SiV- centres. Therefore, before taking a look
at the experimental results we will first discuss the fundamental working principle of such
a memory based on the theoretical framework established in Chap. 2.
5.1 Concept of a Raman quantum memory
Memory scheme We here plan to implement a memory based on off-resonant Raman
transitions as it has been theoretically proposed in [238] and experimentally demonstrated
in caesium vapours [239]. The scheme is based on the concept of Raman transitions
discussed in Sec. 2.2.2 and consists of three stages: First, the ensemble is optically pumped
into one of its ground states by applying a resonant laser (Fig. 5.1(a)). Secondly, the
single photon we intend to store (green wavy arrow) with Rabi frequency Ωs is applied
off-resonantly together with a strong control field (red solid arrow) of Rabi frequency Ωc
in a Λ-type configuration, both fulfilling a two-photon resonance condition (Fig. 5.1(b)).
Under these conditions, a single photon is converted into a coherent collective excitation
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Figure 5.1: Raman quantum memory. (a) First the ensemble is optically
pumped into state |1〉 using a resonant pump Ωres. (b) The single photon Ωs is
then read in using a two-photon transition aided by a strong control field Ωp. The
grey "double loop" symbolises the formation of a coherent collective excitation.
(c) The read-out is performed by again applying Ωp which converts the collective
ensemble excitation back into the single photon.
of the ensemble of the form
|s〉 = 1√
N
N∑
i
ci |1112...2i...1N 〉 (5.1)
with the complex phase and amplitude factors ci [240]. This N-particle Dicke state is
also called a spin wave due to some similarities to the formalism used to describe the
propagation of disturbances in magnetic materials. If the control field is applied a second
time while a spin wave is in the memory, the excitation is converted back via the reversed
read-in process (Fig. 5.1(c)). For large one-photon detunings ∆ this scheme is robust against
inhomogeneous broadening and thus ideally suited for solid state systems. Moreover, as
both arms of the Λ-scheme have to be addressed separately, the bandwidth in this protocol
is effectively limited by the ground state splitting ∆Eg of the ensemble (for ∆ > ∆Eg).
Hence the use of spin sublevels requires relatively large magnetic fields to achieve wide
Zeeman splittings and high memory bandwidths. Since no such magnet was available in
Saarbrücken at the time of the experiments, in the following we again restricted ourselves
to the use of orbital levels. However, we would like to stress that all of the experiments
presented below can also be performed using spin sublevels. Before we discuss the achieved
experimental results, we will now first perform a brief theoretical analysis of two of the
key parameters of a Raman-based quantum memory based on currently available SiV-
ensembles, namely its storage efficiency and storage time. This treatment largely follows
the theoretical description of a similar memory proposed for NV centres by Poem et al. et
al. [241] and utilizes the formalism for the electronic structure of the SiV- as well as its
interplay with crystal strain derived by Hepp et al. [58]:
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Storage efficiency The memory efficiency of a Raman-based memory is proportional
to the square of the relative Raman coupling strength <2 which can be written as
< =
√
ndρc
ε20hc
pi2L
A
Rβαfi (5.2)
with refractive index of diamond nd, vacuum permittivity ε0, Planck’s constant h and
speed of light c. Furthermore, ρ is the volume density of SiV- centres in the sample,
c is the control pulse energy and L and A are length and area of the storage medium,
respectively. To calculate the Raman coupling
Rβαfi =
∑
k
dβ∗kfd
α
ki
∆k
(5.3)
of the two ground states |f〉 and |i〉 which are coupled via several excited states |k〉 by
two laser modes α and β (with one-photon detuning ∆k), we have to calculate the dipole
matrix elements [242]
dαki = 〈k|d|i〉 (5.4)
with the dipole operator d = e · r and r being the position operator. To do so, we need to
diagonalize the Hamiltonian H of the SiV- as given in Chap. 1.2.4 and [58] including SO
and JT interactions:
H = HSO +HJT =
λg,e
2

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0
 (5.5)
+
Υxg,e
2

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
+ Υyg,e2

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 . (5.6)
Moreover, to estimate the coupling strength we assume a transition dipole moment of
µ = 14.3Debye calculated in the previous chapter, a SiV- density of ρSiV = 1013cm−3, a
length L=300nm and area A=0.336µm2 of the ensemble as well as a control pulse energy
of c = 0.1nJ . For a cross-polarized signal and control field and for a blue-detuning of
about ∆ = 100GHz from the upper excited state, this for example yields
< = 0.7 (5.7)
for the coupling strength. While the exact calculation of the memory efficiency is complex
and can for example be found in [243], a value of < = 1 hereby corresponds to a read-in
efficiency of 50% and thus a total memory efficiency of 25% [238, 241]. For <  1 the
efficiency eventually saturates at unity. With the values calculated here we thus estimate
a read-in efficiency slightly below 50%. This is high enough to provide a measurable
signal for first proof-of-principle memory demonstrations. This value is entirely limited by
the estimated optical density of the Sternschulte ensemble sample, which has not been
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specifically designed for this type of experiment. The exact density of SiV- in the ensemble
is not known and not easily experimentally accessible. We here estimated the density
based on the achieved fluorescence count rates in comparison with implanted ensembles in
which the SiV- concentration is roughly known. The estimated density of ρSiV = 1013cm−3
is not very high and together with the short length of the ensemble significantly limits
the efficiency. However, considering the Sternschulte ensemble has not been optimized for
applications in quantum memories the efficiency estimated here already underlines the
potential of the SiV- for high-efficiency memories. Since e.g. ensembles of NV centres
have successfully been created with much higher densities of 1017-1018cm−3 we believe
that the fabrication of SiV- ensembles with improved densities and thicknesses is feasible.
Using such an ensemble, theoretical efficiencies of η = <2 = 1 are achievable. Later on we
will briefly investigate a recently obtained ensemble sample, the Element Six ensemble,
which offers a significantly larger SiV- density compared to the Sternschulte ensemble
while showing identical inhomogeneous broadenings. This demonstrates the potential for
the fabrication of future ensemble samples via optimized grwoth processes with even more
advanced spectral properties.
Storage time In the previous chapter the ground state coherence time of single SiV-
centres in bulk diamond at 4K has been determined to be on the order of 45 ns, most
likely limited by phonon-mediated processes. While this imposes a fundamental limit to
the storage time of an SiV- memory at liquid helium temperatures, the orbital coherence
of the ensemble will be further limited by its inhomogeneous broadening caused by static
random crystal strain. More precisely, to estimate the storage time we have to estimate
the inhomogeneous broadening of the two-photon transition between both ground states.
To theoretically estimate this from the broadening of the optical transitions (which can
be obtained from PLE measurements) we first calculate the eigenenergies of the system
based on the total Hamiltonian H = HSO +HJT +HS including the strain Hamiltonian
HS which, according to [58], for the SiV- can be written as
HS = g,eex + g,eey (5.8)
for the ground and excited states, respectively (neglecting A1-symmetric terms which only
lead to a global energy shift). From this, we obtain the eigenenergies of the two ground
states
ε1,2 = ±
√
λ2g
4
+ (Υx,g + gex)2 + (Υy,g + gey)2 (5.9)
The corresponding two-photon transition S between the ground states can therefore be
expressed as
S = ε2 − ε1 = 2
√
λ2g
4
+ (Υx,g + gex)2 + (Υy,g + gey)2 (5.10)
By performing a Gaussian error propagation up to the second order we can then calculate
the width of the distribution δS of two-photon transition frequencies with respect to a
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Figure 5.2: Ensemble PLE measurement. A PLE scan across the entire ZPL
spectral region of the Sternschulte ensemble is shown. Fluorescence is detected
on the PSB. The lines A, B, C, D belong to 28Si while the lines A’, B’, C’, D’
correspond to 29Si and A”, B”, C” to 30Si, respectively (line D” was out of range).
strain distribution δex,y. Assuming δex = δey = δe we obtain
δS2 =
 4gΥx,gδe+ 2gδe2√
Υ2x,g + Υ
2
y,g +
λ2g
4
− 
2
gΥ
2
x,gδe
2
(Υ2x,g + Υ
2
y,g +
λ2g
4 )
3
2
2 (5.11)
+
 4gΥy,gδe+ 2gδe2√
Υ2x,g + Υ
2
y,g +
λ2g
4
− 
2
gΥ
2
y,gδe
2
(Υ2x,g + Υ
2
y,g +
λ2g
4 )
3
2
2 (5.12)
for the variance of the distribution of two-photon transitions. Finally, we can relate the
width of the strain distribution δe to the optical line width δε = δν/2
√
2ln(2)) (δν being
the FWHM of the optical line e.g. measured via PLE) via δe = δεe (with the excited
state strain energy e). Neglecting small Jahn-Teller contributions (Υx,y = 0) and defining
κ =
g
e
as the ratio of the ground and excited state strain energies. These parameters have
been determined to g=484GHz/GPa and e=630GHz/GPa in [58] by fitting strain-dependent
SiV- spectra from [62] with a group theoretical model. Using this expression we find
δS = 2
√
2κ2
δε2
Sg
(5.13)
for the relation between the optical line broadening and the two-photon broadening. The
parameter Sg hereby represents the ground state splitting of the ensemble. To determine
the optical linewidth we performed a PLE scan across the ZPL transitions of the ensemble
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which is displayed in Fig. 5.2. The ensemble has been grown using a Si source with a
natural isotope distribution and therefore optical lines of all three stable Si isotopes with
intensity ratios matching the isotope abundances are visible in the spectrum. The lines
A, B, C, D hereby belong to 28Si, the lines A’, B’, C’, D’ to 29Si and A”, B”, C” to 30Si
(line D” was out of range). From this PLE we obtain an average standard deviation of
linewidths of δε ≈ 10GHz/2√2ln(2)) ≈4.25GHz and a ground state splitting of Sg =48GHz
for the Sternschulte ensemble. This results in a standard deviation of the two-photon
broadening of
δS = 2
√
2κ2
δε2
Sg
= 2
√
2 · 0.772
(4.25GHz)2
48GHz
= 0.63GHz (5.14)
and a corresponding FWHM of 2
√
2ln(2) · δS =1.48GHz. This value is in good agreement
with CPT measurements performed on this ensemble presented in [211], directly probing
the ground state coherence and revealing a width of about 1.6GHz. The expected storage
time then amounts to
τS =
1
2pi · 1.48GHz
≈ 100 ps. (5.15)
Due to the still relatively large inhomogeneous broadening in this particular sample, the
expected storage time is too short for technological applications and might even render
the read-out of stored photons challenging. However, the experiment presented here are
intended to be a proof-of-principle for the coherent manipulation of SiV- ensembles. We
believe the inhomogeneous broadening of these ensembles can be reduced significantly in
future samples specifically designed for memory applications as inhomogeneous distributions
with δν=300-400MHz have already been reported for less dense samples [59]. Furthermore,
we tried fitting the lines in Fig. 5.2 using a Voigt function to determine possible contributions
of Gaussian line shapes which would be a sign for time-dependent spectral diffusion
processes. However, no such contribution could be identified and each line is very well fit
with a single Lorentzian only. Therefore, the inhomogeneous broadening is solely caused
by a temporally invariant perturbation. This means that, in principle, its effects on the
decoherence of the ensemble can be reversed using Hahn echo techniques, a possibility
which we will explore in the following section.
5.2 Ultrafast Ramsey interference and Hahn echo
As an initial experiment demonstrating coherent manipulation of a dense ensemble using
pulsed optical fields we performed a resonant Ramsey interference measurement in analogy
to the one presented for single emitters in Chap. 2.3 using 12 ps long laser pulses on transi-
tion C between the lowest orbital ground and excited states. We perform this measurement
for several reasons: First, it offers the possibility to determine whether the available pulse
powers are high enough to manipulate dense ensembles. Secondly, the resonant Ramsey
interference is a relatively robust measurement and we use it to determine the excited state
coherence times of the ensemble as well as to validate the four-level ensemble OBE model
described in Chap. 2.3. Thirdly, the Ramsey interference forms the basis for more complex
echo experiments performed later on. The red dots in Fig. 5.3(a) and (b) display the
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Figure 5.3: Ramsey interference and Hahn echo in SiV- ensemble In
(a) the measured upper and lower envelopes of the Ramsey interference pattern
(red dots) and Hahn echo (blue dots) on transition C are shown together with
the simulated envelopes using a four-level ensemble density matrix model (blue
and red lines), assuming an inhomogeneous broadening of about 10GHz. The
measured (dots) and simulated (lines) decays of the interference fringe amplitudes
for both measurements are depicted in (b).
measured upper and lower envelopes of the Ramsey interference signal and the resulting
decay in fringe amplitude, respectively. The data is well fit by our four-level ensemble OBE
simulation (solid red line) by assuming an inhomogeneous broadening of about 10GHz,
consistent with the PLE measurements and validating the functionality of the model. The
measurement yields an excited state coherence time of T ∗2 = 65(8) ps, about 15 times
smaller than what has been measured for a single SiV- centre in the previous chapter.
This fast decay is the result of a superposition of Ramsey curves of different emitters in
the ensemble experiencing different Larmor frequencies. The fringes of the individual SiV-
centres average out due to their difference in Larmor frequency and thus the resulting
ensemble curve decays much faster than the single-emitter Ramsey curves. Moreover,
from this measurement we also determine the resonant pi/2 powers to Ppi/2=0.5µW, easily
reachable with the available laser sources.
To explore the possibility of reversing the decoherence induced by inhomogeneous broad-
ening due to static crystal strain, a rephasing of the ensemble and thus an extension of its
coherence time using an all-optical Hahn echo sequence has been attempted. To explore
this possibility we applied a simple echo sequence similar to the one discussed in Chap. 2.1.3
consisting of the two pi/2 pulses from the Ramsey sequence above with an additional pi
pulse in between. The resulting measured envelopes (blue dots) and simulated curves
(blue lines) of the Hahn echo experiment are shown in Fig. 5.3(a) and the measured (blue
dots) and simulated (blue line) fringe amplitude is shown in Fig. 5.3(b). The echo signal
decays significantly slower than the Ramsey fringes, giving rise to a phase coherence time
of T2=187(31) ps, about a factor of three longer than T∗2. In fact, our model indicates that
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perfect rephasing and a single-emitter coherence level can be reached with this technique
under perfect circumstances. However, the model also shows that in the experiment
presented here an additional excitation-induced dephasing of about 900MHz occurs, most
likely caused by locally heating the sample with the intense pi-pulse. Similar effects have
already been observed at lower powers for the Ramsey interference measurements of single
SiV- centres in the previous chapter. In future setups this might be improved by optimizing
thermal anchoring as well as using lower sequence rates (the experiments above have been
measured at 80MHz rate while all folloing experiments have been measured at 1MHz)
or slightly longer pulses. The experiments presented here demonstrate the potential of
echo sequences to remedy effects of inhomogeneous broadening. While the implementation
of a similar Raman-based echo method for memory applications is beyond the scope of
this work similar sequences acting on the two-photon transition between the ground state
manifold of the SiV- might be used in future protocols to further extend storage times.
5.3 Stimulated Raman Adiabatic Passage
Let us now go one step further towards a quantum memory by implementing a Raman-
based technique. To realize a quantum memory we will first demonstrate a Raman-
based population transfer between the orbital ground states of the ensemble using two
pulsed classical light fields in a Λ-type arrangement. This technique is called stimulated
Raman adiabatic passage (STIRAP) and its theoretical framework has been introduced
in Chap. 2.2.2. For this experiment we first initialize the ensemble into the lowest orbital
ground state |1〉 by optically pumping transition D with a 100 ns long pulse from a resonant
cw laser. A second, identical pulse is used to read out the population in state |2〉 after
a certain delay. For the ensemble-based experiments we made two crucial modifications
to the setup presented in Chap. 3.3.4: First, we use a Mach-Zehnder-based electro-optic
modulator (EOM, Jenoptik AM705b) instead of an AOM to cut the pump and read-out
pulses from the cw laser. The EOM enables the generation of pulses with much faster
rise and fall times (≈1 ns) and thus enables us to apply shorter delays between the pulses
without creating significant pulse overlap. Secondly, instead of using the narrowband
titanium-sapphire laser (Sirah Matisse TX) to create the pump pulses we modified a pulsed
Ti:sapphire laser (SpectraPhysics Tsunami X1BB) to run in a broadband cw mode. To do
so, we removed all elements used for mode-locking and all frequency selective elements
except the birefringent filter from the linear cavity and installed an additional Fabry Perot
etalon with a free spectral range of FSR=250GHz and a finesse of F=0.2 for fine wavelength
selection. This arrangement enables the laser to run with a linewidth of 5-7GHz and thus
allows us to efficiently initialize the majority of the inhomogeneously broadened ensemble
simultaneously, increasing its optical depth for the Raman process. We have to use this
technique instead of e.g. slowly scanning the frequency of a narrowband laser across the
ensemble due to the relatively fast (T1 ≈ 35ns) relaxation process within the ground
state orbital manifold of the SiV- ensemble. The resulting measured pump and read-out
fluorescence histogram (grey dots) as well as four-level OBE simulations (blue line) using
the ensemble model presented in Chap. 2.3 are shown in Fig. 5.4(a). These curves can
be understood analogously to the optical pumping experiments in the previous chapter.
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Figure 5.4: Stimulated Raman adiabatic passage (a) Measured sideband
fluorescence (grey dots) collected during pump and readout sequence consisting
of two subsequent 100 ns laser pulses on transition D as well as four-level OBE
simulation (blue solid line). The model indicates a population of ρ22 = 18.9% at
the point in between both pulses where later the Raman pulses will be applied. (b)
Same sequence including two Raman pulses in between the resonant pulses. The
enhanced rising edge of the readout pulse indicates the successful Raman-based
transfer. The OBE model indicates an upper ground state population of ρ22 = 49%
after the transfer corresponding to a transfer efficiency of η = 57%.
Starting with an equilibrium population of ρ22=37%, the population is pumped into |1〉,
leading to the rising edge fluorescence peak which rapidly decays down to an equilibrium
value. This equilibrium is defined by the ratio of the ground state relaxation and the
excited state decay rate. After switching off the pump, population thermalizes back into
|2〉 causing the revival of the rising edge peak in the readout pulse. With this technique
we achieve a minimum population of about 14% during the pump pulse and 18.9% five
nanoseconds after the pump pulse has ended. This delay allows for the application of
a Raman pulse in between pump and read-out to perform the STIRAP transfer. The
resulting PSB fluorescence of the sequence of resonant pulses with the additional Raman
pulses in between is shown in Fig. 5.4(b). For this measurement we used the maximally
available laser power and optimized the relative powers in both Raman pulses resulting
in Psignal=33µW and Pcontrol=27µW. The significantly increased rising edge peak in the
read-out pulse indicates a successful transfer of population from |1〉 back into |2〉. With
the aid of the OBE model we can determine the population in |2〉 after the Raman transfer
to amount to ρ22 = 49%. This corresponds to a transfer efficiency of η = 57%. This is due
to the fact that our model indicates that the maximum transferable population is limited
by the initialization fidelity into state |1〉 which only amounts to ρmax11 = 81.1%. Our
simulation shows that the STIRAP using picosecond pulses, especially at very small pulse
delays as they were used here, is not unidirectional but also transfers leftover population
in |2〉 after optical pumping into |1〉, hence limiting the transfer efficiency. To validate that
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Figure 5.5: Raman pulse delay (a) Measured (dots) and simulated (line) scan
of the pulse delay between control and signal pulse. (b) Simulated delay scans
for different Rabi frequencies and a power ratio of Pcontrol/Psignal = 1.2. The blue
curve corresponds to the simulation used in (a). Further details can be found in
the main text.
the population transfer is indeed caused by a two-photon transition we also performed
measurements with solely the control or the signal pulse being present. The corresponding
histograms did not show any significant population transfer. Moreover by tuning control
and signal field out of two-photon resonance the transfer can be suppressed, validating the
observed transfer is indeed STIRAP. Finally, we performed a scan of the temporal delay
between control and signal pulse. The resulting measurement (blue dots) is displayed in
Fig. 5.5(a) together with a simulated delay scan from our OBE model (blue line). The
curve has been measured starting at a signal delay of 80 ps (control preceding) and has
been measured up to -60 ps (signal preceding). At this point the flow cryostat became
unstable and the measurement has been stopped. However, the covered range is large
enough for a faithful analysis using the OBE model. For varying delays a near-Gaussian
dependence of the transfer efficiency with a maximum at zero delay has been found. Our
model indicates that this symmetric shape of the delay curve is achieved for relatively low
Raman pulse powers. Moreover, in addition to the limited initialization fidelity, the model
shows that the low pulse power is the second main factor limiting the transfer efficiency.
The simulations in Fig. 5.5(b) indicate that the measurements presented here, in which
the Raman pulse powers are limited by the available laser power, have been performed
at a simulated Rabi frequency of Ω=135MHz, about a factor of 1.6 below the efficiency
maximum reached at Ω=220MHz. For even higher pulse powers two distinct maxima
form shifted away from zero delay, corresponding to two different Raman-based transfer
processes. For a preceding control the classical STIRAP process transferring population
via the dark state using the "counter-intuitive" pulse sequence discussed in Chap. 2.2.2 is
realized. A second maximum can be found for a preceding signal field corresponding to
the so-called bright-STIRAP (b-STIRAP) process. This process works analogously to the
classical STIRAP but population is transferred via the bright state. The b-STIRAP can be
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very efficient as long as the evolution times are much shorter than the excited state decay
times of the system (as the bright state contains excited state contributions). However,
even the slightest imperfections in any experimental parameters such as delays, pulse
forms or pulse power ratios will leave the ensemble in a partially excited state resulting in
decoherence and reduced transfer efficiencies [244]. Even for the picosecond pulses used
here this difference is visible in the simulated delay scan for the highest Rabi frequency
Ω=290MHz in which both regimes, STIRAP and b-STIRAP are clearly distinguishable.
There the maximum efficiency for the transfer via b-STIRAP (left peak) is slightly lower
than for STIRAP (right peak).
5.4 Raman absorption
The above demonstrated Raman-based coherent population transfer via STIRAP is the
fundamental physical process also used in the Raman quantum memory. To store weak
coherent fields and ultimately single photons, the strength of the signal field is decreased
while the power in the control field is increased to maximize the Raman coupling strength.
Moreover, in contrast to detecting the PSB fluorescence of the ensemble we now measure
the transmission of the signal field. To suppress the strong control field, we use a polarizer
perpendicular to the polarization direction of the control and a subsequent grating filter
setup described in Chap. 3.3.4 and [198]. In the left part of Fig. 5.6(a) the measured count
rate histogram for the absorption of a weak signal field with Psignal =10 nW, corresponding
to about 37000 photons per pulse, is shown. The red line hereby corresponds to the
transmitted signal in absence of the control field while the blue curve corresponds to
the signal transmission with Pcontrol=75µW of applied control field. The background
created by residual transmission of the control is given in green. After subtraction of this
background, a maximum absorption of about 80% has been reached. This is considerably
higher than what we estimated above, indicating that we underestimated the density of
the Sternschulte ensemble in the theoretical treatment. As evident from the delay scan
shown in Fig. 5.6(b) the maximum absorption is hereby reached for pulse delays close to
zero, consistent with the simulated delay scans in the low power regime performed for
STIRAP in Fig. 5.5(b). The blue dots correspond to measured values whereas the blue line
represents a Gaussian fit serving as a guide to the eye. The slight asymmetry of the curve
towards positive values is again caused by cryostat instabilities. For increasing control
powers the signal transmission first decreases exponentially and reaches an almost constant
value at the maximum available control power of Pcontrol=75µW. This power dependence
is shown in the lower curve of Fig. 5.5(c) in which blue dots again correspond to measured
values and the blue line represents an exponential fit. Absorption in this regime is most
likely limited by the number of signal photons relative to the amount of SiV- centres in the
focal volume. Moreover, the absorption values reached in the measurements of Fig. 5.5(b)
and (c) are considerably lower than the maximum value of about 80% presented above.
We attribute this to a significant variation in the SiV- density across the ensemble on the
µm scale visible in high resolution confocal scans such as the one shown in Fig. 5.5(d). On
the small and localized bright spots in this scan high absorptions of 70-80% have been
measured while much lower values have been obtained from the far more extended less
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Figure 5.6: Raman absorption (a) Transmitted signal field without (red) and
with a strong control field being present (blue) as well as the background due
to the control field only (green). Depending on the relative phase of signal and
control a signal absorption (left graph) as well as signal gain (right graph) can
be achieved. (b) Dependence of the Raman absorption on the delay between
signal and control pulse. The asymmetry is caused by cryostat drift. (c) Control
power dependence of Raman absorption (blue) and gain (red). (d) Confocal scan
across the Sternschulte ensemble sample with a 200 nm resolution demonstrating
significant inhomogeneities in the SiV- density.
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dense regions. However, due to drift of the flow cryostat it is not possible to position onto
one of the localized dense regions for long-term experiments. Hence, we recently tested
a new ensemble sample, the "Element Six ensemble", as a promising alternative sample
for future experiments. This sample does not show significant density variations on the
relevant length scales and Raman absorptions of 80% at Psignal=10nW of signal power
have been measured, independent of the position on the sample. For lower signal powers
of Psignal ≈1 nW even higher values of more than 90% have been measured. However, at
these powers the amount of transmitted control field is significant compared to the residual
signal. Hence, for a more thorough characterisation and future experiments with even
lower signal field strengths the control field suppression needs to be optimized further.
This can for example be realized by adding a second grating filter stage or by using volume
Bragg gratings offering much better extinction ratios.
In addition to the above discussed regime in which the signal is absorbed in the presence
of the control we also, in both samples, observed a signal gain regime (cf. right graph in
Fig. 5.5(a)) and the amount of absorption or gain depends on the relative phase (i.e. a
very short pulse delay) of signal and control field. Hence, to allow operation at the point
of maximum absorption and minimum gain a phase stabilization had to be added to the
setup (not displayed in Fig. 3.10 for reasons of clarity) which has been implemented as
follows: Before splitting the laser into the two arms containing the signal and control
etalons, a 532 nm reference laser (SpectraPhysics Millenia eV15) has been overlapped
with the 737 nm laser using a dichroic mirror. After being split by a polarized beam
splitter both lasers travel through the control as well as the signal arm, with the 532 nm
laser being unaltered by the etalons as their coatings show ∼ 90% transmission at 532 nm
(cf. AppendixB). Both arms have then been recombined at a second polarizing beam splitter
and the reference laser has been separated from the 737 nm pulses using a second dichroic
mirror. In the resulting 532 nm beam the two components from the signal and control
arms are still cross-polarized and therefore do not interfere yet. Hence, the combined
beam is sent through yet another polarizing beam splitter under 45◦ incident polarization,
projecting 50% of the laser from each arm onto both ports of the beam splitter at. The
temporal fluctuations in the resulting interference have then been measured using two
photodiodes at the output ports. Their signals have been sent to a PID controller (TEM
Messtechnik, LaseLock Digital) calculating an error signal and creating a feedback via
a piezo actuator inserted into a delay stage in the control arm. With this its length
relative to the signal arm can be actively stabilized and a defined path difference can
be selected using the PID set-point. By deliberately selecting the point of maximum
gain we were also able to perform further characterizations of this process, which for
the memory corresponds to a source of undesired noise. A prominent source of noise in
Raman-based quantum memories is degenerate four-wave mixing (FWM) in which the
strong control field also couples to the signal transition, consequently creating spurious
excitations in the storage state via spontaneous Raman scattering, which are then read
out again by the very same control field causing additional signal photons [245,246]. This
process shows a quadratic dependence of the created signal photons on the control field
power whereas the measurement (red dots and line in Fig. 5.5(c)) indicates a steep increase
between Pcontrol=0µW and Pcontrol=10µW and a saturation for control powers greater
than Pcontrol=10µW. Moreover, while FWM noise should also be created in absence of
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an incident signal field we only observe gain with an applied signal field. Moreover, the
amplitude of the gain depends roughly linearly on the applied signal field power with 63%
at Psignal=11nW, 43% at Psignal=7.7 nW and only 13% at Psignal ≈1 nW. Due to this
scaling and the requirement that both signal and control have to be present we attribute
this gain to a stimulated Raman scattering (SRS) seeded by the weak signal and pumped
by the strong control laser coupling to the upper ground state level |2〉 [247, 248]. Even at
5K and in the presence of the above discussed optical pumping sequence, this level still
has a minimum population of about 20%, allowing for a considerable scattering rate. In
principle also a linear scaling of the gain amplitude with the applied control field power
is expected for SRS [247] and the saturation of the gain for high control field powers
observed in Fig. 5.5(c) is surprising at first. This indicates that the SRS is efficient enough
to deplete the population in |2〉 much faster than it can be restored by the phonon-assisted
thermalization, hence creating a bottleneck for high control pulse energies. However, due
to the presence of only very weak seeding fields this process might become negligible for
signals on the single photon level as they would be applied if the system is operated as
a quantum memory. Moreover, the process might be further reduced by reducing the
residual population of |2〉 which can be achieved by working at lower temperatures. This
will be possible in future experiments due to a recently ordered 1.5K cryostat. At this
temperature the thermal population of |2〉 has already reduced to 18%. In addition, the
phase dependence of this process most likely is a consequence of the specific configuration
of the Λ-scheme driven here. While SRS in a regular Λ-system in which the two ground
states |1〉 and |2〉 are not directly coupled is not expected to show a phase-dependence, it
has been shown theoretically that in multi-level systems with closed interaction contours a
dependence of the temporary evolution of the populations and coherences on the relative
phase of the applied fields occurs [152]. In the case described here, the interaction contour
in the Λ-system is closed by the phonon-mediated transitions between the two orbital
ground states, causing the phase dependence. The resulting configuration is sometimes
referred to as a ∆-system. The phase dependence is expected to weaken if the coupling
of the orbital ground states to each other becomes small which again can be achieved by
cooling the system to lower temperatures. Alternatively the use of spin sublevels would
also suppress this effect as selection rules prohibit a direct transition between both states.
This possibility, which in addition offers the advantage of potentially much larger storage
times, will also be explored in future experiments. Using the above-mentioned new cryostat
featuring a 9T magnet a considerable Zeeman splitting can be created to access the spin
degree of freedom of the SiV- ensemble while maintaining decent memory bandwidths.
By applying a second control pulse delayed to the first one we also attempted a read-out
of the memory after a signal field has been absorbed in the presence of a first control
pulse. This however was not successful so far for three main reasons: First, the read-
out control pulse had to be split off the control used for read-in, limiting the available
control power in both pulses to about 15µW. As apparent from Fig. 5.5(c)) this limits the
Raman absorption to about 50% of its maximum value. Consequently, a reduced stored
signal is available for read-out and additionally we expect the read-out efficiency to be
non-optimal as well. Secondly, the timing jitter of the APD of about 250 ps required the
use of delays greater than 200 ps between read-in and read-out to be able to distinguish
between both pulses. This however is already a factor of two longer than the storage
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time estimated from the inhomogeneous broadening calculated above and will therefore
again greatly limit the achievable read-out signal strength. Thirdly, the identification of
small signals read out from the ensemble has been rendered challenging in the presence
of residual control field transmitted through the filter setup. These problems might be
addressed in future experiments by further minimizing power losses in the setup or ideally
by using two synchronized mode-locked lasers creating pulses with about 30 ps length at
the signal and control frequencies respectively to avoid the use of the extremely lossy
etalons. Additionally, the use of superconducting nanowire single photon detectors with
timing jitters lower than 100 ps can facilitate the temporal separation of read-in and
read-out signal pulses even at small delays. Such detectors were not accessible during
the experiments presented above but are available in the group for future measurements.
Moreover, the control field suppression might be optimized by adding an additional grating
filter stage or by replacing the current filter by volume Bragg gratings. Finally, the
inhomogeneous broadening in future SiV- ensemble samples needs to be reduced further.
This is necessary to achieve technologically meaningful storage times which will also greatly
simplify read-out experiments. Due to the above-derived quadratic dependence of the
storage time on the inhomogeneous broadening even a moderate improvement of ensemble
quality can lead to significant storage time extension. For example, a broadening with
δν=5GHz, half of what is currently achieved in the samples utilized in the experiments
presented above, already allows for storage times of about 1 ns.
Before we conclude this chapter we would like to briefly discuss the potential of SiV-
ensembles for the storage of single photons and quantum states based on the experimental
results achieved so far: For the storage of single photons a high memory efficiency as well
as a low noise level are essential. The experiments presented above demonstrate absorption
of relatively strong pulses still containing several thousands of photons with an efficiency
of up to 80%. To increase the control power density, in these experiments a tight focusing
using a N.A. 0.9 objective lens has been used, which significantly reduces the number of
addressed SiV- centres. Hence, we believe that in the current configuration or possibly by
using a larger focal spot (which consequently requires higher control powers) to address
a larger sub-ensemble high enough storage efficiencies for single photon-storage can be
reached. Moreover, in the experiments above we identified a phase-dependent SRS as the
main noise source at the investigates signal intensities. While this process can already be
efficiently suppressed by setting a correct phase between signal and control, we expect
this process to further decrease for lower signal fields (due to the lack of seeding) and
lower temperatures (due to a reduced population in the upper ground state). At lower
signal powers FWM as an additional source of noise might become relevant as it is e.g.
the case in the caesium Raman memory [249]. For the SiV- we might be able to suppress
this type of noise by carefully choosing the detuning of the fields. As depicted in the left
part of Fig. 5.7(a), FWM noise is caused by the creation of spurious excitations in the
upper ground state (the storage state) created by the strong control field (red) coupling to
the lower ground state and spontaneously scattering Stokes Raman photons (yellow) at a
frequency ωc −∆Eg. For the SiV-, by working at a detuning of ∆ = 2∆Eg=96GHz from
the excited state it is possible to create a situation in which the unintentionally scattered
photon (yellow) is resonant with one of the ZPL transitions as depicted in the right part
of Fig. 5.7(a). The resonant absorption corresponds to a loss channel for the spontaneous
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Figure 5.7: Suppression of FWM noise & Qubit storage (a) Left: Gener-
ation of spurious spin wave excitations by FWM process due to coupling of the
strong control field (red) coupling to the lower ground state |1〉 and scattering
Stokes photons (yellow). Readout of the resulting excitations leads to unwanted
photons at the signal frequency (green). In this configuration the detuning ∆
is chosen arbitrarily Right: By choosing ∆ = 2∆Eg the FWM process can be
suppressed as the spontaneously created Stokes photon (yellow) becomes resonant
with the |1〉 → |3〉 transitions. This loss channel strongly suppresses the creation of
spurious excitations. (b) Storage of polarization encoded photons can be achieved
in an unoriented ensemble, i.e. a sample which contains SiV- ensembles along all
equivalent 〈111〉 directions. (c) Storage of a time-bin qubit by storing the two
bins in different storage states (here magnetic sublevels) using two control fields
of different frequency.
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Raman scattering process and is therefore expected to significantly suppress it. Even if
population is transferred via the scattering and subsequent resonant absorption of a Stokes
photon, the resulting excitation (in contrast to the excitations directly created by FWM)
is not phase-matched and is therefore emitted into 4pi during read-out, hence creating a
negligible noise contribution.
Let us now also take a closer look at the storage of qubits encoded in photons. We here
exemplarily discuss the storage of polarization- as well as time-bin-qubits [250,251]. The
storage of polarization-encoded qubits requires a polarization-independent memory. While
the signal transition |1〉 → |3〉 used above is linearly polarized for single SiV- centres, it
is effectively unpolarized in the ensembles used above as they contain several orthogonal
sub-ensembles aligned along all equivalent 〈111〉 directions (featuring optical transitions
with projected polarizations along the 〈110〉 directions). Hence, a polarization qubit can
be stored in this type of ensemble by effectively storing its two orthogonally polarized
basis states in different sub-ensembles as depicted in Fig. 5.7(b). By reading out both
sub-ensembles simultaneously using an unpolarized control field, the original polarization
state of the photon is then restored.
The storage of a time-bin encoded photon in the SiV- memory is much more challenging.
In a time-bin qubit the two basis states are encoded in terms of arrival times of the photon
in two distinct time intervals, an early or a late time bin. Direct temporal multiplexing, i.e.
reading in and out the two time bins one after each other using the same Raman-transition
and storage state is not feasible in a Raman memory since the application of a readout
pulse will immediately trigger the emission of a stored photon independent of when the
spin wave has been created. Therefore the time-bin encoding has to be converted into
an energy encoding using two subsequent control pulses of different frequency targeting
different storage states for both time bins. This is shown in Fig. 5.7(c). As illustrated, in
SiV- ensembles this might be realized by using two orthogonal spin sublevels as storage
states for the two bins. This scheme however has two distinct disadvantages. First, when
reading out the memory there is a finite chance that the first readout control pulse also
couples to the state containing the late time bin and triggers its readout. To minimize this
it is advantageous to store the early bin using the higher energy field (green) as it couples
to the state for the late bin with a larger detuning from resonance, hence minimizing the
scattering probability. Secondly, one of the storage states has to originate from the upper
orbital ground state branch. Therefore, a relaxation of population transferred into this
state into the same spin sublevel of the lower orbital branch under phonon-emission might
occur, destroying the stored time-bin encoded state. While this might in principle be
overcome by engineering nanostructures featuring a phononic band gap at the respective
phonon frequencies, such a solution might be incompatible with the requirement of a high
optical density and therefore a large ensemble volume. Hence, it might be more suitable
to first convert the time-bin qubit into a polarization qubit [252] before storing it in this
type of memory.
To conclude this chapter on coherent manipulation of SiV- ensembles we will now briefly
summarize the main results:
• After introducing the concept of a Raman quantum memory we theoretically esti-
mated storage efficiency and storage time of a SiV--based memory utilizing currently
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available ensemble samples: By calculating the Raman coupling we estimated a
read-in efficiency of slightly less than 50% for the Sternschulte ensemble consisting of
an only about 300 nm thick homoepitaxially grown diamond layer with an estimated
SiV- density of 1013 SiV -/cm3, demonstrating the potential of SiV- ensembles for
high-efficiency memories. Moreover, we estimated the storage time by relating the
distribution of optical transition frequencies caused by static crystal strain to the
distribution of two-photon transitions between the two orbital SiV- ground states.
The calculation indicates that with the currently available samples showing an optical
inhomogeneous broadening of about δν=10GHz storage times on the order of 100 ps
are feasible which improve quadratically for narrower broadenings.
• As a first experiment using pulsed fields to coherently manipulate an SiV- ensemble
we performed a resonant Ramsey interference experiment mainly to determine
whether the available optical power suffices to manipulate the ensemble and to
validate the OBE ensemble model from which we extract an excited state coherence
time of T∗2=65(8) ps. Building up on this measurement, we performed a resonant
Hahn-echo experiment to explore the possibility of counteracting the dephasing
induced by inhomogeneous broadening. A simple three-pulse echo sequence lead
to an improvement of the coherence time by a factor of three with T2=187(31) ps
indicating the great potential of similar sequences acting on the two-photon transitions
for future memory protocols.
• As a first experiment exploring the Raman-based manipulation of the ensemble we
performed STIRAP utilizing a strong control as well as signal field. Transfer efficien-
cies of 57% from state |1〉 into |2〉 have been achieved, limited by the initialization
fidelity and the available energy of the Raman pulses.
• Finally, we decreased the power in one of the Raman beams to the nW level and
measured its absorption in the ensemble in the presence of its strong counterpart.
This corresponds to the memory read-in process and absorptions of over 90% have
been reached. In addition to the absorption we also found a process causing signal
gain depending on the relative phase of both Raman fields. This is most likely
caused by stimulated Raman scattering pumped by the strong control field. The
phase dependence most likely is the result of a closed interaction contour due to
phonon-assisted transitions between the ground state levels.
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Chapter 6
Outlook & Summary
In this chapter we will start out with a short outlook on a number of interesting future
experiments using the SiV-, building up on the techniques developed earlier. Moreover, we
will discuss how the investigations of the SiV- properties, particularly in comparison with
its well-investigated counterpart, the NV centre, can be used to select other colour centres
in diamond for QIP applications and we will discuss two potential candidates. Finally, we
will summarize the important results of the theoretical and experimental work presented
earlier to conclude this thesis.
6.1 Outlook
The optical addressability of the SiV- orbital and spin sublevels render the centre par-
ticularly interesting for QIP applications and the Raman-based coherent manipulation
presented throughout this thesis is a powerful tool for optical coherent control. These
techniques form the basis for a number of interesting future experiments. Therefore, let us
now expemplarily discuss selected experiments for both, single SiV- centres and ensembles.
Cavity-enhanced Raman transitions To realize a scalable QIP system based on SiV-
centres it is necessary to optically couple individual qubits. This requires the emission
of Fourier-limited single photons with high rates as well as the transfer of quantum
information from the SiV- spin onto the state of a photon. Both tasks can be accomplished
using cavity-enhanced Raman transitions. This requires coupling of individual SiV- centres
to optical cavities with mode volumes on the order of a single cubic ZPL wavelength to
reach sufficient coupling strengths g. Assuming an orientation of the cavity field parallel
to the dipole of the emitter the coupling strength is given by
g =
√
cλ2γ
8piV
≈ 2pi · 31GHz (6.1)
with wavelength λ=737nm, bulk decay rate γ = 1/τ0 = 1/6.24ns=160MHz with natural
ilfetime τ0 derived in Chap. 4.4.2 and mode volume V = 1(λ/n)3 with refractive index
n=2.42. Moreover, we define the cavity decay rate
κ =
ω0
Q
(6.2)
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with quality factor Q. To achieve a strong coherent emission of the SiV- into the cavity
mode and at the same time prevent re-absorption, a cavity coupling in the Strong-Purcell
regime defined by g2/κ γ as well as κ > g  γ is required. In this regime the coherent
emission into the cavity largly dominates over spontaneous decay. For quality factors of
Q=12000 κ and g then become comparable, defining an upper bound on Q. The resulting
cavity linewidth of 2κ/2pi=67GHz would then allow for the coupling of individual spin
transitions at magnetic field strengths of about 3T. Assuming all of the parameters
calculated above, a cooperativity C, i.e. ratio of cavity coupling to dissipative terms, of
C =
g2
2κγ
≈ 540 (6.3)
can be reached, demonstrating strong coherent emitter-cavity interactions. To realize
these cavity parameters, photonic crystals fabricated in thin diamond membranes can be
used [41]. Using recently developed dry etching techniques, the fabrication of photonic
crystals with Q factors close to the ones calculated above appears feasible [43]. Tuning of
the cavities at cryogenic temperatures can then be achieved by either condensing noble
gases onto the cavity surfaces or by bonding them to a piezo to apply strain.
To generate Fourier-limited photons, we again utilize a Λ-scheme between two spin sublevels
of the SiV- ground state and a common excited state with the cavity being resonant with
one of the transitions. A strong control field Ωc applied to the second arm of the Λ-system
and detuned from the excited state by ∆c then causes emission of Raman photons at a
rate Ωeff = gΩc/2∆c, aided by the cavity enhanced vacuum field with an effective damping
of γeff = 2γ( Ωc2∆c )
2. Assuming a detuning of 5Ωc this would e.g. allow for an emission rate
of Ωeff = 2pi · 3.1GHz at an almost negligible damping rate of γeff = 3.2MHz.
To transfer a spin state onto a degree of freedom of a photon we can again utilize the
above presented scheme for the creation of Raman photons as it has for example been
demonstrated for trapped atoms [253]. To do so, an arbitrary superposition of spin states
can first be prepared using the microwave-based control techniques which we recently
demonstrated in [208]. The resulting state can then be mapped onto the polarization
or time-bin degree of freedom by either simoultaneously driving Raman transitions from
both spin sublevels to a common final state (polarization encoding) or by addressing both
levels successively using two individual control pulses delayed with respect to each other
(time-bin encoding).
Single photon switching with ensembles Building up on the coherent manipulation
techniques demonstrated for SiV- ensembles, single photon switching can be realized
utilizing the four orbital states of the SiV- in a N-type level scheme [235]. Starting from
some atomic ensemble with a Λ-type level structure, the switch is based on the concept of
electromagnetically induced transparency (EIT) [64] in which a weak (single photon) field
applied to one arm of a Λ-system is transmitted through the ensemble in the presence of a
strong control field applied to the second arm due to destructive quantum interference.
The application of an additional single photon-level field coupling one of the ground states
to an additional level (hence the N-type configuration) then destroys the coherence in
the Λ-system and therefore again renders the ensemble absorptive. For this scheme to be
efficient, an optical density larger than one, high optical powers of the coupling field to
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reach large Rabi frequencies as well as a narrow linewidth of the two-photon compared to
the one-photon transition are the necessary requirements [235], all of which are satisfiable
in SiV- ensembles. Such an ensemble can then either be used to switch a single photon
field with another one or as a photon number sorter since it is only transparent for one
photon but not for two.
Novel colour centres for QIP applications Based on the experiences gathered by
investigating the optical, electronic and coherence properties of the SiV- during former
works [58,119] as well as this thesis and by comparing its advantages and disadvantages
to the ones of the NV centre (the second well investetigated colour centre in diamond),
a targeted search for new promising colour centres for QIP applications, overcoming
disadvantages of both the SiV- and the NV, now appears feasible. In particular, while
the NV centre offers good electronic spin coherence it lacks decent optical properties and
robustness against external perturbations. In contrast, the SiV- offers narrow linewidths and
small phonon sidebands while its spin coherence is limited due to phonon processes within
its orbital doublet states. Additionally, its inversion symmetry renders it insensitive against
crystal strain and fluctuating magnetic fields, enabling unprecedented indistinguishability
of individual SiV- centres as well as fabrication of very homogeneous ensembles. Hence, a
colour centre optimized for QIP applications would feature inversion symmetry but does not
possess orbital multiplets so that coherence is not reduced by phonon-mediated transitions.
Alternatively, the orbital splitting should be as large as possible to enable freezing out
phonons wih the respective frequencies at temperatures achievable with regular helium
cryostats. Along this line, recently the negaitvely charged Germanium vacancy centre
(GeV−)has been investigated as a potential alternative to the SiV- [111, 254, 255]. The
GeV−, as the heavy analogon of the SiV-, features the same basic geometric and electronic
properties as its lighter counterpart with a four-line ZPL at 602 nm, a Huang-Rhys factor of
S=0.33 and a large ground state splitting of about 169GHz due to an increased spin-orbit
coupling caused by the heavy Ge atom. Since the GeV− also features orbital doublets, its
coherence is limited by phonon transitions as well. In fact, the coherence time of the GeV−
at 10K is expected to be even lower than the one of the SiV- due to an increased phonon
density of states at 150GHz. However, due to the effectively higher phonon temperature
of about 8K it should be significantly easier to freeze out these phonons and therefore an
orbital coherence in the millisecond regime could be accessible at 1.5 to 2 K, temperatures
reachable with regular helium cryostats. In this regime the lowest spin doublet is again
protected against phononic dephasing and, by applying a magnetic field, can be used
for QIP. Moreover, in the context of quantum memories, the centre’s large ground state
splitting potentially offers the possibility for very large storage bandwidths.
While the use of the GeV− reduces the technological complexity in QIP applications by
remedying the need for millikelvin temperatures, it does not resolve the fundamental
limitations of the SiV-. This could however be accomplished by yet another class of
defects, Nickel-related centres, which have not been considered for QIP applications so
far. For Ni, several interstitial as well as substitutional defects in a number of different
charge states have been reported [256, 257]. For QIP applications two of these defects
are of special interest, the NiV+ and the NiV2+. The molecular structure of both defects
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Figure 6.1: NiV+/2+ orbital scheme and electron configurations. (top)
Electron orbital scheme of NiV+ (red) and NiV2+ (blue) constructed from a
Ni+/2+ ion ([Ar]3d8/9) in a trigonal antiprismatic crystal field as well as a carbon
divacancy featuring D3d symmetry. (bottom) electron configurations of ground
and excited states of NiV+/2+.
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again is a trigonal- antiprismatic split-vacancy complex with a Ni atom occupying an
interstitial site [258]. However, both centres differ in their charge state and thus in their
electronic structure. Using ESR measurements, the NiV+ has been determined to be
a S=1/2 system and has been related to a two-fold split ZPL observed at 883/885 nm,
indicating a split ground or excited state splitting with a large splitting of ∆=725GHz.
Starting from a Ni+ ([Ar]3d9) or Ni2+ ([Ar]3d8) in a D3d symmetric crystal field created
by a divacancy (six electrons from carbon dangling bonds) using group theory predicts
the electron orbital scheme depicted in the top part of Fig. 6.1, consistent with density
functional theoretical calculations performed by Larico et al. [259]. We here made use of
the symmetry adapted linear combinations of carbon dangling bonds under D3d symmetry
derived in [58]. Moreover, to explain the optical properties observed for both colour centres,
we have to assume a significant admixture of Ni-related atomic orbitals (in contrast to the
SiV- in which the Si orbitals show almost no admixtures to the molecular states). Filling
the resulting electron orbitals with 13 (NiV+) and 14 (Ni2+) electrons, we arrive at the
ground and excited state level configurations depicted in the bottom part of Fig. 6.1. For
the NiV+ the model indicates an 2Eu ground and an 2A1g excited state. Assuming a
spin-orbit interaction of ∆Eg=725GHz acting on the orbital doublet ground state, the
resulting two optical transitions correctly reproduce the observed fine structure as well as
polarization properties of the 883/885 nm ZPL [260]. The corresponding level scheme is
displayed in Fig. 6.2(a). While the NiV+, like the SiV-, again features an orbital doublet
ground state, the splitting of the two orbital sublevels is large enough to potentially achieve
good spin coherence times of the lowest spin doublet already at temperatures below 35K,
easily reachable with modern cryostats. Moreover, the centre again offers all the key
2Eu
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ms=±½
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Figure 6.2: NiV+/2+ level schemes. Level schemes and optical transitions of
(a) NiV+ and (b) NiV2+. Transitions polarized along the (111) high symmetry
axis of the centre are indicated in red, transitions polarized perpendicular to (111)
are displayed in blue. Further details can be found in the main text.
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ingredients to realize a broadband memory.
In contrast to all colour centres discussed so far, the electronic structure of the NiV2+ as
predicted by group theory is not succeptible to decoherence by phonon-mediated processes
as it features a 3A2g ground state coupled to a 3Eu excited state (cf. 6.1). Comparing this
to the optical spectra measured in [260] indicating seven individual ZPL transitions at
1016 nm shows that the degeneracies between the |ms = 0〉 and the |ms = ±1〉 sublevels
in ground and excited state are lifted by strong spin-spin interactions, similar to the NV
ground state [45]. Under this assumption we can then derive the level scheme displayed in
Fig. 6.2(b). One particularly intersting feature is that the spectra measured by Lawson et
al. display a significant transition strength of two cross-polarized optical transitions linking
the |ms = 0〉 and |ms = ±1〉 ground state spin levels to a common A1g excited state. This
allows for optical ground state spin control without the need of applying additional strain
or electric fields to create an excited state spin mixing as it is e.g. the case for the NV.
The individual ZPL transitions have been observed up to temperatures of 77K. This
potentially allows the realization of QIP devices working at liquid nitrogen temperatures,
greatly simplifying cryogenic setups. Moreover, in [258] a preferential alignment of the
centres along a single (111) growth direction has been observed, resulting in ensembles
displaying very good polarization properties as well as high optical densities, rendering
the centre ideal for quantum memory applications. Note that the model presented here
has been derived with the goal to reproduce the limited amount of spectroscopic data
available for NiV2+ ensembles. In future work, the model needs to be complimented by
density functional theoretical simulations and compared to high-resolution specra of single
centres to obtain a faithful picture of the NiV2+ centre’s electronic structure.
6.2 Summary
During the course of this work we, for the first time, successfully investigated the coherence
properties of single SiV- centres as well as dense ensembles of these and we developed a
number of all-optical techniques to coherently control their quantum state. To conclude
this thesis, we will now summarize the main results:
6.2.1 Single SiV- centres
Coherent population trapping To measure the spin coherence time of single SiV-
centres we performed CPT measurements at 4.2K in magnetic fields of up to 7T. Using a
four-level optical Bloch equation model (Λ-system with additional auxiliary state) including
power broadening and limited laser coherences we analyzed the width of the dark-state
resonance at 0.7T and determined a ground state spin coherence time of T ∗2 =45(3) ns.
Using additional CPT measurements at various magnetic field strengths we investigated
the contribution of direct relaxations between the two ground state magnetic sublevels
forming the dark state. These experiments reveal a significantly increased decoherence rate
close to the level anti-crossing caused by spin orbit interactions as spin mixing within the
ground state manifold increases. Moreover, these measurements suggest that decoherence
in the low and the high field limit (away from the avoided crossings) is dominated by other
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processes such as phonon-mediated thermalization between the different orbital branches
of the ground state, such as magnetic field noise caused by an impurity spin bath.
Millikelvin experiments To further investigate the mechanisms causing the surpris-
ingly fast decoherence of the ground state spin we, for the first time, designed, built and
successfully operated a confocal microscope in a 3He/4He dilution refrigerator enabling
us to perform single-emitter investigations at temperatures down to 12mK and in small
magnetic fields of about 0.2T. During cool-down, the spin relaxation time Tspin1 increases
significantly from 303 ns at 3.7K to 108µs at 12mK. The long spin relaxation time also
facilitates a high spin initialization fidelity of at least 99.93% at 12mK. A phonon-assisted
direct spin flip process has been identified as the limiting process at temperatures below
≈ 500mK whereas a multi-phonon process plays an increasing role at temperatures be-
tween 500mK and 2.3K. To investigate the exact nature of this second process additional
measurements at temperatures between 1.5K and 4.2K will be necessary. This temperature
region will become accessible in the near future due to the installation of a new 1.5K
cryostat. At even higher temperatures a single-phonon process including thermalization to
the upper orbital ground state level then determines the spin relaxation.
While the spin relaxation time in the millikelvin regime improves drastically, the enhance-
ment of the total coherence time has been found to be much more moderate. Using further
CPT measurements we determined a change of spin coherence time from T∗2=19(3) ns
at 3.7K to T∗2=32(5) ns at 12mK. It is intersting to note that, despite the fact that the
emitter investigated in these experiments is significantly less strained than the one used for
the initial CPT measurements (and hence the phonon density of states should be lower), its
spin coherence at 3.7K is about a factor of two lower. This already indicates that phonon-
mediated processes are not the only source of decoherence. Using all-optical Raman-based
spin echo measurements we identified two decoherence processes limiting spin coherence
while simultaneously demonstrating optical coherent control: First, a temperature- and
magnetic field-dependent flip-flop process of the bath spins causing magnetic field noise.
Secondly, a temperature- and field-independent resonant coupling of the SiV- to the P1
bath (substitutional nitrogen defects [N0s]). Especially this last process is detrimental to
the SiV- spin coherence as it can neither be suppressed by changing the temperature or
magnetic field nor by applying dynamic decoupling sequences. From the temperature-
dependent echo measurements we determined a spin bath concentration of about 3.8 ppm.
This is about one to two orders of magnitude higher than the impurity concentrations
usually found in type IIa HPHT diamonds. However we tentatively attribute this to
unintentionally pre-selecting emitters in sample regions with locally increased impurity
concentrations since we restrict ourselvels to bright SiV- centres. These bright emitters
however, as discussed earlier in this thesis, seem to appear more frequently in nitrogen-rich
diamond environments, most likely due to a stabilization of the negative charge state of the
SiV-. The limitation of spin coherence by resonant coupling to a spin bath in combination
with the need of electron donors to create bright SiV- centres highlights the importance of
a thorough sample fabrication study to fabricate SiV- samples with optimized optical as
well as spin coherence properties.
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Ultrafast all-optical Coherent control To overcome the limit of short coherence
times for QIP applications of the SiV- we then demonstrated for the first time coherent
control of the orbital degree of freedom of a single SiV- solely relying on ultrafast optical
fields and remedying the need for magnetic fields. As a first experiment we realized full
resonant control over a qubit consisting of a ground and an excited state level of the SiV- by
driving Rabi oscillations and Ramsey interference on one of the four ZPL transitions using
12 ps laser pulses. From these Rabi curves we also determined a transition dipole moment of
µC=14.3D and a quantum efficiency of Φ=29.6% for the strongest ZPL transition between
the lowest ground and excited state. To utilize the full ground state coherence time of
the SiV- , we then also demonstrated full sub-cycle control of a qubit based solely on SiV-
ground state levels using a single 1 ps off-resonant Raman control pulse driving two-photon
Rabi oscillations as well as Raman-based Ramsey interference. These techniques enable the
use of the SiV- for local QIP applications despite its short coherence time and in principle
allow for the realization of thousands of qubit gate operations within one coherence period.
6.2.2 SiV- ensembles
Since the inversion symmetry of the SiV- enables the fabrication of dense ensemble samples
featuring homogeneities which are outstanding for solid state systems, we also extended
the coherent manipulation techniques developed for single SiV- centres to ensembles with
the long-term goal of developing a Raman quantum memory. We theoretically estimated
the storage efficiency and storage time of such a memory relying on the currently avail-
able and fully unoptimized ensemble samples. By calculating the Raman coupling we
estimated a read-in efficiency of slightly less than 50% for the Sternschulte ensemble
consisting of an only about 300 nm thick homoepitaxially grown diamond layer with an
estimated SiV- density of 1013 SiV -/cm3. This already underlines the great potential of
SiV- ensembles for high-efficiency memory applications. Moreover, we estimated a storage
time by relating the distribution of optical transition frequencies caused by static crystal
strain to the distribution of two-photon transitions between the two orbital SiV- ground
states. The calculation indicates that with the currently available samples storage times
on the order of 100 ps are feasible, limited by dephasing caused by the inhomogeneous
broadening of about δν=10GHz. Our theory outlines that this improves quadratically
for narrower broadenings. As a first proof-of-principle experiment using pulsed fields to
coherently manipulate an SiV- ensemble we performed a resonant Ramsey interference
experiment. We used this to determine whether the available optical power suffices to
manipulate the ensemble and to validate our optical Bloch equation model for ensembles.
From these simulations we extract an excited state coherence time of about T∗2=65(8) ps,
again limited by the inhomogeneous broadening. Next, we performed resonant Hahn-echo
experiments with the intend to counteract the dephasing induced by the inhomogeneous
broadening. Already a simple three-pulse echo sequence lead to an improvement of the
coherence time by a factor of three with T2=187(31) ps. Similar sequences acting on the
two-photon transitions can be included in future memory protocols to further prolong
storage times. To explore the Raman-based manipulation of the orbital ground states
of the ensemble we performed STIRAP measurements using strong control as well as
signal fields with about 12 ps duration. Transfer efficiencies of 57% from the lower into
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the upper ground state have been achieved, limited by the initialization fidelity and the
available energy of the Raman pulses as indicated by our theoretical model. Finally, as
another step towards the realization of a quantum memory, we decreased the power in
one of the Raman beams of the STIRAP experiment to the nW level and measured the
absorption of the beam transmitted through the ensemble in the presence of a strong
control pulse. This corresponds to the memory read-in process and absorptions of over 90%
have been reached. In addition to the absorption we also found a process causing signal
gain depending on the relative phase of both Raman fields. This is most likely caused by
either a four-wave-mixing process or a stimulated Raman scattering pumped by the strong
control field. We tentatively attribute the phase dependence as a result of a closed interac-
tion contour in the Λ-scheme (making it a ∆-scheme) due to phonon-assisted transitions
between the ground state levels. Based on these experiments also a retrieval of the stored
signal photon by a second control pulse appears feasible in future experiments. There
ensemble samples with decreased inhomogeneous broadenings should be used to further
extent the storage times and to enable faithful separation of the read-out and read-in pulses.
To conclude, the experimental and theoretical investigations presented throughout this
thesis provide a detailed picture of the coherence properties of SiV- centres in diamond
and lay out a variety of experimental techniques to coherently control their quantum state
on ultrafast timescales. Utilizing these, the limiting fast decoherence of the SiV- can be
overcome, enabling future experiments towards QIP applications. Perhaps even more
importantly, the insights gathered in here help shaping a deeper understanding of the
fundamental physics of colour centres in diamond and might enable a targeted search for
yet unexplored centres featuring optimal properties for QIP applications.
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Appendix A
MATLAB scripts & functions
The theoretical models discussed in Chap. 2 and used to analyse the data in Chap. 4 and
Chap. 5 have been implemented using MATLAB R2014b (Mathworks Inc.). In the first
section of this chapter the functions used to simulate the coherent population trapping
and millikelvin experiments while the second section contains code used to simulate the
ultrafast coherent control experiments with single SiV- centres as well as the experiments
involving SiV- ensembles. For the sake of brevity all data import, plotting and output
parts have been removed and comments have been added for better readability.
A.1 Simulations of coherent population trapping
define optical Bloch equations
1 function dy = OBE(t,y,p)
2
3 %initialise output matrix
4 dy=zeros (16 ,1);
5
6 %**************************************************************%
7 %probe detuning for specific time step
8 p.d31= (-p.rng+2*p.rng*t/p.tscan);
9
10 %**************************************************************%
11 %density matrix
12 rho = transpose(reshape(y,4,4));
13
14 %**************************************************************%
15 %Hamiltonian
16 H = [0, 0, p.r31/2, 0;...
17 0, p.d31 -p.d32 , p.r32/2, 0;...
18 p.r31/2, p.r32/2, p.d31 , 0;...
19 0, 0, 0, 0];
20
21 %**************************************************************%
22 %Lindblad operators
23
24 C31=sqrt(p.Gamma31)*[1;0;0;0]*[0 ,0 ,1 ,0];
25 L31 = -0.5*(C31 ’*(C31*rho)+rho*(C31 ’*C31))+C31*(rho*C31 ’);
26
27 C32=sqrt(p.Gamma32)*[0;1;0;0]*[0 ,0 ,1 ,0];
28 L32 = -0.5*(C32 ’*(C32*rho)+rho*(C32 ’*C32))+C32*(rho*C32 ’);
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29
30 C34=sqrt(p.Gamma34)*[0;0;0;1]*[0 ,0 ,1 ,0];
31 L34 = -0.5*(C34 ’*(C34*rho)+rho*(C34 ’*C34))+C34*(rho*C34 ’);
32
33 C43=sqrt(p.Gamma43)*[0;0;1;0]*[0 ,0 ,0 ,1];
34 L43 = -0.5*(C43 ’*(C43*rho)+rho*(C43 ’*C43))+C43*(rho*C43 ’);
35
36 C41=sqrt(p.Gamma41)*[1;0;0;0]*[0 ,0 ,0 ,1];
37 L41 = -0.5*(C41 ’*(C41*rho)+rho*(C41 ’*C41))+C41*(rho*C41 ’);
38
39 C42=sqrt(p.Gamma41)*[0;1;0;0]*[0 ,0 ,0 ,1];
40 L42 = -0.5*(C42 ’*(C42*rho)+rho*(C42 ’*C42))+C42*(rho*C42 ’);
41
42 L=L31+L32+L34+L43+L41+L42;
43
44 %**************************************************************%
45 %dephasing matrix
46
47 D = -1.*[0,p.gamma21 ,p.gamma31 , 0;...
48 p.gamma21 , 0, p.gamma32 , 0;...
49 p.gamma31 , p.gamma32 , 0, 0;...
50 0, 0, 0, 0;];
51
52 D = D.*rho;
53
54 %**************************************************************%
55 %laser linewidths
56
57 Laser = -1.*[0,p.lrel ,p.l31 , 0;...
58 p.lrel , 0, p.l32 , 0;...
59 p.l31 , p.l32 , 0, 0;...
60 0, 0, 0, 0;];
61
62 Laser = Laser .*rho;
63
64 %**************************************************************%
65 %Master equation
66
67 rho_dot = 1i*(rho*H-H*rho) + L + D + Laser;
68
69 %return OBEs to main script
70 for a=1:4
71 for b=1:4
72 dy((4*a-4)+b) = rho_dot(a,b);
73 end
74 end
solve optical Bloch equations
1 %%calculate energies of states and intensities from group theoretical model
2 %input parameters for group theoretical model
3 B=0.73;
4 temp =12;
5 G1=310;
6 G2=210;
7 tg =0.15* pi;
8 pg=0.5* pi;
9 te =0.05* pi;
10 pe=0.0* pi;
11 tB=109;
12 f=0.1;
13 delta =0;
14 eta =200*0.7*( -(0.8 - 0.5) +(0.7 - 0.5)*1i);
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15
16 %call group theoretical model
17 e = sivmodel(B,temp ,G1 ,G2,tg,pg,te ,pe,tB,f,delta ,eta);
18
19 %%energy splittings between:
20 %D and C,B,A to approximate rates between |aux > and |3>
21 deltae43 =(abs(e.ee(1,1)-e.ee(3,1))+abs(e.ee(1,1)-e.ee(2,1))...
22 +abs(e.ee(1,1)-e.ee(4,1)))/3;
23 %|1> and |2>
24 deltae21=abs(e.eg(4,1)-e.eg(3,1));
25
26 %normalize to transition D1
27 e.int=e.int./e.int(4,1);
28
29 %%relative transition dipole moments from group theory
30 mu31 = e.int(8,1);
31 mu32 = e.int(4,1);
32 %sum over all transitions except D1 and D2
33 mu34 = sum(e.int(:,1))-e.int(4,1)-e.int(8,1);
34 %sum over transitions A1,B1,C1
35 mu41 = e.int(1,1)+e.int(2,1)+e.int(3,1);
36 %sum over transitions A2,B2,C2
37 mu42 = e.int(5,1)+e.int(6,1)+e.int(7,1);
38
39 %**************************************************************%
40 %%laser parameters
41 psat31 = 0.72; %probe transition saturation power (muW) (D2)
42 psat32 = 0.33; %pump transition saturation power (muW) (D1)
43 p31 = 0.33; %probe power (muW) (D2)
44 p32 = 0.33; %pump power (muW) (D1)
45 p.r31 = 2*pi*64; %probe Rabi frequency (MHz)
46 p.r32 = p.r31*(p32/p31)*( psat31/psat32); %pump Rabi frequency (MHz)
47 p.d32 = -11.5; %pump detuning (MHz)
48 p.l31 = 2*pi *0.1; %probe laser linewidth (MHz)
49 p.l32 = 2*pi *0.1; %pump laser linewidth (MHz)
50 p.lrel = 2*pi*5; %measured relative laser coherence (MHz)
51
52 %**************************************************************%
53 %spontaneous decay rates
54 tauex = 1.66e-9; %excited state lifetime (s)
55 Gamma = ((1/ tauex)*1e-6)/sum(e.int(:,1)); %common scaling rate
56 %rates
57 p.Gamma31=mu31*Gamma;
58 p.Gamma32=mu32*Gamma;
59 p.Gamma34=mu34*Gamma;
60 p.Gamma43=p.Gamma34*exp(-(( deltae43)/(20.83* temp)));
61 p.Gamma41=mu41*Gamma;
62 p.Gamma42=mu42*Gamma;
63 p.Gamma21 =0;
64 p.Gamma12=p.Gamma21*exp(-(deltae21 /(20.83* temp)));
65
66 %**************************************************************%
67 %dephasing rates
68 p.gamma21 =2*pi *3.5;
69 p.gamma31 =2*pi *3250;
70 p.gamma32 =2*pi *3250;
71
72 %**************************************************************%
73 %scan parameters
74 inttime = 500; %integration time per point (mus)
75 numpoints = 5*300; %number of points in the experiment
76 p.rng = 5*350; %scan range (MHz)
77 p.tscan = inttime*numpoints; %scan duration
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78 tint =0:( inttime):p.tscan; %time trace vector for OBE solver
79
80 %**************************************************************%
81 %solve Optical Bloch Euations
82 atol=1e-6* ones (1,16);
83 options = odeset(’RelTol ’,1e-6,’AbsTol ’,atol);
84 init=zeros (1,16);init (1) =1;
85
86 tic
87 [T,Y] = ode23s(@(t,y) openlambda(t,y,p), tint ,init ,options);
88 toc
89
90 %**************************************************************%
91 %prepare frequency x-axis
92 freq = -(p.rng/2)+T./T(end)*p.rng; %convert time trace to frequencies
93
94 %**************************************************************%
95 %extract populations from OBE solutions
96
97 s1=real(Y(:,1));
98 s2=real(Y(:,6));
99 s3=real(Y(:,11));
100 s4=real(Y(:,16));
A.2 Coherent control and ensemble simulations
define optical Bloch equations
1 function dy = OBE(t,y,p)
2
3 dy=zeros (16 ,1);
4
5 omega =200;
6
7 p.r31 = 2*pi*0;
8 p.r32 = 2*pi*0;
9 p.r41 = 2*pi*0;
10 p.r42 = 2*pi*0;
11
12 w=0.015;
13
14 p.r311=p.amp*(w^2/(w^2+(2*t-2*p.t01)^2));
15 p.r312=p.amp2*(w^2/(w^2+(2*t-2*p.t02)^2));
16 p.r313=p.amp*(w^2/(w^2+(2*t-2*p.t03)^2));
17 p.r31=p.r311+p.r312+p.r313;
18
19 %Density matrix
20 rho = transpose(reshape(y,4,4));
21
22 %Hamiltonian
23 H = [0, 0, p.r31*exp(1i*omega*t), p.r41*exp(1i*omega*t);...
24 0, p.d31 -p.d32 , p.r32*exp(1i*omega*t), p.r42*exp(1i*omega*t);...
25 p.r31*exp(-1i*omega*t), p.r32*exp(-1i*omega*t), p.d31 , 0;...
26 p.r41*exp(-1i*omega*t), p.r42*exp(-1i*omega*t), 0, p.d31+p.dex];
27
28 %Decoherence matrix
29
30 C31=sqrt(p.Gamma31)*[1;0;0;0]*[0 ,0 ,1 ,0];
31 L31 = -0.5*(C31 ’*(C31*rho)+rho*(C31 ’*C31))+C31*(rho*C31 ’);
32
33 C32=sqrt(p.Gamma32)*[0;1;0;0]*[0 ,0 ,1 ,0];
34 L32 = -0.5*(C32 ’*(C32*rho)+rho*(C32 ’*C32))+C32*(rho*C32 ’);
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35
36 C34=sqrt(p.Gamma34)*[0;0;0;1]*[0 ,0 ,1 ,0];
37 L34 = -0.5*(C34 ’*(C34*rho)+rho*(C34 ’*C34))+C34*(rho*C34 ’);
38
39 C43=sqrt(p.Gamma43)*[0;0;1;0]*[0 ,0 ,0 ,1];
40 L43 = -0.5*(C43 ’*(C43*rho)+rho*(C43 ’*C43))+C43*(rho*C43 ’);
41
42 C41=sqrt(p.Gamma41)*[1;0;0;0]*[0 ,0 ,0 ,1];
43 L41 = -0.5*(C41 ’*(C41*rho)+rho*(C41 ’*C41))+C41*(rho*C41 ’);
44
45 C42=sqrt(p.Gamma41)*[0;1;0;0]*[0 ,0 ,0 ,1];
46 L42 = -0.5*(C42 ’*(C42*rho)+rho*(C42 ’*C42))+C42*(rho*C42 ’);
47
48 C21=sqrt(p.Gamma21)*[1;0;0;0]*[0 ,1 ,0 ,0];
49 L21 = -0.5*(C21 ’*(C21*rho)+rho*(C21 ’*C21))+C21*(rho*C21 ’);
50
51 C12=sqrt(p.Gamma12)*[0;1;0;0]*[1 ,0 ,0 ,0];
52 L12 = -0.5*(C12 ’*(C12*rho)+rho*(C12 ’*C12))+C12*(rho*C12 ’);
53
54 L=L31+L32+L34+L43+L41+L42+L21+L12;
55
56 D = -1.*[0,p.gamma21 ,p.gamma31 , 0;...
57 p.gamma21 , 0, p.gamma32 , 0;...
58 p.gamma31 , p.gamma32 , 0, p.gamma43 ;...
59 0, 0, p.gamma43 , 0;];
60
61 D = D.*rho;
62
63 Laser = -1.*[0,p.lrel ,p.l31 , 0;...
64 p.lrel , 0, p.l32 , 0;...
65 p.l31 , p.l32 , 0, 0;...
66 0, 0, 0, 0;];
67
68 Laser = Laser .*rho;
69
70 %Liouville equation
71 rho_dot = 1i*(rho*H-H*rho) + L + D + Laser;
72
73 %return OBEs to main script
74 for a=1:4
75 for b=1:4
76 dy((4*a-4)+b) = rho_dot(a,b);
77 end
78 end
solve optical Bloch equations
1 %calculate energies of states and intensities from group theoretical model
2 %input parameters for group theoretical model
3 B=0; temp=5 ;G1=308; G2=206; tg =0.15* pi;pg=0*pi;te =0.05* pi;pe=0.0* pi;tB =109;f
=0.1; delta =0;eta=0;
4 %call group theoretical model
5 e = sivmodel(B,temp ,G1 ,G2,tg,pg,te ,pe,tB,f,delta ,eta);
6
7 %splittings
8 deltae43 =2*pi*259;
9 deltae21 =2*pi*48;
10
11 p.r31 = 2*pi*0;
12 p.r32 = 2*pi*0;
13 p.r41 = 2*pi*0;
14 p.r42 = 2*pi*0;
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16 p.d31 = 0;
17 p.d32 = 0;
18 p.dex = deltae21;
19
20 p.l31 = 2*pi*4e-3;
21 p.l32 = 2*pi*4e-3;
22 p.lrel = 2*pi*1e-3;
23
24 %spontaneous decay rates
25 Gamma = ((1/1.85));
26 p.Gamma31 =0.459* Gamma;
27 p.Gamma32 =0.303* Gamma;
28 p.Gamma43 =1/0.24;
29 p.Gamma34=p.Gamma43*exp(-(( deltae43)/(20.83* temp)));
30 p.Gamma41 =0.09* Gamma;
31 p.Gamma42 =0.15* Gamma;
32 p.Gamma21 =2*pi *3.5*1e-3;
33 p.Gamma12=p.Gamma21*exp ( -(48/(20.83* temp)));
34
35 %dephasing rates
36 p.gamma21 =2*pi *0.0035;
37 p.gamma31 =2*pi *1.2;
38 p.gamma32 =2*pi *0.0;
39 p.gamma43 =2*pi*0;
40
41 tint =0:0.001:5;
42 detu =10;
43 stepsize =1;
44 fwhm =2.2;
45
46 q=1;
47 for n=-1*detu:stepsize:detu
48 p.d31 = 2*pi*n;
49
50 k=1;
51 for j=0.03:0.001:0.2
52
53 p.t01 =0.05;
54 p.t02=p.t01+j;
55 p.t03=p.t01+2*j;
56
57 p.amp =38.5;
58 p.amp2 =2*38.5;
59
60 atol=1e-5* ones (1,16);
61 options = odeset(’RelTol ’,1e-5,’AbsTol ’,atol);
62 init=zeros (1,16);init (1) =1;
63
64 [T,Y] = ode45(@(t,y) OBE(t,y,p), tint ,init ,options);
65
66 %extract populations from OBE solutions
67
68 s1=real(Y(:,1));
69 s2=real(Y(:,6));
70 s3=real(Y(:,11));
71 s4=real(Y(:,16));
72 outx(k,q)=2*j;
73 outy(k,q)=(sum(s3)+sum(s4));
74
75 k=k+1;
76 end
77 q=q+1;
78 end
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79 outges=zeros(length(outy) ,1);
80
81 j=1;
82 for w=-1*detu:stepsize:detu
83 norm(j,1)=(fwhm ^2/( fwhm ^2+(2*w)^2));
84 j=j+1;
85 end
86 norm=norm/sum(norm);
87
88 for z=1:(q-1)
89 outges=outges+norm(z,1)*outy(:,z);
90 end
91
92 outges=outges ./z;
93 outges=outges ./max(outges);
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Appendix B
Transmission & reflection curves
B.1 Fabry-Pérot etalon properties
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Figure B.1: Transmission curve of the Fabry Pérot etalon mirror coatings. At
737 nm a residual transmission of about 6.25% has been measured.
With the transmission curve shown below we obtain a finesse of
F =
pi
√
R
1−R =
pi
√
0.9375
1− 0.9375 = 48.67 (B.1)
with the specified reflectivity R at 737 nm. This coating has been applied to planar quartz
substrates (n=1.455) with thicknesses L of 50µm, 100µm, 300µm and 500µm. The resulting
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free spectral ranges (FSR) of the etalons are then given by
FSR50µm =
c
2nL
= 2060GHz (B.2)
FSR100µm = 1030GHz (B.3)
FSR300µm = 343.4GHz (B.4)
FSR500µm = 206.6GHz (B.5)
(B.6)
and the widths of the etalon modes by
δν50µm =
FSR
F
= 42.33GHz (B.7)
δν100µm = 21.16GHz (B.8)
δν300µm = 7.06GHz (B.9)
δν500µm = 4.25GHz (B.10)
(B.11)
B.2 Dilution refrigerator windows
The transmission curve shown below displays the properties of the custom-made optical
windows used in the dilution refrigerator. Four identical windows have been used in the
different layers of radiation shielding and with the reflectivity R=0.39% at 737 nm we thus
estimate a total transmission of T=1− (1− 0.0039)4=98.4%.
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Figure B.2: Measured reflectivity of the custom-made windows (EKSMA Optics)
used in the dilution refrigerator. At 737 nm a residual reflectivity of R=0.39% has
been measured. Four of these windows have been used in the different layers of heat
shielding of the cryostat causing a total transmission of T=1−(1−0.0039)4=98.4%.
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