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畳み込みを考慮した動的多層化ニューラルネットワーク





In the research field of machine learning, it is well known that the performance
of a neural network increases with the number of layers. However, as the number of
layers increases, the computational cost also increases. This phenomenon results in a
trade-off between the performance and the computational cost in static neural networks.
In this paper, we aim to tackle this trade-off by developing a neural network with low
computational cost and high performance, and present a new dynamic neural network
with convolutional layers. Since the presented method adds convolutional layers during
a training process, it has the potential for achieving low computational cost and high
performance. We implement the presented method by making use of known dynamic
convolutional layers. Computational experimentation is carried out to show the image
classification performance of the presented method compared with existing methods.



































































































































































































使用する．CIFAR10 は写真に移っているものを 10 クラス
の中から識別する問題である．データの枚数は，学習データ
5万枚，テストデータ 1万ある．画像認識の分野ではよく使





する．バッチサイズは 64とした．総 Epoch数は 80とした．
学習するモデルは 5層の畳み込み層と 2層のMaxpooling層
と 2層の全結合層とした．静的 CNNと動的 CNNの最終的
なネットワーク構造は同じであることを注意しよう．
テストデータの Cross entropy error 関数から得られる






















































図 4: 動的多層化 CNNの学習曲線
(2) 動的多層化動的 CNN
CIFAR10 より難しい写真のクラスタリング問題 CI-




イズは CIFAR10 と同様に 32 × 32 の 3 次元行列となる．
隠れ層と出力層の活性化関数として，それぞれ ReLU 関数
と Softmax 関数を使った．最適化手法に Adam を使った．
Adam のパラメータは元論文で推奨されている値を使用す




attentionの Softmax関数で用いるパラメータ τ = 31とす
る．1epoch毎に τ の値を 3小さくする．学習するモデルは
VGG11とする．





















図 5: 動的多層化動的 CNNの学習曲線
最大正答率に関する結果を表 2 に示す．動的多層化動的
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