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Abstract
In this work we construct global resolutions for general coherent equivariant
sheaves over toric varieties. For this, we use the framework of sheaves over posets.
We develop a notion of gluing of posets and of sheaves over posets, which we apply
to construct global resolutions for equivariant sheaves. Our constructions give a
natural correspondence between resolutions for reflexive equivariant sheaves and
free resolutions of vector space arrangements.
∗Institut fu¨r Mathematik, Universita¨t Paderborn, 33098 Paderborn, Germany, perling@math.upb.de
1
Contents
1 Introduction 3
2 Preliminaries on Preordered Sets 10
2.1 Representations of preordered sets . . . . . . . . . . . . . . . . . . . . . 10
2.2 Direct and inverse limits . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Gluing of preordered sets . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Gluing of sheaves over preordered sets . . . . . . . . . . . . . . . . . . . 15
3 Toric Varieties and ∆-Families 17
3.1 Equivariant sheaves and ∆-families . . . . . . . . . . . . . . . . . . . . . 17
3.2 The Krull-Schmidt property . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 The quotient representation of a toric variety . . . . . . . . . . . . . . . 19
4 Compression and Resolutions 23
4.1 lcm-lattices in Zr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Polynomial rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.3 Admissible posets and normal semigroup rings . . . . . . . . . . . . . . 27
4.4 Extension of a module to the homogeneous coordinate ring . . . . . . . 30
4.5 Global resolutions for ∆-families . . . . . . . . . . . . . . . . . . . . . . 32
5 Reflexive Sheaves and Vector Space Arrangements 38
5.1 Reflexive sheaves and their canonical admissible posets . . . . . . . . . . 38
5.2 Extensions to the homogeneous coordinate ring . . . . . . . . . . . . . . 41
5.3 Resolutions for vector space arrangements and reflexive equivariant sheaves 42
5.4 Resolutions of Cohen-Macaulay modules . . . . . . . . . . . . . . . . . . 44
5.5 Reflexive models for vector space arrangements . . . . . . . . . . . . . . 46
References 47
2
1 Introduction
An important part of the theory of vector bundles over homogeneous spaces G/P is
the study of homogeneous vector bundles. This class of vector bundles has first been
investigated by Kostant and Bott in the 50’s, who clarified the relation between the
representation theory of G and homogeneous bundles. This relation in many cases
allows to determine properties of homogeneous vector bundles very explicitly, and so
homogeneous bundles have played a great role in the field of studying general vector
bundles, notably over projective spaces.
In a more general situation, one considers a quasi-homogeneous space, i.e. a space
X together with the action of an algebraic group G such that this action has a dense
open orbit in X. In this context it is customary to speak about equivariant rather than
homogeneous vector bundles; denote σ, p2 : G × X −→ X the group action and the
projection onto the second factor, respectively, then a vector bundle (or a more general
sheaf) E on X is equivariant if there exists an isomorphism
Φ : σ∗E
∼=
−→ p∗2E
such that
(µ × 1X)
∗Φ = p∗23φ ◦ (1G × σ)
∗Φ,
where µ is the group multiplication morphism and p23 the projection onto the second and
third factor of G×G×X (see also [MFK94]). This situation in general is considerably
more difficult than the case of homogeneous spaces, as (at least) the following two things
can happen: in general, X has a rather complicated orbit structure, such that there are
lower-dimensional invariant loci which allow equivariant vector bundles to degenerate to
more general equivariant sheaves, if considered in families in a suitable sense; moreover,
the representation theory of G contributes only marginal information. So the conclusion
is that one has to study the complete category of equivariant sheaves over X, which in
particular means:
(i) construct good invariants for equivariant sheaves over X,
(ii) study moduli spaces with respect to these invariants.
In this work, we attempt to carry out part of such a program for equivariant sheaves over
toric varieties, which are probably the easiest examples of quasi-homogeneous spaces.
Reflexive Sheaves. Our approach is based on the framework of ∆-families which we
have developed in earlier work ([Per04a]), which in turn generalizes the characterization
of Klyachko ([Kly90], [Kly91]) of equivariant reflexive sheaves. Klyachko’s observation
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was that every such sheaf E is equivalent to a finite dimensional vector space E together
with a finite set of full filtrations
· · · ⊂ Eρ(i) ⊂ Eρ(i+ 1) ⊂ · · · ⊂ E
for i ∈ Z and every torus invariant divisor ρ ∈ ∆(1) (see section 3 for notation). Naively,
one can seperate two kinds of data from such a set of filtrations: first, the indices i,
preferably those where the dimension of the filtration jumps Eρ(i) ( Eρ(i + 1), and
second, the flags underlying the filtrations, when we forget about the indices. One could
think of the indices as a discrete invariant for E , and the flags as moduli for the sheaf.
However, it turns out that the indices essentially only determine the first equivariant
Chern class of E , and the moduli of flags do not behave very well in sheaf theoretic sense.
This has been investigated in detail in [Per04b] for case of equivariant vector bundles of
rank two over toric surfaces.
One could proceed now and declare the equivariant Chern classes as invariants for
equivariant sheaves and construct moduli with respect to these (this has been done in
[Per04b]), but we are interested in a more direct approach and want to analyze the flags
underlying the filtrations. These flags and their intersections determine a subvector
space arrangement of E, and as there is no more data left to describe E , one intuitively
assumes that all further properties of E are somehow encoded in this arrangement.
Our approach is to construct a global resolution for any given equivariant sheaf E
over X. From the point of view of homogeneous coordinate rings (see [Cox95]) it has
been observed ([BV97]) that every such sheaf has a finite global resolution
0 −→ Fs −→ · · · −→ F0 −→ E −→ 0
where Fi ∼=
⊕
j O(Dij) for every i. Here, the Dij are torus invariant Weil divisors, and
the sheaves O(Dij) are equivariant reflexive sheaves of rank one; in the case where X
is smooth, these sheaves always are invertible. We will give an explicit construction
for such resolutions, which for the case of reflexive sheaves will only depend on the
underlying vector space arrangements. Our results generalize a result of Klyachko, who
in [Kly90] constructed a canonical resolution in the case where E is locally free and X
is smooth and complete.
Vector space arrangements. An interesting aspect of our construction is the solu-
tion of the following problem; consider any subvector space arrangement in some vector
space E, and its underlying poset P which is given by the set of subvector spaces in
the arrangement together with the partial order which is given by inclusion. Then,
does there exist a vector space F together with a coordinate vector space arrangement
such that the underlying poset is isomorphic to P? The answer is yes, and it is rather
straightforward to see that one just needs to choose F large enough, such that the com-
binatorics of P can be modelled by coordinate spaces of F. As a byproduct, we obtain
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a surjection F։ E such that for every element V ∈ P and its corresponding subvector
space FV of F, we have a commutative exact diagram
0 // K // F // E // 0
0 // KV //
?
OO
FV //
?
OO
V //
?
OO
0.
The vector spaces KV again form a vector space arrangement in K whose underlying
poset is a subset of the original poset P. We call the arrangement KV the first syzygy
arrangement of P.
By iterating this procedure, we obtain an exact sequence of vector spaces
0 −→ Fs −→ · · · −→ F0 −→ E −→ 0
where every Fi contains a coordinate vector space arrangement whose underlying poset
coincides with the poset underlying the i-th syzygy arrangement. In the case where the
arrangement in E is closed under performing intersections, we have even a good notion
of minimal resolutions; we obtain a unique representation of such an arrangement in
terms of the purely combinatorial information encoded in the successive coordinate space
arrangements. In a sense, we can think of the resolution as providing a “K-theory”-class
in a suitable category of vector space arrangements. We formulate the following
Conjecture: Let E be a reflexive equivariant sheaf over a toric variety X, then every
property of E depends only on the indices of the filtrations Eρ(i) and the K-theory class
of the underlying vector space arrangement.
One can read this conjecture also the way that the “K-theory”-class of a vector space
arrangement is its finest possible invariant. The class of coordinate vector space ar-
rangements is a well-studied subject (see [BP00]), and it would be interesting to see
whether properties of general arrangements can be studied through free resolutions.
Poset representations. The construction of some global resolution for an arbitrary
equivariant coherent sheaf over X is not necessarily a difficult task, but in general the
organization of all the needed data is rather elaborate. Any nuts and bolts approach,
starting from scratch, would probably be rather cumbersome for the reader to follow;
therefore we adopt in this paper a more formal approach, by developing a certain amount
of framework in the context of poset representations. Such representations, as a subtopic
of quiver representations [Gab72], have been studied since long (see [Naz80]). Any poset
P with a partial order ≤ in a natural way is equivalent to some category. In this category
the objects are the elements of P, and the morphisms are the relations x ≤ y, i.e. there
exists at most one morphism between two objects x, y ∈ P. A representation of P is a
5
functor F : P −→ k -Vect, x 7→ Fx, the category of vector spaces over some field k. The
representations themselves form an abelian category whose morphisms are the natural
transformations.
On a poset P there exists a natural topology, which is generated by the basis U(x) =
{x ≤ y ∈ P}. Using this topology, every representation F of P induces a sheaf over P by
setting F
(
U(x)
)
:= Fx, and conversely, any sheaf over P with values in k -Vect induces
a representation of P. In fact, the categories of representations of P and of sheaves over
P with values in k -Vect are equivalent. However, it will be more comfortable for us
to have both points of view in mind and to switch the picture freely. The additional
bonus of sheaves over P is that by the continuation to the whole topology of P, they
automatically incorporate inverse limits via F(U) = lim
←
F
(
U(x)
)
, where the limit runs
over all x ∈ U . For us, this is a very natural way to encode all possible pullback
diagrams over the poset P. Sheaves over posets have been in the literature before, the
first reference we are aware of being [Bac75]. More recently, this kind of sheaves has
been used in similar contexts like ours, for the study of certain modules over semigroup
rings [Yan01], and for vector space arrangements [DGM00].
Posets and graded modules. Our general principle will be to start with local con-
structions and to globalize these by some gluing procedure, where ’local’ and ’global’
means over affine and general toric varieties, respectively. Recall that an affine toric va-
riety Uσ over some algebraically closed field k on which the torus T acts, is equivalent to
the spectrum of a normal semigroup ring k[σM ]. The semigroup σM is a subsemigroup
of the character group M ∼= Zr of T , which is given by the intersection of a convex
rational polyhedral cone σˇ in M ⊗Z R with M . Any equivariant sheaf E over an affine
toric variety Uσ is equivalent to an M -graded k[σM ]-module E
σ = Γ(Uσ, E), i.e.
Eσ =
⊕
m∈M
Eσm.
A fundamental observation is that this grading is the reason that equivariant sheaves
over toric varieties have still a semi-combinatorial nature, in contrast to the completely
combinatorial description of the toric varieties themselves. To see this, note that σM
endowsM with the structure of a poset by setting m ≤σ m
′ iff m′−m ∈ σm (we simplify
here, as in fact this in general only defines a preorder). This way, Eσ is equivalent to
a representation of M which maps every m to the vector space Eσm, and every relation
m ≤σ m
′ is mapped to the vector space homomorphism Eσm −→ E
σ
m′ , which is given
by multiplication with the monomial χ(m′ − m). It turns out that the category of
representations of the poset M is equivalent to the category of equivariant quasicoherent
sheaves over Uσ.
To be able to work truly with a finitely generated module, one needs an expedient
finite representation for it. For this, we introduce the notion of a polyhedral decom-
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position of M . For any ρ ∈ σ(1) and any integer nρ we have the shifted halfspace
{m ∈ MR | 〈m,n(ρ)〉 ≥ nρ} in MR, and for any tuple n =
(
nρ | ρ ∈ σ(1)
)
∈ Zσ(1) the
intersection of half spaces Pn = {m | 〈m,n(ρ)〉 ≥ nρ for all ρ ∈ σ(1)}. We call such an
unbounded domain Pn a polyhedron. Note that the dual cone σˆ itself is a polyhedron
which has the zero face as its unique compact face. Figure 1 shows an example of a
cone where σ(1) consists of four rays, and a polyhedron defined with respect to these
four rays. The intersection of two polyhedra Pn1 , Pn2 is again a polyhedron, Pn, where
Figure 1: Example of a cone with four maximal faces and a polyhedron
n = (max{(n1,ρ, n2,ρ} | ρ ∈ σ(1)). This way, any collection of polyhedra Pn1 , . . . , Pns
gives rise to a partition of M as follows. Define the ’least common multiple’ n of any
collection ni1 , . . . , nik , by the componentwise maximum of the nij . Then the equivalence
classes Tn contain all m ∈ M with 〈m,n(ρ)〉 ≥ ni,ρ for all ρ ∈ σ(1), for which there
is no bigger least common multiple n′ satisfying these inequalities. Figure 2 shows a
partition of Z2 generated by three polyhedra. The set of lcm’s of the n1, . . . , ns in a
Figure 2: A polyhedral decomposition of Z2 into seven regions
natural way becomes a poset, as a subposet of Zσ(1 with partial order induced by the
componentwise order. The lcm’s are a special case of a polyhedral decomposition which
is induced by an admissible poset. A finite poset Pσ ⊂ Zσ(1) is admissible if for any
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m ∈ M there exists a unique maximal element n ∈ Pσ such that 〈m,n(ρ)〉 ≥ nρ for all
ρ ∈ σ(1). Pσ is admissible with respect to Eσ if moreover for every n ∈ Pσ there exist a
vector space En such that En ∼= E
σ
m for all m ∈ Tn. The vector spaces En together with
appropriate morphisms En −→ En′ (whose existence is part of our definition 4.11 for
admissible posets), yield a representation of Pσ, which encodes the complete structure
of Eσ. We can think of it, euphemistically, as a compression of Eσ .
The most important feature of our constructions is that the compression of Eσ
is functorial, because we systematically exploit the formalism of sheaves on posets; we
finally arrive at an equivalence of categories between sheaves over Pσ and k[σM ]-modules
with respect to which Pσ is admissible (theorem 4.15). This in particular enables us
to construct resolutions of Eσ in terms of free resolutions of the sheaf En over P
σ .
The resolutions obtained this way are not free resolutions, but rather resolutions by
reflexive modules of rank one. Any n ∈ Zσ(1) gives rise to a T -invariant Weil divisor
Dn = −
∑
ρ∈σ(1) nρDρ on Uσ, and thus to a reflexive sheaf of rank one OUσ(Dn). Write
S(n) for the associated reflexive k[σM ]-module, then itsM -graded decomposition is given
by
S(n) ∼=
⊕
m∈Pn∩M
k · χ(m).
Every equivalence class Tn has the shape of the forepart of the polyhedron Pn, and thus
provides a ’slot’ by which we can define a map S(n) → E
σ
m without missing anyM -degree
in Tn. This leads to a somewhat different philosophy of resolutions than the usual one —
instead of a generating set of Eσ as basic input for our resolutions, we use a polyhedral
decomposition. This at least leads to finite resolutions and reduces in many cases the
problem to understanding the modules S(n) (see theorem 5.13 for such an application).
We want to remark that our notions of admissible posets and polyhedral decompositions
are very close, though not entirely identical, to the sector partitions in [HM04].
Gluing of posets and globalization. A sheaf E is equivalent to a collection of k[σM ]-
modules Eσ, where σ runs over the fan associated to X, which glues in an appropriate
sense over the Uσ. On the other hand, E can be represented by a collection of sheaves
over some admissible posets Pσ, which we have to glue — in an appropriate sense.
The problem of gluing posets might be interesting in a somewhat broader mathematical
context, so that we decided to define it slightly more general than necessary. We remark
that the naive idea of gluing posets like topological spaces, which of course can be done,
probably does not lead to anything interesting. For instance, one can easily show that
a topological space which is covered by two open sets, each of which is homeomorphic
to a poset, can globally be given the structure of a poset. By induction, one concludes
that every set which has a finite cover by posets is a poset again. Our notion of gluing is
different from this, and indeed it is a derived concept which comes very naturally from
toric geometry, suitable for us to construct global resolutions.
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Our idea is to realize gluing by passing from posets to preordered sets. In contrast
to our statements above, a semigroup σM in general induces only a preorder on M ,
rather than a partial order. For any two m,m′ ∈ M we have m ≤σ m
′ and m′ ≤σ m
iff m−m′ ∈ σ⊥M , the maximal subgroup of σM . We can turn ≤σ into a proper partial
order if we pass to the induced order on the quotient M/σ⊥M . For any M -graded module
E and any pair m,m′ with m ≤σ m
′ and m′ ≤σ m, the multiplication homomorphisms
by χ(m′ −m) and χ(m−m′) necessarily are isomorphisms, and in fact, the categories
of M -graded k[σM ]-modules and of M/σ
⊥
M -graded k[σM/σ
⊥
M ]-modules are equivalent.
Now for simplicity assume that ≤σ is a partial order and let τ < σ be a proper face, such
that ≤τ is a proper preorder. τM is of the form σM + Z≥0 · (−mτ ) for some mτ ∈ σM
such that τ⊥∩ σˇ is a proper face of σˇ and τ⊥M = (σM ∩ τ
⊥
M )+Z≥0 · (−mτ ) is a nontrivial
subgroup.
The set τ⊥M ∩ σM is a subsemigroup of τ
⊥
M , giving rise to a partial order on τ
⊥
M . For
any m ∈ M , we can think of the affine subset m + τ⊥M as a slice in M , and every such
slice has its own partial order. With respect to such a slice, we can consider the directed
system Eσm′ with m
′ ∈ m+ τ⊥M , and the directed limit of this system:
Eτm := lim→
Eσm′ , m
′ ∈ m+ τ⊥M .
It turns out that
⊕
m∈M E
τ
m
∼= Eσχ(mτ ), i.e. the localization of E
σ by the character
χ(mτ ), which we now can interpret as some kind of limit figure of E
σ along the direction
mτ .
This example is our prototype for defining gluing of partially ordered sets and sheaves
over them. Let P be an abstract poset with some partial order ≤. Then a localization
of ≤ is a preorder ≤′, such that x ≤ y implies x ≤′ y, and x ≤′ y implies x ≤ w for
some element w with w ≤′ y and y ≤′ w. This is the abstract analogoue of the slicing
above, where the preorder ≤′ groups together certain subsets of P. By this definition,
if we pass to the quotient P/ ∼, where x ∼ y iff x ≤′ y and y ≤′ x, every representation
F of P induces a representation F¯ of P/ ∼, where
F¯[x] = lim
→
Fy,
the limit is taken over all y ∈ x with respect to the partial order ≤. This way, we obtain
a quite canonical procedure for gluing sheaves F1, F2 over two posets P1,P2; we simply
require that the posets have localizations ≤′1,≤
′
2 such that there exists isomorphisms
l : P1/ ∼−→ P2/ ∼ and φ : l
∗F¯2 −→ F¯1. We refer to subsections 2.3 and 2.4 for the
precise definitions.
Overview of the paper. This paper tries to be self-contained in the sense that all
required notation related to toric geometry are introduced. However, we refrain from
giving any account on these subjects; we refer to [Per04a] for a more details.
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The paper consists of four principal parts. In section 2, we present our principal
technical framework from the theory of poset representations; in addition to well-known
material, in this section gluing of posets and of sheaves over posets are introduced. In
section 3, we recall general notions from toric geometry and the formalism of ∆-families
as developed in [Per04a]. We present a partial reformulation of the material in view
of the formalism of section 2. We show that the Krull-Schmidt theorem holds in the
category of equivariant coherent sheaves over any toric variety. Section 4 contains the
biggest part of the work; starting from polynomial rings (subsection 4.2), and then gen-
eralizing to normal semigroup rings (subsection 4.3), we construct resolutions for finitely
generated modules over affine toric varieties. In subsections 4.4 and 4.5 we construct
global resolutions, both from the point of view of gluing over posets, and homogeneous
coordinate rings. In section 5 we analyze the special case of reflexive modules, and in
particular we amplify their close relationship to vector space arrangements. As an ap-
plication, in subsection 5.4 we show that our resolutions in the case of reflexive modules
behave well in sense of homological algebra. In subsection 5.5 we discuss how resolutions
of vector space arrangements can effectively be computed in terms of associated modules
over polynomial rings.
This work extends results of my thesis [Per03]. Most of this paper has been written
during my stay at the Abdus Salam ICTP, Trieste for whose hospitality I am deeply
grateful.
2 Preliminaries on Preordered Sets
In this section let P be a countable set on which a preorder ≤ is defined. Recall that
a preorder is defined by the same axioms as a partial order, except for the reflexivity
axiom, i.e. there may exist elements x, y ∈ P such that x ≤ y and y ≤ x, but x 6= y. For
such pairs we write x ≶ y; in the sequel we will frequently put indices on the symbol ≤,
such as ≤′,≤σ, etc.; then these indices also apply to ≶. If there is no ambiguity in the
preorder chosen, we just write P, else we write (P,≤).
2.1 Representations of preordered sets
Any preordered set P in a natural way forms a category; its objects are given by the set
underlying P and the morphisms for x, y ∈ Ob(P) are:
Mor(x, y) =
{
the pair (x, y) if x ≤ y
∅ else.
Here the pair (x, x) represents the identity morphism for all x ∈ P.
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Definition 2.1: A functor from P to k -Vect, the category of vector spaces over the
field k, is called a k-linear representation of P.
As a general notation, if E denotes a k-linear representation of a preordered set P,
an element x ∈ P is mapped to the vector space denoted Ex, and the relation x ≤ y
is mapped to a vector space homomorphism E(x, y). The k-linear representations of P
form an abelian category whose morphisms are natural transformations.
Representations of P are equivalent to sheaves over P. On P there is defined a
topology which is generated by the basis
U(x) := {y ≥ x}
for all x ∈ P. The continuous maps between posets then are precisely the order pre-
serving maps. A sheaf E on P with respect to this topology with values in k -Vect
automatically induces a representation of P. On the other hand, for any representation
E, following [GD71] §0.3.2, we obtain a presheaf E on P by setting E
(
(U(x)
)
:= Ex for
all x ∈ P and E(U) := lim
←
E
(
U(x)
)
for some open set U , where the limit runs over all
x ∈ U . Note that the stalk Ex is isomorphic to E
(
U(x)
)
. By observing that for some
U(x) every open cover necessarily contains U(x), and applying the criterion of §0.3.2.2
in [GD71], it follows that every presheaf automatically is a sheaf.
A distinguished class of representations are the representations F x associated to
some element x ∈ P, which are given by:
y 7→
{
k if x ≤ y
0 else,
and relations y ≤ z mapped to identity if x ≤ y, and to the zero map else. In terms
of sheaves over P, one can alternatively define F x as follows. Denote jx the canonical
inclusion U(x) →֒ P, and let k be the constant sheaf with k(U(y)) = k for all y ∈
P. Then F x corresponds to jx!j
∗
xk. We say that a representation of P is free if it is
isomorphic to a direct sum of objects of the form F x. We have:
Proposition 2.2: The representations F x are projective objects in the category of k-
linear representations of P.
Using the notion of free objects, we can introduce free resolutions.
Definition 2.3: Let P be any preordered set and E a k-linear representation. Then a
free resolution of E is an exact sequence
. . . −→ Fi −→ . . . −→ F0 −→ E −→ 0
where for every i : Fi ∼=
⊕
j F
xij for some xij ∈ P.
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Let x ∈ P, then we consider the subvector space of Ex which is generated by the
image of all Ey, y < x, by the morphisms E(x, y), E<x :=
∑
y<xE(y, x)Ey , where we
set E<x := 0 if the set {y < x} is empty. codimEx E<x is the free dimension of Ex.
Proposition 2.4: Let P be a finite preordered set. Then for every k-linear represen-
tation of P there exists a finite free resolution, that is, there exists a free resolution as
above and some n ≥ 0 such that Fi = 0 for all i > n.
Proof. Let X ⊂ P be the set of elements such that Ex has positive free dimension. For
every x ∈ X we consider the short exact sequence of vector spaces
0 // E<x // Ex // Ex/E<x //
µx
ff 0,
where we have chosen some section µx. For every such x, we can consider the constant
sheaf Ex/E<x on P and its restriction E
x := jx!j
∗
x(Ex/E<x). Using the section µx, there
exists a natural homomorphism φx : E
x −→ E by setting φx = E(x, y) ◦µx : E
x
y −→ Ey
for every pair x ≤ y and the zero map for all x  y. The sheaf Ex is isomorphic to (F x)fx ,
where fx is the free dimension of Ex. Thus we define F0 =
⊕
x∈X E
x ∼=
⊕
x∈X (F
x)fx
and a homomorphism φ0 : F0 −→ E by setting φ0 :=
∑
x∈X φx. By construction, φ0 is
a surjective map, and we obtain thus a short exact sequence of representations of P:
0 −→ K0 −→ F0
φ0
−→ E −→ 0.
Now we can repeat this construction withK0, and by iterating we obtain a free resolution
of E which is concatenated of short exact sequences 0 −→ Ki+1 −→ Fi+1.
φi+1
−→ Ki −→ 0.
Now observe that for Ki+1,x = 0 whenever the free dimension of Ki,x is equal to
dimKi,x, and Ki,x = 0 implies that Ki+1,x = 0. The set of such Ki,x whose free
dimension is equal to dimKi,x is always nonempty as long as Ki is nontrivial, because
the set contains at least the minimal elements x ∈ P which have nontrivial Ki,x. So, as
P is finite, it follows that there exists some r > 0 for which Ki,x = 0 for all i > r.
Definition 2.5: Let 0 −→ Fr
φr
−→ . . . ,
φ1
−→ F0
φ0
−→ E −→ 0 be a free resolution of a
k-linear representation E, then we call the kernel of φi the ith syzygy representation of
E.
2.2 Direct and inverse limits
Now we recall some basic facts about direct and inverse limits in the category of vector
spaces. This is only intended as a reminder to the reader, as we will be using limits
extensively during the rest of this paper.
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As we have seen in the previous subsection, every preordered set P in a natural way
is a directed family. Thus, a representation E of P becomes a directed family of vector
spaces. Recall, that the inverse limit of E is a vector space
lim
←
E =: Ei
which has the following universal properties:
(i) for every element x ∈ P there exists a unique homomorphism φx : E
i −→ Ex such
that E(x, y) ◦ φx = φy for every x ≤ y;
(ii) for every vector space F with homomorphisms ψx : F −→ Ex, where ψy = E(x, y)◦
ψx for every x ≤ y, there exists a unique homomorphism δ : F −→ E
i with
ψx = φx ◦ δ for all x ∈ P.
Definition 2.6: We denote the vector space homomorphism δ : F −→ Ei diagonal
homomorphism from F to Ei.
Explicitly, such a limit can be constructed as the subvector space of the direct product∏
x∈P Ex consisting of sequences (ex | x ∈ P) such that E(x, y)(ex) = ey for every pair
x ≤ y. If P has a unique minimal element xmin, then φxmin : E
i → Exmin becomes an
isomorphism. This construction is a straightforward generalization of the pullback in
the category of vector spaces; the pullback is the special case where the poset consists
of three elements x, y, z with x < z and y < z.
Dually, there exists the direct limit
lim
→
E =: Ed
which generalizes pushout. It can explicitly be constructed as the quotient of the vector
space
∏
x∈P Ex by the subvector space generated by vectors E(x, y)(ex)− ex. For every
x ∈ P there exists a homomorphism φx : Ex −→ E
d such that universal properties
analogously to the inverse limit are fulfilled. Note that in case that there exists a unique
maximal element xmax, the homomorphism φ
xmax is an isomorphism.
Both limits behave covariantly; consider two preordered sets P, Q, and any two
representations E, F of P and Q, respectively, and a order preserving map f : P −→ Q.
Then any natural transformation r : E −→ f∗F induces a homomorphism of limits:
lim
←
r : lim
←
E −→ lim
←
f∗F resp. lim
→
r : lim
→
E −→ lim
→
f∗F.
In particular, if P and Q have unique minimal elements xmin and ymin, respectively, and
f(xmin) = ymin, we obtain
lim
←
r : lim
←
E −→ lim
←
F,
and analogously for the direct limit with respect to maximal elements.
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2.3 Gluing of preordered sets
Definition 2.7: Let (P,≤) be a preordered set. Then we denote P≶ the quotient of P
by the equivalence relation which is given by x ∼ y iff x ≶ y.
Clearly, ≤ induces a partial order on the set P≶.
Definition 2.8: A localization of P is a preorder ≤′ on P such that the following
conditions are fulfilled:
(i) for all x, y ∈ P, x ≤ y implies x ≤′ y,
(ii) for all x ≤′ y there exists some w ≶′ y such that x ≤ w.
Let ≤′ be a localization of (P,≤), then ≤ induces a relation on P≶′ by setting
[x] ≤ [y] iff there exist u ∈ [x], v ∈ [y] with u ≤ v.
Proposition 2.9: Let ≤′ a localization of (P,≤), then the relation on P≶′ induced by
≤ coincides with the partial order induced by ≤′.
Proof. We check the poset axioms for ≤: 1) [x] ≤ [x] follows because u ≤′ u implies
that there exists v ≶′ u such that u ≤ v. 2) Let [x] ≤ [y] and [y] ≤ [x]; then there exist
u, p ∈ [x], v, q ∈ [y] such that u ≤ v and p ≤ q; then u ≤′ v ≤′ p ≤′ u, and thus v ≶′ u,
hence [x] = [y]. 3) Let [x] ≤ [y] and [y] ≤ [z]; then there exist u ∈ [x], v, p ∈ [y] and
q ∈ [z] such that u ≤ v and p ≤ q; thus u ≤′ v ≤′ p ≤′ q and there exists w ≶′ q such
that u ≤ w, and thus [x] ≤ [z].
Now the equivalence of the partial orders ≤ and ≤′ on P≶′ is trival.
Let (Pα,≤α) be a finite family of preordered sets, together with a family of represen-
tations Fα, where α runs over some index set A. Our aim is to glue these representations
when certain conditions on the Pα are fulfilled. For this, we need the following notion:
Definition 2.10: Let f : P −→ Q be an order preserving map between preordered sets.
Then f is a contraction if
(i) for every x ∈ P there exists some y ∈ Q such that f
(
U(x)
)
= U(y),
(ii) for every y ∈ Q: f−1
(
U(y)
)
= U(x) for some x ∈ P.
These conditions imply that f is surjective and that for every x ∈ P with f
(
U(x)
)
=
U(y) there exists z ∈ P with U(x) ⊂ U(z) = f−1
(
U(y)
)
. By this we can define a map
h : Q −→ P by mapping y 7→ z. This map is an order preserving injection of Q into P.
Definition 2.11: Let f : P −→ Q be a contraction. Then the unique map h : Q −→ P
mapping y ∈ Q to z ∈ P such that f−1(U(y)) = U(z) is called hooking of Q into P.
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Using this definition, one can think of our gluing of posets as a process of hooking
different posets along common contractions.
Let P,Q be two finite preordered sets, f : P −→ Q a contraction, and E a
representation of Q. Then the pullback f∗F x for any free representation for some
x ∈ Q then is isomorphic to the free representation F h(x) of P. For any free res-
olution 0 → Fr → · · · → F0 → E → 0, one can consider the pullback sequence
0→ f∗Fr → · · · → f
∗F0 → f
∗E → 0. We observe:
Lemma 2.12: The sequence 0→ f∗Fr → · · · → f
∗F0 → f
∗E → 0 is isomorphic to the
free resolution of f∗E in the sense of proposition 2.4.
Proof. It suffices to check the first step of the resolution 0 → K0 → f
∗F0 → f
∗E →
0 and to show that K0 and f
∗F0 coincide with the representations obtained by the
procedure of proposition 2.4. But this follows directly from the fact that for every
y ∈ Q, the homomorphisms (f∗E)h(x) → (f
∗E)y are isomorphisms for all h(x) ≤ y ∈
f−1(x).
Definition 2.13: Let (A,) be a finite poset and Pα, α ∈ A be a family of preordered
sets. We say that the posets Pα glue over A if
(i) for every β < α ∈ A there exists a localization ≤βα of ≤α and a contraction
lαβ : (Pα)≶βα → (Pβ)≶β ;
(ii) for every triple γ  β  α ∈ A, the composition of maps Pα → (Pα)≶βα
lαβ
→
(Pβ)≶β → (Pβ)≶γβ
lβγ
→ (Pγ)≶γ coincides with Pα → (Pα)≶γα
lαγ
→ (Pγ)≶γ .
Our principal example, where the maps lαβ actually are isomorphisms, will be the
preorderings associated to a fan ∆ in section 3.
2.4 Gluing of sheaves over preordered sets
Let (P,≤) be some preordered set; if E is some representation of P, then for any pair
x ≶ y, the map E(x, y) : Ex −→ Ey is an isomorphism whose inverse is E(y, x). Thus
E descends to a representation of P≶ by setting E[x] := lim
→
Ey, where the direct limit is
taken over all elements y ≤ x. For any y ≤ x there is the canonical inclusion of directed
systems {Ez | z ≤ y} →֒ {Ez | z ≤ x}, which induces a functorial homomorphism
E[y] −→ E[x]. On the other hand, every representation F of P≶ lifts to a representation
of P by setting Ex := E[x] and E(x, y) := E([x], [y]). By descend and lift, we have:
Lemma 2.14: Let (P,≤) be a preordered set. The category of representations of P is
equivalent to the category of representations of P≶.
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Let ≤′ be a localization of ≤. For any x ∈ P, denote Px = {z ∈ P | z ≤
′ x}.
We construct a representation on P≶′ by mapping [x]
′ ∈ (P)≶′ to the vector space
E[x]′ := lim
→
Ez, the direct limit taken over Px with respect to the partial order ≤. The
inclusion Px →֒ Py induces an inclusion of directed sets with respect to ≤, and thus
we obtain a morphism E[x]′ −→ E[y]′ . By lemma 2.14, this representation lifts to a
representation of (P,≤′).
Definition 2.15: Let (P,≤) be a preordered set, ≤′ a localization of ≤, and E a
representation of (P,≤). Consider the poset P≶′ . Then we call the induced sheaf on
(P,≤′) a localization of F .
Now we assume that we are given some partially ordered set (A,), a collection of
preordered sets Pα which glues over A, and a collection of sheaves E
α over Pα for every
α ∈ A. We want glue this collection of sheaves to give some kind of global object over
the glued preordered sets.
Definition 2.16: We say that the collection Eα glues over the collection Pα, if
(i) for every β  α, and morphism of posets lαβ : (Pα)≶βα
−→ (Pβ)≶β there is an
isomorphism of sheaves φαβ : l∗αβE
β
∼=
−→ Eα
(ii) for every triple γ  β  α: φαγ = φαβ ◦ l∗αβφ
βγ .
We call a such a collection a sheaf over Pα.
Let Eα, Fα be sheaves over Pα, where we denote the gluing homomorphisms φαβ
and ψαβ , respectively. A homomorphism from Eα to Fα is given by a collection of
homomorphisms fα : E
α −→ Fα such that fα ◦ φ
αβ = ψαβ ◦ l∗αβfα for every pair β  α.
One checks straightforwardly that this is compatible with the cocycle conditions on φαβ
and ψαβ , and moreover that the corresponding families of kernels and cokernels of fα
glues over A:
Proposition 2.17: The category of sheaves over Pα is abelian.
Compression of sheaves over preordered sets. Let A be a finite poset and denote
PfA the category of collections of finite preordered sets {P
α | α ∈ A} which glue over A.
Let {Qα} be any collection of not necessarily finite preordered sets which glues over A.
Denote C any subcategory of the category of sheaves which glue over the collection Qα.
A compression of C is any object {Pα} of Pf together with a pair of functors
zip : C −→ Sheaves(Pα)
unzip : Sheaves(Pα) −→ C.
which induce an equivalence of categories between C and Sheaves(Pα).
3 Toric Varieties and ∆-Families
In this section we briefly recall basic facts for toric varieties and our results from [Per04a]
on equivariant sheaves over toric varieties. For general information about toric varieties
we refer to [Oda88] and [Ful93]. In this work X will always denote an r-dimensional toric
variety over a fixed algebraically closed field k, and T the open dense torus contained
in X. Moreover, we use the following notation:
• M ∼= Zn is the character group of T , and N the Z-module dual to M ,
MR :=M ⊗Z R, NR := N ⊗Z R;
• elements of M are denoted m,m′ etc. if written additively and χ(m), χ(m′) etc.
if written multiplicatively, i.e. χ(m+m′) = χ(m)χ(m′);
• ∆ denotes the fan associated to X, and cones in ∆ are denoted by small Greek
letters ρ, σ, τ , etc.; the natural order among cones is denoted by τ < σ,
∆(i) := {σ ∈ ∆ | dimσ = i} the set of all cones of fixed dimension i,
σ(i) := {τ ∈ ∆(i) | τ < σ};
• σˇ := {m ∈MR | 〈m,n〉 ≥ 0 for all n ∈ σ} is the cone dual to σ,
σ⊥ = {m ∈MR | 〈m,n〉 = 0 for all n ∈ σ},
σM := σˇ ∩M is the subsemigroup of M associated to σ.
σ⊥M := σ
⊥ ∩M is the maximal subgroup of σM ;
• the affine toric variety associate to a cone σ is denoted Uσ,
Uσ ∼= spec(k[σM ]), where k[σM ] is the semigroup ring over σM ;
• elements of ∆(1) are called rays, and the torus invariant Weil divisor associated
to some ray ρ ∈ ∆(1) is denoted Dρ.
3.1 Equivariant sheaves and ∆-families
Consider any rational polyhedral convex cone σ, then the subsemigroup σM induces a
directed preorder ≤σ onM by settingm ≤σ m
′ iffm′−m ∈ σM . The following properties
of ≤σ are easy to see:
(i) m ≤σ m
′ and m′ ≤σ m iff m−m
′ ∈ σ⊥M .
(ii) If τ ≤ σ, then m ≤σ m
′ implies m ≤τ m
′.
(iii) If σ is of maximal dimension in NR, then ≤σ is a partial order.
Let E be an equivariant sheaf over X and denote Eσ := Γ(Uσ, E) for every affine
open T -invariant subvariety Uσ of X. The dual action of T on E
σ induces an isotypical
decomposition
Eσ =
⊕
m∈M
Eσm
For any two m ≤σ m
′, there exists a distinguished k-linear map spaces χσm,m′ : Em −→
Em′ which is given by multiplication by the monomial χ(m
′ −m) ∈ k[σM ]. These dis-
tinguished maps completely specifiy the module structure of Eσ over k[σM ]. Observing
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that χ(m′′−m′)χ(m′−m) = χ(m′′−m) and χ(m−m) = 1, we even obtain a functorial
description of Eσ. By mapping m 7→ Eσm and (m,m
′) 7→ χσm,m′ for m ≤σ m
′, every
M -graded k[σM ]-module E
σ defines a functor from the preordered set (M,≤σ) to the
category k -Vect of k-vector spaces.
Proposition 3.1 ([Per04a], Proposition 5.5): Let Uσ = spec(k[σM ]) be an affine
toric variety. Then the following categories are equivalent:
(i) equivariant quasicoherent sheaves over Uσ,
(ii) M -graded k[σM ]-modules,
(iii) k-linear representations of the preordered set (M,≤σ).
Definition 3.2: We call a representation of (M,≤σ) a σ-family.
In the sequel, we will use the notation Eσ exchangeably for the k[σM ]-module and
for the σ-family.
Now for any pair τ < σ, there exists some mτ ∈ σ
⊥
M such that τM = σM +Z≥0(−mτ )
and τ⊥M = (τ
⊥
M ∩ σM ) + Z≥0(−mτ ). In terms of preordered sets, this translates the way
that we can consider (M,≤τ ) as a localization of (M,≤σ) in the sense of subsection
2.3. Moreover, the localization of (M,≤σ) by ≤τ coincides with (M,≤τ ), and thus the
contractions lστ :M≶τσ −→M≶τ are isomorphisms. We have:
Proposition 3.3: The family of preordered sets (M,≤σ), σ ∈ ∆, glues over ∆.
The restriction of E|Uσ to Uτ corresponds to the localization E
σ
χ(mτ )
. To understand
this in terms of σ-families, we first observe that the canonical map Eσ −→ Eσ
χ(mτ )
at
the same time is a homomorphism of directed systems.
Proposition 3.4: For every m ∈M there exists a natural isomorphism Eτm
∼= lim
→
Eσm′ ,
where the limit is taken over the directed system of all Eσm′ with m
′ ≤τ m with respect
to the preorder ≤σ.
Proof. By definition of localization, the vector space Eτm is the set of equivalence classes
{[ e
χ(m′) ] | degM e = m+m
′}, where e1
χ(m1)
∼ e2
χ(m2)
if and only if χ(m1) · e2 = χ(m2) · e1
in Eσ, where without loss of generality, m1 and m2 can be chosen from σM . In other
notation, this reads χσm+m1,m+m1+m2e2 = χ
σ
m+m2,m+m1+m2e1. So, in a natural way, we
can identify Eτm with the direct limit lim→
Eσm′ .
By this proposition, we see that the localization of Eσ by χ(mτ ) translates into the
localization of Eσ, considered as sheaf over (M,≤σ), to (M,≤τ ). We get:
Definition 3.5 (see also [Per04a], Definition 5.8): A ∆-family is a collection {Eσ |
σ ∈ ∆} of σ-families which glues over ∆.
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Theorem 3.6 ([Per04a], Theorem 5.9): The category of equivariant sheaves over X
is equivalent to the category of ∆-families.
3.2 The Krull-Schmidt property
Let C be any category in which direct sums exist. We say that the Krull-Schmidt
theorem holds in C if for every object A in C and for every two decompositions into
indecomposable objects
A ∼= X1 ⊕X2 ⊕ · · · ⊕Xn ∼= Y1 ⊕ Y2 ⊕ · · · ⊕ Ym
we have m = n, and there exists a permutation π of {1, . . . , n} such that Xi ∼= Ypi(i)
for every i. It is well known that the Krull-Schmidt theorem holds in the category
of coherent sheaves over a complete variety. For the category of equivariant coherent
sheaves over a toric variety, we can drop the completeness condition:
Theorem 3.7: Let X be any toric variety, then the Krull-Schmidt theorem holds for
the category of equivariant coherent sheaves over X.
Proof. According to a classical result of Atiyah ([Ati56]), it suffices to show that for
every two equivariant sheaves E and F , the vector space Hom(E ,F)T of T -equivariant
sheaf homomorphisms is finite-dimensional. As we are dealing only with finite fans, it is
enough to consider the case where X = Uσ is an affine toric variety such that E and F
correspond to finitely generated k[σM ]-modules E
σ and F σ. In this case the statement
follows because every generator of Eσ of degree m must be mapped to some element
f ∈ F σm and every vector space F
σ
m is finite dimensional ([Per04a], Proposition 5.11).
3.3 The quotient representation of a toric variety
Every toric variety can be represented as a good quotient of a quasi-affine toric variety
(see [Cox95]). This representation starts with the exact sequence
0 −→M0 −→M −→ Z
∆(1) −→ A −→ 0
where the map from M to Z∆(1) is given by m 7→ (〈m,n(ρ)〉 | ρ ∈ ∆(1)). In the sequel
we will assume that the fan ∆ is not contained in a proper subvector space of NR. In
this case M0 is the zero module.
We consider the polynomial ring S = k[xρ | ρ ∈ ∆(1)]; this ring is endowed with a
natural Z∆(1)-grading by setting deg xn = n for every monomial xρ. Via the surjection
of Z∆(1) onto A, the ring S automatically acquires an A-grading,
S ∼=
⊕
α∈A
Sα.
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We define the irrelevant ideal B = 〈xσˆ | σ ∈ ∆〉, where xσˆ =
∏
ρ∈∆(1)\σ(1) xρ for
every σ ∈ ∆. The variety V(B) defined by B is a finite union of linear subspaces
of spec(S) ∼= k∆(1), which has codimension at least two. The complement of V(B),
which we denote Xˆ , is a quasi-affine toric variety, on which the torus Tˆ ∼= (k∗)∆(1)
acts. Denote eρ the standard basis vectors of R∆(1), then the fan of Xˆ is generated
by the cones σˆ =
∑
ρ∈σ(1) R≥0eρ, for every σ ∈ ∆. The affine open subsets Uσˆ form a
cover of Xˆ, and we will call ∆ˆ = {σˆ | σ ∈ ∆} the fan of Xˆ , although in general ∆ˆ is
not a proper fan, unless X is a simplicial toric variety. There is a canonical morphism
π : Xˆ −→ X which is described by the map of fans induced by the linear map given by
eρ 7→ n(ρ). By this morphism, X becomes a good quotient of Xˆ by the diagonalizable
group G = Hom(A, k∗). The coordinates xρ then serve as global coordinates for X, and
S is denoted the homogeneous coordinate ring of X.
A-graded S-modules. Any A-graded S-module F defines a G-equivariant sheaf over
k∆(1) and thus over Xˆ, and it has been shown (see [Mus02]) that every quasicoherent
sheaf over X can be represented as a descend of an A-graded S-module F of the form(
π∗(F˜ |Xˆ)
)G
, where ˜ denotes the usual sheafification functor over the affine space k∆(1).
We abbreviate the descend of a module F by F˘ . In the other direction, every coherent
sheaf F over X gives rise to an A-graded S-module Γ(Xˆ, π∗F). There is always an
isomorphism Γ(Xˆ, π∗F )˘ ∼= F , but in general there is no isomorphism between any
A-graded module F and Γ(Xˆ, π∗F˘ ).
Fine-graded S-modules. For the study of equivariant sheaves, we have to consider
fine graded modules, i.e. Z∆(1)-graded S-modules. Such a module F is equivalent to Tˆ -
equivariant sheaf over k∆(1), and its descend F˘ then in a natural way is a T -equivariant
sheaf over X. On the other hand, the pullback π∗E of some T -equivariant sheaf over
X has a natural Tˆ -equivariant structure, and thus Eˆ := Γ(Xˆ, π∗E) is fine graded. The
most important examples for us are the modules which are defined as the descend
of free S-modules of rank one. These are the modules of the form S(n), the degree
shift of S by some element n ∈ Z∆(1), where S(n)n′ = Sn+n′ . The descend S˘(n) is
isomorphic to OX(Dn), the reflexive sheaf of rank one which is associated to the Weil-
divisor Dn :=
∑
ρ∈∆(1)−nρDρ. As a general notation, we write S(n) instead of S(n)0;
note that this shift is in the Z∆(1)-grading, not in the A-grading and therefore fixes a
unique equivariant structure on S˘(n).
Global and local quotient representations. For any σ ∈ ∆ there is an exact
sequence
0 −→ σ⊥M −→M −→ Z
σ(1) −→ Aσ −→ 0,
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by which we have a splitting M ∼= σ⊥M ⊕ M/σ
⊥
M , where we identify M/σ
⊥
M
∼= M≶σ
with the image of M in Zσ(1). This induces a splitting Uσ ∼= Tσ × Uσ′ , where Tσ ∼=
spec(k[σ⊥M ]) is the minimal orbit of Uσ, and Uσ′ is the affine toric variety associated
to the subsemigroup σ′M = σM/σ
⊥
M of M/σ
⊥
M . Below, every construction with respect
to (M,≤σ) will up to natural equivalence only depend on M≶σ , and so for clearer
presentation we will always neglect the factor σ⊥M and identify any m ∈ M with its
image in Zσ(1).
The embedding of M in Zσ(1) is in a natural way compatible with the partial order
≤ on Zσ(1) induced by the subsemigroup Nσ(1), i.e. m ≤σ m′ iff m ≤ m′. We consider
the order ≤ as an extension of ≤σ to Zσ(1). For any τ < σ, the localization of ≤σ
by τσ extends to a localization of ≤ by the preorder ≤
′ induced by the subsemigroup
Nτ(1)⊕Zσ(1)\τ(1), and we have a natural identification (Zσ(1))≶′ = Zτ(1). This localization
is naturally compatible with the localization of M by ≤τσ and we have the following
commutative exact diagram:
0 // σ⊥M


//M // Zσ(1)
pi

// Aσ //

0
0 // τ⊥M
//M // Zτ(1) // Aτ // 0,
where π is the canonical projection from Zσ(1) onto Zτ(1). Having these natural com-
patibilities in mind, in the sequel we will use the notation ≤σ for both preorders on M
and on Zσ(1); we will write n ≤σ m and the like for n ∈ Zσ(1) and m ∈M .
We now describe more precisely the relation between the ∆-family of E and the
∆ˆ-family of π∗E . For any σ ∈ ∆ consider the quotient representation πσ : Uσˆ ։ Uσ,
where Uσˆ ∼= k
σ(1). Here without loss of generality we assume for the moment that σ has
full dimension in NR. Denote E
σ := Γ(Uσ, E) and Eˆ
σ := Γ(Uσˆ, π
∗
σE). The homogeneous
coordinate ring has a natural Aσ-grading Sσ =
⊕
α∈Aσ S
σ
α, with S0
∼= k[σM ], so that we
can write:
Eˆσ ∼= Eσ ⊗Sσ0 S
σ ∼= Eσ ⊗Sσ0
( ⊕
α∈Aσ
Sσα
)
∼=
⊕
α∈Aσ
(
Eσ ⊗Sσ0 S
σ
α
)
.
By Eσ⊗Sσ0 S
σ
0
∼= Eσ , we find that Eσ is naturally embedded in Eˆσ, and thus the σ-family
of Eσ is a subfamily of the σˆ-family of Eˆσ .
Denote ≤∆ the preorder on Z∆(1), then every (Zσ(1),≤σ) is isomorphic to the local-
ization of (Z∆(1),≤∆) by the preorder ≤′σ where n ≶
′
σ n
′ iff n − n′ ∈ Z∆(1)\σ(1). By
the natural projection Z∆(1) −→ Zσ(1), every fine graded module over the localization
Sxσˆ
∼= k[Z∆(1)\σ(1) × Nσ(1)] is equivalent to a fine graded module over Sσ ∼= k[Nσ(1)].
The localization Eˆxσˆ of Eˆ then is equivalent to a representation of (Z
σ(1),≤σ), and by
naturality, the ∆-family E∆ glues as a subfamily of the ∆ˆ-family Eˆ∆ˆ.
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Resolutions of Eˆ. As for every equivariant coherent sheaf E we can consider its
associated fine graded module Eˆ, in principle there is nothing which prevents us from
doing this and to compute some finite free resolution of Eˆ over S, which then descends
to a resolution of E of the desired type:
0 −→ F˘s −→ · · · −→ F˘0 −→ E −→ 0,
where F˘i ∼=
⊕kj
j=iOX(Dnij ) and the length s by Hilbert’s syzygy theorem being bounded
by the numbers of rays in ∆. At this point we could stop with this paper and leave the
problem as an application of traditional methods. However, there are some drawbacks
of this point of view, which motivate our further investigations. One problem is that the
pullback of a coherent sheaves along good quotients so far seems not to be understood
very well, not even for the toric case — and as we will see in example 3.8 below,
such pullbacks might show pathological behaviour, such as acquiring additional torsion.
Another problem is that due to its global nature, the module Eˆ contains much more
relations which might be irrelevant to consider for getting a resolution.
Example 3.8: Consider the subsemigroup σM of M ∼= Z2 which is generated by the
elements (1, 0), (1, 1), (1, 2) and its associated semigroup ring S0 = k[σM ]. Its fan is
spanned by the primitive vectors n1 = (2,−1) and n2 = (0, 1) in NR, and the homo-
geneous coordinate ring S = Sσ is Z2-graded. Denote n := (−1, 0) and consider the
reflexive S0-module S(n) ∼= S1. For the pullback we have:
S(n) ⊗S0 (S0 ⊗ S1)
∼= (S1 ⊗S0 S0)⊕ (S1 ⊗S0 S1)
∼= S1 ⊗ (S1 ⊗S0 S1).
To compute (S1 ⊗S0 S1), we directly evaluate it as an M -graded tensor product. The
module S(n) is a M -graded, where
S(n),m =
{
k if 〈m,ni〉 ≥ 0 for i = 1, 2
0 else.
In degree m, S(n) ⊗k[σM ] S(n) is generated by all elements χ(m1) ⊗ χ(m2) such that
m1+m2 = mmodulo the relation that χ(m1)⊗χ(m2) is equivalent to χ(m1−m
′)⊗χ(m2)
and χ(m1)⊗ χ(m2 −m
′′), respectively, whenever there exist some χ(m′) or χ(m′′) such
that χ(m1 − m
′) and χ(m2 − m
′′), respectively, are in S(n). It turns out that these
relations cancel most of the generators in every degree, so that for all nonzero degrees:
dim(S(n) ⊗S0 S(n))m =
{
2 if m = (1, 1)
1 else.
Note that the nonzero degrees are precisely thos contained in the intersection of the half
spaces 〈m,n2〉 ≥ 0, 〈m, 2n1〉 ≥ 0 and 〈m, (1, 0)〉 ≥ 0. So, in degree (1, 1), our module
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has dimension two, whereas in all other degrees it has at dimension one, which implies
that it has torsion in degree (1, 1), as for any character (1, 1) ≤σ m the homomorphism
χ(1,1),m can not be injective. This is indeed an example where pullback of a torsion free,
and even reflexive, module along a geometric quotient aqcuires some new torsion.
Another phenomenon which we want to mention is that there are also other relevant
effects which one has to consider if one tries to choose some alternative module instead
of Eˆ whose descend coincides with that of Eˆ. For instance, for any affine toric variety
Uσ for which A
σ is nontrivial, there exist nonzero S-modules F whose zero component
vanishes; the most easiest example is the one-dimensional module Sσ/〈xρ | ρ ∈ σ(1)〉
whose degree gets shifted by some nonzero α ∈ Aσ.
4 Compression and Resolutions
4.1 lcm-lattices in Zr
The partial order on Zr induced by Nr coincides with the partial order given by com-
ponentwise ordering, i.e. if we write n = (n1, . . . , nr), n
′ = (n′1, . . . , n
′
r), then n ≤ n
′ iff
ni ≤ n
′
i for every 1 ≤ i ≤ r. We set Z¯ := {−∞}∪Z which is totally ordered by −∞ < n
for all n ∈ Z. Like Zr, the set Z¯r is partially ordered by the componentwise total order,
and the the canonical inclusion Zr →֒ Z¯r is order preserving. We call any element in
Z¯r \ Zr infinitary.
For any element n ∈ Zr we can consider the subset n+Nr, which is the intersection
of the shifted cone n+ Rr≥0 with Z
r. It is easy to see that for any finite set of elements
n1, . . . ns in Z
r, the intersection
⋂s
i=1
(
ni+N
r
)
is again of the form n+Nr. The element
n is called the least common multiple of n1, . . . , nr, denoted lcm{n1, . . . , ns}, and it is
given by componentwise maximum of the ni. The lcm extends canonically to Z¯
r. In
the geometric picture, for some infinitary element n = (n1, . . . , nr) with nij = −∞ for
some {i1, . . . , ir} ⊂ {1, . . . , r}, we write n + C for the cone, where C = {c ∈ Rr | ci ≥
0 if i /∈ {i1, . . . , ik}}. One can think of the cone C of the standard orthant moved to
minus infinity in the directions i1, . . . , ik.
In our actual definition of the lcm-lattice, we will need inifinitary elements to generate
the lattice, but after generation, we throw away all these elements. Instead, we close
every lcm-lattice from below by adding the unique minimal element (−∞, . . . ,−∞) =: 0ˆ.
Definition 4.1: Let P ⊂ Z¯r be some poset and lcm(P) the lattice generated by the
lcm’s of elements in P. Then we denote the set (lcm(P) ∩ Zr) ∪ 0ˆ the lcm-lattice of P.
Every lcm-lattice L gives rise to a partition of Zr, respectively to an equivalence
relation, on Zr. Namely, for every element n ∈ Zr, there exists a unique maximal
element n′ ∈ L with n′ ≤ n.
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Definition 4.2: Let n ∈ Zr and n′ ∈ L maximal such that n′ ≤ n. Then we call n′
the anchor element A(n) of n in L. Any two elements n1, n2 ∈ Z
r are equivalent iff
A(n1) = A(n2). We denote Tn the equivalence class associated to n ∈ L.
4.2 Polynomial rings
In this subsection we consider the special case where X is an affine toric variety iso-
morphic to the affine space kr, so that we can assume without loss of generality that
σ and σM coincide with the standard orthant Rr≥0 in R
r, and the subsemigroup Nr
of Zr, respectively. We denote S ∼= k[Nr] the coordinate ring of X and E a nonzero
finitely generated S-module. We formally extend the representation of (Zr,≤) by E
to a representation of (Z¯r,≤) by setting En = 0 for all infinitary n. In order to con-
struct a compression functor for E, we have to extract all nontrivial maps (i.e. the
nonisomorphisms) of the corresponding σ-family, as well as all possible relations among
them.
Definition 4.3: Let n ∈ Zr, then we define the set IE(n) to contain those elements n′
in Z¯r which are minimal with the property that for all n′′ ∈ Z¯r with n′ ≤ n′′ ≤ n the
morphisms χn′,n′′ : En′ → En′′ and χn′′,n : En′′ → En are isomorphisms. We denote
IE :=
⋃
n∈Zr IE(n).
Note that the case where IE(n) contains an infinitary elemement can only (but not
necessarily has to) occur when En is zero. Moreover, note that it follows immediately
from the finitely generatedness of E that IE and the IE(n) are finite sets.
Definition 4.4: We denote LE the lcm-lattice generated by IE. For any n ∈ Zr, we
denote the corresponding anchor element by AE(n).
We can depict the set of equivalence classes as a tiling of Rr by cubic, possibly non-
compact blocks, where the anchor elements are precisely those elements sitting on the
smallest vertex with respect to ≤. Observe that lcm{n1, . . . , ns} ∈ Z
r as soon as at
least one of the ni is non-infinitary. Moreover, if IE(n) contains an infinitary element,
this implies that En = 0. In general, the set IE(n) will contain infinitary elements only
if there exists no n′ < n such that En′ 6= 0. In that case, IE(n) will contain 0ˆ as its
only element. An exception are those modules E, which are of rank zero, and thus are
torsion modules. The infinitary elements IE(n) for all n ∈ Zr in that case describe the
support of E.
Example 4.5: Let J ⊂ S be a monomial ideal, generated by monomials xn1 , . . . , xns .
Then we have
IJ(n) =
{
{ni ≤ n} if x
n ∈ J
0ˆ else,
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and the anchor element AJ(n) being lcm{ni ≤ n}. The lattice LJ then coincides with
the lcm-lattice introduced in [GPW99].
Example 4.6: Consider the torsion module T = k[x, y]/〈x2, xy, y2〉. We have
IT (n) =


{(0, 0)} for n ∈ {(0, 0), (1, 0), (0, 1)}
{(1, 1)} for n = (1, 1)
{(2,−∞)} for n = (k, 0), k > 1
{(−∞, 2)} for n = (0, k), k > 1
{(1, 1), (2,−∞)} for n = (k, 1), k > 1
{(1, 1), (−∞, 2)} for n = (1, k), k > 1
{(1, 1), (2,−∞), (−∞, 2)} for (2, 2) ≤ n
{0ˆ} else.
The corresponding lcm-lattice then is the set {0ˆ, (0, 0), (2, 0), (0, 2), (1, 1), (1, 2), (2, 1),
(2, 2)}. Figure 3 shows the partitioning of Z2 by the lcm-lattice. The rectangular figure
indicates the degrees (0, 0), (1, 0), (0, 1), where T is nonzero; the light grey triangles
indicate all the initial elements IT (n), and the darker grey triangles denote the additional
elements of the lcm-lattice. The infinitary elements become merged to 0ˆ in LT .
−∞
−∞
−∞
Figure 3: lcm-lattice for example 4.6
Denote LE-Rep the category of finite-dimensional k-linear representations of LE ;
denoteME the full subcategory of the category of fine-graded S-modules whose objects
are those modules F whose associated lcm-lattice LF is a sublattice of LE. Let ιE :
LE →֒ Zr be the canonical inclusion. Then we define the functor zipE from ME into
LE-Rep by
zipE(F ) := ι∗EF
25
where ι∗E denotes the sheaf pullback.
To define the unzip functor, we have to do a little bit more. Let F be some representa-
tion of LE , mapping n to F (n), and n ≤ n
′ to F (n, n′). Then we define a representation
of Zr by setting Fn := F
(
AE(n)
)
and χn,n′ := F
(
AE(n), AE(n
′)
)
for every pair n, n′ ∈
Zr. This indeed establishes a well defined functor, where F
(
AE(n), AE(n
′)
)
= id when-
ever AE(n) = AE(n
′) and F
(
AE(n), AE(n
′′)
)
= F
(
AE(n
′), AE(n
′′)
)
◦F
(
AE(n), AE(n
′)
)
whenever n ≤ n′ ≤ n′′.
Theorem 4.7: The pair of functors zip and unzip establishes an equivalence of cate-
gories between ME and LE-Rep.
Proof. We show that unzip ◦ zip ∼= 1ME and zip ◦unzip
∼= 1LE -Rep. In the first case,
let F be some representation of (Zr,≤). Denote F ′n := unzip(ι
∗
EF )(n) for every n ∈ Z
r
and define h : F ′n −→ Fn by setting h := χAE(n),n. Now h is an isomorphism for
every n ∈ Zr, and moreover, for every pair n ≤ n′, we have χAE(n′),n′ ◦ χAE(n),AE(n′) =
χn,n′ ◦ χAE(n),n = χAE(n),n′ . So we obtain unzip ◦ zip
∼= 1ME .
The other direction is immediate, and we even obtain zip ◦unzip = 1LE -Rep
Corollary 4.8: ME is an abelian category.
Let n be any element in LE , then we can consider the free representation F
n of
LE. Its unzipping has a particularly easy structure, namely unzip(F
n) ∼= S(−n), i.e.
the free fine-graded S-module with degree shifted by −n. unzip(Fn) is the unique S-
module which has the property that its n′-th degree is one-dimensional if n ≤ n′ and
zero else.
Now we can consider a free resolution of zip(E) in terms of free representations of
LE:
0 −→ Fs −→ · · · −→ F0 −→ zip(E) −→ 0
where for every 1 ≤ i ≤ s:
Fi ∼=
⊕
n∈LE
(Fn)f
i
n
where f in is the free dimension of the vector space associated to n in the (i−1)-th syzygy
representation. By unzipping, we obtain an exact sequence of fine-graded S-modules:
0 −→ unzip(Fs) −→ · · · −→ unzip(F0) −→ E −→ 0 (1)
where for every 1 ≤ i ≤ s:
unzip(Fi) ∼=
⊕
n∈LE
S(−n)f
i
n .
In order to show, that this is a minimal free resolution of E over S, we consider the first
step of the resolution 0 → K0 → unzipF0 → E → 0. We define a map φ : LE −→ LK0
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by mapping every n ∈ LE to its anchor element in LK0 :
φ(n) := AK0(n).
We have the following:
Proposition 4.9: The map φ is a contraction.
Proof. We first show that φ(UE(n)) = UK0(AK0(n)) for all n ∈ LE, where we write UE
and UK0 for open subsets in LE and LK0 , respectively. Clearly, φ(UE(n)) ⊂ U(AK0(n));
by construction ofK0, the lattice LK0 is a sublattice of LE , so that for any n
′ ∈ UK0(AK0)
there is n′′ ∈ UE(n) with φ(n
′′) = n′. Now let n ∈ LK0 and consider the set φ
−1
(
UK0(n)
)
,
which consists of all n′ ∈ LE such that n ≤ AK0(n
′). n ≤ n′ implies n = AK0(n) ≤
AK0(n
′), and thus UE(n) ⊂ φ
−1(UK0(n)). Moreover, φ
−1
(
UK0(n)
)
= {n′ ∈ LE | n ≤
AK0(n
′)}, and thus φ−1
(
UK0(n)
)
⊂ UE(n). Hence, φ
−1
(
UK0(n)
)
= UE(n), and φ is a
contraction.
Theorem 4.10: Sequence (1) is a minimal free resolution of E over S.
Proof. Observe that the number of k-linear independent generators of the module E
degree n is the codimension of the subvector space
∑
n′<n x
n−n′ · En′ of En, which
coincides with the free dimension of En. Thus unzipF0 is the minimal free module
which surjects onto E. Using proposition 4.9 and lemma 2.12, we see that a resolution
of K0 over LE is a lift of some resolution of K0 restricted to LK0 . Hence, the theorem
follows by induction.
4.3 Admissible posets and normal semigroup rings
To extend our considerations to the case of normal semigroup rings, consider the map
M → Zσ(1), which without loss of generality we assume to be injective. This corresponds
to a quotient representation π : kσ(1) ։ Uσ together with an A-graded homogeneous
coordinate ring S := k[xρ | ρ ∈ σ(1)]. For any coherent sheaf E over Uσ, we can consider
its pullback π∗E over kσ(1).
Applying the machinery from subsection 4.2, we can obtain a reflexive resolution for
E by sheafification of the resolution of Eˆ with respect to the lcm-lattice L
Eˆ
:
0 −→ unzip(Fr )˘ −→ · · · −→ unzip(F0)˘ −→ E −→ 0,
where E ∼=
(
unzip ι∗
Eˆ
π∗E
)˘
. For any anchor element n ∈ L
Eˆ
, the unzipping of the
associated free representation of L
Eˆ
is isomorphic to S(−n). Unlike the case of smooth
toric varieties, in the general case such a resolution is not uniquely defined, and it can
be possible to obtain shorter resolutions which are of this type.
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Definition 4.11: Let E be a M -graded k[σM ]-module. A finite subposet P ⊂ Zr ∪ 0ˆ is
admissible with respect to E if
(i) for all m ∈ M there exists a unique n ∈ P with n ≤ m, such that n′ ≤ m implies
n′ ≤ n for all n′ ∈ P;
(ii) consider the open set Un =
⋃
n≤m U(m) inM and the vector space E(Un) = lim←
Em,
there exists a vector space En and a diagonal homomorphism En −→ E(Un) such
that every induced homomorphism En −→ Em is an isomorphism for all m ∈ Tn.
We call En the anchor completion of E at n and we denote AE(m) the unique maximal
element n ∈ P with n ≤ m.
Note that in the definition we have identified the elements m ∈M with their image
in Zσ(1). For any n ∈ P, the homomorphism En → E(Un) necessarily is injective, and
for every n ≤ n′, the composition
En −→ E(Un) −→ E(Un′)
is a diagonal morphism, which factors through the image of En′ , such that we obtain a
morphism between the anchor completions En −→ En′ .
Lemma 4.12: Assume that Uσ is smooth and thus M ∼= Zσ(1) and let P be some admis-
sible poset with respect to E. Then for every subset m1, . . . ,ms of P, lcm{m1, . . . ,ms}
is also contained in P. In particular, P contains the lcm-lattice LE.
Proof. Denoteml := lcm{m1, . . . ,ms}. There exists a uniquem ∈ P such thatm ≥σ ml;
but such an m must coincide with ml.
From the observation that L
Eˆ
is admissible, we conclude:
Proposition 4.13: Every finitely generated k[σM ]-module E has an admissible poset.
Proof. We take the poset of all n ∈ L
Eˆ
such that {m ∈M | AE(m) = n} 6= ∅.
Let P ⊂ Zσ(1) be an admissible poset, and denote MP the category of finitely
generated, M -graded k[σM ]-modules for which P is admissible. Then we define the
functor zipP from MP to the category of k-linear representations of P by:
zipP(E)n := En,
where En is the anchor completion at n.
Remark 4.14: Our definition also allows to add anchor elements n such that the cor-
responding set Tn is empty. In that case we set En = lim
←
En′ for all n < n
′ ∈ P such
that Tn′ 6= ∅.
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In the opposite direction, from every representation E of an admissible poset P one
can construct a representation of M . We define unzipP(E) by setting:
(i) unzipP (E)m := EA(m),
(ii) χm,m′ := E
(
A(m), A(m′)
)
.
Theorem 4.15: The pair zipP and unzipP is a compression of MP , i.e. zip
P and
unzipP are functors which establish an equivalence of categories.
Proof. By construction, unzipP ◦ zipP(E) ∼= E for every k[σM ]-module for which P is
admissible. To obtain functors, we show that any morphism E −→ F of objects in MP
induces a morphism of the corresponding representations of P and vice versa. First,
any homomorphism E → F is a homomorphism of sheaves over (M,≤σ), and thus
there is an induced homomorphism En → E(Un) → F (Un) for every n ∈ P, which
factors through the diagonal Fn, hence we obtain a homomorphism En → Fn; the
family of such morphisms for every n ∈ P in a natural way represents a homomorphism
of representations of P. In the other direction, a homomorphism f : zipP(E)→ zipP(F )
unzips componentwise as fm := fA(m) : EA(m) → FA(m).
Proposition 4.16: Let n ∈ P, then P is admissible with respect to the reflexive module
S(n), and moreover, Sn ∼= unzip
P Fn.
Proof. Let m ∈ M , then n ≤ AE(m) iff n ≤ m: the first implication is clear, because
m ≤ AE(m); for the second, observe that AE(m) ≥ lcm{AE(m), n}, and thus n ≤
AE(m). So P is admissible with respect to S(n) and unzip
P Fn ∼= S(n).
As in the case for polynomial rings, we obtain a reflexive resolution for E:
0 −→ unzipP(Fs) −→ · · · −→ unzip
P(F0) −→ E −→ 0.
Example 4.17: Consider the semigroup σM from 3.8 and the torsion sheaf T which is
given by:
Tm =


k m = (p, 0), p ≥ 0
k m = (0, 1) + p · (1, 2), p ≥ 0
0 else,
and χm,m′ = id whenever Tm, Tm′ 6= 0. We can compare the following two admissible
posets,
P1 = {0ˆ, (0, 0), (−1, 1), (0, 1)}
and
P2 = {0ˆ, (−1, 0), (0, 1)}.
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We have (zipP1 T )(0,0) = k, (zip
P1 T )(−1,1) = k, (zip
P1 T )(0,1) = 0, and zip
P2 T(−1,0) = k,
zipP2 T(0,1) = 0. But in the latter case, we have that T (U(−1,0)) is is the fiber product
k ×0 k ∼= k
2, such that zipP2 T(−1,0) corresponds to a proper diagonal homomorphism
k → k2. These compressions give rise to two somewhat different resolutions. Via
resolving over P1 and by unzip
P1 , we obtain:
0 −→ S(0,−1) −→ S(1,−1) ⊕ S(0,0) −→ T −→ 0
and for P2:
0 −→ S(0,−1) −→ S(1,0) −→ T −→ 0.
In a sense, the module T is like the module k[x, y]/〈xy〉 over the polynomial ring k[x, y],
whose lcm-lattice is isomorphic to P2. However, there exists no unique minimal element
in m ∈ M with Tm 6= 0, so that the consideration of the diagonal morphism indeed
is necessary to obtain a resolution which is like the minimal resolution of k[x, y]/〈xy〉.
The left part of figure 4 shows a part of the lattice Z2; the light grey areas indicate the
degrees, where Tm is nonzero. The right part of figure 4 shows the partitioning of Z2
according to the two admissible posets P1 and P2.
(0,0) (0,0) (0,0)
Figure 4: The module from example 4.17 and the partitions of Z2 with respect to P1
and P2
4.4 Extension of a module to the homogeneous coordinate ring
Consider E any M -graded k[σM ]-module and S the homogeneous coordinate ring for
Uσ. As we have seen in the previous subsection, one can in a natural way associate the
S-module Eˆ = E ⊗S0 S to E. In this subsection we want to discuss another way to
associate a module, denoted EE, to E which also has the property that EE˘ ∼= E, but
which behaves better, for instance it preserves the property of torsion freeness. For this,
for every n ∈ Zσ(1) we denote Un :=
⋃
n≤m U(m) an open subset of (M,≤σ). To see
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that the set {n ≤ m} is always nonempty, just choose some m ∈ σM with 〈m,n(ρ)〉 > 0
for every ρ ∈ σ(1), then for every n ∈ Zσ(1) we can choose an integer c > 0 such that
n ≤ c ·m. Thus for every n ∈ Zσ(1) the vector space E(Un) exists, and can be identified
with lim
←
Em. If E is finitely generated, then the E(Un) are finite dimensional.
Definition 4.18: We define a representation of (Zσ(1),≤) by:
EEn := E(Un).
For every n ≤ n′, the set U ′n is contained in Un, and thus we have a functorial
homomorphism EEn → EEn′ , and indeed we obtain a well-defined representation of
Zσ(1).
Proposition 4.19: EE has the following properties:
(i) EE˘ = E.
(ii) If E is finitely generated, then also EE is finitely generated.
(iii) If E is torsion free, then also EE is torsion free.
Proof. (i): By definition, if n = m ∈ M , then EEm = E(U(m)) = Em, thus EE0 = E.
(ii): We apply the criteria of [Per04a], §5.3. We have already stated that the EEn are
finite dimensional. For all infinite chains · · · < ni < ni+1 < · · · , we know that there
exists an index i0 such that the Em vanish for m ≤ ni0 , and thus the EEn are zero. To
see that there are only finitely many n such that
⊕
n′<nEEn′ → EEn is not surjective,
we choose some finite poset in Zσ(1) which is admissible with respect to E; using this, we
find that there are only finitely many isomorphism classes of vector spaces EEn. (iii):
As the morphisms χm,m′ are injective for every m ≤σ m
′, the induced morphisms of the
limits EEn → EEn′ are also injective for every n ≤ n
′.
Note that in general EE is not just Eˆ modulo torsion. For instance, the module Eˇ
of example 3.8 modulo torsion is not reflexive, whereas EE is reflexive (see subsection
5.2).
Proposition 4.20: The lcm-lattice of EE is admissible with respect to E.
Proof. Denote L the lcm-lattice of E. Let m ∈ M and n ∈ L its anchor element. By
definition, the map EEn −→ Em is an isomorphism, and thus L is admissible.
So we can use EE as alternative module by which we can construct resolutions of
E . In subsection 5.2, we will do a more explicit analysis of EE for the case where E is
reflexive.
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4.5 Global resolutions for ∆-families
Now let E be an equivariant coherent sheaf over X and E∆ its associated ∆-family.
To obtain global resolution of E , we want to extend the techniques considered in the
previous two subsections. Denoting Eσ := Γ(Uσ, E), we assume that we have a family
P = {Pσ | σ ∈ ∆} of posets and compressions zipP
σ
,unzipP
σ
with respect to these
posets. For nicer notation, we write zipσ and unzipσ instead of zipP
σ
and unzipP
σ
. For
any m ∈M we write AσE(m) for the anchor element of m in P
σ . We denote lστ and kστ
the gluing maps for the families (M,≤σ) and P
σ.
Definition 4.21: The collection P = {Pσ | σ ∈ ∆} is called admissible with respect to
E if it glues over ∆ and for every σ ∈ ∆, the poset Pσ is admissible with respect to Eσ .
Compressions of ∆-families.
Proposition 4.22: Let P = {Pσ | σ ∈ ∆} be a collection of posets which is admissible
with respect to E and assume that we have a family of sheaves F σ which glues over the
collection Pσ, then the family unzipσ F σ is a ∆-family.
Proof. We show that l∗στ unzip
τ F τ ∼= unzipσ k∗στF
τ for every τ < σ. This follows com-
ponentwise from (l∗στ unzip
τ F τ )m = (unzip
τ F τ )lστ (m) = (unzip
τ F τ )m = F
τ
Aτ (m) and
(unzipσ k∗στF
τ )m = (k
∗
στF
τ )Aσ(m) = F
τ
kστ (Aσ(m))
∼= F τAτ (m), where the last isomorphism
follows from the fact that kστ is a contraction. Denote Ψ
στ : k∗στF
τ
∼=
−→ F σ the glu-
ing maps over the family Pσ, then we set Φστ := unzipσ Ψστ . By the isomorphisms
l∗στ unzip
τ F τ
∼=
→ unzipσ k∗στF
τ for all τ < σ and the functoriality of l∗στ , we have for
any triple ρ < τ < σ the natural identification Φσρ = Φστ ◦ l∗στΦ
τρ, and the proposition
follows.
Denote SP the category of coherent equivariant sheaves over X with respect to which
the collection Pσ is admissible. The operations zip∆ and unzip∆ are, up to natural
isomorphism, mutually inverse functors from SP to the category sheaves over P. Thus,
we have:
Theorem 4.23: zip∆ and unzip∆ are a compression of SP.
In general, there is no canonical choice for admissible posets which automatically
glues over ∆. However, below we will give a gluing procedure starting from a family
of admissible posets over ∆max, which yields a set of admissible posets together with
a compression for any coherent ∆-family. For smooth toric varieties, the lcm-lattices
already will do the job:
Proposition 4.24: Assume that X is a smooth toric variety, then the family zipσ Eσ,
with respect to the lcm-lattices of the modules Eσ, glues over ∆.
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Proof. Without loss of generality assume that σ has full dimension in NR. Let τ < σ
and for m ∈ M denote m¯ its class in M/τ⊥M . For any m
′ ≤σ m ∈ M , an isomorphism
χσm′,m : E
σ
m′ −→ E
σ
m implies an isomorphism χ
τ
m′,m : E
τ
m′ −→ E
τ
m, and for any m ∈ M ,
we have that m¯′ ∈ Iτ (m¯) implies that there exists some m′′ ∈ m¯ with m′′ ∈ Iσ(m).
Therefore, if we denote Pσ, Pτ the lcm-lattices of Eσ and Eτ , respectively, we have a
canonical contraction (Pσ)≶τσ −→ (P
τ )≶τ given by P
σ ∋ m 7→ AτE(m¯).
Refining compressions. For some arbitrary choice of P, the category SP in general
contains not enough reflexive sheaves of rank one to construct global resolutions. This
is true even for the collection of lcm-lattices of E over a smooth toric variety. The reason
for this is that relations of the module Eσ which are encoded in the lattice Pσ , must
no longer be present in the localization Eτ for τ < σ, and thus are “contracted” over
Pτ . But if we construct a resolution over Uσ, these relations still are present after we
restrict to Uτ , and thus are also felt by neighbouring cones σ
′ with τ ⊂ σ ∩ σ′. So, in
order to construct a resolution with respect to any admissible collection of posets which
glues over ∆, we have to refine these posets in a way which allows that any locally given
reflexive sheaf OUσ(D) can be extended to a suitable reflexive sheaf of rank one over X
Example 4.25: Consider the toric surface P1 × P1. The associated fan has four rays
ρ1, . . . , ρ4 and four maximal cones σ12, σ23, σ34, σ41, where σij is spanned by the rays
ρi, ρj . The associated semigroups σijM are generated in M
∼= Z2 by {(1, 0), (0, 1)},
{(0, 1), (−1, 0)}, {(−1, 0), (0,−1)}, {(0,−1), (1, 0)}, respectively. We consider the sky-
scraper sheaf S which has two stalks at the orbits orb(σ12) and orb(σ23), respectively,
which are, as k[σijM ]-modules, given by:
Γ(U12,S) = k · χ
(
(0, 0)
)
, Γ(U23,S) = k · χ
(
(−2, 2)
)
.
Figure 5 shows the four dual cones describing P1 × P1, slightly moved away from each
other, and an indication of the associated lcm-lattices. The squares indicate the degrees
(0, 0) and (−2,−2) where the stalks of S sit, the light grey triangles indicate the anchor
elements of the two σ-families. The dark grey triangles show the additional anchor
elements which come from the transition from one σ-family into another some of which
have to enter a global resolution. One possible resolution would be:
0 −→ O(−D1 −D2 − 2D3)⊕O(−3D2 − 3D3) −→
O(−D1 − 2D3)⊕O(−D2 − 2D3)⊕O(−2D2 − 3D3)⊕O(−3D2 − 2D3) −→
O(−2D3)⊕O(−2D2 − 2D3) −→ S −→ 0
where we write Di instead ofDρi . Note that the choice of other admissible posets instead
of the lcm-lattices can lead to more convenient resolutions.
33
Figure 5: Skyscraper sheaf over P1 × P1.
We consider any family of posets P = {Pσ | σ ∈ ∆}, which glues over ∆ and which is
admissible with respect to E . We are going to construct a family of posets P˜ = {P˜σ | σ ∈
∆} which glues over ∆, is admissible with respect to E , and whose associated category
SP˜ has enough reflexive sheaves. We start bottom-up and we consider Pρ ⊂ Zρ(1) ∼= Z
for some ρ ∈ ∆(1). In fact, Pρ is a linear chain, i.e. a totally orderd subset of Z. For
every σ > ρ, we consider
(
Pσ
)
≶ρσ
as a subset of Zρ(1), such that the hooking hσρ becomes
the natural inclusion Pρ ⊂
(
Pσ
)
≶ρσ
in Zρ(1). We set
P˜ρ :=
⋃
ρ<σ
(
Pσ
)
≶ρσ
.
Now fix some σ ∈ ∆ together with its admissible lattice Pσ ⊂ Zσ(1). For every τ < σ,
we consider the natural embedding Zτ(1) →֒ Zσ(1) which is induced by the inclusion
τ(1) ⊂ σ(1). In particular, every element i ∈ P˜ρ becomes an element of Zσ(1) which is
nonzero only at the ρth position. For every m ∈M there exists a unique anchor element
A(m) ∈ Pσ . We refine now by setting:
A˜(m) = lcm{i ∈ P˜ρ | i ≤ 〈m,n(ρ)〉}ρ∈σ(1)
and
P˜σ := {A˜(m) | m ∈M} ∪ Pσ,
where we observe that A(m) is of the form
A(m) =
(
max{i ∈ P˜ρ | i ≤ A(m)≶ρσ} | ρ ∈ σ(1)
)
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and thus Pσ ⊂ P˜σ Clearly, P˜σ is admissible with respect to Eσ, and we can consider
the compressions zipP˜
σ
, unzipP˜
σ
. Using the identification of (Pσ)≶τσ with its image in
Zτ(1), we have:
Proposition 4.26: For any τ ∈ ∆, P˜τ =
⋃
τ<σ(P
σ)≶τσ , where the union runs over all
σ ∈ ∆max with τ < σ.
Proof. This follows because for any η < τ , Pη = (Pη)≶η ∈ Z
τ is a subset of the image of
(Pσ)≶ησ in Z
η(1). Thus P˜ρ =
⋃
ρ<σ(P
σ)≶ρσ where the union runs over all maximal cones.
Now the proposition follows from Pτ ⊂ (Pσ)≶τσ and by the generatedness of P˜
σ by Pσ
and the P˜ρ.
By this proposition, we can conclude that the choice of any collection of admissible
posets leads to a collection of admissible posets which glue over ∆:
Corollary 4.27: The family P˜τ is generated by the Pσ, where τ runs over ∆max.
Corollary 4.28: (P˜σ)≶τσ = P˜
τ for all τ < σ ∈ ∆.
By combining these two corollaries, we obtain:
Proposition 4.29: The family of sheaves zipP˜
σ
Eσ glues over ∆.
Global resolutions. Recall from section 4.4 that for every σ ∈ ∆ we can construct the
extension module EEσ of Eσ over the ring Sσ. In the equivariant setting, the category
of modules over Sσ is equivalent to that of the ring Sxσˆ , and we can extend EE
σ to a
module over this ring. By naturality of the construction, the EEσ glue to a sheaf EE over
Xˆ, and we obtain the S-module EEˆ := Γ(k∆(1), EE). We have the following properties
for EEˆ, which immediately follow from the corresponding properties of proposition 4.19:
Proposition 4.30: EEˆ has the following properties:
(i) EEˆ˘∼= E.
(ii) If E is coherent, then EEˆ is finitely generated.
(iii) if E is torsion free, then EEˆ is torsion free.
This way, a global resolution can be constructed as the descend of a resolution of the
S-module EEˆ with respect to its lcm-lattice. However, there are more possibilites to
resolve E which use EEˆ but do not require the cost of computing the whole lcm-lattice
of EEˆ. For this, we give a more precise picture of EEˆ.
For every σ ∈ ∆ and every τ < σ, denote πσ : Z∆(1) −→ Zσ(1) and πστ : Z
σ(1) −→
Zτ(1) the canonical projections. For any n ∈ Zσ(1), EEσn is defined to be the inverse
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limit Eσ(Un) := lim
←
Eσ(Um). For any τ < σ ∈ ∆, there is the canonical map induced
by localization: Eσ(Un) −→ E
τ (Upiστ (n)), and for any n ∈ Z
∆(1), we obtain the directed
system
EEˆn
piσ //
piτ $$H
H
H
H
H
H
H
H
H
EEσ
piσ(n)
piστ

EEτ
piτ (n)
whose final object is the vector space EE0
pi0(n)
. The component EEˆn then has the
universal property of the inverse limit of this system:
EEˆn = lim
←
Eσn = lim←
Eσm
where the latter limit runs over all σ ∈ ∆ and the system of all m ∈ M such that
n ≤σ m.
Definition 4.31: A lift P˜λ of the collection P˜σ is a collection of injective, order pre-
serving maps λσ : P˜
σ →֒ Z∆(1) ∪ 0ˆ such that
(i) πσ
(
λσ(n)
)
= n for all n ∈ P˜σ;
(ii) λτ (n) = lcm
{
λσ
(
(πτσ)
−1(n) ∩ P˜σ
)
| τ < σ
}
for every n ∈ P˜τ ;
(iii) for all n ∈ Pσ the composition EEλσ(n) −→ (EEλσ(n))≶σ∆ −→ EE
σ
n is surjective.
We identify P˜λ with the poset given by the image of the maps λσ.
There is, of course, no most natural choice for a lift λ, but a general choice which
always works, is:
λσ(n)ρ =


nρ if ρ ∈ σ(1),
max{i ∈ P˜ρ} if P˜ρ 6= 0ˆ,
0 else.
In the case where E is reflexive, it is possible to do a more efficient general choice, as
we will see in subsection 5.2. With respect to a lift λ, we can define the submodule
EEˆλ ⊂ EEˆ as follows. For every σ ∈ ∆ and all n ∈ P˜
σ we choose a subvector space
E′
λσ(n)
⊂ EEˆλσ(n) such that the induced morphism E
′
λσ(n)
−→ EEσn is surjective. Then
we define EEˆλ to be the module generated by the E
′
λσ(n)
. Note that in spite we do not
make explicit this choice in the notation, we always assume it implicitly.
Proposition 4.32: (EEˆλ)˘ ∼= E.
Proof. As the homomorphism EEλσ(n) −→ EE
σ
n is surjective, the map (EEλσ(n))≶σ∆ −→
EEσn becomes an isomorphism. Moreover, πσ
(
P˜σ
)
= P˜σ, so that the induced represen-
tation on P˜σ is the same as for EEˆ.
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So, we can also use EEˆλ to construct resolutions:
Corollary 4.33: Every lift P˜λ gives rise to a resolution of E.
Instead of taking EEˆλ, we can also take directly the poset P˜
λ. Denote i : P˜λ →֒ Z∆(1)
the canonical inclusion. We define:
zipλ E := i∗EEˆλ.
For any given representation E of P˜λ, by the canonical projection we obtain back the
admissible poset P˜σ as the image of P˜λ in Zσ(1), together with the localization of the
representation E. These representations glue naturally over P˜σ, and we can use them
reconstruct the module EEˆ. By taking the submodule generated in the degrees given
by P˜λ, we obtain EEˆλ. Using either EEˆ or EEˆλ, by sheafification we get back the sheaf
E . We denote this procedure unzipλE.
Proposition 4.34: The category of representations of P˜λ is a full subcategory of the
category of sheaves which glue over the collection P˜σ.
Proof. We only remark that these categories in general can not be equivalent, as the lift
λσ for every n ∈ P˜σ fixes the choice of free representations of P˜σ
′
, σ′ ∈ ∆, which glue
together with the free representation of n over P˜σ .
Using this correspondence, we obtain finally the finest class of global resolutions for
E . For the representation Eλ of P˜λ for some lift λ, we construct the free resolution in
the category of P˜λ-representations, and by unzipping we obtain:
0 −→ unzipλ Fs −→ · · · −→ unzip
λ F0 −→ E −→ 0.
However, nothing prevents us from taking a different lift λ for every syzygy of E , and as
we will see below, this will be quite natural for doing so in the case of reflexive sheaves.
So we can consider a sequence of lifts λ0, . . . λs and a corresponding resolution:
0 −→ unzipλs Fs −→ · · · −→ unzip
λ0 F0 −→ E −→ 0.
Here, the finiteness of the sequence follows that in every step we eliminate minimal
elements of the induced representations of the admissible posets P˜σ, but the length s
finally may depend on the successive choice of the lifts.
Example 4.35: Consider the variety P1×P1 and skyscraper sheaf S similar to that of
example 4.25, but this time with slightly different gradings:
Γ(U12,S) = k · χ(1, 1), Γ(U23,S) = k · χ(−1, 1).
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Figure 6 shows the corresponding posets. Explicitly, we have:
P˜12 = {0ˆ, (1, 1), (2, 1), (1, 2), (2, 2)}
P˜23 = {0ˆ, (1, 1), (2, 1), (1, 2), (2, 2)}
P˜2 = {0ˆ, 1, 2}
(for brevity, we suppress the ray ρ4). We consider the lifts:
λ12
(
P˜12
)
= {0ˆ, (1, 1, 1), (2, 1, 2), (1, 2, 1), (2, 2, 2)}
λ12
(
P˜23
)
= {0ˆ, (1, 1, 1), (1, 2, 1), (2, 1, 2), (2, 2, 2)}
λ12
(
P˜2
)
= {0ˆ, (2, 1, 2), (2, 2, 2)}.
The sheaf EEˆ is given by
Figure 6: Another skyscraper sheaf over P1 × P1.
EEˆn ∼=
{
k2 if n = (1, 1, 1)
0 else.
Choosing the one-dimensional diagonal k ⊂ EEˆ(1,1,1), we obtain as resolution:
0 −→ O(−2D1 − 2D2 − 2D3) −→ O(−2D1 −D2 − 2D3)⊕O(−D1 − 2D2 −D3)
−→ O(−D1 −D2 −D3) −→ S −→ 0
5 Reflexive Sheaves and Vector Space Arrangements
5.1 Reflexive sheaves and their canonical admissible posets
For an equivariant reflexive sheaf over a toric variety, i.e. a sheaf E which is isomorphic
to its bidual, E ∼= Eˇˇ , the associated ∆-family has a quite efficient representation.
To every equivariant coherent sheaf E over Uσ, one can associate a limit vector space
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Eσ := lim
→
Eσm, and by the gluing of the E
σ over the collection of posets (M,≤σ), there
is a functorial isomorphism Eσ → E0 =: E, where 0 denotes the zero cone in ∆, and
moreover, dimE = rk E . As explained in detail in [Per04a], section 5 (see also [Kly90],
[Kly91]), every equivariant reflexive sheaf E is determined by a set of filtrations
· · · ⊂ Eρ(i) ⊂ Eρ(i+ 1) ⊂ · · · ⊂ E
for every ray ρ ∈ ∆(1). These filtrations must be full, i.e. Eρ(i) = 0 for very small i,
and Eρ(i) = E for i very large. The corresponding σ-families then can be constructed
from these filtrations by setting
Eσm =
⋂
ρ∈σ(1)
Eρ
(
〈m,n(ρ)〉
)
.
In fact, this construction establishes an equivalence of categories between equivariant
reflexive sheaves and vector spaces with full filtrations. The morphisms in the latter
category are vector space homomorphisms which are compatible with the filtrations in
the ∆-family sense ([Per04a], Theorem 5.29).
Consider a reflexive module Eσ over the ring k[σM ], where without loss of generality
we assume that σ has full dimension in NR. To any such module there is associated
the subvector space arrangement {Eσm | m ∈ M} in the limit vector space E, where
Eσm =
⋃
ρ∈σ(1) E
ρ
(
〈m,n(ρ)〉
)
. This arrangement in a natural way is a poset, where the
partial order is given by inclusion. We will show that we can embed this poset into Zσ(1)
such that it becomes an admissible poset for Eσ .
Definition 5.1: For every m ∈ M , we define κρ(m) = min{i ∈ Z | Eσm ⊂ E
ρ(i)} and
the anchor of m by:
A(m) =
(
κρm | ρ ∈ σ(1)
)
∈ Zσ(1).
We denote PEσ the subposet {A(m) | m ∈M} of Zσ(1).
Proposition 5.2: PEσ is admissible with respect to Eσ.
Proof. First, clearly, A(m) ≤ m for all m ∈M . Now assume that A(m′) ≤ m for some
m′ ∈ M . A(m′) ≤ m implies that Eσm′ ⊂ E
σ
m, and thus A(m
′) ≤ A(m). Now, by
definition
⋂
ρ∈σ(1) E
ρ
(
nρ) = E
σ
m for all m ∈ Tn for some n ∈ PEσ .
Definition 5.3: We call PEσ the canonical admissible poset of E
σ.
An important fact for understanding the structure of reflexive modules is the follow-
ing
Lemma 5.4: Let PEσ be the canonical admissible poset of E
σ. Then Eσm ⊂ E
σ
m′ iff
A(m) ≤σ A(m
′). Moreover, Eσm = E
σ
m′ iff A(m) = A(m
′).
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Proof. Assume first that Eσm ⊂ E
σ
m′ . Then for every ρ ∈ σ(1) it follows that min{i |
Eσm ⊂ E
ρ(i)} ≤ min{i | Eσm′ ⊂ E
ρ(i)}, and thus A(m) ≤σ A(m
′). In the other direction,
denote n := A(m), n′ := A(m′), then nρ ≤ n
′
ρ for every ρ ∈ σ(1) and E
ρ(nρ) ⊆ E
ρ(n′ρ),
and thus Eσm ⊂ E
σ
m′ .
Proposition 5.5: If Uσ is smooth, then, as a poset, the vector space arrangement
associated to Eσ is isomorphic to its lcm-lattice.
Proof. Because Uσ is smooth, for every m ∈M , the anchor element A(m) is an element
ofM , and we conclude from the proof of proposition 5.2, that A(m) is the unique member
of I(m). For any two A(m) 6= A(m′), the vector spaces Eσm and E
σ
m′ do not coincide,
and thus the vector space Eσm′′ , wherem
′′ = lcm{m,m′}, contains at least the sum Eσm+
Eσm′ . Moreover, we have that E
σ
m′′ =
⋂
ρ∈σ(1) E
ρ
(
〈m′′, n(ρ)〉
)
, where for every ρ ∈ σ(1)
Eρ
(
〈m′′, n(ρ)〉
)
contains Eσm and E
σ
m′ , and thus 〈m
′′, n(ρ)〉 ≥ max{〈m,n(ρ)〉, 〈m′, n(ρ)〉}.
So m′′ is the minimal element of M with respect to the partial order σM , such that E
σ
m′′
contains both, Eσm and E
σ
m′ .
Example 5.6: We give an example which shows that the choice of another admissible
poset instead of the canonical one can improve the resolution. Consider the subsemi-
group σM of Z2 which is generated by (1, 0), (1, 1) and (1, 2); the corresponding cone σ
has two rays ρ1, ρ2 with primitive elements n(ρ1) = (2, 1), n(ρ2) = (0, 1). Let E ∼= k
3
and consider the filtrations
Eρ1(i) =


0 for i < 0
E1 for i = 0
E for i > 0
Eρ2(i) =


0 for i < 1
E2 for i = 1
E for i > 1.
with dimEi = 2 and the Ei in general position. The corresponding canonical admissible
poset is P = {0ˆ, (0, 2), (1, 1), (1, 2)} and it leads to the resolution
0 −→ S(2,2) −→ S
2
(1,1) ⊕ S
2
(0,2) −→ E −→ 0
If we choose instead the poset P ′ = {0ˆ, (0, 1), (0, 2), (1, 1), (1, 2)}, the associated repre-
sentation of P ′ maps (0, 1) to the the subvector space E1 ∩E2 of E. The corresponding
vector space arrangements are shown as linear configurations in PE ∼= P2 in figure 7.
The grey dot in the right figure denotes the intersection E1 ∩ E2. The corresponding
resolution becomes:
0 −→ S(0,1) ⊕ S(0,2) ⊕ S(1,1) −→ E −→ 0,
i.e. E splits into a direct sum of reflexive sheaves of rank one.
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Figure 7: Canonical admissible poset and the poset generated by its intersections
5.2 Extensions to the homogeneous coordinate ring
We first investigate the structure of the module EEˆ where E is reflexive. For this, we
first consider the module EEσ for any σ ∈ ∆. Its determination is a straightforward
computation:
Proposition 5.7: Let Eσ be a reflexive k[σM ]-module given by filtrations E
ρ(i). Then
its extension is given by:
EEσn =
⋂
ρ∈σ(1)
Eρ(nρ).
Proof. We have EEσn = lim←
Eσm, where the limit runs over all n ≤ m. As all morphisms
χσm,m′ are injective, this direct limit immediately translates into an intersection in E
σ:
lim
←
Eσm =
⋂
n≤m
Eσm
=
⋂
n≤m
⋂
ρ∈σ(1)
Eρ
(
〈m,n(ρ)〉
)
.
It is always possible to find m ∈ M for some τ ∈ σ(1) such that 〈m,n(τ)〉 = nτ and
〈m,n(ρ)〉 >> 0 for any τ 6= ρ, such that
⋂
ρ∈σ(1) E
ρ
(
〈m,n(ρ)〉
)
= Eτ (nτ ). Thus we
obtain
⋂
ρ∈σ(1) E
ρ(nρ) ⊂ EE
σ
n ⊂
⋂
ρ∈σ(1) E
ρ(nρ) and the proposition follows.
So the module EEˆσ can explicitly be described by the filtrations for E and in fact,
it is a reflexive module. To describe its filtrations more explicitly, we use the quotient
representation π : kσ(1) −→ Uσ. For each ρ ∈ σ(1), the restriction of E to Uρ is a locally
free sheaf and thus if we restrict π to Uρˆ, the pullback
Eˆ ρˆ := (π|Uρˆ)
∗E|Uρ
is locally free over Uρˆ. To determine the filtration associated to Eˆ
ρˆ, consider the injective
map
αρ :M/ρ
⊥
M −→ Z
ρ(1).
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Then every element i ∈ Z∆(1)/ρˆ⊥
Mˆ
lies in a unique intervall αρ(j) ≤ i < αρ(j + 1) for
some j ∈M/ρ⊥M
∼= Z. Eˆ ρˆ then can be described by a filtration of E, which is given by
EEˆρˆ(i) = Eρ(j) for αρ(j) ≤ i < αρ(j + 1).
The reflexive S-module defined by set of filtrations EEˆρˆ(i) for every ρ ∈ ∆(1) then can
be identified with EEˆ.
Proposition 5.8: Let E be a reflexive sheaf, then there is an isomorphism Eˆˇˇ ∼= EEˆ.
5.3 Resolutions for vector space arrangements and reflexive equivari-
ant sheaves
The affine case. First we consider resolutions for a reflexive M -graded module Eσ
over k[σM ] with filtrations E
ρ(i) for ρ ∈ σ(1). Revisiting the resolution process of
proposition 2.4 for the corresponding representation of the canonical admissible poset
PEσ , we find by lemma 5.4 that for any n ∈ PEσ , the vector space Eσ<n is the subvector
space of Eσn which is spanned by all its subvector spaces in the arrangement PEσ . We
have the first step of its resolution
0 −→ K0 −→ F0 −→ E
σ −→ 0
such that F0 is a reflexive module F0 ∼=
⊕
n∈Pσ S
fn
(n) which is defined by filtrations F
ρ(i)
in a limit vector space F, defining a vector space arrangement Q := {Fm | m ∈M}.
Proposition 5.9: The poset underlying the vector space arrangement Q is isomorphic
to PEσ .
Proof. The dimension of the vector space F0,n is given by the number of n
′ ≤σ n; by
lemma 5.4 we have that Eσm ( E
σ
m′ iff A(m) < A(m
′), and thus the number of n′′ ∈ P
for which Eσm has positive free dimension and which n
′′ ≤ A(m) is smaller than the
number of such elements with n′′ ≤ A(m′).
The kernel K0 is a reflexive module, given by filtrations K
ρ(i) = ker(F ρ(i)→ Eρ(i))
of the kernel vector space K = ker(F→ E). However, the canonical admissible poset of
K0 is no longer isomorphic to PEσ , but we have the following:
Proposition 5.10: The canonical admissible poset of K0 is a contraction of PEσ .
Proof. We define the retraction morphism r : PEσ −→ PK0 by mapping AEσ(m) to
AK0(m) for all m ∈ M . For any E
σ
m ⊂ E
σ
m′ we have K0,m ⊂ K0,m′ , and thus
r
(
U(AEσ(m))
)
⊂ U(AK0(m)). The other inclusion follows because PK0 is admissi-
ble for K0. On the other hand, let n ∈ PK0 , then n ≤ n
′ for every n′ ∈ r−1
(
U(n)
)
, and
n ∈ r−1
(
U(n)
)
, thus r−1
(
U(n)
)
= U(n) in PEσ .
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By 2.12 this in particular implies that we can iterate and the resolution of the vector
space arrangement PEσ is equivalent to a resolution of E
σ. We have:
0 −→ Fs −→ · · · −→ F0 −→ E
σ −→ 0
where Fi ∼=
⊕
n∈PEσ
S
f in
(n).
The shape of the resolution can be changed by chosing another admissible poset for
Eσ. This in turn is equivalent to adding any set of intersections of vector spaces in PEσ .
To see this, we pass to the module EEσ. The arrangement of this module is complete
with respect to intersections, and every anchor element of the canonical admissible poset
of Eσ is by definition an anchor element of the lcm-lattice of EEσ. In particular, for
every n ∈ LEEσ with n ≤ m, we have n ≤ AEσ(n) by lemma 5.4, so that condition (i)
of definition 4.11 is fulfilled. Moreover, as Tn is empty if n is not from PEσ , condition
(ii) is trivially fulfilled.
The global case. Now we assume that E is a reflexive sheaf over an arbitrary toric
variety X, represented by filtrations Eρ(i) of some vector space E for every ρ ∈ ∆(1).
We denote Pσ the canonical admissible posets for every Eσ. To make contact with the
formalism of section 4.5, we first consider the refinements P˜σ .
Lemma 5.11: Pσ is a contraction of P˜σ for every σ ∈ ∆.
Proof. For every ρ ∈ ∆(1), the canonical admissible poset Pρ is given by 0ˆ and some
sequence iρ1 < · · · < i
ρ
kρ
in Z, where kρ < rk E , such that Eρ(i) = Eρ(i + j) for j ≥ 0 if
and only if there exists no iρp for some p ∈ {1, . . . , kρ} such that i < i
ρ
p ≤ i+ j. For every
ρ ∈ ∆(1) and every ρ < σ, we have (Pσ)≶ρσ = P
ρ, and thus Pρ = P˜ρ. Recall that A˜σ
was defined as the least common multiple of the elements max{i ∈ P˜ρ | i ≤ 〈m,n(ρ)〉},
where P˜ is considered as subset of Zσ(1) via the canonical embedding Zρ →֒ Zσ(1).
Denote r : P˜σ −→ Pσ, mapping the anchor A˜σ(m) to Aσ(m). Clearly, r is surjective.
Then for any A˜σ(m) ∈ P˜σ , the image of U
(
A˜σ(m)
)
is U
(
Aσ(m)
)
. For any n ∈ Pσ ,
r−1(n) = n, so r−1
(
U(n)
)
= U(n) (the latter as an open subset of P˜σ , and the lemma
follows.
For resolving E , we now must define a lift λ of the collection P˜σ to Z∆(1). For every
σ ∈ ∆, we define λσ : P˜
σ −→ Z∆(1) by
(
λσ(n)
)
ρ
=
{
min{i | Eσn ⊂ E
ρ(i)} for ρ ∈ ∆(1) \ σ(1)
nρ for ρ ∈ σ(1).
Proposition 5.12: The collection λσ is a lift of P˜
σ.
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Proof. By definition, (πσ ◦ λσ)(n) = n for every n ∈ P˜
σ. We show that λτ (n) =
lcm
{
λσ
(
(πτσ)
−1(n) ∩ P˜σ
)
| τ < σ
}
for every P˜τ . For this, observe that EEˆλσ(n) = E
σ
n ,
because
Eσn =
⋂
ρ∈σ(1)
Eρ(nρ) ⊂ EEˆλσ(n) =
⋂
ρ∈∆(1)
Eρ(λσ(n)ρ)
= Eσn ∩
( ⋂
ρ∈∆(1)\σ(1)
Eρ(λσ(n)ρ)
)
⊂ Eσn .
Now, the lift λ gives rise to a subarrangement of the subvector space arrangement of
the arrangement associated to EEˆ, which is given by the union of arrangements in E:
P∆ :=
⋃
σ∈∆
Pσ =
{ ⋂
ρ∈σ(1)
Eρ
(
〈m,n(ρ)〉
)
| σ ∈ ∆,m ∈M
}
=
⋃
σ∈∆
{λσ(n) | n ∈ P
σ}
The first step 0→ K0 → F0 → E → 0 of the global resolution of E then is given by the
sheaf
F0 ∼=
⊕
n∈P∆
O
(
Dλ(n)
)f0n ,
where f0n is the free dimension of the vector space En. By iteration, we get a free
resolution, which at the same time is a resolution of the vector space arrangement P∆.
Note that this resolution coincides with the resolution of the module EEˆλ over S. The
global resolution of E constructed using EEˆ is given by the minimal resolution given by
the vector space arrangement in E which is generated by all intersections of the vector
spaces Eρ(i).
5.4 Resolutions of Cohen-Macaulay modules
Let E be a (maximal) Cohen-Macaulay module over k[σM ], where σ has full dimen-
sion in NR. We show that our resolutions behave well in the sense that the maximal
length of regular sequences does not decrease. We follow [BH98] §1.5, and say that the
graded module E is Cohen-Macaulay if grademE = dim k[σM ], where m is the maximal
homogeneous ideal of k[σM ] which is generated by all non-unit monomials.
Theorem 5.13: Let E be an M -graded Cohen-Macaulay module over k[σM ] and con-
sider the resolution
0 −→ Fs −→ · · · −→ F0 −→ E −→ 0
corresponding to the canonical admissible poset of E. Then every Fi is a direct sum of
Cohen-Macaulay modules of rank one.
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Proof. We need only to consider the first step of the resolution 0→ K0 → F0 → E → 0,
as K0 will be Cohen-Macaulay if F0 and E are Cohen-Macaulay; the result then follows
by induction. If we restrict the surjection from F0 to E to a direct summand of rank one
R of F0, we necessarily obtain an injection 0 → R → E. We show that any E-regular
sequence by construction also is a R-regular sequence. Let x1, . . . , xr be a E-regular
sequence and denote xi the ideal generated by x1, . . . , xi, for 1 ≤ i ≤ r. We consider
the diagram
0

0

0 // xiR //

xiE //

xiE/xiR //
α

0
0 // R //

E //

E/R // 0
R/xiR
β //

E/xiE

0 0
If α is injective, then also β is injective, and the element xi+1 is a nonzero divi-
sor of R/xiR, as it is a nonzero divisor of E/xiE. To show that α is injective, we
show that there exists no e1, . . . , ei ∈ E such that y :=
∑i
j=1 xjej is in R but not
in xiR. This sum decomposes into homogeneous summands y =
∑
m∈M ym where
ym =
∑i
j=1
∑
m′∈M xj,m′ · ej,m−m′ . If we write xj,m′ = aj,m′χ(m
′), this sum can be
written as
∑i
j=1
∑
m′∈M aj,m′χ(m
′) · ej,m−m′ . Now we split the set {m
′ ∈M | ej,m−m′ 6=
0} = Uj
∐
Vj, where Uj = {m
′ | Rm−m′ 6= 0}. By construction of the inclusion of R in
E, there does not exist any m′′ ∈ Vj such that Em′′ contains a one dimensional subvector
space whose image in E coincides with the image of R. For any m′ ∈ Vj , the elements
χ(m′) · ej,m−m′ must be contained in the subvector space Fm spanned by all Em′′ with
m′′ < m, and writing the equations modulo Fm, we can replace every ej by some fj such
that fj,m−m′ = 0 if m
′ ∈ Vj and
∑
j xjfj = y. Thus we have for every m the equation
xm =
∑i
j=1
∑
m′∈Uj
aj,m′χ(m
′) · fj,m−m′ . For m
′ ∈ Uj , we can project every fj,m−m′ to
some appropriate rj,m−m′ ∈ Rm−m′ , such that xm =
∑i
j=1
∑
m′∈Uj
aj,m′χ(m
′) · rj,m−m′ .
Therefore, we have xm ∈ xiR, from which follows that α is injective.
Corollary 5.14 (from proof of theorem 5.13): Let E be any reflexive k[σM ]-module
and Fi as in the theorem, then grademFi ≥ grademE for all 0 ≤ i ≤ s.
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5.5 Reflexive models for vector space arrangements
In this subsection we want to make a few remarks on how resolutions of vector space
arrangements can efficiently be constructed by passing to appropriate reflexive modules
over the polynomial ring. The point here is resolutions of such modules are a standard
task for many computer algebra systems. However, to make use of such systems, one
has to construct appropriate input data from the arrangement. Let V be a subvector
space arrangement of some vector space V. We make two assumptions on V; the first is
that V is complete with respect to intersections, that is, for any subset W1, . . . ,Wr ∈ V,
the intersection W1 ∩ · · · ∩Wn is also in V. The second assumption is that the input
data for V is given by a set of vectors vW1 , . . . , v
W
iW
such that W is the span over k of all
vVi where V ⊂ W and i = 1, . . . , iV . Moreover, we assume that this set is irredundant,
i.e. iW = codimW
∑
V(W V . Using this input data, the first step
0 −→ K0 −→ F0
M
−→ V −→ 0
of the resolution of V is nearly tautological. Assume that we have chosen a basis for
V, then F0 is given by a basis e
W
i , i = 1, . . . , iW in one-to-one correspondence to the
vectors vWi , and the matrix M then can simply be chosen as having the vectors v
W
i as
its columns, i.e. M = (vWij ). By associating to V the structure of some appropriate
fine-graded module, the matrix M becomes a monomial matrix for which syzygies can
be computed.
Definition 5.15: (i) A reflexive model for V is an inclusion V →֒ (Zr,≤) for some
r > 0 such that that its image in Zr is an lcm-lattice.
(ii) A set of generating flags of V is a set of tuples {E11 ( · · · ( E
1
n1
}, . . . , {Er1 ( · · · (
Ernr} ⊂ V such that E
i
ni
= V for every i and V is the set of all intersections among
the Eij .
Let Eij be any set of generating flags, then we associate to each of the flags a tuple of
integers ki := (ki1 < · · · < k
i
ni
). This data defines a reflexive model, where we map every
W ∈ V to the tuple kV := (min{k
i
j | W ⊂ E
i
kij
} | i = 1, . . . , r). As easily can be seen,
this reflexive model gives rise to a reflexive fine-graded module E over the polynomial
ring S = k[x1, . . . , xr] which is given by filtrations
Ei(j) =


0 if j < ki1,
Eil if k
i
l ≤ j < k
i
l+1, l < ni,
V if ni ≤ j.
E has an embedding into the free module S(−kmin)
dimV, where kmin = (k
1
1 , . . . , k
r
1),
and the module F0 is given by the direct sum
⊕
W∈V S(−kV )
fV , where fV is the free
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dimension of V . So, we have
0 −→ K0 −→
⊕
W∈V
S(−kV )
fV M¯−→ S(−kmin)
dimV,
where M¯ is a monomial matrix whose entries are of the form (vWij x
kV −kmin), where the
vWij are the corresponding entries of the matrix M . The image of M then is the module
E. So the only effect seen by the choice of the reflexive model for V are the number
of variables in the ring S and the degrees of the monomials in M¯ and the subsequent
matrices in the resolution, whereas the coefficients in M¯ are precisely the entries of the
matrix M .
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