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Abstract
L’extraction automatique de termes est uti-
lise´e pour des taˆches varie´es comme l’ana-
lyse terminologique, la de´tection des mots
cle´s pour la recherche d’information et la
construction d’ontologies. Les outils de trai-
tement automatique de la langue (TAL) ont
la charge d’extraire les termes d’un domaine
a` partir de corpus spe´cialise´s, mais ces outils
n’extraient pas que des termes pertinents.
Notre objectif est d’ame´liorer la se´lection
des termes pour un domaine donne´. Nous
proposons des me´thodes de filtrage et de
ponde´ration de termes qui tiennent compte
de la distribution des termes au voisi-
nage des entite´s nomme´es et nous mon-
trons qu’elles aident a` de´tecter les termes
repre´sentatifs d’un domaine.
Mots cle´s : mesure de pertinence, entite´
nomme´e, terminologie, potentiel terminolo-
gique.
1 Introduction
Les me´thodes de construction d’ontologies
a` partir des textes proposent un processus de
conceptualisation d’un domaine sous forme d’un
mode`le formel (taxonomie, ontologie) a` partir de
l’acquisition des termes. La difficulte´ de la taˆche
de conceptualisation, le prisme de l’application
vise´e ainsi que l’ambiguı¨te´ et la plasticite´ de la
langue font qu’on ne peut pas extraire automati-
quement une ontologie a` partir de textes. Pourtant,
si l’ontologie doit eˆtre construite a` partir de textes,
l’acquisition des termes en constitue ge´ne´ralement
0. Ce travail a e´te´ partiellement re´alise´ dans le cadre du
programme Quaero, finance´ par OSEO, l’agence franc¸aise
pour l’innovation, et du projet ONTORULE (FP7 231875).
la premie`re e´tape parce qu’elle aide a` identifier
les notions a` mode´liser. L’acquisition de termes
est assure´e par des outils de TAL qui extraient
une liste de termes candidats d’un texte. Selon
la me´thode de construction d’ontologies (automa-
tique, semi-automatique ou manuelle guide´e), un
traitement (apprentissage, regroupement distribu-
tionnel, regroupement manuel) est effectue´ sur la
liste de termes extraits par les outils de TAL pour
identifier des classes se´mantiques et construire
les concepts qu’elles refle`tent. Cette e´tape sup-
pose que la liste soit nettoye´e au pre´alable afin de
re´duire le bruit. Ce filtrage est ge´ne´ralement assure´
par un expert du domaine ou a` l’aide d’une res-
source externe (ex. WordNet ou une taxonomie du
domaine) mais l’expert n’est pas toujours dispo-
nible, la liste des termes est parfois inge´rable hu-
mainement et il n’existe pas toujours de ressource
disponible de´crivant les objets du domaine.
Les outils de TAL extraient des termes appele´s
termes candidats 1 qui sont souvent des syntagmes
nominaux compose´s de plusieurs mots suscep-
tibles de de´signer par leurs proprie´te´s syntaxiques
et grammaticales une notion du domaine. Les ou-
tils de TAL s’appuient sur la structure linguistique
des termes candidats et leurs distributions en cor-
pus pour de´tecter les termes d’un domaine mais
le re´sultat n’est pas toujours probant. Il n’existe
pas de crite`re formel ge´ne´rique permettant de
de´terminer si un mot ou un syntagme a une valeur
terminologique.
Il nous semble cependant que, le domaine cible
e´tant choisi, on peut s’appuyer sur les entite´s
nomme´es qui rele`vent de ce domaine et sont men-
1. Ge´ne´ralement, les termes candidats sont extraits a` par-
tir du texte en appliquant des patrons linguistiques base´s sur
des structures morpho-syntaxiques.
tionne´es dans les textes pour repe´rer les termes qui
sont eux-meˆmes les plus pertinents pour ce do-
maine. Nous faisons en effet l’hypothe`se que l’an-
crage re´fe´rentiel des entite´s nomme´es confe`re une
valeur se´mantique particulie`re a` leurs contextes et
”de´teint” sur les termes avoisinants.
Les entite´s nomme´es sont des unite´s textuelles
qui ont suscite´ beaucoup d’inte´reˆt en TAL (a` tra-
vers les campagnes d’e´valuation MUC et ACE,
notamment) et elles ont la particularite´ de ren-
voyer a` des entite´s du monde. Les outils de re-
connaissance d’entite´s nomme´es permettent de
repe´rer les entite´s nomme´es d’un texte et de leur
attribuer un type se´mantique qui de´pend du do-
maine conside´re´.
Cet article montre comment le voisinage des en-
tite´s nomme´es permet de filtrer et ponde´rer une
liste de termes en fonction d’un domaine particu-
lier. L’approche propose´e est teste´e sur deux cas
d’usage qui viennent confirmer notre hypothe`se de
de´part.
L’article se compose de 4 sections. La section 2
rappelle les principaux travaux concernant le fil-
trage des termes et le roˆle des entite´s nomme´es.
La section 3 pre´sente les deux types d’unite´s tex-
tuelles (termes et entite´s nomme´es) sur lesquelles
repose notre approche. La me´thode de filtrage et
de ponde´ration de termes propose´e est de´crite dans
la section 4 et la section 5 pre´sente les re´sultats ob-
tenus sur deux cas d’usage diffe´rents.
2 Etat de l’art
2.1 Filtrage des termes
On a souvent cherche´ a` de´terminer le po-
tentiel re´fe´rentiel des termes pour un domaine
spe´cifique dans le but d’extraire des termes perti-
nents. Souvent, les travaux s’appuient sur le calcul
de la fre´quence des termes candidats comme l’un
des crite`res de pertinence. Nous distinguons trois
grandes familles d’approches.
Les approches linguistiques s’appuient sur la
structure linguistique des termes candidats et/ou
de leurs contextes pour de´tecter ceux du do-
maine. (Frantzi & Ananiadou, 1997) s’inte´ressent
qu’aux termes ayant comme voisins dans le texte
des noms ou des verbes. (Maynard & Anania-
dou, 1999) enrichit cette approche en prenant en
compte les relations se´mantiques (taxonomiques)
entre termes qui ont e´te´ de´tecte´es a` partir d’une
ressource externe (taxonomie).
Les approches statistiques reposent sur le cal-
cul de la fre´quence et de la distribution des
termes dans le corpus. (Wong et al., 2007) pro-
pose un nouveau indicateur, appele´ TermHood 2,
qui de´crit la distribution d’un terme candidat
dans un domaine par contraste avec d’autres
domaines. D’autres travaux se sont inspire´s de
la mesure tf.tdf pour ponde´rer les termes en
fonction de leur distribution dans les documents
constituant le corpus. (Drouin, 2003) propose
une me´thode d’extraction de termes pertinents
pour des corpus de spe´cialite´ dont le but est de
de´terminer les e´le´ments lexicaux qui forment les
termes candidats spe´cifiques a` un domaine. La
me´thode s’appuie sur deux mesures statistiques
applique´es a` deux corpus l’un de spe´cialite´ et
l’autre ge´ne´rique : le calcul de la fre´quence des
e´le´ments lexicaux et la probabilite´ d’observer une
fre´quence d’un e´le´ment e´gale ou supe´rieure a` celle
du corpus de spe´cialite´. L’outil qui supporte la
me´thode s’appelle TermoStat 3. Le re´sultat obtenu
est une liste de termes spe´cifiques a` un domaine
donne´.
Les approches mixtes combinent des crite`res
linguistiques et statistiques. (Daille, 1994) ex-
trait les termes pertinents a` partir d’une ana-
lyse statistique du texte et d’un filtrage linguis-
tique des termes candidats. Acabit 4 (Daille, 2003)
produit une liste ordonne´e des termes les plus
repre´sentatifs d’un domaine spe´cifique ainsi que
les variations morphologiques sous la forme de
groupes de termes candidats en s’appuyant sur les
cooccurrences des termes candidats.
Bilan (Drouin & Langlais, 2006) ont e´value´ les
approches linguistiques et statistiques en utilisant
un corpus annote´ a` la main par un expert et les
mesures de pre´cision et rappel. Les auteurs en
concluent que la fre´quence est un bon indice de
pertinence des termes. Ils notent que certaines me-
sures statistiques privile´gient les termes courts et
d’autres les termes compose´s et que leur combi-
naison permet d’augmenter le rappel.
2. Le potentiel terminologique d’un terme en franc¸ais.
3. http ://olst.ling.umontreal.ca/ drouinp/termostat web/
4. Automatic Corpus Based Acquisition of Binary Terms
2.2 Exploitation des entite´s nomme´es
Les entite´s nomme´es sont exploite´es dans plu-
sieurs domaines pour diffe´rentes taˆches lie´es
au travail de conceptualisation. Elles sont uti-
lise´es dans la construction d’ontologies (Ben-
daoud et al., 2007; Omrane et al., 2011), pour
leur peuplement (Giuliano & Gliozzo, 2008) mais
aussi pour la de´tection des relations de domaine
(Toru et al., 2010).
Dans cet article, nous nous inte´ressons aux en-
tite´s nomme´es en tant qu’unite´s textuelles permet-
tant de mettre l’accent sur des e´le´ments du do-
maine. Notre propos est de montrer que les entite´s
nomme´es peuvent aider a` la de´tection de termes
pertinents pour la conceptualisation d’un domaine
donne´.
3 Des types d’unite´s textuelles contraste´s
Les termes et les entite´s nomme´es sont deux
types d’unite´s textuelles qui sont ge´ne´ralement
inte´ressantes a` de´tecter mais qui n’ont pas la
meˆme histoire ni la meˆme valeur se´mantique.
3.1 Terme
(Lerat, 2009) de´finit la notion de terme comme :
 le nom donne´ dans une langue a` une entite´
conceptualise´e par une communaute´ de travail.
Cette de´nomination est souvent un nom ou un
groupe nominal, mais elle peut aussi appartenir
a` une nomenclature alphanume´rique, une unite´
de´finie dans les textes de spe´cialite´.
Un terme est donc une unite´ syntaxique qui peut
eˆtre compose´e d’un ou plusieurs mots mais qui est
relative a` un domaine spe´cifique dont elle de´crit
une notion. Les termes ont ge´ne´ralement un sens
pre´cis dans le domaine auquel ils appartiennent,
ils sont moins ambigus que les mots courants.
Cette stabilite´ se´mantique est inte´ressante pour
la mode´lisation conceptuelle et la construction
d’une ontologie de domaine : comme le terme
refle`te une notion pertinente du domaine e´tudie´,
il sert souvent a` construire un concept formel.
3.2 Entite´ nomme´e
Les entite´s nomme´es sont des unite´s textuelles
d’un autre type. Cre´ation du TAL comme le sou-
ligne (Ehrmann, 2008), elles ont une histoire
moins ancienne que les termes. On les assimile
ge´ne´ralement a` des noms propres (noms de per-
sonnes, de lieux, par ex.) mais aussi a` des valeurs
nume´riques, des dates, des adresses http, etc.
Si l’on s’inte´resse au repe´rage des entite´s pour
la construction d’ontologies, toutes les mentions 5
sont potentiellement inte´ressantes.
En pratique, on met l’accent sur les noms
propres qui sont plus faciles a` identifier dans le
flux textuel, en sachant qu’on n’identifie ainsi
qu’un sous-ensemble des entite´s mentionne´es
dans le texte.
L’exploitation des entite´s nomme´es est rela-
tive a` un cadre applicatif et une taˆche (Ehrmann,
2008) qui permettent de de´terminer quels sont
les types d’entite´s nomme´es pertinents a` prendre
en compte. On s’inte´resse ainsi davantage aux
noms de ge`nes et de maladies dans le domaine
biome´dical qu’aux noms d’organisations ou de
personnes.
En TAL, on s’inte´resse ge´ne´ralement aux en-
tite´s nomme´es du fait de leur valeur re´fe´rentielle :
ce sont des expressions linguistiques qui renvoient
de manie`re autonome et non ambigue, dans un
contexte donne´ 6, a` des entite´s du monde (Ehr-
mann, 2008).
3.3 Diffe´rence et lien
Les termes et les entite´s nomme´es sont donc
des types d’unite´s textuelles qui jouent chacun
un roˆle particulier par rapport au domaine mais
qui ont un fonctionnement se´mantique diffe´rent :
les termes refle`tent des notions alors que les en-
tite´s nomme´es renvoient a` des objets ou re´fe´rents.
Les me´thodes d’extraction des termes et des en-
tite´s nomme´es sont e´galement diffe´rentes. Alors
qu’on part ge´ne´ralement du texte (proprie´te´s lin-
guistiques et statistiques) pour extraire des termes,
le repe´rage des entite´s nomme´es est guide´ par les
types se´mantiques conside´re´s comme pertinents et
se´lectionne´s en fonction du domaine conside´re´.
Sous l’hypothe`se que  les termes du domaine
n’apparaissent pas seuls ou d’une manie`re arbi-
traire (Maynard & Ananiadou, 1999), nous pro-
posons d’exploiter ce contraste des termes et des
5. Les ”mentions d’entite´s nomme´es” sont des unite´s tex-
tuelles qui renvoient a` des ”entite´s” du domaine qui peuvent
relever de diffe´rentes cate´gories linguistiques : des noms
propres (”Air France”), mais aussi des pronoms (”elle”), et
plus largement des descriptions de´finies (”cette compagnie”,
”la principale compagnie ae´rienne franc¸aise”).
6. Les cas d’ambiguı¨te´ d’entite´s nomme´es ne sont pas
rares mais, dans un contexte donne´, il s’agit essentiellement
de me´tonymie.
entite´s nomme´es. Nous conside´rons que la va-
leur re´fe´rentielle des entite´s nomme´es ”de´teint”
sur leur contexte, qu’elles jouent le roˆle de mar-
queur de domaine pour les termes qui figurent a`
leur voisinage et peuvent ainsi aider a` repe´rer les
termes les plus pertinents pour un domaine donne´.
Dans la litte´rature, les entite´s nomme´es, avec
leur se´mantique re´fe´rentielle, sont conside´re´es
comme des e´le´ments cle´s du domaine et les rela-
tions qu’elles entretiennent sont aussi conside´re´es
comme relations de domaine. Beaucoup de tra-
vaux se sont ainsi inte´resse´s a` l’identification des
relations de domaine en explorant les relations
se´mantiques existant entre entite´s nomme´es (Zhu
et al., 2009; Hirano et al., 2007) ou entre termes
et entite´s nomme´es (Ohta et al., 2010).
Notre approche s’appuie sur la meˆme ide´e que
les entite´s nomme´es sont des marqueurs de do-
maine mais pour la de´tection des termes plutoˆt que
des relations.
4 Entite´s nomme´es et extraction de
termes
Comme indique´ en section 2, les outils
d’extraction de termes, qui sont ge´ne´ralement
inde´pendants de tout domaine, produisent des
re´sultats bruite´s et ne´cessitent souvent un travail
manuel pour se´lectionner les termes les plus per-
tinents pour un domaine particulier. Nous propo-
sons de nous appuyer sur les proprie´te´s de do-
maine des entite´s nomme´es pour ame´liorer cette
se´lection. Etant donne´ des types se´mantiques per-
tinents pour un domaine donne´, nous faisons l’hy-
pothe`se que les termes qui figurent au voisinage
de ces types d’entite´s nomme´es ont plus de chance
d’eˆtre pertinents pour le domaine que les autres.
Nous de´finissons une relation de  voisi-
nage  entre des occurrences de terme et d’en-
tite´s nomme´es et nous nous proposons de nous
appuyer sur cette relation de voisinage pour fil-
trer les termes d’un domaine et les ponde´rer. En
prenant la phrase comme contexte, nous posons
qu’une occurrence de terme t figure au voisinage
d’une occurrence d’entite´ nomme´ e (vois(t, e)) si
et seulement si elles figurent dans la meˆme phrase.
4.1 Filtrer les termes
Les listes de termes candidats des extracteurs
de termes e´tant souvent longues a` valider manuel-
lement, il s’agit tout d’abord d’e´liminer le bruit et
de pre´se´lectionner – ou filtrer – les termes les plus
pertinents pour le domaine conside´re´.
Notre me´thode de filtrage est simple : nous
conside´rons qu’un terme t est pertinent si et seule-
ment si l’une de ses occurrences figure au voisi-
nage d’une occurrence d’entite´ nomme´e :
Pert(TC) =

1 si ∃t, EN, e/occ(t, TC)
∧occ(e, EN) ∧ vois(t, e)
0 sinon
ou` TC est un terme candidat, EN une entite´
nomme´e et ou` occ(x,X) et vois(x, y) indiquent
respectivement que x est une occurrence de X et
que x et y cooccurrent dans la meˆme phrase.
4.2 Attribuer des poids aux termes
Pour aller plus loin dans la se´lection des termes
pertinents, nous proposons de trier les termes
sur la base de leurs relations de voisinage en
conside´rant que certains voisinages sont plus
marque´s que d’autres. Cela revient a` attribuer plus
de poids aux termes qui apparaissent dans des
contextes ”charge´s” en entite´s nomme´es. L’objec-
tif est de proposer a` l’inge´nieur de la connais-
sance une liste de termes trie´e autrement que par
la fre´quence.




ou` Freqvois(TC) est le nombre total de relations
de voisinage dans lesquelles entrent les occur-
rences de TC et FreqTotale(TC) sa fre´quence
totale (nombre d’occurrences). Le poids d’un
terme est donc le nombre moyen de relations de
voisinage dans lesquelles entrent ses occurrences.
Nous obtenons une liste de termes candi-
dats ponde´re´s en fonction du nombre d’entite´s
nomme´es figurant dans leur voisinage.
Prenons l’exemple du terme candidat mileage
credit dans le cas d’usage American airlines (voir
section 5) dont nous cherchons a` calculer le poids :
You may request mileage credit for past,
eligible transactions up to 12 months
from the transaction date. Any claim for
uncredited mileage must be received by
American Airlines within 12 months af-
ter the mileage credit was earned. No
mileage credit will be awarded for can-
celed flights or if you are accommoda-
ted on another airline.
En appliquant la mesure, nous obtenons
Poids(mileage credit) = 33 . Le terme mileage
credit a 3 occurrences dans le texte. La premie`re
(non reproduite ici) n’a aucune entite´ nomme´e
dans son voisinage. La seconde cooccurre avec 1
entite´ nomme´e (12 months) et la troisie`me avec 2
(American Airlines et 12 months).
La section qui suit pre´sente les expe´riences de
filtrage et de ponde´ration des termes faites pour
deux cas d’usage diffe´rents.
5 Expe´rimentations et e´valuation
Apre`s avoir introduit les cas d’usage sur les-
quels nous avons teste´ notre approche, nous
pre´sentons les re´sultats obtenus et e´valuons les
me´thodes de filtrage et de ponde´ration propose´es.
5.1 Cas d’usage
Les expe´riences ont e´te´ faites sur deux cas
d’usage du projet ONTORULE 7 qui vise a`
construire des syste`mes d’aide a` la de´cision pour
des domaines re´glementaires et leurs bases de
re`gles me´tiers. Dans ce contexte applicatif et pour
chacun de ces cas d’usage, nous cherchons a`
construire une ontologie de domaine a` partir de
textes qui de´crivent les re´glementations en vi-
gueur. Notre but est de repe´rer les termes qui
de´crivent le mieux le domaine sous-jacent parce
qu’ils en refle`tent les concepts centraux. Une on-
tologie ainsi construite sert ensuite de vocabulaire
conceptuel pour l’e´criture des re`gles me´tiers et la
formalisation des re´glementations.
Nous avons teste´ nos me´thodes de filtrage et de
ponde´ration de termes sur deux corpus diffe´rents.
Le corpus AAdvantage (AA) de´crit les re`gles et
conditions d’attribution de  miles  pour des
voyageurs 8 et contient 5 744 mots. Le corpus
Audi, qui contient 3 704 mots, est un extrait
d’une directive europe´enne de´crivant les re`gles et
proce´dures que les ve´hicules doivent satisfaire en
matie`re de ceintures de se´curite´.
Pour chacun des cas d’usage traite´s, nous pre-
nons en entre´e deux listes d’unite´s lexicales four-
nies par des outils de TAL (une liste LTC de
termes candidats extraits par l’outil YaTeA 9 et
une liste LEN d’entite´s nomme´es extraites par
7. Les documents utilise´s sont extraits des cas d’usage
e´tudie´s dans le cadre du projet ONTORULE (FP7 231875).
8. Nous remercions American Airlines d’avoir mis ce
corpus a` notre disposition.
9. http ://search.cpan.org/ thhamon/Lingua-YaTeA/
la chaıˆne de traitement Annie de la plateforme
GATE 10), nous calculons une liste de termes
filtre´s (LTF ) ou une liste des termes ponde´re´s
(LTP ) et nous comparons le re´sultat obtenu avec
une liste de termes de re´fe´rence 11.
5.2 Filtrage : re´sultats et e´valuation
En appliquant notre me´thode de filtrage sur
les listes LTC et LEN , nous obtenons d’abord
une liste de termes filtre´s (LTF ) qui contient les
termes de la liste initiale figurant au moins une fois
au voisinage d’une entite´ nomme´e.
Le tableau 1 pre´sente les re´sultats. L’e´cart entre
le nombre de termes candidats filtre´s est moindre
dans le cas d’AAdvantage (AA) que pour le
corpus Audi. Cela tient au fait qu’un nettoyage
pre´alable a e´te´ fait sur la liste des termes candi-
dats de AAdvantage pour e´liminer les termes mal
forme´s 12 et mieux appre´cier l’apport spe´cifique
de notre filtrage. On observe que le filtrage per-
met de re´duire la liste des candidats termes, meˆme
quand elle a e´te´ nettoye´e (AA) et qu’il compense
l’absence de nettoyage pre´alable (Audi).
Corpus LTC LEN LTF
AAdvantage 680 105 437
Audi 1003 90 436
Tableau 1: Nombres de termes candidats, d’entite´s
nomme´es et de termes filtre´s pour les deux cas d’usage
Pour e´valuer ces re´sultats, nous utilisons les me-
sures classiques utilise´es en recherche d’informa-
tion, la pre´cision, le rappel et la F-mesure :




ou` UP, UT ou UTP sont respectivement le
nombre d’unite´s pertinentes (i.e. figurant dans la
re´fe´rence), le nombre d’unite´s trouve´es (i.e. figu-
rant dans le re´sultat et donc filtre´es) et le nombre
d’unite´s a` la fois trouve´es et pertinentes.
Les re´sultats figurent dans le tableau 2. Les
10. http ://gate.ac.uk/
11. Ces listes de re´fe´rence ont e´te´ construites manuelle-
ment, au pre´alable et sans prendre en compte les entite´s
nomme´es pour mode´liser les domaines des cas d’usage.
12. Quelle que soit la qualite´ des extracteurs de termes,
les outils ge´ne´ralistes ne peuvent pas prendre en compte les
particuliarite´s des textes (pre´sence de chiffres, de tableaux,
etc.) sur lesquels ils sont applique´s et il reste toujours des
scories.









Tableau 2: Impact du filtrage sur les mesures de
pre´cision, rappel et F-mesure
re´sultats sont dans l’ensemble moins bons dans le
cas d’Audi mais le filtrage des termes ame´liore
significativement la pre´cision dans les deux cas
d’usage. Le fait que le rappel soit moindre sur les
listes de termes filtre´s montre que le filtrage n’est
pas parfait (certains termes pertinents ne figurent
pas au voisinage d’entite´s nomme´es 13), mais le
gain de plus de 10 points de F-mesure sur la liste
des termes filtre´s montre que le filtrage est glo-
balement positif. Il l’est meˆme d’autant plus que
la liste des termes candidats a e´te´ peu nettoye´e au
de´part, comme dans le cas d’Audi.
Le voisinage des entite´s nomme´es apparaıˆt donc
comme un crite`re pertinent a` prendre en compte
pour la de´tection des termes d’un domaine. Il per-
met de re´duire la part de bruit dans les re´sultats
des outils de TAL et de de´broussailler le travail
de validation. Il faut seulement pre´voir de pouvoir
”re´cupe´rer” par d’autres me´thodes des termes per-
tinents qui auraient e´te´ e´limine´s lors du filtrage.
5.3 Ponde´ration : re´sultats et e´valuation
L’exploration de longues listes de termes se fait
souvent par ordre alphabe´tique (pour regrouper les
termes apparente´s) ou par fre´quence (pour e´viter
de passer trop de temps sur les hapax 14 toujours
tre`s nombreux). Dans cette section, nous cher-
chons a` e´valuer l’inte´reˆt de la ponde´ration des
termes comme crite`re de tri alternatif pour l’ana-
lyse d’une longue liste de termes.
Nous e´valuons les listes de termes ponde´re´s par
rapport aux meˆmes re´fe´rences que pre´ce´demment.
Il s’agit d’appre´cier notre capacite´ a` placer des
termes pertinents en haut de classement. Nous re-
gardons donc comment la pre´cision e´volue quand
13. Les valeurs de 100% de rappel s’expliquent du fait que
les re´fe´rences ont e´te´ construites a` partir des termes candidats
extraits sans ajout d’autres termes.
14. Termes ayant une seule occurrence dans un corpus.
on conside`re un nombre croissant de termes bien
classe´s. Le tableau 3 montre les re´sultats obte-
nus pour les 100 termes les mieux classe´s, puis
en fixant le seuil aux rangs 200 et 400 et enfin en
conside´rant toute la liste des termes filtre´s.
Cas r=100 r=200 r=400 LTF
AA 78% 75% 71,5% 71,1%
Audi 45% 52,5% 60% 56,8%
Tableau 3: Evolution de la pre´cision en fonction du
nombre de termes retenus, le seuil e´tant fixe´ en fonc-
tion du rang (r = 100, r = 200, r = 400)
Les re´sultats sont contraste´s. Dans le
cas d’AAdvantage, la pre´cision diminue
re´gulie`rement quand le rang augmente mais,
dans le cas d’Audi, elle augmente jusqu’au rang
400 avant de s’infle´chir au-dela`. Le tri propose´ est
donc globalement pertinent dans le premier cas
et moins dans le second. Une analyse de´taille´e
montre que les entite´s nomme´es nume´riques du
corpus Audi contribuent a` surponde´rer des termes
de´notant des proprie´te´s de concepts (length dans
...maximum length of 840 mm, par ex.) par rapport
aux termes de´notant les concepts eux-meˆmes
(strap) qui sont filtre´s eux-aussi mais avec un
poids infe´rieur (the length of strap... shall be... as
close as possible to 450 mm...).
Comme crite`re de tri, le voisinage des en-
tite´s nomme´es est donc a` utiliser avec pre´caution
mais il donne un e´clairage comple´mentaire de la
fre´quence sur une liste de termes. Nous illustrons
ce point sur quelques termes de la re´fe´rence du
cas d’usage Audi (voir tableau 4) qui n’ont pas le
meˆme rang dans les deux approches. On a ainsi
deux crite`res de tri qui sont bruite´s mais pertinents
et qui mettent en avant des termes diffe´rents.
Terme Rang Poids Rang Freq.
size class 1 36





Tableau 4: Exemples de termes pertinents et leurs
rangs.
6 Conclusion
Cet article montre, sur deux cas d’usage, com-
ment les entite´s nomme´es peuvent jouer le roˆle de
marqueurs de domaine, contribuer a` l’identifica-
tion des termes pertinents et ainsi faciliter la vali-
dation manuelle de longues listes de termes. Les
entite´s nomme´es sont des unite´s textuelles avec
une valeur se´mantique particulie`re. Comme elles
font re´fe´rence a` des entite´s du domaine, elles sont
importantes pour le domaine en question et les
termes qui les entourent tendent a` l’eˆtre aussi.
Nous avons montre´ que le crite`re de voisinage
des entite´s nomme´es permet de filtrer efficacement
la liste des termes fournie par un extracteur de
termes ge´ne´rique et d’e´liminer une bonne partie
de termes faiblement pertinents.
Nous avons e´galement propose´ d’utiliser le
voisinage des entite´s nomme´es pour ponde´rer
les termes. Cela permet de trier la liste des
termes candidats sur une base assez diffe´rente
de la fre´quence. L’apport ne semble pas eˆtre le
meˆme pour tous les corpus mais nos expe´riences
montrent que cela donne un e´clairage inte´ressant
et comple´mentaire a` la fre´quence, qui est souvent
utilise´e faute de mieux.
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