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This paper deals with uniform rates of convergence for the empirical distribution 
function and the empirical characteristic function for a broad class of stationary 
linear processes. In particular, the class x(n) = zzcFo 6(i) z(n - i) is considered 
under the conditions that (a) the disturbances z(n) are independent and identically 
distributed with a finite first absolute moment, (b) the distribution function F of 
X(n) has bounded density, and (c) the parameters 6(i) are bounded in absolute 
value by some function g which satisfies XT?, ig(i)< co. It is proved that the 
empirical distribution function F(x) based on x(n), n = 1, _.., N, converges to 
the theoretical distribution, uniformly in x, at a rate O(Nm’j2 log N) a.s. For the 
empirical characteristic function a uniform (over a certain range of the argument) 
rate of convergence result is proved. A pointwise central limit theorem is also 
obtained. The above theorems constitute versions (weaker in part) of theorems that 
already exist in the i.i.d. case and for certain sequences of dependent random 
variables. ‘0 1990 Academic Press. Inc. 
1. INTRODUCTION 
All results of this paper are for the broad class of stationary linear 
processes given by 
(1.1) 
with mild regularity conditions on the parameters 6(i) and the independent 
and identically distributed disturbances z(n) which, in particular, do not 
require the process to have finite variance. An important subset of this class 
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of random variables is given by the class of autoregressive processes with 
stable innovations and stable index larger than 1. It has been claimed (see, 
e.g., Fama [S], Stuck and Kleiner [19]) that these infinite variance models 
provide a good fit to certain observed time series such as stock price 
changes and telephone noise. 
We will study asymptotics for the empirical distribution function (hence- 
forth referred to as e.d.f.) and the empirical characteristic function (e.c.f.) 
based on X(n), n = 1, . . . . N. In the i.i.d. case rates of convergence and limit 
distributions of both the e.d.f. and the e.c.f. have been extensively studied. 
Smirnov [18] and independently Chung [2] have proved a law of the 
iterated logarithm for the uniform convergence of the e.d.f. and Cs6rg6 
[3,4], CsGrgB and Totik [6], Feuerverger and Mureika [lo] proved 
strong limit results for the e.c.f., Csiirgij [4] and Marcus [lS] obtained 
weak convergence results. Extensions of these theorems for dependent 
sequences are contained in Feuerverger and McDunnough [9] for the e.c.f. 
and Sen [16], Gastwirth and Rubin [ll], Babu and Singh Cl], and 
Silverman [17) for the e.d.f. These results are in part slightly or sometimes 
considerably weaker than in the i.i.d. case. 
Since a number of statistical inferential methods are based on the e.d.f. 
(see, e.g., Durbin [7]) and also on the e.c.f. (e.g., Csiirgij [5]) it is of some 
interest to obtain versions of these results for the broad class of random 
variables defined in (1.1). This class (with the conditions (Cl), (C2), and 
(C3) or (C3’) stated at the beginning of the next section) includes both 
finite and infinite variance linear processes and also incorporates processes 
based on both continuous and certain (due to restrictions on the distribu- 
tion function) discrete innovation series z(n). It contains, of course, 
independent sequences, ARMA processes, and certain sequences which 
are neither b-mixing nor strong mixing (such as X(n) = 1/2X(n - 1) + z(n) 
with z(n) i.i.d. symmetric Bernoulli random variables; it follows from 
Withers[20] that this AR( 1) process is not strong mixing). It is the pur- 
pose of the present paper to obtain versions of the above-mentioned 
theorems for the broad class of random variables defined in (1.1). 
2. NEW THEOREMS 
In this section we first give some lemmas and propositions to lay the 
groundwork for several theorems on convergence rates for the e.d.f. and the 
e.c.f. of a linear process. All results in this section are formulated under 
similar conditions. In order to avoid repetition later we specify these 
conditions now. 
Cl. The z(n) are independent and identically distributed random 
variables with a finite first absolute moment, i.e., E( Iz(n)l) < co. 
683/35/2-4 
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C2. The distribution F of X(n) has bounded density. 
C3. The parameters 6(i) are bounded in absolute value by some real- 
valued function g: N + IR, defined on the nonnegative integers IV, which 
satisfies C1T , ig( i) < 00. 
It is of special importance if the parameters converge to zero at an 
exponential rate and we therefore sometimes impose condition 
C3’. The parameters 6(i) are bounded in absolute value by 
g(i) = cp’, O<p<l, c > 0. 
(Here and below, c will always denote some generic positive constant 
which may change from one equation to another.) Since 
under the conditions (Cl), (C2), and (C3) or (Cl), (C2), and (C3’), the 
infinite sum in (1.1) converges absolutely with probability one. Hence 
the linear process X(n) exists almost surely and is also strictly stationary in 
the sense that the joint distribution of (X(l), . . . . X(k)) is the same as the 
distribution of (X( 1 + j), . . . . X(k +j)) for integers k and j. Since under the 
stated assumptions the second moment of the process may or may not exist 
we do not know if the process is second-order stationary. 
Condition (C3’) is only imposed when explicitly stated. Note also that 
the class of linear processes in (1.1) together with (Cl) and (C3’) includes 
the important autoregressive-moving average processes. 
The following construction, similar in spirit to the one used in Hannan 
and Hesse [12], is designed to facilitate the study of certain expressions 
related to the e.d.f. of a stationary linear process. It will be used throughout 
to get a handle on the special dependence structure of linear processes. 
Define, for some integer-valued non-decreasing function h: tV + N 
with h(N) -+ cc as N --* CO, h(N) < N for all N sufficiently large, and 
C: 1 k(W) + i)(gMN)))-’ = O(l), 
h(N)- I 
V,(n) = c 6(i) z(n - i), n = 1, . . . . N 
i=O 
(2.1) 
W,(n)= f d(i)z(n-i), n = 1, . . . . N. 
i=h(N) 
Clearly, V,(n) + W,(n) = X(n) for n = 1, . . . . N and all N. 
THE EMPIRICAL D.F. OF A LINEAR PROCESS 189 
Now, consider the arrays of random variables, defined again for all 
NEN. 
V,(l) 
VA1 17 V*(2) 
(2.2) 
VM(lL VMGJ), . . . . VMW), M = 1, . . . . N. 
Each row contains a set of identically distributed random variables with 
F,,(x) = Prob( VM (1) < x) denoting the distribution function of the 
variables in the Mth row. In addition, for each 44, V,(i) and V,(j) are 
independent whenever li -jl > h(M). Hence the sets 
S”, = { V,&k), V,(k -t- h(M)), . . . . VM(k + &h(M))}, k = 1, . . . . h(M), 
contain independent random variables only, and 
n sk,=0, the empty set, 
k 
u SL= { VM(i); i= 1, . . . . M}. 
k 
The constants IL are either [M/h(M)] or [M//z(M)] - 1, their dependence 
on k being of no concern. Here [x] denotes the integer part of x. 
This construction gives rise to several lemmas to be used later. 
LEMMA 1. For W,(n) and h as in (2.1), and under the conditions (C 1 ), 
and (C3), the following statement is true uniformly in n up to N: 
I Wdn)l = O(gVW))N) a.s. (2.3) 
Remark 2.1. If g(i) = cp’ and h(N) = [co log N] then the rate in (2.3) is 
OW co’ogp+‘). This rate can be made arbitrarily fast by taking c,, large. 
Proof Using the definition of W*(n) one has, uniformly in n up to N, 
I Wdnh <g(W)). f g(W) + iMh(W))-’ I@ - h(N) - ill 
i=O 
G g(W)) max{ ldO)L sup Iz(i)/il > f MN) + i)(g(h(N)))-’ 
lil>l i=o 
x max{ 1, Jn - h(N) - iI>. 
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The expression involving the summation sign is bounded a.s. by 
N 1 + f W(N) + i kMW))-I), ( i=l 1 
which under the conditions on g and h is of order O(N). 
Furthermore, 
(2.4) 
P(max( I-WI, sup lz(i)l~l } 2 B) G P( lz(O)( 2 B) + C P( (z(i)1 3 B Iii). 
Ii!>1 14 3 1 
Since the first moment of (z(O)\ is finite, Markov’s inequality may be 
applied giving the bound 
CB-’ + 2. f P(l‘?(i)l 2 W). (2.5) 
I=1 
The sum in (2.5) in turn is bounded by 
f i. j”‘j+ ‘) dG(x), 
i= 1 Bi 
where G(x) is the distribution of lz(O)(. Clearly, also, 
dG(x) d f lEci+ ‘) xB-’ dG(x) < cB-‘. (2.6) 
ix1 Bi 
Combining (2.4), (2.5), and (2.6) it then follows for N large enough that 
I WJn)l < cZg(h(N)) N as., 
where 
Z= maxi jz(O)l, sup Iz(i)/ij > 
lil 3 1 
is a finite-valued random variable, This completes the proof of Lemma 1. 
It allows us to obtain the important 
PROWSITION 1. If the conditions (C 1 ), (C2), and (C3) are satisfied 
then the Kolmogorov distance between V,(n) and X(n) is of the order 
O((g(h(N))N)“*), i.e., 
sup IW) - Fv,.,b)l = OMWW)l’z). 
x E R 
(2.7) 
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Remark 2.2. If g(i) = cp’ and h(N) = [c, log N] then the rate in (2.7) is 
W’ l/2(1 + Co log 6”). A s in Lemma 1 and Remark 2.1, the rate can be made 
arbitrarily fast by taking c,, large. 
Proof The proof of Lemma 1 shows that P(Z 3 B) < cB-’ for all B > 0 
and 
max I W,(n)1 G cZg(h(N))N, a.s., 
l<n<N 
so that P( V,(n) < x) is upperbounded by 
P(X(n) <x+ (g(h(N))N)“2) + P(Z> c-1(g(h(N))N)-“2) 
and P( VN(n) < x) is lowerbounded by 
P(X(n)<x-(g(h(N))N)1’2)-P(Z>c-1(g(h(N))N)-”2). 
Therefore, 
Fv,Jx) Gl;(x + (g(&“0P’)“*) + Wg(W)W)“2) 
and 
FvN(x) 2 F(x- k(W))N)“2) - o((g(h(N))N)“‘). 
By assumption, X(n) has bounded density. It therefore follows that, 
uniformly in x, 
IF(x) - &,(x)l = OMW)W)“2). 
Remark 2.3. The choice of (g(h(N))N)“’ in the proof of Proposition 1 
may seem arbitrary at first but this is, in fact, the best rate that may be 
proved with the method. To see this, consider the general case where Z is 
such that P(Z 2 B) < cB-” for some a> 0 (a sufficient condition for this is 
E( )z(n)\“) < co). Then, following essentially the previous argument, we 
have, for O<qc 1, 
IW) -Fv,.,(x)l = O(MW))Wv + MW’WW”‘~- “) 
and the optimal choice for q is q* = a/(~ + 1) so that the distance between 
the distribution functions is of order O((g(h(N))N)*““+“). Hence existing 
absolute moments of higher order improve the rate. In Proposition 1 we 
have a= 1. 
The next two propositions deal with the characteristic functions of X(n) 
and VN(n). The following notation will be used: 
192 C. H. HESSE 
t)(s) = j exp(isx) dF(x) 
g(s) = j exp(isx) &(x), 
where, as before, F,, F are the distribution functions of V,(n) and 
X(n), respectively, and fl,, E are the corresponding e.d.f.s based on 
V,(l), *.., V,(N) and X( 1 ), . . . . X(N), respectively. 
We will first demonstrate that the e.c.f.s $,, and I$ are sufficiently close 
together. In particular, we have 
PROPOSITION 2. For any j?(N), possibly dependent on N, such that 
p(N) < -log g(h( N))/log N - 2 for all N larger than some N,, and under the 
conditions (Cl) and (.C3), the following statement is true for all s E [w 
lim NPcN’ 1$,(s) - $(s)l = 0 a.s. 
N-m 
Here 1.1 denotes the standard Euclidean norm in Iw’. 
Proof. It suffices to prove the stated rate for the real and imaginary 
parts of tjy, and $ separately. The proof is similar in both cases, e.g., for 
B>O, 
p Nb(N) N-1 
( I 
$ cossX(i)- N-’ 5 cossV,(i) >B 
i=l i= 1 I > 
<P NB(NJ-1 igI IsI . IX(i)- V,(i), > B) 
( 
< P(cZN~(~)+ ‘g(h(N)) > B) 
< cNpcN)+ ‘g(h(N)), 
since 2 as introduced in the proof of Lemma 1 satisfies P(Z > B) < cB- ‘. 
Due to the condition on P(N) the sum C NBcN) + ‘g(h(N)) converges and 
the Borel-Cantelli lemma may be applied. 
Remark 2.4. For g(i) = cp’ and h(N) = [co log N], a fixed /I = j?(N) 
may be chosen arbitrarily large (and independent of N) if c,, is chosen large 
enough. 
A similar (but of course deterministic) result may be proved for the 
characteristic functions themselves, i.e., 
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PROPOSITION 3. For 5 such that N25(g(h(N))N)1’2 = o(l) and under the 
conditions (C 1 ), (C2), and (C3), the following statement is true for all s E Iw : 
lim Nr Irl/VN(s)-$(s)( =O. 
N-rCC 
Proof: For E>O select MN(s) such that F(-M,(E)), FYN(--MN(&)), 
1 -F(M,(s)) and 1 -Fp,(M,(s)) are all of order O(N-<) and, in 
particular, so that 
if-(fMNb))--Fy,( *M,(E))] d N-id8 
for either choice of sign. It follows from condition (Cl) that always 
MN(E) = O(Nr) can be chosen due to the finiteness of the first absolute 
moment. 
Then by partial integration, 
)) exp( isx) dx 1 
<E+cN'MN(E) SUP /F(X)-F,(X)] 
XE R 
<E+cN25(g(h(N))N)1’2 
using Proposition 1. The RHS of the last inequality is bounded by E + o( 1) 
and this proves the result. 
Remark 2.5. For g(i) =cpi and h(N)= [c,log N], 5 may be made 
arbitrarily large if cg is large enough. 
Everything is now in place for the statement and proof of 
THEOREM 1 (Central limit theorem for the empirical characteristic 
function of a linear process). Let X(n) =C,?LO S(i) z(n - i) be a linear 
process satisfying conditions (Cl), (C2), and (C3’) and, in addition, let the 
sums in (2.8a), (2.8b), (2.8~) be finite. Then the real and imaginary parts of 
@N(S) = N”*($(s) - W)) 
converge to a normal distribution with zero mean and variance-covariance 
structure given by 
lim var(Re QN(s)) 
N-m 
= i( 1 + Re $(2s)) - (Re $(s))’ 
+2 f cov(cossX(1), cossX(l+k)) 
k=l 
(2.8a) 
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lim var(Im QN(,s)) 
N + W-8 
= i( 1 - Re $(2s)) - (Im I&$))~ 
+ 2 f cov( sin sX( 1 ), sin sX( 1 + k)) (2.8b) 
k=l 
lim cov(Re Q,,,(S), Im QN(.r)) 
N + cc 
= 4 Im Ic/(2s) - Re $(s) Im IL(s) (2.8~) 
+ f cov(sin sX( l), cos sX( 1 + k)) + cov(cos sX( l), sin sX( 1 + k)). 
k=l 
Here Re x and Im x denote the real and imaginary parts, respectively, of x 
and cov(X, Y) is the covariance between X and Y. 
Proof. Due to condition (C3’) it is possible to choose both /I and 5 
larger than 4 in Propositions 2 and 3. Therefore, 
and 
Ngl exp(iWn)) - IL(s)) (2.9a) 
N “2 ($ % exp(isvdn)) - iv,(~)) (2.9b) 
n=l 
converge to the same limit distribution if they converge at all. Since for any 
given N, V,(r,) and I’,(r2) are independent random variables whenever 
Jr1 - r21 > h(N) = [co log N], V,(n) is an h(N)-dependent sequence. 
The central limit theorem for m-dependent processes [14] admits a 
straightforward generalization to h(N)-dependent sequences so that both 
the real and imaginary parts of the expressions in (2.9a) and (2.9b) have 
an asymptotic normal distribution with zero mean. It is easily checked that 
the asymptotic variance-covariance structure is given by (2.8a), (2.8b), 
(2.8~). 
Remark 2.6. It is possible to show that the condition requiring a finite 
first absolute moment in (Cl) is not necessary for Theorem 1 and can be 
replaced by E(lz(n)j*) < co for some c1 >O, so that the theorem continues 
to hold if the linear process does not have a finite mean. Note also that the 
related theorem (and the proof) in Feuerverger and McDunnough [9] 
does require a finite mean and finite higher moments. 
Before we give a theorem that makes a convergence statement uniform 
over some range of the argument of the characteristic function the 
following fact is needed. It is of independent and fundamental interest. 
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THEOREM 2. Let X(n) = xi”=, 6(i) z(n - i) be a linear process satisfying 
conditions (Cl), (C2), and (C3’). Then 
P(liy+szp N’l*(log N)-’ sup IF(x) - g(x)/ < co) = 1. 
xeR 
Proof: It is well known that on ( - co, + oo), 
[P(x) -F(x)/ = IP(F-‘(t)) - tl a.s. 
with x=F’(t)=inf{y:F(y)>t} so that 
sup If(x)-F(x)1 = sup IHN(t)- tl as., 
XE R O<f<I 
where HN(t) is the e.d.f. of the random variables F(X(n)), which are 
uniformly distributed over the unit interval. Hence the situation simplifies 
and it suffices to show that 
P(lim sup N”*(log N)-’ sup IHN(t) - tl < co) = 1. (2.10) 
N-too OS161 
Here and below the following notation is used: F, H, and W’) are the 
distribution functions of X(n), F(X(n)), and F( VN(x)), respectively. The 
index N always indicates the corresponding e.d.f.s; e.g., Hr) is the 
empirical based on F( V,(n)), n = 1, . . . . N. Clearly, 
SUP lHN(f) - t/ 
O<l<l 
= sup IHN(t)-H!$“‘(t)+HjyNJ(t)-HH(N)(t)+H(N)(t)-tl 
0<1<1 
d SUP IHN(t) - Hr’(t)( 
O<tCl 
+ sup IHj;Y’(t)- HcN’(t)l + sup IHtN’(t)- tj 
O<lCl OCfGl 
< I + II + III. (2.11) 
These terms will be dealt with separately. 
II. TO evaluate the second term it is necessary to partition the unit 
interval. Let t,. i = iN-’ for i= 0, 1, . . . . N. Then for t, i< t < t, i+ ,, 
H~N~(t~,~)~H~N~(t~,~+~)~HjVN~(t)~HH(N~(t)~H~N~(t~,~+~)~H~N~(t~,~). 
Now, if 
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then, for t,. I < t < tN, i+, , 
IHjyN’(t)-WN’(t)l 
d IH~‘(tN,i)-H’N’(tN.i)l + (HcN’(tN, j+I)-HcN’(tN.i)). 
If, on the other hand, 
then 
(Iq.y’(t) - z-PN’(t)l 
G IH~‘(t,,i+I)-H’N’(tN,i)l 
wG%N,l+l )-H(N’(t,,i+,)l +(WN’(t N,I+,)-H(N)oN,i)). 
Hence, in either case 
sup IHr’(t)- zPN’(t)l 
o<t< 1 
< max IffcN’(t,. i) - HcN’(tN, j)l 
O<iGN N 
+oy,yN (H(N’(tN,i+l)-H’N’(tN,j))~A+B, say. 
TO evaluate the summand B, consider that 
if co is chosen suffkiently large. Here the fact was used that the density of 
F is bounded. 
Furthermore, due to the uniformity of the bound, 
max ( HCN’( t 
O<i-zN 
N,i+l)-H(N’(tN,,))=O(N~l). 
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To evaluate the summand A, write 
where 
uk,i’ i 
i 
if P(V,(k))Gt,i 
otherwise. 
For each k and i the random variables U, i, of course, depend on N but 
this is omitted to simplify the notation. In view of the construction (2.2) it 
is also clear that for each N and i the random variables U,,, i and U,,, i are 
independent whenever Ir, - r,l > h(N). Due to condition (C3’), h(N) = 
[co log N] should be chosen and we continue with this choice of h in the 
sequel. 
It follows that 
; P(N”*(log N)- ’ oF,yN lH’,N’ttN, i) - H(N)(fN. ill > B, 
. . 
<ccc P N-’ 
( ( 
f Uk+i- E(Uk,i) > BN-‘12 log N . 
N i k=l > 
To find a sharp bound for this expression define, for j= 1,2, . . . . h(N), the 
partial sums 
N,- 1 
s,= c Uh(N,l+,.rJ (2.12) 
I=0 
where 
N,= N-j 
J [ 1 h(~) +l=O(N(logN))‘). 
Then 
’ 
z 
( 5 uk,i-E(uk,i))=~ F’ (Nf’ U~~N,,+.i-E(U,,,l,+j,i)) 
k=l /=1 I=0 
and the bound in Hoeffding [ 13, p. 271 may be applied so that 
5 U&(U,+BN-1’210gN) 
k=l 
Cco W Nl 
G c N,N-’ exp( -sBN- *‘* log N) E(exp(sN,- ‘(S, - ES,))) 
j= 1 
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for any positive constant s. Since the Uk.i are identically distributed and 
take on only the values 0 and 1, the RHS of the previous inequality is 
bounded by exp( -cB2 log N), so that, in summary, 
; P(N”2(lOg N)) I oFl?:N IHjyN)trN. i) - H’N)(tN. i)I ’ B, 
. . 
<c 1 (N+ 1)N-cB2 
N 
and this certainly converges for B large enough. This shows that the second 
term (II) in (2.11) is of the required order. 
The third term (III) in (2.11) is easier to evaluate. Clearly, 
max IF(VN(n))-F(X(n))l <c max I wN(n)l, 1 <n<N I<n<N 
since F has bounded derivative. Hence, by an argument similar to the one 
used in the proof of Proposition 1, 
sup /H(N)(t)- I/ = o((g(h(N))N)“‘)= O(N-“), say, 
OCI<l 
and L can be made arbitrary large by Remark 2.1. 
Finally consider (I) in (2.11). By a similar argument as before 
“P IHN(t)-H(NN)(t)l “oyl?-N IH,(t,j)-H~‘(t~,i))l 
OGf<l . . 
+oylyN (H~‘(tN.j+,)-H(NN’(tN,i)) 
6C+D, say. 
The summand (C) will be dealt with first; 
N i 
by Bonferroni’s and Markov’s inequalities. The expectation under the 
double sum is bounded by 
E(IHN(t,i)-HjvN’(tN,i)I)~N-’ 5 E(IX(fN,i, vN(n)~x(n))l)~ 
II=1 
where 
i 
-1 if F( V,(n)) d tN, i and F(X(n)) > tN. j 
XctN, i, VN(n)~ X(n))= + 1 if F( V,(n)) > tN, i and F(X(n)) < t,, i 
0 otherwise. 
THE EMPIRICAL D.F. OF A LINEAR PROCESS 199 
The above expectation is therefore bounded by 
l 
N-q 
(P(cN,i-X~F(I/N(n))~~t,j)+P(tN,i~~(VN(n))~fN,i+x))dT(x) 
0 
where q is some positive constant and T(x) is the distribution of 
IKW)) - F(V,(n))l, i.e., f(x) = P(IF(+)) - F(V,(n))l <xl. 
Then writing f for the derivative of F we have 
using Lemma 1 (and its proof) and the fact that the stationary distribution 
has bounded derivative. Since the term involving the integral is O(N-V), we 
arrive at 
For q = A/2 the rate O(N-‘j2) is obtained and 13. may be made arbitrarily 
large by increasing co. Now, since 
; 7 B-1N1’2(log N)--’ -O(N-“2)< co 
the required rate for (C) follows from Borel-Cantelli. 
Finally, considering (D) it is necessary to demonstrate that 
; P(N”‘(log N)- l oy,yN (H~N’N’(tN,i+l)-HlyN’(tN,i)))B)<CO. 
First, look at 
f Dk. i - E( Uk, i) > BN- ‘I2 log N - E( 6, i) (2.13) 
k=l 
with 
Obviously, 
Dk. i= 
1 if ~N,j<WNW)WN,r+l 
otherwise. 
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and we have demonstrated before that this difference is of order O(W’). 
Then, by applying to (2.13) the same argument as after (2.12) one finds 
that the RHS of (2.13) is bounded by 
exp( -cN(log N))’ (B- E( U,, i) N1’2(log N) -1)2 N-‘(log IV)*). 
Hence, 
1 P(N1’2(10gN)-1 $FTN IH~‘(tN,i+I)-HjyN’(rN.i)l>B) 
N 
<c C Nexp(-cB21 og N+ O(N-I”)) 
N 
and this is finite for B large enough. 
The proof of Theorem 2 is now complete. 
This theorem admits a simple proof of the following result. 
THEOREM 3. Under the conditions of Theorem 2, 
lim sup 1$(s) - l&s)1 = 0 U.S. 
N-CC f~(WCsih(N) 
whenever 
ProoJ: (Compare CsiirgG [3]). To avoid problems of integrability we 
select for any E > 0 a constant M(E) such that both F( -M(E)) < s/6 and 
1 - F(M(s)) < s/6. Then, by Theorem 2, 
I~((hf(~))--F(~M(E))I ~46 a.s. 
for N suficiently large. This is true for either choice of sign. Now, by partial 
integration, 
sup I$(4 - W)l 
h(N)Cs<h(N) 
= sup 
h(N) c s <Ii(N) 
fm exp(isx) dp(x) -1”’ exp(isx) dF(x) 
~ m -cc 
+ M(E) 
GE+ sup exp(isx)($(x) - F(x)) dx 
fi(N)CsGh(N) -M(E) 
< E + CM(E) f(N) sup 14x) - F(x)1 
JE w  
<&+0(l), 
by Theorem 2. 
THE EMPIRICAL D.F. OF A LINEAR PROCESS 201 
Remark 2.7. In Theorem 3 the range over which uniform convergence 
is obtained (given by f(N)=o(N’/*(log N))‘)) depends on the rate of 
convergence in Theorem 2. A strengthening of that theorem (e.g., a law of 
iterated logarithm) will also allow proving uniform convergence over a 
wider range in Theorem 3. However, a Glivenko-Cantelli-type theorem for 
the e.c.f. (i.e., the supremum taken over s E IFS in the statement of the 
theorem) is not possible for well-known reasons: G(S) is a trigonometric 
polynomial and, as such, is an almost periodic function. This implies that 
it approaches its supremum infinitely often as s -+ cc. On the other hand, 
l+(s)1 + 0 as s + cc for the characteristic function of any absolutely 
continuous distribution. 
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