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Résumé – Dans cet article, nous décrivons une méthode de réduction de l’information et d’homogénéisation les régions de l’image par trans-
formation d’histogramme. Le traitement s’appuie sur une procédure de multi-seuillage et une procédure d’optimisation d’un critère d’uniformité
globale. Le nombre de modes est supposé connu tandis la position des seuils significatifs est déterminée automatiquement. L’étude des minima
est effectuée sur le modèle continu avant d’être naturellement transposé au modèle discret. L’algorithme converge vers des seuils optimaux pour
un coût d’implémentation très faible qui peuvent être utilisés pour superviser des méthodes de classification d’images bruitées utilisant un a
priori d’homogénéité.
Abstract – In this paper, we describe a method of reduction of information and homogenisation the regions of the image by histogram trans-
formation. The method is based on a procedure of multi-thresholding and a procedure of optimization of a criterion of global uniformity. The
number of modes is supposed to be known and the position of the significant thresholds is automatically founded. The study of the minima is
carried out on the continuous model before being naturally transposed to the discrete model. The algorithm converges towards optimal thresholds
at a very weak cost of implementation which can be used to supervise methods of classification of disturbed images using a priori homogeneity.
1 Introduction
Le multi-seuillage est une technique de classification consis-
tant à regrouper les valeurs comprises entre deux seuils consé-
cutifs. Lorsqu’il est appliqué aux intensités lumineuses d’une
image, il s’apparente à la fois à une méthode de quantifica-
tion non-linéaire et à une méthode de segmentation des zones
homogènes. Le résultat obtenu est une image simplifiée (appe-
lée image multi-seuillée) constituée de régions non-connexes
(identifiées aux classes).
Le procédé est largement utilisé préalablement à certains
traitements ou au sein d’un chaîne de traitements. En segmenta-
tion par analyse de texture, il peut faciliter le calcul des attributs
de texture et en limiter le coût d’implémentation [6, 8, 11, 7].
En filtrage myope, il peut représenter une étape importante du
processus d’identification et d’estimation du bruit sur les zones
homogènes [4, 3].
Les performances se mesurent en terme de limitation de la
perte d’information, de préservation de l’uniformité. Une ré-
gion est uniforme si la dispersion des niveaux de gris ou va-
riance intra-région est faible. Une image multi-seuillée est dite
globalement uniforme si les régions qui la composent le sont.
L’uniformité globale correspond à la moyenne des variances
intra-région pondérées par la taille des régions (déf. 1.1).
Définition 1.1 Soient u ∈ IΩ l’image initiale et uh ∈ LΩ
l’image multi-seuillée alors on définit la moyenne intra-région,
la variance intra-région et l’uniformité globale par :
moy(u|uh = m) ,
1
|Ωm|
∑
(i,j)∈Ωm
ui,j
∗Ces travaux sont finances par le Conseil Regional de Bretagne et le FEDER
au travers du projet Interreg 3B PIMHAI.
var(u|uh = m) ,
1
|Ωm|
∑
(i,j)∈Ωm
∣∣ui,j −moy(u|uh = m)∣∣2
var(u|uh) ,
1
|Ω|
∑
m∈L
|Ωm|var(u|uh = m)
où Ωm = {uh = m} est la région de label m ∈ L.
L’objectif de l’article est de présenter une nouvelle méthode
pour déterminer les meilleurs seuils au sens de l’uniformité
globale. Les seuils optimaux peuvent être utilisés dans le cadre
d’un multi-seuillage direct. Ils peuvent également être couplés
avec des méthodes de classification d’images bruitées introdui-
sant un a priori d’homogénéité [9, 2, 1].
Dans la section 2, l’énergie de partitionnement est définie
comme une généralisation de l’uniformité globale. Les résul-
tats théoriques se rapportant à l’existence et à la caractérisation
d’un minimum y sont exposés.
Dans la section 3, nous présentons la suite de partitionne-
ment qui correspond à l’algorithme de minimisation alternée et
qui converge vers un minimum de l’énergie de partitionnement.
Une attention toute particulière est portée sur la quantification
linéaire.
Enfin, les résultats expérimentaux sont donnés dans la sec-
tion 4 afin d’illustrer l’efficacité de la méthode.
2 Approche variationnelle
L’originalité de l’approche proposée consiste à se donner un
nouveau degré de liberté pour optimiser l’uniformité globale.
L’idée est de remplacer la moyenne intra-région par une nou-
velle donnée : le mode. Le critère ainsi obtenu est appelé éner-
gie de partitionnement.
2.1 Optimisation de l’énergie de partitionnement
Les classes sont formées des intervalles compris entre deux
seuils consécutifs. Les modes sont associés bijectivement aux
classes. Ils fournissent chacun une valeur unique et caractéris-
tique de la classe. Les seuils et les modes doivent être ordon-
nés de sorte que chaque mode soit compris entre deux seuils
consécutifs. Les bornes de l’enveloppe convexe des intensités
lumineuses C(I) sont notées s0 et sN . Les vecteurs :
~s , (s1, . . . , sN−1) ∈ C(I)
N−1 et ~m , (m1, . . . , mN ) ∈ C(I)N
sont respectivement appelés vecteur des seuils et vecteur des
modes. L’espace affine (s0, sN) × C(I)2N−1 s’identifie aisé-
ment par projection sur les 2N − 1 dernières coordonnées à
l’espace vectoriel C(I)2N−1. Par conséquent, on écrit indiffé-
remment (~s, ~m) pour :
(s1, . . . , sN−1, m1, . . . , mN ) ∈ C(I)
2N−1
ou bien pour :
(s0, sN , s1, . . . , sN−1, m1, . . . , mN ) ∈ (s0, sN )×C(I)
2N−1.
Supposons dès lors quei les vecteurs des seuils et des modes
vérifient s0 < m1 < s1 < . . . < sN . On peut alors définir
l’énergie de partitionnement (déf. 2.1)
Définition 2.1 Soit h(·) ∈ L1(C(I), R+
∗
) une densité stricte-
ment positive alors on définit l’énergie de partitionnement as-
sociée par :
Q(h;~s, ~m) ,
1
2
N∑
k=1
∫ sk
sk−1
h(t)|t−mk|
2dt (1)
qui mesure la qualité de l’histogramme discret :
N∑
k=1
[∫ sk
sk−1
h(s)ds
]
δ(t−mk)
comme approximation de la densité h(t).
2.1.1 Formule d’extraction des seuils
les modes sont supposés connus. L’énergie de partitionne-
ment admet un unique minimum caractérisé par annulation de
la dérivée par rapport aux seuils. Il est donné par les milieux des
intervalles compris entre deux modes consécutifs (prop. 2.1).
Proposition 2.1 Soit h(·) ∈ L1(C(I), R+
∗
) alors le meilleur
vecteur des seuils ~s connaissant le vecteur des modes ~m est
obtenu par :
sk = Sk(~m) , (mk + mk+1)/2. (2)
On note ~S(~m) la fonction d’optimisation des seuils qui re-
tourne le vecteur dont les composantes sont les Sk(~m).
PREUVE : On dérive par rapport à sk pour rechercher les
éventuels minima et on obtient formellement :
∂Q
∂sk
(h;~s, ~m) =
1
2
h(sk)
[
(sk −mk)
2 − (sk −mk+1)
2
]
= h(sk) (mk+1 −mk) [sk − (mk + mk+1)/2]
= h(sk) (mk+1 −mk) [sk − Sk(~m)] .
La dérivée est du signe de sk − Sk(~m) et ne dépend que de
sk. En particulier, elle s’annule pour sk = Sk(~m). Le vecteur
des seuils minimisant l’énergie de multi-seuillage vaut ~S(~m).
Comme h(·) > 0, la dérivée ne s’annule que pour ~s = ~S(~m)
d’où le minimum est unique et strict. 
Proposition 2.2 Soit h(·) ∈ L1(C(I), R+
∗
) alors la fonction
d’optimisation des seuils minimise l’énergie de partitionnement
au sens strict :
~s 6= ~S(~m) ⇒ Q(h; ~S(~m), ~m) < Q(h;~s, ~m).
2.1.2 Formule d’extraction des modes
les seuils sont supposés connus. L’énergie de partitionne-
ment admet un unique minimum caractérisé par annulation de
la dérivée par rapport aux modes. Il correspond aux moyennes
pondérées entre deux seuils consécutifs (prop. 2.3).
Proposition 2.3 Soit h(·) ∈ L1(C(I), R+
∗
) alors le meilleur
vecteur des modes ~m connaissant le vecteur des seuils ~s est
obtenu par :
mk = Mk(h;~s) ,
[∫ sk
sk−1
h(t)dt
]−1 [∫ sk
sk−1
h(t)tdt
]
. (3)
On note ~M(h;~s) la fonction d’optimisation des modes qui re-
tourne le vecteur dont les composantes sont les Mk(h;~s).
PREUVE : On dérive par rapport à mk pour rechercher les
éventuels minima et il vient formellement :
∂Q
∂mk
(h;~s, ~m) =
∫ sk
sk−1
h(t)(mk − t)dt
=
[∫ sk
sk−1
h(t)dt
]
[mk −Mk(h;~s)] .
La dérivée est du signe de mk −Mk(h;~s) et ne dépend que de
mk. Elle s’annule simplement pour mk = Mk(h;~s). Le vec-
teur des modes minimisant l’énergie de multi-seuillage vaut
~M(h;~s). Comme h(·) > 0, la dérivée ne s’annule que pour
~m = ~M(h;~s) d’où le minimum est unique et strict. 
Proposition 2.4 Soit h(·) ∈ L1(C(I), R+
∗
) alors la fonction
d’optimisation des modes minimise l’énergie de partitionne-
ment au sens strict :
~m 6= ~M(h;~s) ⇒ Q(h;~s, ~M(h;~s)) < Q(h;~s, ~m).
2.1.3 Formule d’extraction conjointe
ni les seuils ni les modes ne sont supposés connus. L’énergie
de partitionnement admet au moins un minimum en vertue du
théorème de point fixe de Schauder. De plus, si (~s, ~m) est un
minimum local de l’énergie de partitionnement alors il annule
les dérivées par rapport aux seuils et aux modes. En d’autres
termes, ~s stabilise ~S(~m) et ~m stabilise ~M(h;~s).
Définition 2.2 Soit h(·) ∈ L1(C(I), R+
∗
) alors on définit la
fonction d’optimisation conjointe par :
−−→
SM(h;~s, ~m) , (~S ◦ ~M(h;~s), ~M(h;~s)). (4)
Si le minimum existe, il est impossible de conclure quant à
son unicité. Même lorsque l’histogramme est donné par une
fonction continûment dérivable strictement positive. L’énergie
de partitionnement est convexe par rapport aux seuils et aux
modes séparément, elle ne l’est pas forcément simultanément.
La fonction d’optimisation conjointe laisse cependant augurer
de bons résultats (prop. 2.5).
Proposition 2.5 Soit h(·) ∈ L1(C(I), R+
∗
) alors la fonction
d’optimisation conjointe minimise l’énergie de partitionnement
au sens strict :
(~s, ~m) 6=
−−→
SM(h;~s, ~m) ⇒ Q(h;
−−→
SM(h;~s, ~m)) < Q(h;~s, ~m).
2.2 Approximation et relaxation de l’énergie de
partitionnement
Nous avons toujours supposé que h(·) ∈ L1(C(I), R+
∗
) était
une densité strictement positive. Que se passe-t’il si la den-
sité h(·) ∈ L1(C(I), R+) passe par zéro ? Que se passe-t’il
si h(·) ∈ H+I (C(I)) est un histogramme discret ? Or justement
dans la pratique, h(·) sera toujours un histogramme discret.
2.2.1 Pour une densité positive
la définition de l’énergie de partitionnement reste valable.
Les passages par zéro de la densité ne garantissent plus l’uni-
cité des seuils optimaux lorsque les modes sont fixés. Toute-
fois, non seulement ils existent et réciproquement mais les mi-
nima donnés par les fonctions d’optimisation des seuils et des
modes restent valables. Le cas des densités positives peut être
vu comme un cas limite (limite uniforme) du cas des densités
strictement positives (prop. 2.6).
Proposition 2.6 Soit h(·) ∈ L1(C(I), R+) alors il existe des
densités strictement positives hε(·) telles que la famille Q(hε; ·, ·)
converge uniformément vers Q(h; ·, ·).
Par conséquent, la théorie de la Γ-convergence [5] assure que
toute suite convergente de minima des Q(hε; ·, ·) converge vers
un minimum de Q(h; ·, ·).
2.2.2 Pour un histogramme discret
la définition et les propriétés de l’énergie de partitionnement
doivent être étendues. Or la mesure ponctuelle des échantillons
n’est pas nulle puisque la mesure associée n’est plus absolu-
ment continue par rapport à la mesure de Lebesgue. Concrète-
ment, dans quelle classe faut-il mettre un échantillon xj lors-
qu’il coïncide avec un seuil sk ? L’échantillon xj doit logi-
quement être placé dans la classe pour laquelle sa contribution
|xj −mk|
2 est minimale. L’énergie de partitionnement des his-
togrammes discrets est obtenue par cumul des contributions de
chacun des échantillons (déf. 2.3).
Définition 2.3 Soit h(·) =
∑
j∈I
hjδ(·−xj) ∈ H
+
I (C(I)) alors
on définit l’énergie de partitionnement associée par :
Q(h;~s, ~m) ,
1
2
N∑
k=0
xj<sk+1∑
xj>sk
hj |xj −mk|
2
+
1
2
N−1∑
k=1
∑
xj=sk
hj min
(
|xj −mk|
2, |xj −mk+1|
2
)
(5)
Les propriétés de l’énergie associée aux densités strictement
positives se reportent sur celle associée aux histogrammes dis-
crets. Le cas des histogrammes discrets est vu comme un cas
limite du cas des densités strictement positives (th. 2.1).
Théorème 2.1 Soit h(·) ∈ H+I (C(I)) alors il existe des den-
sités strictements positives hε(·) telles que la famille Q(hε; ·, ·)
Γ-converge vers Q(h; ·, ·) pour la topologie usuelle de R2N−1.
De même, d’après la théorie de la Γ-convergence, un minimum
de Q(h; ·, ·) peut être obtenu à l’aide d’une suite convergente
de minima des Q(hε; ·, ·).
3 Mise en œuvre et convergence
Il semble difficile d’envisager la minimisation directe de l’éner-
gie de partitionnement. En effet, une méthode de descente risque
de converger lentement vers un minimum. A l’inverse, la for-
mulation explicite des seuils optimaux d’une part et des modes
optimaux d’autre part, plaident en faveur de la minimisation
alternée.
3.1 Convergence de la suite de partitionnement
La minimisation alternée de l’énergie de partitionnement est
par conséquent l’algorithme le plus naturel. Elle permet de contruire
le minimum via la suite de partitionnement (déf. 3.1).
Définition 3.1 Soient h(·) ∈ L1(C(I), R+
∗
) et ~m0 le vecteur
des modes initial alors on définit la suite de partitionnement
par :
~s0 = ~S(~m0) et (~sn+1, ~mn+1) =
−−→
SM(h;~sn, ~mn). (6)
La suite converge vers un point fixe de la fonction d’optimisa-
tion conjointe (th. 3.1). En ce sens, la suite minimise l’énergie
de partitionnement.
Théorème 3.1 La suite de partitionnement converge vers un
minimum de Q(h; ·, ·).
3.2 Etude d’un exemple fondamental
Considérons le cas le plus simple d’une densité constante et
normalisée. Elle correspond notamment à l’histogramme d’une
image dont les niveaux de gris sont équi-distribués.
Théorème 3.2 Si h(·) ≡ N/|I | alors l’énergie de partitionne-
ment admet un unique minimum donné par :
sk = k|I |/N et mk =
1
2
(2k − 1)|I |/N. (7)
Le meilleur partitionnement consiste donc à répartir régulière-
ment les seuils. Il s’agit de la quantification linéaire, méthode
la plus couramment utilisée pour simplifier une image. Elle n’a
pourtant de sens que dans le cas très particulier d’une densité
uniforme.
TAB. 1 – Tableau comparatif du multi-seuillage par (b) quantification
linéaire, (c) la méthode de Kermad et al, (d) partitionnement optimal
[gu] [mae] [mse] [me] [psnr]
(b) 49.659 5.976 7.056 16 31.656
(c) 36.558 5.358 6.420 25 31.980
(d) 34.732 4.909 5.905 28 32.706
(a) image originale (b) quantification linéaire
(c) méthode de Kermad et al (d) transformation optimale
FIG. 1 – Comparaison des images multi-seuillées
4 Étude expérimentale
Les tests ont été menés sur l’image réelle [bateau] contenant
des détails très fins. Trois méthodes ont été mises en oeuvre :
la quantification linéaire, la méthode de Kermad et al [7, 6]
et la transformation optimale. Les images multi-seuillées ont
été obtenues de sorte à contenir 10 classes. Chaque région a
été labellisée par la moyenne intra-région. Ainsi, l’observation
visuelle est révélatrice de la qualité du partitionnement. Dans
ce cas, le carré de l’erreur moyenne quadratique et l’uniformité
globale coïncident.
L’observation des images multi-seuillées (fig. 1) montre que
les détails sont mieux préservés avec la transformation opti-
male. Les histogrammes multi-seuillés (fig. 2) obtenus par le
multi-seuillage de Kermad et al et la transformation optimale
ne sont pas uniformément répartis. Par conséquent, ils s’adaptent
effectivement à la distribution des niveaux de gris dans l’image.
Le tableau comparatif (tab. 1) fait apparaître l’uniformité glo-
bale gu, l’erreur moyenne absolue mae et quadratique mse,
l’erreur maximale me et le rapport signal à bruit psnr. L’ob-
jectif est atteint puisque la transformation optimale minimise le
critère d’uniformité globale.
5 Conclusion
Dans cet article, nous avons présenté une méthode optimale
de partitionnement au sens de l’uniformité globale. Elle prend
la forme d’une suite qui minimise alternativement l’énergie de
partitionnement par rapport aux modes et aux seuils. La so-
lution obtenue à la convergence correspond alors au meilleur
partitionnement. En effet, l’énergie de partitionnement limite
au maximum l’erreur avec la distribution des niveaux de gris
initiale.
La méthode a été couplée avec succès à la méthode de clas-
sification supervisée robuste de Samson [10, 9]. En effet, la
méthode de classification s’apparente à un multi-seuillage ro-
buste au bruit par introduction un a priori d’homogénéité. Le
paramètre de la classification est la fonction potentiel qu’il est
possible de déterminer automatiquement à l’aide des seuils et
des modes. L’idée est de construire une fonction à N puits cen-
trés sur les modes et séparés par les seuils.
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(a) image originale (b) quantification linéaire
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(c) méthode de Kermad et al (d) transformation optimale
FIG. 2 – Comparaison des histogrammes multi-seuillés
