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Abstract In this paper we study optimal control problems with either fractional or regional
fractional p-Laplace equation, of order s and p ∈ [2,∞), as constraints over a bounded open set
with Lipschitz continuous boundary. The control, which fulfills the pointwise box constraints, is
given by the coefficient of the involved operator. To overcome the degeneracy of both fractional
p-Laplacians, we introduce a regularization for both operators. We show existence and uniqueness
of solution to the regularized state equations and existence of solution to the regularized optimal
control problems. We also prove several auxiliary results for the regularized problems which are of
independent interest. We conclude with the convergence of the regularized solutions.
Key Words Fractional p-Laplace operator, non-constant coefficient, quasi-linear nonlocal elliptic
boundary value problems, optimal control.
AMS subject classification 35R11, 49J20, 49J45, 93C73.
1 Introduction
Let Ω ⊂ RN be a bounded open set with boundary ∂Ω and p ∈ [2,∞). In this paper we introduce
and investigate the existence and approximation of solution to the following optimal control
problem (OCP):
Minimize
{
I(κ, u) :=
1
2
ˆ
Ω
|u− ξ|2 dx+
ˆ
Ω
|∇κ|
}
, (1.1)
subject to the state constraints given by either the regional fractional p-Laplace equation{
LsΩ,p(κ, u) + u = f in Ω
u = 0 on ∂Ω,
(1.2)
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or the fractional p-Laplace equation{
(−∆)sp(κ, u) + u = f in Ω
u = 0 on RN \Ω. (1.3)
The control κ fulfills the control constraints
κ ∈ Aad :=
{
η ∈ BV (Ω) : ξ1(x) ≤ η(x) ≤ ξ2(x) a.e. in Ω
}
. (1.4)
Here the regional fractional and fractional operators are given for x ∈ Ω by:
LsΩ,p(κ, u)(x) = CN,p,sP.V.
ˆ
Ω
κ(x− y)|u(x)− u(y)|p−2u(x)− u(y)|x− y|N+sp dy, (1.5)
and for x ∈ RN by
(−∆)sp(κ, u(x)) := CN,p,sP.V.
ˆ
RN
κ(x− y)|u(x)− u(y)|p−2u(x)− u(y)|x− y|N+sp dy, (1.6)
respectively. Moreover, κ : RN → [0,∞) is a measurable and even function, that is,
κ(x) = κ(−x), ∀ x ∈ RN . (1.7)
In addition, f is a given force and ξ is the given data. The functions ξ1 and ξ2 in (1.4) are the
control bounds and fulfill 0 < α ≤ ξ1(x) ≤ ξ2(x), a.e. x ∈ Ω, for some constant α > 0. The
precise regularity requirements for these quantities and the domain Ω will be discussed in Section 3.
Notice that the control κ appears in the coefficient of the quasilinear operators LsΩ,p and (−∆)sp.
For (1.3), we let 0 < s < 1. We restrict s to 12 < s < 1 in the case (1.2), see Remark 3.2 for more
details.
Let a ∈ L∞(Ω) and set
∆p,au := div(a(x)|∇u|p−2∇u). (1.8)
Most recently, in [6, 13] a similar optimal control problem as OCP with LsΩ,p replaced by ∆p,a and
the control a(x) has been considered.
Even though OCP with the equation (1.2) is a natural extension of [6, 13], however, the nonlo-
cality of LsΩ,p in comparison to the local operator ∆p,a makes OCP challenging. Indeed the papers
[11, 27], where the authors considered κ = 1, realized that the standard techniques available for the
local p-Laplace equation with the operator ∆p,a are not directly applicable to the regional fractional
p-Laplace equation (1.2). For the OCP the additional complication occurs due to the fact that the
operator LsΩ,p may degenerate, see subsection 2.3 for details. We also refer to [6, 13] for a discussion
related to this topic in case of ∆p,a. Similar complications can occur when the state constraints in
OCP are (1.3).
The problem to search for coefficients in case of linear elliptic problems is classical, we refer (but
not limited) to [17, 18, 19, 21] and their references. However, this is the first work which provides a
mechanism to search for the coefficients in case of a quasilinear, possibly degenerate and fractional
nonlocal problem. From a numerical point of view an added attraction of our theory is the fact
that it is Hilbert space L2-based instead of Lp-based theory.
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Subsequently, to tackle this degeneracy in the operators LsΩ,p (and similarly to (−∆)sp), we intro-
duce a regularized optimal control problem (ROCP) and we conclude with the convergence
of solution of the regularized problem. Notice that in this paper we discuss the convergence of the
optimal controls. Due to the possible degeneracy in the state equation it is unclear how to derive
the first order stationarity system for OCP. However, ROCP comes to rescue, indeed the latter is
build to precisely avoid such degeneracy issues. In a forthcoming paper, we shall derive the limiting
stationarity system corresponding to the first order stationarity for ROCP.
Differential equations of fractional order have gained a lot of attraction in recent years due to
the fact that several phenomena in the sciences are more accurately modelled by such equations
rather than the traditional equations of integer order. Linear and nonlinear equations have been
extensively studied. The applications in industry are numerous and cover almost every area. From
the long list of phenomena which are more appropriately modelled by fractional differential equa-
tions, we mention: viscoelasticity, anomalous transport and diffusion, hereditary phenomena with
long memory, nonlocal electrostatics, the latter being relevant to drug design, and Le´vy motions
which appear in important models in both applied mathematics and applied probability, as well as
in models in biology and ecology. We refer to [15, 20, 22] and their references for more details on
this topic.
During the course of studying the OCP, we show the well-posedness (existence, uniqueness,
and continuous dependence on data) of our state equation (1.2) and the regularized state equation
(3.7). We further show several important results for the regularized state equation in subsection 5.3.
Thus we not only address many challenging issues associated with the state equation (1.2) but also
initiate several new research directions with many possible extensions.
The rest of the paper is organized as follows: In section 2 we introduce the function spaces
needed to investigate our problem. We also provide a precise definition of the regional fractional p-
Laplacian. The results in this section hold for any 0 < s < 1. Hereafter, we assume that 12 < s < 1.
We state our main results for OCP with regional fractional p-Laplacian in section 3 which is
followed by the introduction of the ROCP in subsection 3.2 and a statement of the convergence
results. The well-posedness of the state system is discussed in section 4.1. Section 4.2 discusses
the existence of solution to OCP. In section 5.1 we discuss well-posedness of the regularized state
equation, which is followed by the existence of solution to ROCP in section 5.2. We show the
convergence of ROCP solutions to OCP solutions in section 6. We conclude by studying OCP
with fractional equation (1.3) in section 7.
2 Notation and Preliminaries
Here we introduce the function spaces needed to investigate our problem and also prove some
intermediate results that will be used throughout the paper. The results stated in this section are
valid for any 0 < s < 1.
2.1 The fractional order Sobolev spaces
In this (sub)section, we recall some well-known results on fractional order Sobolev spaces that are
needed throughout the article.
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Let Ω ⊂ RN be an arbitrary bounded open set. For p ∈ [1,∞) and s ∈ (0, 1), we denote by
W s,p(Ω) :=
{
u ∈ Lp(Ω) :
ˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|N+ps dxdy <∞
}
,
the fractional order Sobolev space endowed with the norm
‖u‖W s,p(Ω) :=
(ˆ
Ω
|u|p dx+
ˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|N+ps dxdy
) 1
p
.
We let W s,p0 (Ω) := D(Ω)
W s,p(Ω)
. The following result is taken from [12, Theorem 1.4.2.4, p.25] (see
also [4, 25]).
Theorem 2.1. Let Ω ⊂ RN be a bounded open set with a Lipschitz continuous boundary. Then
the following assertions hold.
(a) If 0 < s ≤ 1
p
, then W s,p(Ω) =W s,p0 (Ω).
(b) If 1
p
< s < 1, then W s,p0 (Ω) is a proper closed subspace of W
s,p(Ω).
It follows from Theorem 2.1 that for a bounded open set with a Lipschitz continuous boundary,
if 1
p
< s < 1, then
‖u‖W s,p
0
(Ω) =
(ˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|N+sp dxdy
) 1
p
(2.1)
defines an equivalent norm on W s,p0 (Ω). Let p
⋆ be given by
p⋆ =
Np
N − sp if N > sp and p
⋆ ∈ [p,∞) if N = sp. (2.2)
Then by [9, Theorems 6.7 and 6.10], there exists a constant C > 0 such that for every u ∈W s,p0 (Ω),
‖u‖Lq(Ω) ≤ C‖u‖W s,p
0
(Ω), ∀ q ∈ [1, p⋆]. (2.3)
Moreover, the continuous embedding W s,p0 (Ω) →֒ Lq(Ω) is compact for every q ∈ [1, p⋆) (see e.g.
[9, Corollary 7.2]). If N < sp, then one has the continuous embedding W s,p0 (Ω) →֒ C0,s−
N
p (Ω) (see
e.g. [9, Theorem 8.2]).
We have the following.
Proposition 2.2. Let Ω ⊂ RN be an arbitrary bounded open set and p ∈ [1,∞). Then the following
assertions hold.
(a) If 0 < t ≤ s < 1, then W s,p0 (Ω) →֒ W t,p0 (Ω).
(b) For every 0 < s < 1, we have that W 1,p0 (Ω) →֒W s,p0 (Ω).
(c) Let q > p. If 0 < t < s < 1, then W s,q0 (Ω) →֒W t,p0 (Ω).
Proof. The proof of the assertions (a), (b) and (c) is contained in [9, Proposition 2.1], [25, Propo-
sition 2.3] and in [2, Proposition 1.2], respectively.
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If 0 < s < 1, p ∈ (1,∞) and p′ := p
p−1 , then the space W
−s,p′(Ω) is defined as usual to be the
dual of the reflexive Banach space W s,p0 (Ω). For u ∈W s,p(Ω) we shall denote by U(p,s) the function
defined on Ω× Ω by
U(p,s)(x, y) :=
u(x)− u(y)
|x− y|Np +s
. (2.4)
We will always denote by χE the characteristic function of a set E ⊆ Ω× Ω.
Remark 2.3. Let u ∈W s,p0 (Ω) and {un}n∈N a sequence in W s,p0 (Ω). Then the following assertions
hold.
(a) If un converges weakly to u in W
s,p
0 (Ω) as n → ∞ (that is, un ⇀ u in W s,p0 (Ω) as n → ∞),
then for every ϕ ∈ D(Ω),
lim
n→∞
ˆ
Ω
ˆ
Ω
(un(x)− un(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
(u(x) − u(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy.
(b) If un ⇀ u in W
s,p
0 (Ω), then Un,(p,s) ⇀ U(p,s) in L
p(Ω× Ω) as n→∞.
(c) If un ⇀ u in W
s,p
0 (Ω) and Un,(p,s) → U(p,s) in Lp(Ω×Ω) as n→∞, then un → u in W s,p0 (Ω).
For more information on fractional order Sobolev spaces we refer the reader to [4, 9, 12, 25] and
the references therein.
2.2 Functions of bounded variation
Let Ω ⊂ RN be an arbitrary bounded open set. Let
BV (Ω) :=
{
g ∈ L1(Ω) : ‖g‖BV (Ω) <∞
}
,
be the space of functions of bounded variation, where
‖g‖BV (Ω) := ‖g‖L1(Ω) + sup
{ˆ
Ω
g div(Φ) dx : Φ ∈ C10(Ω,RN ), |Φ(x)| ≤ 1, x ∈ Ω
}
.
For g ∈ BV (Ω), we denote by ∇g the distributional gradient of g. We notice that ∇g belongs to
the space of Radon measures M(Ω,RN ).
The following notion of convergence is contained in [1, Definition 3.1].
Remark 2.4. Let g ∈ BV (Ω) and {gn}n∈N a sequence in BV (Ω).
(a) We say that {gn}n∈N converges weakly⋆ ( ∗⇀) to g ∈ BV (Ω) as n → ∞, if and only if the
following two conditions hold.
(i) gn → g (strongly) in L1(Ω) as n→∞, and
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(ii) ∇gn ∗⇀ ∇g (weakly⋆) in M(Ω,RN ) as n→∞, that is,
lim
n→∞
ˆ
Ω
φ d∇gn =
ˆ
Ω
φ d∇g, ∀ φ ∈ C0(Ω).
(b) In addition, if gn converges strongly to some g˜ in L
1(Ω) as n→∞ and satisfies supn∈N
´
Ω |∇gn| <
∞, then
g˜ ∈ BV (Ω),
ˆ
Ω
|∇g˜| ≤ lim inf
n→∞
ˆ
Ω
|∇gn| and gn ∗⇀ g˜ in BV (Ω) as n→∞.
For more details on functions of bounded variation we refer to [1, Chapter 3].
2.3 The regional fractional p-Laplacian
Let 0 < s < 1 and p ∈ (1,∞). The regional fractional p-Laplacian (−∆)sΩ,p is defined for x ∈ Ω
by the formula
(−∆)sΩ,pu(x) = CN,p,sP.V.
ˆ
Ω
|u(x)− u(y)|p−2u(x)− u(y)|x− y|N+ps dy,
where CN,p,s is a normalized constant (see, e.g., [3, 5, 9, 24] for the linear case p = 2, and [26, 27, 28]
for the general case p ∈ (1,∞)). We notice that if 0 < s < p−1
p
and u is smooth (i.e., at least
bounded and Lipschitz continuous on Ω), then the above integral is in fact not really singular near
x (see e.g. [2, Section 2.1] for more details). If Ω = RN , then (−∆)s
RN ,p
= (−∆)sp is usually called
the fractional p-Laplace operator, see section 7 for more details.
It has been shown in [2, Formula (2.4)] that for every u ∈ D(Ω),
lim
s↑1
ˆ
Ω
u(−∆)sΩ,pu dx = lim
s↑1
ˆ
RN
u(−∆)spu dx =
ˆ
Ω
|∇u|p dx = −
ˆ
Ω
u∆pu dx. (2.5)
It follows from (2.5) that the regional fractional p-Laplace operator converges (in some sense) to
the p-Laplace operator, as s ↑ 1.
Let κ be as in (1.7). For 1 < p < ∞ and 0 < s < 1 we define the operator LsΩ,p as in (1.5). We
again call this operator, the regional fractional p-Laplace operator. We mention that elliptic
problems associated with the operator LsΩ,p(κ, ·) subject to the Dirichlet boundary condition have
been investigated in [7, 8, 11, 14] where the authors have obtained some fundamental existence
and regularity results. The case of Neumann and Robin type boundary conditions (with κ = 1) is
contained in [28]. We refer to [11, 27] for further results on parabolic problems.
3 The main results
In this section we state the main results of the article. Throughout the remainder of the article,
unless stated otherwise, we assume the following.
Assumption 3.1. We shall always assume the following.
(a) Ω ⊂ RN (N ≥ 1) is a bounded open set with Lipschitz continuous boundary.
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(b) 12 < s < 1.
(c) The functions ξ1, ξ2 ∈ L∞(Ω) and there exists a constant α > 0 such that
0 < α ≤ ξ1(x) ≤ ξ2(x) a.e. in Ω. (3.1)
(d) The measurable function κ satisfies the assumption given in (1.7).
Recall that it follows from Assumption 3.1(b) that (2.1) defines an equivalent norm on W s,p0 (Ω)
for every p ∈ [2,∞).
Remark 3.2 (Regional case: 0 < s < 1). The restriction on s in Assumption 3.1(b) is used to
show the uniqueness of solution to (1.2). This step requires the equivalence between ‖v‖W s,p
0
(Ω) and(
‖v‖2
L2(Ω) +
´
Ω
´
Ω
|v(x)−v(y)|p
|x−y|N+sp
dxdy
) 1
p
. The equivalence follows immediately when 12 < s < 1. When
0 < s ≤ 12 the proof will be along the line of [16, Corollary 1.5.2 p.37] (they only discuss s = 1) but
we do not explore this here.
3.1 The optimal control problem
Let ξ, f ∈ L2(Ω) be given functions. The OCP we consider first is (1.1), (1.2) and (1.4). The
following is our notion of solutions to the state system (1.2).
Definition 3.3. A function u ∈ W s,p0 (Ω) is said to be a weak solution of the system (1.2) if for
every ϕ ∈W s,p0 (Ω),
CN,p,s
2
ˆ
Ω
ˆ
Ω
κ(x− y)|u(x) − u(y)|p−2 (u(x)− u(y))(ϕ(x) − ϕ(y))|x− y|N+sp dxdy
+
ˆ
Ω
uϕ dx =
ˆ
Ω
fϕ dx. (3.2)
The following existence result of optimal pair to the OCP is our first main result.
Theorem 3.4. Let ξ, f ∈ L2(Ω) be given. Then the OCP (1.1), (1.2) and (1.4) admits at least
one solution (κ, u) ∈ BV (Ω)×W s,p0 (Ω).
3.2 The regularized optimal control problem
Let ξ, f ∈ L2(Ω) be given functions and p ∈ [2,∞). Let n ∈ N and Fn : [0,∞) → [0,∞) be a
function in C1([0,∞)) satisfying
Fn(τ) = τ if 0 ≤ τ ≤ n2,
Fn(τ) = n2 + 1 if τ > n2 + 1,
τ ≤ Fn(τ) ≤ τ + δ if n2 ≤ τ < n2 + 1 for some δ ∈ (0, 1).
(3.3)
Let ε > 0 be a small parameter. The operator ∆p,a defined in (1.8) is degenerate if p > 2. To
overcome the degeneracy, an (ε, p)-regularization ∆ε,n,p,a of ∆p,a has been introduced (see e.g. [6])
as follows:
∆ε,n,p,au = div
(
a(x)(ε + Fn(|∇u|2))
p−2
2 ∇u
)
,
7
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where Fn is the function defined in (3.3). Using the classical definition of degenerate elliptic
operators, one cannot immediately say that (−∆)sΩ,p or LsΩ,p(κ, ·) is degenerate for p > 2. We refer
to [23] for a discussion on this topic.
But inspired by the convergence given in (2.5), we let
LsΩ,p,ε,n(κ, u)(x) :=
CN,p,sP.V.
ˆ
Ω
κ(x− y)
ε+ Fn
(
|u(x) − u(y)|2
|x− y|2s
)
p−2
2
u(x)− u(y)
|x− y|N+2s dy. (3.4)
We call LsΩ,p,ε,n an (ε, p)-regularization of LsΩ,p.
Now we consider our so called regularized optimal control problem (ROCP):
Minimize
{
I(κ, u) :=
1
2
ˆ
Ω
|u− ξ|2 dx+
ˆ
Ω
|∇κ|
}
(3.5)
subject to the constraints
κ ∈ Aad =
{
η ∈ BV (Ω) : ξ1(x) ≤ η(x) ≤ ξ2(x) a.e. in Ω
}
, (3.6)
and {
LsΩ,p,ε,n(κ, u) + u = f in Ω,
u = 0 on ∂Ω.
(3.7)
The following is our notion of weak solution to the system (3.7).
Definition 3.5. Let n ∈ N, ε > 0, κ ∈ Aad and f ∈ L2(Ω). A function u ∈ W s,20 (Ω) is said to be
a weak solution to the system (3.7) if the equality
F
κ
ε,n,p(u, v) =
ˆ
Ω
fv dx (3.8)
holds for every v ∈W s,20 (Ω), where we have set
F
κ
ε,n,p(u, v) :=
ˆ
Ω
uv dx (3.9)
+
CN,p,s
2
ˆ
Ω
ˆ
Ω
κ(x− y)
[
ε+ Gn(u, s)
] p−2
2 (u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy,
and
Gn(u, s) := Fn
(
|u(x)− u(y)|2
|x− y|2s
)
. (3.10)
The following theorem is our second main result.
Theorem 3.6. For every ε > 0 and n ∈ N, the ROCP (3.5)-(3.7) has at least one solution
(κε,n, uε,n) ∈ BV (Ω)×W s,20 (Ω).
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We conclude this section by stating the convergence of solutions of the ROCP to the solutions
of the OCP.
Theorem 3.7. Let 12 < t ≤ s < 1 and p ∈ [2,∞) with t = s if p = 2. Let n ∈ N and ε > 0. Let
{(κ⋆ε,n, u⋆ε,n)}ε>0,n∈N ⊂ BV (Ω)×W s,20 (Ω) be an arbitrary sequence of solutions to the ROCP (3.5)-
(3.7). Then {(κ⋆ε,n, u⋆ε,n)}ε>0,n∈N is bounded in BV (Ω)×W t,20 (Ω) and any cluster point (κ⋆, u⋆) with
respect to the (weak⋆, weak) topology of BV (Ω) ×W t,20 (Ω) is a solution to the OCP (1.1), (1.2)
and (1.4). In addition, if κ⋆ε,n
∗
⇀ κ⋆ in BV (Ω) and u
⋆
ε,n ⇀ u⋆ in W
t,2
0 (Ω), as ε → 0 and n → ∞
(that is, as (ε, n)→ (0,∞)), then the following assertions hold.
lim
(ε,n)→(0,∞)
(κ⋆ε,n, u
⋆
ε,n) = (κ⋆, u⋆) stongly in L
1(Ω)×W t,20 (Ω). (3.11)
lim
(ε,n)→(0,∞)
ˆ
Ω
|∇κ⋆ε,n| =
ˆ
Ω
|∇κ⋆|. (3.12)
lim
(ε,n)→(0,∞)
χ(Ω×Ω)\(Ω×Ω)n(u⋆ε,n)U
⋆
ε,n,(p,s) = U⋆,(p,s) stongly in L
p(Ω× Ω). (3.13)
lim
(ε,n)→(0,∞)
ˆ
Ω
ˆ
Ω
κ⋆ε,n(x− y)
[
ε+ Gn
(
u⋆ε,n, s
)] p−2
2 |u⋆ε,n(x)− u⋆ε,n(y)|2
|x− y|N+2s dy
=
ˆ
Ω
ˆ
Ω
|u⋆(x)− u⋆(y)|p
|x− y|N+sp dxdy. (3.14)
lim
(ε,n)→(0,∞)
I(κ⋆ε,n, u
⋆
ε,n) = I(κ⋆, u⋆), (3.15)
where we recall that Gn is given by (3.10).
4 Proof of Theorem 3.4
To prove the first main result we need some preparations and some intermediate important results.
4.1 The state equation is well-posed
Throughout the remainder of the paper for u, ϕ ∈W s,p0 (Ω), we shall let
Eκp,s(u, ϕ) :=
ˆ
Ω
uϕ dx
+
CN,p,s
2
ˆ
Ω
ˆ
Ω
κ(x− y)|u(x) − u(y)|p−2 (u(x)− u(y))(ϕ(x) − ϕ(y))|x− y|N+sp dxdy. (4.1)
We have the following result of existence of weak solutions to the system (1.2).
Proposition 4.1 (The well-posedness of the state equation). For every f ∈ L2(Ω), the
system (1.2) has a unique weak solution u ∈ W s,p0 (Ω). In addition there exists a constant C > 0
such that
‖u‖p−1
W
s,p
0
(Ω)
≤ C‖f‖L2(Ω). (4.2)
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Proof. The proposition follows by showing first that Eκp,s(u, ·) ∈ W−s,p
′
(Ω) for every fixed u ∈
W
s,p
0 (Ω), and then that Eκp,s is strictly monotone, hemi-continuous and coercive. Finally (4.2)
follows by taking ϕ = u as a test function in (3.2). For more details we refer to [2, Proposition 2.3].
The proof is finished.
Remark 4.2 (The state equation and Minty relation). As a consequence of the proof of
Proposition 4.1, we have that u ∈W s,p0 (Ω) satisfies (3.2) if and only if the Minty relation holds.
That is, for every ϕ ∈W s,p0 (Ω),
Eκp,s(ϕ,ϕ − u) ≥
ˆ
Ω
f(ϕ− u) dx. (4.3)
For more details we refer to [2, Remark 2.5].
4.2 The optimal control problem (OCP)
Towards this end we introduce the set of admissible control-state pair for the OCP (1.1)-(1.2),
namely,
Ξ :=
{
(κ, u) : κ ∈ Aad, u ∈W s,p0 (Ω), (κ, u) are related by (3.2)
}
. (4.4)
Using Proposition 4.1, we get that the set Ξ is nonempty. With the notation (4.4), we have that
the OCP (1.1)-(1.2) can be rewritten as the following minimization problem:
min
(κ,u)∈Ξ
I(κ, u). (4.5)
Next, we endow the Banach space BV (Ω)×W s,p0 (Ω) with the norm defined by
‖(κ, u)‖BV (Ω)×W s,p
0
(Ω) := ‖κ‖BV (Ω) + ‖u‖W s,p
0
(Ω).
We have the following result.
Lemma 4.3. Let {(κn, un)}n∈N ⊂ Ξ be such that κn ∗⇀ κ in BV (Ω) and un ⇀ u in W s,p0 (Ω), as
n→∞. Then for every ϕ ∈ D(Ω) we have that
lim
n→∞
ˆ
Ω
ˆ
Ω
κn(x− y)(un(x)− un(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)(u(x) − u(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy. (4.6)
Proof. First, since κn → κ in L1(Ω) as n→∞ and {κn}n∈N is bounded in L∞(Ω), we have that
κn → κ in Lq(Ω) as n→∞, for every 1 ≤ q <∞. (4.7)
In addition we have that κ ∈ Aad. Since un ⇀ u in W s,p0 (Ω) as n→∞, it follows from Remark 2.3
that for every ϕ ∈ D(Ω),
lim
n→∞
ˆ
Ω
ˆ
Ω
(un(x)− un(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy.
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Let ϕ ∈ D(Ω) and define the functions Fϕn,p, Fϕp : Ω× Ω→ R by
Fϕn,p(x, y) :=
(un(x)− un(y))(ϕ(x) − ϕ(y))
|x− y|Np +s+1
and
Fϕp (x, y) :=
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|Np +s+1
.
Then ˆ
Ω
ˆ
Ω
|Fϕn,p(x, y)|p dxdy ≤‖ϕ‖pC0,1(Ω)‖un‖
p
W
s,p
0
(Ω)
<∞. (4.8)
Similarly, we get that Fϕn,p, F
ϕ
p ∈ Lp(Ω × Ω). Since {un}n∈N is bounded in W s,p0 (Ω), it follows
from (4.8) that {Fϕn,p}n∈N is bounded in Lp(Ω × Ω). Thus, after a (sub)sequence if necessary, Fϕn,p
converges weakly to some function F in Lp(Ω × Ω), as n →∞. Since un converges a.e. to u in Ω
as n → ∞, it follows that Fϕn,p converges a.e. to Fϕp in Ω × Ω, as n → ∞. By the uniqueness of
the limit we have that Fϕp = F . We have shown that F
ϕ
n,p ⇀ F
ϕ
p in Lp(Ω × Ω) as n → ∞. Let
Kn,p′ ,Kp′ : Ω× Ω→ R be the functions given by
Kn,p′(x, y) :=
κn(x− y)
|x− y|Np′+s−1
and Kp′(x, y) :=
κ(x− y)
|x− y|Np′+s−1
.
Let x ∈ Ω be fixed. Let B(x,R) be a large ball with center x and radius R such that Ω ⊂ B(x,R).
Since κn ∈ L∞(Ω), then using polar coordinates, we have that there exists a constant C > 0
(depending on Ω, N , s and p) such that
ˆ
Ω
ˆ
Ω
|Kn,p′(x, y)|p′ dxdy ≤‖κn‖p
′
L∞(Ω)
ˆ
Ω
ˆ
Ω
1
|x− y|N+p′(s−1) dxdy
≤C‖κn‖p
′
L∞(Ω)
ˆ R
0
rp
′(1−s)−1 dr ≤ C‖ξ2‖p
′
L∞(Ω) <∞.
Thus Kn,p′ ∈ Lp′(Ω × Ω). Similarly, we get that Kp′ ∈ Lp′(Ω × Ω). Using (4.7) and the Lebesgue
Dominated Convergence Theorem, we get that Kn,p′ → Kp′ in Lp′(Ω× Ω) as n→∞. Therefore,
lim
n→∞
ˆ
Ω
ˆ
Ω
Kn,p′(x, y)F
ϕ
n,p(x, y) dxdy =
ˆ
Ω
ˆ
Ω
Kp′(x, y)F
ϕ
p (x, y) dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)(u(x)− u(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy,
for every ϕ ∈ D(Ω). We have shown (4.6) and the proof is finished.
Using Lemma 4.3 we can prove the following theorem which will play an important role in the
proof of our first main result.
Theorem 4.4. Let {(κn, un)}n∈N ⊂ Ξ be a bounded sequence. Then there exists (κ, u) ∈ Ξ such
that, after a (sub)sequence if necessary, κn
∗
⇀ κ in BV (Ω), un ⇀ u in W
s,p
0 (Ω) and un → u in
L2(Ω), as n→∞.
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Proof. First, since {un}n∈N is bounded inW s,p0 (Ω) and the continuous embeddingW s,p0 (Ω) →֒ L2(Ω)
is compact, then after a (sub)sequence if necessary, there exists a u ∈W s,p0 (Ω) such that
un ⇀ u in W
s,p
0 (Ω) and un → u in L2(Ω), as n→∞.
Next, since {κn}n∈N is bounded inBV (Ω), it follows from [1, Corollary 3.39] that after a (sub)sequence
if necessary, there exists a κ ∈ L1(Ω) such that κn → κ in L1(Ω). Since κn → κ in L1(Ω) as
n→∞ and supn∈N
´
Ω |∇κn| <∞ (this follows from the fact that {κn}n∈N is bounded in BV (Ω)),
then by Remark 2.4(b), this implies that κ ∈ BV (Ω) and κn ∗⇀ κ in BV (Ω) as n → ∞. We
have shown that, as n→∞,
κn
∗
⇀ κ in BV (Ω), un ⇀ u in W
s,p
0 (Ω) and un → u in L2(Ω). (4.9)
It remains to show that (κ, u) ∈ Ξ. Since α ≤ ξ1(x) ≤ κn(x) ≤ ξ2(x) for a.e. x ∈ Ω and every
n ∈ N, we have that κ ∈ Aad. It also follows from Lemma 4.3 that
lim
n→∞
ˆ
Ω
ˆ
Ω
κn(x− y)(un(x)− un(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)(u(x) − u(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy, (4.10)
for every ϕ ∈ D(Ω). Let Φ : Ω×Ω→ R be given by Φ(x, y) := |ϕ(x)− ϕ(y)|
p−2
|x− y|s(p−2) . Note that for a.e.
x, y ∈ Ω, we have that |Φ(x, y)| ≤ ‖ϕ‖p−2
C0,s(Ω)
. Since Φ ∈ L∞(Ω × Ω), if we multiply the functions
under the integrals in both sides of (4.10) by Φ, then we have the same convergence. This implies
that for every ϕ ∈ D(Ω),
lim
n→∞
ˆ
Ω
ˆ
Ω
κn(x− y) |ϕ(x) − ϕ(y)|
p−2
|x− y|s(p−2)
(ϕ(x) − ϕ(y))(un(x)− un(y))
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y) |ϕ(x) − ϕ(y)|
p−2
|x− y|s(p−2)
(ϕ(x) − ϕ(y))(u(x) − u(y))
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)|ϕ(x) − ϕ(y)|p−2 (ϕ(x) − ϕ(y))(u(x) − u(y))|x− y|N+sp dxdy. (4.11)
We show that (κ, u) is related by (4.3). Since (κn, un) satisfies (4.3) we have that
Eκnp,s(ϕ,ϕ − un) ≥
ˆ
Ω
f(ϕ− un) dx, (4.12)
for every ϕ ∈ D(Ω), where we recall that Eκnp,s(ϕ,ϕ − un) = Eκnp,s(ϕ,ϕ) − Eκnp,s(ϕ, un). It follows from
(4.9) that
lim
n→∞
ˆ
Ω
f(ϕ− un) dx =
ˆ
Ω
fϕ dx− lim
n→∞
ˆ
Ω
fun dx =
ˆ
Ω
f(ϕ− u) dx. (4.13)
Using (4.11) and (4.13) we can pass to the limit in (4.12) as n → ∞ and obtain that (κ, u) is
related by (4.3) for every ϕ ∈ D(Ω). Finally, since D(Ω) is dense in W s,p0 (Ω), we have that (4.3)
also holds for every ϕ ∈ W s,p0 (Ω). Hence, u ∈ W s,p0 (Ω) is a weak solution of (1.2). This, together
with κ ∈ Aad imply (κ, u) ∈ Ξ.
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Now we are able to give the proof of our first main result.
Proof of Theorem 3.4. Since the set Ξ is nonempty and the cost functional is bounded from
below on Ξ, it follows that there exists a minimizing sequence (κn, un) ∈ Ξ to the problem (4.5),
that is,
inf
(κ,u)∈Ξ
I(κ, u) = lim
n→∞
[
1
2
ˆ
Ω
|un − ξ|2 dx+
ˆ
Ω
|∇κn|
]
<∞.
This implies that {(κn, un)}n∈N is bounded in BV (Ω)×W s,p0 (Ω). It follows from Theorem 4.4 that
after a (sub)sequence if necessary, there exists (κ⋆, u⋆) ∈ Ξ such that κn ∗⇀ κ⋆ in BV (Ω), un ⇀ u⋆
in W s,p0 (Ω) and un → u⋆ in L2(Ω), as n→∞. Therefore using also Remark 2.4, we get that
lim
n→∞
1
2
ˆ
Ω
|un − ξ|2 dx = 1
2
ˆ
Ω
|u⋆ − ξ|2 dx and
ˆ
Ω
|∇κ⋆| ≤ lim inf
n→∞
ˆ
Ω
|∇κn|.
We have shown that I(κ⋆, u⋆) ≤ inf
(κ,u)∈Ξ
I(κ, u). Thus (κ⋆, u⋆) is a solution to (4.5) and hence, a
solution to our initial OCP (1.1)-(1.2). The proof is finished.
5 Proof of Theorem 3.6
Here also in order to be able to prove our theorem we need some preparation. For φ ∈ W s,20 (Ω),
p ∈ [2,∞), n ∈ N and ε > 0 a small parameter, we shall use the following notation:
‖φ‖ε,n,κ,s,p :=
(ˆ
Ω
ˆ
Ω
κ(x− y)
[
ε+ Gn(φ, s)
] p−2
2 |φ(x)− φ(y)|2
|x− y|N+2s dxdy
) 1
p
(5.1)
where we recall that Gn(φ, s) := Fn
(
|φ(x)−φ(y)|2
|x−y|2s
)
. We notice that ‖ · ‖ε,n,κ,s,p is a quasi-norm but
is not a norm unless p = 2.
Let ω : Ω×Ω→ R be the function and µ the measure on Ω× Ω given by
ω(x, y) :=
1
|x− y|N+2s−2 and dµ(x, y) := ω(x, y)dxdy. (5.2)
Let x ∈ Ω fixed and R > 0 such that Ω ⊂ B(x,R). Using polar coordinates we get that there exists
a constant C > 0 (depending only on N and s) such that
µ(Ω× Ω) :=
ˆ
Ω
ˆ
Ω
ω(x, y)dxdy =
ˆ
Ω
ˆ
Ω
1
|x− y|N+2s−2 dxdy
≤
ˆ
Ω
dx
ˆ
B(x,R)
1
|x− y|N+2s−2 dy ≤ C|Ω|
ˆ R
0
1
r2s−1
dr =
C|Ω|
2(1 − s)R
2(1−s) <∞.
For u ∈W s,p0 (Ω) or u ∈W s,20 (Ω) fixed and n ∈ N, we consider the level set
(Ω × Ω)n(u) :=
{
(x, y) ∈ Ω× Ω : |u(x) − u(y)||x− y|s >
√
n2 + 1
}
.
We have the following result.
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Lemma 5.1. The following assertions hold.
(a) There exists a constant C > 0 such that for u ∈W s,20 (Ω),∣∣∣(Ω× Ω)n(u)∣∣∣ ≤ Cα−1
np
‖u‖pε,n,κ,s,p. (5.3)
(b) There exists a constant C > 0 such that for u ∈W s,20 (Ω),
µ
(
(Ω × Ω)n(u)
)
≤ Cα
−1
np
‖u‖pε,n,κ,s,p. (5.4)
Proof. Let u ∈W s,20 (Ω) and p ∈ [2,∞).
(a) Using the Ho¨lder inequality and (3.3) we get that there exists a constant C > 0 such that∣∣∣(Ω× Ω)n(u)∣∣∣ = ˆ ˆ
(Ω×Ω)n(u)
1 dxdy ≤ 1√
n2 + 1
ˆ
Ω
ˆ
Ω
|x− y|N2 |u(x)− u(y)|
|x− y|N2 +s
dxdy
≤C
n
∣∣∣(Ω× Ω)n(u)∣∣∣ 12
(ˆ
Ω
ˆ
Ω
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
≤C
n
(
1
ε+ n2 + 1
) p−2
4
∣∣∣(Ω× Ω)n(u)∣∣∣ 12α− 12
×
(ˆ
Ω
ˆ
Ω
κ(x− y)
[
ε+ Gn (u, s)
] p−2
2 |u(x) − u(y)|2
|x− y|N+2s dxdy
) 1
2
≤ C
n
p
2
1√
α
∣∣∣(Ω× Ω)n(u)∣∣∣ 12 ‖u‖p2ε,n,κ,s,p. (5.5)
We have shown (5.3).
(b) Let ω be the weighted function and µ the measure given in (5.2). Proceeding as in (5.5) we
get that there exists a constant C > 0 such that
µ
(
(Ω× Ω)n(u)
)
=
1√
n2 + 1
ˆ ˆ
(Ω×Ω)n(u)
√
n2 + 1
|x− y|N+2s−2 dxdy
≤C
n
µ
(
(Ω× Ω)n(u)
) 1
2
(ˆ
Ω
ˆ
Ω
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
≤C
n
(
1
ε+ n2 + 1
)p−2
4
µ
(
(Ω× Ω)n(u)
) 1
2
α−
1
2
×
(ˆ
Ω
ˆ
Ω
κ(x− y)
[
ε+ Gn (u, s)
] p−2
2 |u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
≤ C
n
p
2
1√
α
µ
(
(Ω× Ω)n(u)
) 1
2 ‖u‖
p
2
ε,n,κ,s,p.
We have shown (5.4) and the proof is finished.
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5.1 Well-posedness of the regularized problem
Next, we show the existence of solution to the regularized state equation (3.7).
Proposition 5.2. For every ε > 0, n ∈ N, κ ∈ Aad and f ∈ L2(Ω), the system (3.7) has a unique
weak solution uε,n ∈ W s,20 (Ω). In addition, there exists a constant C > 0 (depending only on Ω
and s) such that
ε
p−2
2 ‖uε,n‖W s,2
0
(Ω) ≤ C‖f‖L2(Ω). (5.6)
Proof. Here also, the proposition follows by showing that Fκε,n,p(u, ·) ∈ W−s,2(Ω) for every fixed
u ∈ W s,20 (Ω), and that Fκε,n,p is hemi-continuous, strictly monotone and coercive. The estimates
(5.6) follows by taking v = uε,n as a test function in (3.8). For more details we refer to [2,
Proposition 2.7]. The proof is finished.
Remark 5.3 (The regularized state equation and Minty relation). As in Remark 4.2 we
have that uε,n ∈W s,20 (Ω) satisfies (3.8) if and only if the following Minty relation holds, that is,
for every ϕ ∈W s,20 (Ω),
F
κ
ε,n,p(ϕ,ϕ − uε,n) ≥
ˆ
Ω
f(ϕ− uε,n) dx. (5.7)
For more details see [2, Remark 2.9].
5.2 The regularized optimal control problem (ROCP)
We begin by introducing the set of admissible controls for the ROCP (3.5)-(3.6). That is,
Ξε,n =
{
(κ, u) : κ ∈ Aad, u ∈W s,20 (Ω), (κ, u) are related by (3.8)
}
. (5.8)
It follows from Remark 5.3 that the set Ξε,n is nonempty for every ε > 0 and n ∈ N. Therefore the
ROCP (3.5)-(3.6) can be rewritten as the minimization problem:
min
(κ,u)∈Ξε,n
I(κ, u). (5.9)
Now we are ready to give the proof of our second main result.
Proof of Theorem 3.6. Since the set Ξε,n given in (5.8) is nonempty, then we can take a mini-
mizing sequence {(κk, uk)}k∈N ⊂ Ξε,n. As {κk}k∈N is bounded in L∞(Ω) and 0 < α ≤ κk(x) ≤ ξ2(x)
for a.e. x ∈ Ω and every k ∈ N, we have that there exists a constant C > 0 (independent of k) such
that
‖κk‖BV (Ω) ≤ ‖ξ2‖L1(Ω) + C.
Using the lower boundedness of I, the above estimate and (5.6), we have that there exists a constant
C > 0 (independent of k) such that
‖κk‖BV (Ω) + ‖uk‖W s,2
0
(Ω) ≤ C
(
‖ξ2‖L1(Ω) + 1 + ε
2−p
2 ‖f‖L2(Ω)
)
.
Thus {(κk, uk)}k∈N is bounded in BV (Ω)×W s,20 (Ω). Therefore, proceeding as the proof of Theorem
3.4 we deduce the existence of a (sub)sequence still denoted by {(κk, uk)}k∈N, and a pair (κ, u) ∈ Ξε,n
such that κk
∗
⇀ κ in BV (Ω), uk ⇀ u in W
s,2
0 (Ω) and uk → u in L2(Ω), as k → ∞. Thus
I(κ, u) ≤ lim infk→∞ I(κk, uk). The proof of the theorem is finished.
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5.3 Further a priori estimates for the regularized state
Next we give further a priori estimates of weak solutions to the system (3.7). These results will be
useful to show the convergence of solutions to the ROCP in section 6.
Proposition 5.4. Let κ ∈ Aad, n ∈ N and ε > 0 be given. Then there exists a constant C > 0
such that for every f ∈ L2(Ω) and u ∈W s,20 (Ω),∣∣∣∣ˆ
Ω
fu dx
∣∣∣∣ ≤ C‖f‖L2(Ω) [α− 1p ‖u‖ε,n,κ,s,p + α− 12 ‖u‖p2ε,n,κ,s,p] . (5.10)
Proof. We associate with u ∈W s,20 (Ω) the level set (Ω ×Ω)n(u) given by
(Ω× Ω)n(u) :=
{
(x, y) ∈ Ω× Ω : |u(x)− u(y)||x− y|s > n
}
. (5.11)
Let 12 < t ≤ s < 1 and p ∈ [2,∞) with t = s if p = 2. ThenW s,20 (Ω) →֒ W t,20 (Ω) (by Proposition 2.2)
and hence, u ∈W t,20 (Ω). Using (2.3) and (2.1), we get that there exists a constant C > 0 such that∣∣∣∣ˆ
Ω
fu dx
∣∣∣∣ ≤ ‖f‖L2(Ω)‖u‖L2(Ω) ≤ C‖f‖L2(Ω)‖u‖W t,2
0
(Ω)
≤C‖f‖L2(Ω)
(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x)− u(y)|2
|x− y|N+2t dxdy
) 1
2
+
(ˆ ˆ
(Ω×Ω)n(u)
|u(x)− u(y)|2
|x− y|N+2t dxdy
) 1
2
 . (5.12)
Using the Ho¨lder inequality we get that there is a constant C > 0 such that(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x)− u(y)|2
|x− y|N+2t dxdy
) 1
2
≤
ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
 1
|x− y|N− 2Np +2(t−s)

p
p−2
dxdy

p−2
2p
×
(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x)− u(y)|p
|x− y|N+sp dxdy
) 1
p
≤C
(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x)− u(y)|p
|x− y|N+sp dxdy
) 1
p
. (5.13)
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It follows from (5.13) that there exists a constant C > 0 such that(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x)− u(y)|2
|x− y|N+2t dxdy
) 1
2
(5.14)
≤ C
ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
(
ε+
|u(x)− u(y)|2
|x− y|2s
) p−2
2 |u(x)− u(y)|2
|x− y|N+2s dxdy

1
p
.
Since Fn
(
|u(x)− u(y)|2
|x− y|2s
)
=
|u(x)− u(y)|2
|x− y|2s a.e. in (Ω×Ω) \ (Ω×Ω)
n(u), and 0 < α ≤ κ(x− y)
for a.e. x, y ∈ Ω, it follows from (5.14) that(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
|u(x) − u(y)|2
|x− y|N+2t dxdy
) 1
2
≤ Cα− 1p
(ˆ ˆ
(Ω×Ω)\(Ω×Ω)n(u)
κ(x− y)
[
ε+ Gn (u, s)
] p−2
2 |u(x) − u(y)|2
|x− y|N+2s dxdy
) 1
p
≤ Cα− 1p ‖u‖ε,n,κ,s,p. (5.15)
Since n2 ≤ Fn
(
|u(x)− u(y)|2
|x− y|2s
)
≤ n2 + 1 a.e. in (Ω × Ω)n(u), and 12 < t ≤ s < 1, we have that
there exists a constant C > 0 such that(ˆ ˆ
(Ω×Ω)n(u)
|u(x) − u(y)|2
|x− y|N+2t dxdy
) 1
2
≤C
(ˆ ˆ
(Ω×Ω)n(u)
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
≤Cα− 12
(ˆ ˆ
(Ω×Ω)n(u)
κ(x− y)
[
ε+ Gn (u, s)
] p−2
2 |u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
≤Cα− 12 ‖u‖
p
2
ε,n,κ,s,p. (5.16)
Now (5.10) follows from (5.12), (5.15) and (5.16). The proof is finished.
Proposition 5.5. Let ε > 0 and n ∈ N. Then for every κ ∈ Aad and f ∈ L2(Ω), the sequence
of weak solution {uε,n}ε>0,n∈N to the system (3.7) is bounded with respect to the ‖ · ‖ε,n,κ,s,p-quasi
norm, that is,
sup
ε>0,n∈N
‖uε,n‖ε,n,κ,s,p <∞. (5.17)
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Proof. Using (3.8) and (5.10) we get that there is a constant C > 0 such that
‖uε,n‖pε,n,κ,s,p ≤ Fκε,n,p(uε,n, uε,n) =
ˆ
Ω
fuε,n dx
≤C‖f‖L2(Ω)
[
α
− 1
p ‖u‖ε,n,κ,s,p + α−
1
2 ‖u‖
p
2
ε,n,κ,s,p
]
. (5.18)
Let Cf := C
(
α
− 1
p + α−
1
2
)
‖f‖L2(Ω). It follows from (5.18) that
‖uε,n‖ε,n,κ,s,p ≤ max
{
C
2
p
f , C
1
p−1
f
}
, ∀ ε > 0,∀ n ∈ N, ∀ κ ∈ Aad. (5.19)
Now (5.17) follows from (5.19) and the proof is finished.
We also mention that using (5.10) and (5.19) we get that
‖uε,n‖L2(Ω) ≤ max
{
C2‖f‖L2(Ω), C
p
p−1 ‖f‖
1
p−1
L2(Ω)
}
, ∀ ε > 0, ∀ n ∈ N, (5.20)
where C is the constant appearing in (5.10).
We conclude this section with the following remark.
Remark 5.6. Let κ ∈ Aad, n ∈ N, ε > 0 and uε,n ∈ W s,20 (Ω) be the solution of (3.7). Let
(Ω×Ω)n(uε,n) be given by (5.11). Let p ∈ [2,∞) and 12 < t ≤ s < 1 with t = s if p = 2. We notice
that it follows from (5.15) and (5.16) that there exists a constant C > 0 (depending on Ω, N, s, t
and p) such that
‖uε,n‖W t,2
0
(Ω) ≤ C
(
α
− 1
p ‖uε,n‖ε,n,κ,s,p + α−
1
2 ‖uε,n‖
p
2
ε,n,κ,s,p
)
. (5.21)
We do not know if (5.21) holds with W t,20 (Ω) replaced by W
s,2
0 (Ω) in the case p > 2.
6 Proof of Theorem 3.7
Before we give the proof of our last main result, i.e., Theorem 3.7 we need some intermediate
results.
Lemma 6.1. Let 12 < t ≤ s < 1 and p ∈ [2,∞) with t = s if p = 2. Let {κε,n}ε>0,n∈N ⊂ Aad be an
arbitrary sequence of admissible control associated with the states {uε,n}ε>0,n∈N ⊂ W s,20 (Ω). Then
{uε,n}ε>0,n∈N is bounded in W t,20 (Ω). In addition, each cluster point u of {uε,n}ε>0,n∈N with respect
to the weak topology in W t,20 (Ω), belongs to W
s,p
0 (Ω).
Proof. Recall that the estimate (5.21) in Remark 5.6 holds. Now using (5.19) we get from (5.21)
that {uε,n}ε>0,n∈N is bounded in W t,20 (Ω). Let {uεk,nk}k∈N be a (sub)sequence and u ∈W t,20 (Ω) be
such that uεk,nk ⇀ u in W
t,2
0 (Ω) and uεk,nk → u in L2(Ω), as k →∞. Let k ∈ N be fixed and set
Bk :=
∞⋃
j=k
(Ω ×Ω)nj (uεj ,nj ), (6.1)
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where we recall that
(Ω× Ω)nj (uεj ,nj) :=
{
(x, y) ∈ Ω×Ω : |uεj ,nj(x)− uεj ,nj(y)||x− y|s >
√
n2j + 1
}
. (6.2)
Using (5.4) and (5.19) we get that∣∣∣Bk∣∣∣ =α−1 ∞∑
j=k
1
n
p
j
‖uεj ,nj‖pεj ,nj ,κεj ,s ≤ α
−1 sup
j∈N
‖uεj ,nj‖pεj ,nj ,κεj ,s
∞∑
j=k
1
n
p
j
≤α−1max
{
C
2
p
f , C
1
p−1
f
} ∞∑
j=k
1
n
p
j
<∞.
Therefore,
lim
k→∞
∣∣∣Bk∣∣∣ = ∣∣∣ lim sup
k→∞
Bk
∣∣∣ = 0. (6.3)
Using (5.19) again we get that for all j ≥ k,
ˆ ˆ
(Ω×Ω)\Bk
|uεj ,nj(x)− uεj ,nj(y)|p
|x− y|N+sp dxdy
≤ 1
α
ˆ ˆ
(Ω×Ω)\Bk
κεj ,nj(x− y)
[
εj + Gnj
(
uεj ,nj , s
)] p−2
2 |uεj ,nj(x)− uεj ,nj(y)|2
|x− y|N+2s dxdy
≤α−1max
{
C
2
p
f , C
1
p−1
f
}
. (6.4)
Let Uεj ,nj ,(p,s), U(p,s) : Ω × Ω → R be given as in (2.4). It follows from (6.4) that
{
Uεj ,nj,(p,s)
}
j∈N
is bounded in Lp((Ω × Ω) \ Bk). Since uεj ,nj ⇀ u in W t,20 (Ω) as j →∞, then by Remark 2.3,
Uεj ,nj ,(2,t) ⇀ U(2,t) in L
2(Ω× Ω) as j →∞. (6.5)
Let β :=
N
2
− N
p
+ t − s. Since Uεj ,nj ,(p,s)(x, y) = |x − y|βUεj ,nj ,(2,t)(x, y) and U(p,s)(x, y) =
|x− y|βU(2,t)(x, y), it follows from (6.5) that
χ(Ω×Ω)\BkUεj ,nj ,(p,s) ⇀ U(p,s) in L
p(Ω× Ω) as j →∞.
Using (6.3) and (6.4) we get thatˆ
Ω
ˆ
Ω
|u(x)− u(y)|p
|x− y|N+sp dxdy = limk→∞
ˆ ˆ
(Ω×Ω)\Bk
|u(x)− u(y)|p
|x− y|N+sp dxdy
≤ lim
k→∞
lim inf
j→∞
ˆ ˆ
(Ω×Ω)\Bk
|uεj ,nj(x)− uεj ,nj(y)|p
|x− y|N+sp dxdy
≤α−1max
{
C
2
p
f , C
1
p−1
f
}
<∞. (6.6)
Since u ∈W t,20 (Ω) and by assumption Ω has a Lipsichitz continuous boundary, then proceeding as
in [16, Corollary 1.5.2 p.37], we can conclude from (6.6) that u ∈W s,p0 (Ω). The proof of the lemma
is finished.
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Remark 6.2. We mention that we do not know if {uε,n}ε>0,n∈N given in Lemma 6.1 is bounded
in W s,20 (Ω) if p > 2. We just know that it is bounded in W
t,2
0 (Ω) for
1
2 < t < s < 1. In fact, by
(5.6), we have that for ε > 0 fixed, {uε,n}n∈N is bounded in W s,20 (Ω). But for n ∈ N fixed, we are
not able to show that {uε,n}ε>0 is bounded in W s,20 (Ω) if p > 2.
Lemma 6.3. Let 12 < t ≤ s < 1and p ∈ [2,∞) with t = s if p = 2. Let {εk}k∈N, {nk}k∈N and
{κk}k∈N ⊂ Aad be sequences such that
εk → 0, nk →∞ and κk → κ in L1(Ω) as k →∞. (6.7)
Let uk = uεk,nk(κk) and u = u(κ) be the solutions of (3.7) and (1.2), respectively. Let (Ω×Ω)k(uk)
be given in (6.2). Let Uk,(p,s), U(p,s) be given as in (2.4). Then the following assertions hold.
uk → u in W t,20 (Ω) as k →∞. (6.8)
χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s) → U(p,s) in Lp(Ω× Ω) as k →∞. (6.9)
lim
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)
[
εk + Gnk (uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y) |u(x)− u(y)|
p
|x− y|N+sp dxdy, (6.10)
where we recall that Gnk is given by (3.10).
Proof. We prove the lemma in several steps.
Step 1. It follows from Lemma 6.1 that after a (sub)sequence if necessary, there exists u ∈
W
t,2
0 (Ω) such that uk ⇀ u in W
t,2
0 (Ω) and uk → u in L2(Ω), as k → ∞. In addition we have that
u ∈ W s,p0 (Ω). We show that u is a weak solution of (1.2). Let ϕ ∈ D(Ω) be fixed. Recall that
uk ∈W s,20 (Ω) and satisfies the Minty relation
F
κk
εk,nk,p
(ϕ,ϕ − uk) := Fκkk,p(ϕ,ϕ − uk) ≥
ˆ
Ω
f(ϕ− uk) dx. (6.11)
Define the functions Gk,G : Ω× Ω→ R by
Gk(x, y) :=
εk + Fk
(
|ϕ(x) − ϕ(y)|2
|x− y|2s
)
p−2
2
ϕ(x) − ϕ(y)
|x− y|Np′+s
and
G(x, y) :=
( |ϕ(x) − ϕ(y)|
|x− y|s
)p−2
ϕ(x)− ϕ(y)
|x− y|Np′+s
.
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Since 0 ≤ Fk(τ) ≤ τ + 1 for all τ ≥ 0 and k ∈ N, and p′(p − 1) = p, we have that
‖Gk‖p
′
Lp
′ (Ω×Ω)
:=
ˆ
Ω
ˆ
Ω
|Gk|p′ dxdy
≤
ˆ
Ω
ˆ
Ω
(
εk + 1 +
|ϕ(x)− ϕ(y)|2
|x− y|2s
)p′ p−2
2 |ϕ(x) − ϕ(y)|p′
|x− y|N+sp′ dxdy
≤C
(ˆ
Ω
ˆ
Ω
(εk + 1)
p′
p−2
2
|ϕ(x) − ϕ(y)|p′
|x− y|N+sp′ dxdy +
ˆ
Ω
ˆ
Ω
|ϕ(x) − ϕ(y)|p′(p−1)
|x− y|N+sp′(p−1) dxdy
)
≤C
(
‖ϕ‖p′
W
s,p′
0
(Ω)
+ ‖ϕ‖p
W
s,p
0
(Ω)
)
<∞,
where we have also used the fact that there exists a constant C > 0 such that(
εk + 1 +
|ϕ(x) − ϕ(y)|2
|x− y|2s
)p′ p−2
2
≤ C
[
(εk + 1)
p′ p−2
2 +
|ϕ(x)− ϕ(y)|p′(p−2)
|x− y|sp′(p−2)
]
,
which follows from the well-known inequalities{
(a+ b)q ≤ 2q−1(aq + bq), ∀ a, b ≥ 0, q > 1
(a+ b)q ≤ aq + bq, ∀ a, b ≥ 0, q ∈ (0, 1]. (6.12)
Thus Gk ∈ Lp′(Ω × Ω). Similarly, we get that G ∈ Lp′(Ω × Ω). Using the Lebesgue Dominated
Convergence Theorem, we get that
Gk → G in Lp′(Ω × Ω) as k →∞. (6.13)
Let Kϕk,p,K
ϕ
p : Ω× Ω→ R be defined by
K
ϕ
k,p(x, y) := κk(x− y)
ϕ(x) − ϕ(y)
|x− y|Np +s
and Kϕp (x, y) := κ(x− y)
ϕ(x) − ϕ(y)
|x− y|Np +s
.
Then ˆ
Ω
ˆ
Ω
|Kϕk,p(x, y)|p dxdy ≤ ‖κk‖pL∞(Ω)‖ϕ‖
p
W
s,p
0
(Ω)
.
Proceeding similarly, we get that Kϕk,p,K
ϕ
p ∈ Lp(Ω×Ω). Since {κk}k∈N is bounded in L∞(Ω), then
using (4.7) and the Lebesgue Dominated Convergence Theorem, we get that
K
ϕ
k,p → Kϕp in Lp(Ω× Ω) as k →∞. (6.14)
Using (6.13) and (6.14) we get that
lim
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)Gεk,k,p(ϕ)
(ϕ(x) − ϕ(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy
= lim
k→∞
ˆ
Ω
ˆ
Ω
Gk(x, y)K
ϕ
k,p(x, y) dxdy =
ˆ
Ω
ˆ
Ω
G(x, y)Kϕp (x, y) dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)
( |ϕ(x)− ϕ(y)|
|x− y|s
)p−2 (ϕ(x) − ϕ(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dxdy. (6.15)
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Proceeding similarly and using uk ⇀ u in W
t,2
0 (Ω) as k →∞, we get that
lim
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)Gεk,k,p(ϕ)
(ϕ(x) − ϕ(y))(uk(x)− uk(y))
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)
( |ϕ(x) − ϕ(y)|
|x− y|s
)p−2 (ϕ(x)− ϕ(y))(u(x) − u(y))
|x− y|N+2s dxdy. (6.16)
Since uk → u in L2(Ω) as k →∞, we have that
lim
k→∞
ˆ
Ω
ϕ(ϕ− uk) dx =
ˆ
Ω
ϕ(ϕ − u) dx. (6.17)
Combining (6.15), (6.16) and (6.17), we can pass to the limit in (6.11) to get that u satisfies the
Minty relation (4.3) for every ϕ ∈ D(Ω). Since D(Ω) is dense in W s,p0 (Ω), we have that (4.3) also
holds for every ϕ ∈ W s,p0 (Ω). We have shown that u is a weak solution to the system (1.2). From
the uniqueness of solution to (1.2), we can deduce that the whole sequence {uk} converges weakly
to u = u(κ) in W t,20 (Ω), and hence converges strongly to u = u(κ) in L
2(Ω), as k →∞.
Step 2. We show (6.9). Using (5.19) we get that for every k ∈ N,
ˆ
Ω
ˆ
Ω
χ(Ω×Ω)\(Ω×Ω)k(uk)
|uk(x)− uk(y)|p
|x− y|N+sp dxdy
≤α−1
ˆ
Ω
ˆ
Ω
χ(Ω×Ω)\(Ω×Ω)k(uk)κk(x− y)
[
εk + Gk(uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
≤α−1‖uk‖εk,nk,κk,s,p ≤ C <∞. (6.18)
It follows from (6.18) that {χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s)}k∈N is bounded in Lp(Ω×Ω). Therefore, after
a (sub)sequence if necessary, there exists a G ∈ Lp(Ω ×Ω) such that
χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s) ⇀ G in L
p(Ω ×Ω) as k →∞. (6.19)
Let Kk,p′,Kp′ : Ω× Ω→ R be given by
Kk,p′(x, y) :=
κk(x− y)
|x− y|Np′+s−1
and Kp′(x, y) :=
κ(x− y)
|x− y|Np′+s−1
.
Since κk ∈ L∞(Ω), we have thatˆ
Ω
ˆ
Ω
|Kk,p′(x, y)|p′ dxdy ≤ ‖κk‖p
′
L∞(Ω)
ˆ
Ω
ˆ
Ω
1
|x− y|N+sp′−p′ dxdy <∞.
Proceeding similarly we get that Kk,p′ ,Kp′ ∈ Lp′(Ω × Ω). Using the Lebesgue Dominated Con-
vergence Theorem, we get that Kk,p′ → Kp′ in Lp′(Ω × Ω) as k → ∞. Let ϕ ∈ D(Ω) and define
Φ : Ω× Ω→ R by Φ(x− y) := ϕ(x)− ϕ(y)|x− y| . Then, for every ϕ ∈ D(Ω) we have that
lim
k→∞
ˆ
(Ω×Ω)\(Ω×Ω)k(uk)
Uk,(p,s)(x, y)Φ(x, y)Kk,p′(x− y) dxdy
=
ˆ
Ω
ˆ
Ω
G(x, y)Kp′(x, y)
ϕ(x) − ϕ(y)
|x− y| dxdy, (6.20)
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where G is the function mentioned in (6.19). We notice that for every ϕ ∈ D(Ω),
ˆ
Ω
ˆ
Ω
(u(x) − u(y))(ϕ(x) − ϕ(y))
|x− y|N+2s κ(x− y) dxdy
= lim
k→∞
ˆ
(Ω×Ω)\(Ω×Ω)k(uk)
(uk(x)− uk(y))(ϕ(x) − ϕ(y))
|x− y|N+2s κk(x− y) dxdy
+ lim
k→∞
ˆ
(Ω×Ω)k(uk)
(uk(x)− uk(y))(ϕ(x) − ϕ(y))
|x− y|N+2s κk(x− y) dxdy. (6.21)
Using (5.16), (5.4), (5.19) and the Ho¨lder inequality we get that there exists a constant C > 0
(depending only on Ω, N, p and s) such that∣∣∣∣∣
ˆ ˆ
(Ω×Ω)k(uk)
κk(x− y)(uk(x)− uk(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy
∣∣∣∣∣
≤C‖ϕ‖C1(Ω)‖κk‖L∞(Ω)
(ˆ ˆ
(Ω×Ω)k(uk)
1
|x− y|N+2s−2 dxdy
) 1
2
×
(ˆ ˆ
(Ω×Ω)k(uk)
|uk(x)− uk(y)|2
|x− y|N+2s dxdy
) 1
2
≤C‖ξ2‖L∞(Ω)‖ϕ‖C1(Ω)
1
(εk + n
2
k + 1)
p−2
4
√
µ
(
(Ω× Ω)k(uk)
)
‖uk‖
p
2
εk,nk,κk,s
≤C‖ξ2‖L∞(Ω)‖ϕ‖C1(Ω)
1
n
p−1
k
−→ 0 as k →∞. (6.22)
Using (6.22) we get from (6.20) and (6.21) that for every ϕ ∈ D(Ω),
ˆ
Ω
ˆ
Ω
G(x, y)Kp′(x, y)
ϕ(x) − ϕ(y)
|x− y| dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y)u(x)− u(y)
|x− y|Np +s
ϕ(x)− ϕ(y)
|x− y|Np′+s
dxdy.
Thus G(x, y) = U(p,s)(x, y) =
u(x)− u(y)
|x− y|Np +s
for a.e. (x, y) ∈ Ω× Ω. We have shown that
χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s) ⇀ U(p,s) in L
p(Ω× Ω) as k →∞. (6.23)
Using (6.23) and the fact that uk is a solution of (3.7) we get that for every k ∈ N,
CN,p,s
2
ˆ
Ω
ˆ
Ω
κk(x− y)
[
εk + Gnk (uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
+
ˆ
Ω
|uk|2 dx =
ˆ
Ω
fuk dx (6.24)
and
CN,p,s
2
ˆ
Ω
ˆ
Ω
κ(x− y) |u(x)− u(y)|
p
|x− y|N+sp dxdy +
ˆ
Ω
|u|2 dx =
ˆ
Ω
fu dx. (6.25)
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It follows from (6.24), (6.25) and the fact that uk ⇀ u in W
t,2
0 (Ω) (as k →∞) that
lim
k→∞
CN,p,s
2
ˆ
Ω
ˆ
Ω
κk(x− y)
[
εk + Gnk (uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
=
ˆ
Ω
fu dx−
ˆ
Ω
|u|2 dx = CN,p,s
2
ˆ
Ω
ˆ
Ω
κ(x− y) |u(x)− u(y)|
p
|x− y|N+sp dxdy. (6.26)
Moreover,
ˆ
Ω
ˆ
Ω
κ(x− y) |u(x)− u(y)|
p
|x− y|N+sp dxdy
= lim
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)
[
εk + Gnk (uk, s)
]p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
≥ lim sup
k→∞
ˆ
Ω
ˆ
Ω
χ(Ω×Ω)\(Ω×Ω)k(uk)κk(x− y)
|uk(x)− uk(y)|p
|x− y|N+sp dxdy
≥ lim inf
k→∞
ˆ
Ω
ˆ
Ω
χ(Ω×Ω)\(Ω×Ω)k(uk)κk(x− y)
|uk(x)− uk(y)|p
|x− y|N+sp dxdy. (6.27)
Since {κk}k∈N is bounded in L∞(Ω) and κk(x) ≥ α for a.e. x ∈ Ω and every k ∈ N, then using
(4.7) we get that
χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s)κ˜
1
p
k ⇀ U(p,s)κ˜
1
p in Lp(Ω × Ω) as k →∞, (6.28)
where κ˜k(x, y) = κk(x− y) and κ˜ = κ(x− y). Using (6.27) we get thatˆ
Ω
ˆ
Ω
κ(x− y) |uk(x)− uk(y)|
p
|x− y|N+sp dxdy
≥ lim sup
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)χ(Ω×Ω)\(Ω×Ω)k(uk)
|uk(x)− uk(y)|p
|x− y|N+sp dxdy
≥ lim inf
k→∞
ˆ
Ω
ˆ
Ω
κk(x− y)χ(Ω×Ω)\(Ω×Ω)k(uk)
|uk(x)− uk(y)|p
|x− y|N+sp dxdy
= lim inf
k→∞
∥∥∥∥χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,pκ˜ 1pk ∥∥∥∥p
Lp(Ω×Ω)
=‖Upκ˜
1
p ‖p
Lp(Ω×Ω) =
ˆ
Ω
ˆ
Ω
κ(x− y) |uk(x)− uk(y)|
p
|x− y|N+sp dxdy.
We have shown that
lim
k→∞
∥∥∥∥χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s)κ˜ 1pk ∥∥∥∥p
Lp(Ω×Ω)
= ‖U(p,s)κ˜
1
p ‖p
Lp(Ω×Ω). (6.29)
The weak convergence (6.28) and the norm convergence (6.29) imply the strong convergence. From
this we get that χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(p,s) → U(p,s) in Lp(Ω×Ω) as k →∞ and we have shown (6.9).
Step 3. Now we show (6.10). Notice that it follows from (6.9) and (6.27) that
lim
k→∞
ˆ ˆ
(Ω×Ω)k(uk)
κk(x− y)
[
εk + Gnk (uk, s)
]p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy = 0. (6.30)
24
Optimal control problem for fractional p-Laplacian
Next we claim that
lim
k→∞
ˆ ˆ
(Ω×Ω)\(Ω×Ω)k(uk)
κk(x− y)
[
εk + Gnk (uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy
=
ˆ
Ω
ˆ
Ω
κ(x− y) |uk(x)− uk(y)|
p
|x− y|N+sp dxdy. (6.31)
Indeed, it follows from (3.3) thatεk + Fnk
(
|uk(x)− uk(y)|2
|x− y|2s
)
p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s χ(Ω×Ω)\(Ω×Ω)k(uk)
≤
εk + δ +
(
|uk(x)− uk(y)|2
|x− y|2s
)
p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s χ(Ω×Ω)\(Ω×Ω)k(uk)
≤2p−22
[
(εk + δ)
p−2
2
|uk(x)− uk(y)|2
|x− y|2s +
|uk(x)− uk(y)|p
|x− y|N+sp
]
χ(Ω×Ω)\(Ω×Ω)k(uk). (6.32)
Using (6.9), (6.32) and the Lebesgue Dominated Convergence Theorem we get (6.31) and the claim
is proved. Now (6.10) follows from (6.30) and (6.31).
Step 4. It remains to show that uk → u in W t,20 (Ω) as k → ∞. Recall that by Step 1, uk ⇀ u
in W t,20 (Ω) as k →∞. Applying (6.30) we can deduce that
lim
k→∞
ˆ ˆ
(Ω×Ω)k(uk)
|uk(x)− uk(y)|2
|x− y|N+2t dxdy (6.33)
≤ 1
α
lim
k→∞
ˆ ˆ
(Ω×Ω)k(uk)
κk(x− y)
[
εk + Gnk (uk, s)
] p−2
2 |uk(x)− uk(y)|2
|x− y|N+2s dxdy = 0.
Now combining (6.33) and (6.9) we get that
Uk,(2,t) = χ(Ω×Ω)k(uk)Uk,(2,t) + χ(Ω×Ω)\(Ω×Ω)k(uk)Uk,(2,t) −→ U(2,t) in L2(Ω× Ω),
as k →∞. By Remark 2.3, this implies (6.8). The proof of the lemma is finished.
Now we are ready to give the proof of our last main result.
Proof of Theorem 3.7. It follows from Lemma 6.1 and the fact that the set Aad is bounded in
BV (Ω) that {(κ⋆ε,n, u⋆ε,n}ε>0,n∈N is bounded in BV (Ω) ×W t,20 (Ω). Hence, after a (sub)sequence if
necessary, κ⋆ε,n
∗
⇀ u⋆ in BV (Ω), u
⋆
ε,n ⇀ u⋆ in W
t,2
0 (Ω) and u
⋆
ε,n → u⋆ in L2(Ω), as (ε, n)→ (0,∞).
It follows from Remark 2.4 that
lim
(ε,n)→(0,∞)
κ⋆ε,n = κ⋆ in L
1(Ω) and
ˆ
Ω
|∇u⋆| ≤ lim inf
(ε,n)→(0,∞)
ˆ
Ω
|∇u⋆ε,n|. (6.34)
This implies that κ⋆ ∈ Aad. It also follows from Lemmas 6.1 and 6.3 that u⋆ is a weak solution
to (1.2) with κ = κ⋆. Thus (κ⋆, u⋆) ∈ Ξ. Now combining (6.8) and (6.34) we get (3.11). The
convergences in (3.13) and (3.14) follow from (6.9) and (6.10), respectively. Next we claim that
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(κ⋆, u⋆) is a solution of (4.5). Given (κ, u) ∈ Ξ, n ∈ N and ε > 0, we define κε,n = κ and uε,n as
the solution of (3.7). Hence, (κε,n, uε,n) ∈ Ξε,n. It follows from (6.8) and (6.10) that
I(κ, u) = lim
(ε,n)→(0,∞)
I(κ, uε,n) = lim
(ε,n)→(0,∞)
I(κε,n, uε,n). (6.35)
Now using (6.8), (3.11), (6.34), (6.35) and the fact that uε,n is the solution of (3.7), we get that
I(κ⋆, u⋆) ≤ lim inf
(ε,n)→(0,∞)
I(κ⋆ε,n, u
⋆
ε,n) ≤ lim sup
(ε,n)→(0,∞)
I(κ⋆ε,n, u
⋆
ε,n)
≤ lim sup
(ε,n)→(0,∞)
I(κε,n, uε,n) = I(κ, u).
Since (κ, u) is arbitrary in Ξ, it follows that (κ⋆, u⋆) is a solution of (4.5). Moreover, taking
(κ, u) = (κ⋆, u⋆) in the above inequality we get (3.15). Finally (3.12) follows directly from (3.15)
and the fact that κε,n
∗
⇀ u⋆ in BV (Ω) and uε,n → u⋆ in L2(Ω), as (ε, n) → (0,∞). The proof of
the theorem is finished.
7 Optimal control of fractional p-Laplacian for 0 < s < 1
We conclude the article by mentioning that all our results are also valid if one replaces LsΩ,p(κ, ·)
with (−∆)sp(κ, ·) given in (1.6) with 0 < s < 1. In that case one replaces the state system (1.2) by
(1.3) and W s,p0 (Ω) by the space
W
s,p
0 (Ω) :=
{
u ∈W s,p(RN ) : u = 0 on RN \Ω
}
.
Under Assumption 3.1(a), it has been shown in [10, Theorem 6] that D(Ω) is dense in W s,p0 (Ω).
Moreover, for every 0 < s < 1,
‖u‖W s,p
0
(Ω) :=
(ˆ
RN
ˆ
RN
|u(x)− u(y)|p
|x− y|N+sp dxdy
) 1
p
defines an equivalent norm on W s,p0 (Ω). In addition we have that W
s,p
0 (Ω) =W
s,p
0 (Ω) with equiva-
lent norms if 1
p
< s < 1 (see e.g. [2, Section 1.1]). With the above setting, a weak solution of (1.3)
is defined to be a function u ∈W s,p0 (Ω) such that for every ϕ ∈W s,p0 (Ω) the equality
CN,p,s
2
ˆ
RN
ˆ
RN
κ(x− y)|u(x)− u(y)|p−2 (u(x)− u(y))(ϕ(x) − ϕ(y))|x− y|N+sp dxdy
+
ˆ
Ω
uϕ dx =: E˜κp,s(u, ϕ) =
ˆ
Ω
fϕ dx,
holds. The associated regularized problem is given by{
(−∆)sp,ε,n(κ, u) + u = f in Ω
u = 0 on RN \ Ω,
with
(−∆)sp,ε,n(κ, u) := CN,p,sP.V.
ˆ
RN
κ(x− y) [ε+ Gn (u, s)] p−22 u(x)− u(y)|x− y|N+2s dy,
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and a weak solution is defined to be a u ∈W s,20 (Ω) such that for every ϕ ∈W s,20 (Ω),
CN,p,s
2
ˆ
RN
ˆ
RN
κ(x− y) [ε+ Gn (u, s)] p−22 (u(x) − u(y))(ϕ(x) − ϕ(y))|x− y|N+2s dxdy
+
ˆ
Ω
uϕ dx =: F˜κε,n,p(u, ϕ) =
ˆ
Ω
fϕ dx.
All our results hold with very minor changes in the proofs, if one replaces the expressions of Eκp,s and
F
κ
ε,n,p given in (4.1) and (3.9), respectively, by E˜κp,s and F˜κε,n,p(u, ϕ) for u, ϕ ∈W s,20 (Ω), respectively.
In this case ξ1, ξ2 ∈ L∞(RN ) and
κ ∈ A˜ad :=
{
η ∈ BV (Ω) : 0 < α ≤ ξ1(x) ≤ η(x) ≤ ξ2(x) a.e. in RN
}
.
In addition in this situation, all the results holds for every 0 < s < 1.
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