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Abstract
The aim of this thesis is to introduce to the reader the thermodynamic theory of
mixtures with continuous diversity and to illustrate its potential through applications
to diverse complex media.
Chapter 1 oﬀers a critical discussion about the intricacies in the description of com-
plex media as continuous bodies. Fundamentals on the homogenization (structural
averaging) of porous materials are presented in a concise way.
Chapter 2 gives an up-to-date review of the homogenization of polar granular media,
with emphasis on the peculiarities of its microstructure.
Chapter 3 combines the concepts of homogenization, polar media and chemical mix-
tures in a systematic manner, in order to derive appropriate balance equations for
mixtures of microstructured media.
Chapter 4 invokes the results of former chapters to resolve a contemporary polemic
concerning energy invariance and inertial eﬀects in chemically reacting mixtures of
liquid crystals.
Chapter 5 introduces the fundamental concepts of the thermodynamic theory of
mixtures with continuous diversity from a generic perspective.
Chapter 6 merges the formerly presented notions of microstructured media, chemi-
cally reacting mixtures and mixtures with continuous diversity into the powerful
theory of hybrid mixtures with continuous diversity, or “doubly complex” media.
Chapter 7 employs the theory of mixtures with continuous diversity to study the
microstructure evolution of polymeric solutions, more precisely suspensions of rigid
rodlike macromolecules.
Chapter 8 demonstrates how the texture evolution of polycrystalline media under-
going recrystallization may be modeled by using the formalism of mixtures with
continuous diversity. Besides a short historical synopsis of ice morphology research,
the particular case of induced anisotropy and recrystallization in ice sheets is consi-
dered.
Chapter 9 concludes this work with an overview on future applications, specially on
the modeling of iceberg ensemble dynamics during Heinrich events, as well as on
the study of abrasion, fragmentation and particle size segregation in polydisperse
granular media.
The most signiﬁcative results of this dissertation comprehend:
1. the clariﬁcation of the similarities between homogenization (structural averaging)
of microstructured media and the continuum description of chemical mixtures;
2. the solution of Mu¨ller’s paradox of frame dependence in chemically reacting mix-
tures of liquid crystals;
3. the thermodynamic theory of mixtures with continuous diversity;
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4. the derivation of balance equations and jump conditions for chemically reacting
mixtures of microstructured media;
5. the development of a constitutive theory for polymeric solutions of rodlike macro-
molecules within the frames of the theory of mixtures with continuous diversity;
6. the construction of a thermodynamically consistent continuum theory for creep
and recrystallization of ice sheets;
7. the outline of a description of abrasion and fragmentation from the viewpoint of
mixtures with continuous diversity.
Zusammenfassung
Das Ziel dieser Doktorarbeit ist die Einfu¨hrung einer thermodynamischen Theorie
fu¨r Mischungen mit stetiger Diversita¨t und ihr Potenzial durch Anwendungen fu¨r
verschieden komplexe Medien zu veranschaulichen.
Kapitel 1 ist eine kritische Darstellung u¨ber die Schwierigkeiten bei der Beschreibung
komplexer Medien als Kontinua. Grundlagen u¨ber Homogenisierung (structural ave-
raging) von poro¨se Materialen werden anschaulich pra¨sentiert.
Kapitel 2 gibt einen aktuellen U¨berblick u¨ber die Homogenisierung polarer granularer
Medien, mit besonderer Betonung der Eigenheiten der Mikrostruktur.
Kapitel 3 kombiniert die Begriﬀe der Homogenisierung, der polaren Medien und
der chemischen Mischungen in systematischer Weise, um die passenden Bilanzglei-
chungen fu¨r Mischungen von mikrostrukturierten Medien herzuleiten.
Kapitel 4 nutzt die bisherigen Ergebnissen, um eine aktuelles Problem u¨ber Energie-
invarianz und Tra¨gheitseﬀekte in chemisch reagierenden Mischungen von Flu¨ssigkris-
tallen zu lo¨sen.
Kapitel 5 fu¨hrt die allgemeinen Grundlagen der Thermodynamik von Mischungen
mit stetiger Diversita¨t ein.
Kapitel 6 fu¨hrt nun die vorher pra¨sentierten Begriﬀe der Medien mit Mikrostruktur,
der chemisch reagierende Mischungen und der Mischungen mit stetiger Diversita¨t
zusammen, um die Theorie von hybriden Mischungen mit stetiger Diversita¨t, oder
doppelkomplexer Medien, herzuleiten.
Kapitel 7 benutzt die Theorie der Mischungen mit stetiger Diversita¨t fu¨r die Un-
tersuchung der Mikrostrukturentwicklung von Polymerlo¨sungen fester, stabfo¨rmiger
Makromoleku¨le.
Kapitel 8 zeigt, wie die Texturentwicklung von rekristallisierenden Polykristallen
durch die Theorie der Mischungen mit stetiger Diversita¨t modelliert werden kann.
Ausser einer kurzen, historischen U¨bersicht u¨ber die Eismorphologieforschung wird
der Sonderfall der induzierten Anisotropie und Rekristallisation in Eisschilden dar-
gestellt.
Kapitel 9 schliesst die Arbeit mit einer U¨berblick u¨ber ku¨nftige Anwendungen,
insbesondere die Modellierung der Dynamik von Eisbergen wa¨hrend sogenannter
“Heinrich-Events”, sowie der Forschung u¨ber Abrasion, Fragmentierung und Teil-
chengro¨ßetrennung in polydispersen Granulaten.
Die Hauptergebnisse dieser Arbeit sind:
1. Darstellung der A¨hnlichkeiten zwischen Homogenisierung mikrostrukturierter
Medien und der Kontinuumsdarstellung chemischer Mischungen;
2. Lo¨sung des Mu¨ller-Paradoxons (Bezugssystemabha¨ngigkeit der inneren Energie
in chemisch reagierenden Mischungen von Flu¨ssigkristallen);
3. Die thermodynamische Theorie der Mischungen mit stetiger Diversita¨t;
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4. Herleitung der Bilanzgleichungen und der Sprungbedingungen fu¨r chemisch
reagierende Mischungen von Medien mit Mikrostruktur;
5. Entwicklung einer konstitutiven Theorie fu¨r Polymerlo¨sungen fester, stabfo¨r-
miger Makromoleku¨le im Rahmen der Mischungstheorie mit stetiger Diversita¨t;
6. Bildung einer termodynamisch konsistenten Kontinuumstheorie fu¨r Kriechen und
Rekristalisation von Eisschilden;
7. Entwurf einer Darstelung von Abrasion und Fragmentierung aus Sicht der Mi-
schungstheorie mit stetiger Diversita¨t.
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Part I
Prosaic View of Heterogeneous
and Microstructured Media
Facing the Frightening Beasts of Continuum Theory

1. When the Discrete Resolves into a Continuous
Die große Aufgabe, welche seit der Pythagoreischen
Entdeckung des Irrationalen gestellt ist, das uns
(namentlich in der ﬂießenden Zeit und der Bewegung)
unmittelbar anschaulich gegebene Stetige nach seinem in
”
exakten“ Erkenntnissen formulierbaren Gehalt als
Gesamtheit diskreter
”
Stadien“ mathematisch zu erfassen,
dieses Problem ist trotz Dedekind, Cantor und Weierstrass
heute so ungelo¨st wie je.
Hermann Weyl, [426] p. 16
By deﬁnition, heterogeneous media are composed of dissimilar constituents, often
non-uniformly distributed in space, in such a way that their physical and chemical
properties can vary from point to point. Typical heterogeneous materials are poly-
crystals, granular and porous matter, chemical mixtures, suspensions and emulsions.
Less orthodox examples of heterogeneous media include spatially distributed popula-
tions (of animals, bacteria, plants, etc.) and assemblages (of e.g. asteroids, icebergs,
oscillators or vehicles). Clearly, most heterogeneous systems can be often regarded,
on appropriate length and time scales, as aggregates of many discrete elements. Ne-
vertheless, on considerably larger scales, it frequently happens that such systems can
– under suitable circumstances – be viewed as continuous media. It is the intention
of this chapter to give some insight on the most common situations under which
such an upscaling can be carried out, as well as its possible consequences.
1.1 Motivation
In our quotidian, it is so natural to merge complex heterogeneous aggregates of
discrete elements into smooth media that this often turns to be an ordinary, even
spontaneous, process. For instance, the human skin is such a marvelous material
whose smoothness is subject of women’s greatest care, even though we must actually
recognize that, on a microscopic level, it consists of a rather inhomogeneous structure
of many diﬀerent living cells – a harsh picture to vain eyes. On the other hand,
the even faces of a rock crystal are impressive macroscopic manifestations of the
highly ordered packing of its discrete particles, namely silicon and oxygen atoms.
In fact, for most crystals, the peculiar lattice symmetries found on the microscale
are theoretically able to persist almost indeﬁnitely over larger scales. In practice,
however, huge single crystals are considerably rare in nature: it is much easier to ﬁnd
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Fig. 1.1. An unidentiﬁed aggre-
gate of colored elements. In this
grayscaled version, lighter gray
tones correspond to brighter hues
(like yellow, orange and cyan),
while darker shades of gray to co-
lors like red, royal blue and dark
green
crystalline matter in the form of heterogeneous aggregates of smaller crystallites, the
so-called polycrystals.
Of course, heterogeneity is not exclusively found on the microscale. In fact, even
on a macroscopic level we can ﬁnd good examples of heterogeneous systems made
of discrete components whose distinctive properties induce astonishing features on a
larger scale, where the discreteness is smeared out. For instance, in Fig. 1.1 we see an
aggregate of granular elements or cells, which could possibly be grains of a granular
material or crystallites of a polycrystal. These cells are all more or less spherical and
of similar size, but not identical, for they can be distinguished by their respective
colors (with a bit of imagination, it is easy to recognize the original colors from the
grayscaled picture presented in Fig. 1.1). There is no meaningful pattern, in spite of
a clear segregation of darker and lighter elements (notice also the inclusion of darker
cells on the bottom-left of this picture). What should this mean?
One possibility could be that Fig. 1.1 was produced by a piece of some translucid
polycrystalline mineral. Indeed, by sandwiching the mineral between two crossed
polarizers horizontally disposed, and further illuminating the resulting arrangement
from below, an image with similar qualitative features of Fig. 1.1 emerges. In this
case, the colors are produced by an interaction between the polarized light and the
crystalline lattice of each crystallite. Depending on the orientation of this lattice, a
diﬀerent color comes out.
Another possible interpretation of Fig. 1.1 might be a photomicrography of a
granular material, for instance some kind of artisanal work made with diﬀerent types
of sand. In fact, sand drawings are traditional in various cultures, as illustrated in
Fig. 1.2, a work made by a member of a ﬁshermen community of Northeastern Brazil.
According to the artisan, the technique is basically to ﬁll the bottle gently, layer by
layer, with diﬀerent types of sand, chosen according to the desired color for the given
layer. It should be observed that, by ﬁnishing, the artisan must carefully seal the
bottle in a hermetic manner, in order to avoid particle segregation by shaking, which
could destroy the whole ﬁgure.
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Fig. 1.2. Artisanal work of art. (a) Small bottle ﬁlled with distinct colored types of sand. (b) Detailed
view, evidencing the individual sand grains. From the coast of Ceara´, Brazil
Diverse other conjectures about Fig. 1.1 could be proposed, but further digres-
sion would bring no progress, for it is clear that more information is still required.
This can be obtained by analyzing the system at hand from a larger perspective,
as shown in Fig. 1.3. From this upscaled picture it becomes evident that the “uni-
dentiﬁed aggregate” is in fact a detail of a work of art, namely a painting, entitled
Circus Sideshow. It was made at the end of 19th century by the French painter
Georges-Pierre Seurat, using a neo-impressionist technique which became known
as pointillism (or divisionism1). Seurat’s intention was to produce more vivid and
“realistic” hues by exploiting the interaction between tiny detached brushstrokes of
contrasting colors, which should blend together when looking at the entire work
(Fig. 1.4). He knew that such color interactions were very intricate, compelling a
skilled artist to have a deep knowledge of its physics. Therefore he studied along
his short life numerous inﬂuential treatises on the subject, from Blanc [45] and Che-
vreul [74] to Maxwell [294, 295] and Helmholtz [205], rendering him to be considered
by many “the ultimate example of the artist as scientist” [288].
1It should be remarked that Seurat himself had preferred to call his technique chromoluminarism [288].
The terms “pointillism” and “divisionism” seem to have come in trend after his death.
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Fig. 1.3. Larger view of the unidentiﬁed aggregate of colored elements, enclosing the region already shown
in Fig. 1.1
Fig. 1.4. Circus Sideshow (1887-88), by G.-P. Seurat. Oil on canvas, 99.7× 149.9 cm. In exposition at the
Metropolitan Museum of Art, New York (bequest of S. C. Clark, 1960, URL: www.metmuseum.org)
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By comparing Figs. 1.1 and 1.4, it is quite impressive to see how the “granu-
lar” features of Seurat’s paintings become smoothened on a larger scale. Quoting
Schapiro [373]:
“... the continuous form is built up from the discrete, and the solid masses
emerge from an endless scattering of ﬁne points...” (p. 101)
From the discussion above, there must be recognized the crucial role played by
the distinguishing features of the elements of a given aggregate, as well as the way
these elements interact. For instance, tiny brushstrokes are basic elements in the
pointillism, and these are distinguished according to their particular colors. Nevert-
heless, the interaction of blue and violet strokes in a painting is strongly dependent
on the amount of yellow, orange or green in their surroundings. Moreover, hue and
saturation on the large scale can be quite diﬀerent from those observed on the dis-
crete, “granular” level. Consequently, depending on the choices for characterization
and interaction of the basic constituents of the medium, a rather diﬀerent large scale
reality can emerge.
1.2 Homogenization and the Continuum Hypothesis
Attention was devoted in the last section to a special sort of medium, viz. one whose
discrete elements are distinguished by their colors. This served not only to illustrate
how frequent and spontaneous are smearing processes in nature (remember in passing
that almost all pictures and images in our modern quotidian are composed of minute
points and pixels – like a photograph or a video screen) but also to demonstrate the
sensibility of the averaging process on the assumed interactions and distinguishing
properties of the basic constituents. As a consequence, the character of the emerging
continuum is strongly dependent on the relevant features and interactions of its
discrete elements.
At this point, however, a crucial question naturally arises: how can one express
formally such an intuitive transition from discrete to continuous? Even though ma-
ny specialists on continuum mechanics might say that this is a trivial task, it is
generally not. The motive for such an awkwardness is basically the metaphorical
character of many fundamental concepts of continuum mechanics, specially when
applied to heterogeneous and microstructured media. This is indeed one reason why
such continua have been also subsumed together under the abstruse term “complex
media”.
Historically, the most essential concept of continuum physics – the so-called con-
tinuum hypothesis – has been formulated based on our ordinary experience with
“simple”media like water and air, as didactically explained in the celebrated treatise
by Batchelor [26]:
“We shall suppose, [...], that the macroscopic behavior of ﬂuids2 is the same as
if they were perfectly continuous in structure; and physical quantities such as
2Although this statement refers only to ﬂuids, similar arguments have been also adopted to simple
solids (see e.g. [153]).
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the mass and momentum associated with the matter contained within a given
small volume will be regarded as being spread uniformly over that volume
instead of, as in strict reality, being concentrated in a small fraction of it.
The validity of the simpler aspects of this continuum hypothesis under the
conditions of everyday experience is evident. Indeed the structure and proper-
ties of air and water are so obviously continuous and smoothly-varying, when
observed with any of the usual measuring devices, that no diﬀerent hypothesis
would seem natural.” (pp. 4 and 5)
It must be emphasized that the notion of “perfectly continuous”quoted above is in
fact ﬁgurative. It is related to the mathematical (and also metaphorical) concept of
continuity as applied to calculus, in contrast to the more intuitive notion of natural
continuity derived from our most instinctive idea of motion, space and time. As
deﬁned by Lakoﬀ & Nu´n˜ez [256]:
Deﬁnition 1.2.1 (Naturally Continuous Space [256]). Space is absolutely con-
tinuous. Space does not consist of objects. Rather, it is the background setting that
objects are located in. Space exists independently of, and prior to, any objects lo-
cated in space. Planes, too, are absolutely continuous. They, too, are not made up
of objects but have location on them where objects can be situated. Similarly, a line
or curve is absolutely continuous, like the path traced by a moving point. Lines and
planes also exist independently of, and prior to, any objects located on them.
Points are locations in space, on lines, or on planes. They are not objects that can
exist independently of the line, plane, or space where they are located. Dimensionality
is a property of a space, a plane, or a line.
A similar conception of naturally continuous space, with emphasis on its indepen-
dence of the material objects located in it, can be found also in the work of Max-
well [299], in connection with the notion of absolute space.
By comparing Def. 1.2.1 with the continuum hypothesis already quoted, the meta-
phorical content of the latter becomes evident. For instance, points in a continuum
are not really points in the natural sense deﬁned above, since they shall contain
matter within them. The matter enclosed in one of these “points” (which are actual-
ly better seeing as small volumes) constitutes what is sometimes called a material
point (or particle) and it is characterized by the same properties as the medium
itself. Precisely at this moment, the distinction between “simple” and “complex”me-
dia becomes discernible: in contrast to “simple” media, the matter contained within
a given small volume of an heterogeneous or microstructured medium cannot be
straightforwardly regarded as being spread uniformly over that volume, seeing that
– in such “complex”media – matter is not only characterized by its mass but also
by other intrinsic properties, like porosity, chemical composition (expressed by the
mass fractions of its constituents), polarization and texture (described by directors
and structure tensors).
Special methods of averaging over small volumes must therefore be employed,
in order to adapt the preservation of the intrinsic properties of heterogeneous and
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microstructured media to the basic requirement of“mass being uniformly spread over
small volumes” imposed by the continuum hypothesis. Such averaging procedures –
often also called homogenization3 methods – shall partially or fully accomplish the
transition from discrete to continuum, illustrated in the last section. Actually, there
are in the literature diverse homogenization approaches available to this end, from
the most instinctive to some extremely involved, depending on the characteristics of
the medium and the scale of the problem. Some of them will be discussed afterwards.
Finally, there must be emphasized the importance of keeping in mind the meta-
phorical sense of continuum, when working with heterogeneous and microstructured
media. Even veteran specialists on continuum physics have occasionally been driven
to mistaken conclusions when working with heterogeneous and microstructured me-
dia, simply because they forgot – just for a moment – to think using the metaphor
of continuum and employed the natural continuum concept instead. Two recent ex-
amples of such a situation will be reviewed later on (see Footnote 8 in Sect. 3.5
and Sect. 4.2). Indeed, it takes special training to think in terms of the metaphor
of a continuum, and it must be borne in mind that even specialists on the subject
do not use such a metaphor in their everyday lives or when they are talking to
non-specialists. As provocatively asserted by Lakoﬀ & Nu´n˜ez [256]:
“Is the Continuum hypothesis about the continuum? It is certainly about the
real numbers. It is not about the naturally continuous line. For those people
who believe that the term “the continuum” refers to the naturally continuous
line, the Continuum hypothesis is not about the continuum.
There is nothing strange or paradoxical or wondrous about this. It is simply
a matter of being clear about what you mean.” (p. 290)
1.3 The Homogenization Wonder: Porous, yet Continuous!
In order to ﬁx the ideas presented so far, it is opportune now to examine some
elementary features of common homogenization processes.
Returning to Fig. 1.2, it can easily be recognized (e.g., by simple visual examina-
tion of the picture) that the compacted sand within the photographed bottle has an
evident porous texture, similar to that of ceramics or sedimentary rocks. Actually,
pores (and interstices) are natural features of countless materials and tissues found
everywhere: skin of animals, bones, epi- and/or peridermis of plants, soil, snow and
ﬁrn, most types of wood, clothes, bread and cookies, plastic and metallic foams,
ceramics and many rocks, among others.
In spite of this ubiquitousness – or must probably because of it – the precise deﬁ-
nition of porous medium is not a facile task. Initially, with a view to distinguish pores
3The term “homogenization” – as used in materials science and continuum physics to describe pro-
cesses of upscaling and averaging – is somewhat ambiguous and should not be misinterpreted: it does not
mean that the medium acquires a homogeneous, uniform character throughout. Actually, the continuum
usually remains heterogeneous after the process of averaging. The homogeneity is accomplished only on a
microscale, i.e., within a “point” of the continuum (material particle), whereas the (chemical) constitution
and properties of the medium still can vary in time and diverge from point to point.
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from bubbles, the voids within the material should be required to be interconnected,
forming so ordered or random meshes of channels throughout the medium. However,
a naive deﬁnition of porous material as “a solid with holes” obviously does not ﬁt,
for it would not exclude hollow cylinders, framed structures, etc. Consequently, it
transpires that an appropriate deﬁnition of porous medium have to be relative (i.e.,
scale dependent), in order to ensure the existence of pores instead of large oriﬁces, so
that the sizes of the “holes” shall be much smaller than the characteristic dimensions
of the problem. So, after Bear [30] and de Boer & Ehlers [47] the following deﬁnition
of porous material is put forward without pretension of absolute generality:
Deﬁnition 1.3.1 (Porous Medium). A portion of space occupied by heteroge-
neous (multiphase) matter is considered a porous medium if the following conditions
are satisﬁed in every “point” of the continuum:
➀ One phase is solid. It is named the solid matrix and cannot be absent. It might not
be a single constituent phase, but rather a mixture of distinct solid materials (as,
e.g., in soil). In the latter case, the solid matrix comprises all solid constituents
together. The part of the medium which is not occupied by the solid matrix is
denominated the void (or pore or interstitial) space.
➁ At least one phase is not solid. It may be gaseous, liquid or absent (vacuum). The
gaseous and liquid phases constitute the interstitial ﬂuid(s). A porous medium
is called saturated if its whole pore space is ﬁlled with interstitial ﬂuids, and
unsaturated otherwise. In particular, if its void space is empty (i.e., no interstitial
ﬂuid present) the porous medium is called dry.
➂ The sizes of the various openings comprising the void space must be sensibly
smaller than the characteristic dimensions of the problem, or in other words, the
interstices must be suﬃciently narrow. At least some of the pores of the void
space should be interconnected; these constitute the eﬀective pore space.
It must be emphasized that the above deﬁnition might be limited, but it suﬃces for
understanding the basic features of porous media within the present scope.
In the light of Sect. 1.1, the foregoing reasoning would already yield suﬃcient
grounds to justify the need for a continuum approach to porous media via homoge-
nization. Notwithstanding, there is an additional, decisive reason for choosing such
an approach: the determination of the geometry of the solid surfaces, which act as
boundaries for the ﬂow of the interstitial ﬂuid(s) in the void space, generally is a
formidable problem – a genuine Gordian knot, which can nevertheless be cut by
treating the porous medium as a continuum.
Available techniques to accomplish the desired homogenization include variatio-
nal and renormalization methods [4, 338], asymptotic expansions [312, 337], eﬀecti-
ve medium models [142] and structural averaging approaches [30, 31, 174], among
others (for a longer discussion, see e.g. [338]). The later approach is adopted here,
owing to its relative simplicity, robustness and intuitive basis. Structural averaging
is grounded on the notion of a representative elementary volume – rev (someti-
mes also called representative volume element – rve or simply control volume), over
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Fig. 1.5. Two-dimensional sketch of a porous me-
dium on the microscale. The solid matrix is re-
presented dark, while voids are white. The super-
posed numbers indicate the values of the voidage
distribution nD in many points r ∈ R, for this
particular case
which spatial (and eventually also temporal) averages of the microscale properties
of the medium are performed [31, 174, 200, 258, 427]. Consequently, the aptitude to
construct a continuum theory via structural averaging depends necessarily on the
existence of such a rev, i.e., on the possibility of ﬁnding an appropriate volume
(valid for all points of the continuum) in which averaged quantities reproduce their
experimentally observed values.
For porous matter, the most relevant of these microscale properties is of course
the porosity4 (or “void density”) n. It represents a measure of the void space within
a prescribed volume and is generically deﬁned (i.e., on any level of description in
which voids can be clearly distinguished from solid matrix) by
n (R, t) = 1
VR
∫
R
nD d
3r , (1.1)
where VR represents the volume of a region R of space (R ⊂ R 3). Points inside the
region R are speciﬁed by the microscale position r ∈ R, so that d3r represents a
microscale volume element, while the center of mass of the material contained in R
at time instant t is designated by the particular position r = x. Further, nD stands
for the voidage distribution, which for given time instant t can be written as (see
Fig. 1.5)
nD(r, t) =
{
1 for r within a void,
0 otherwise.
(1.2)
The quantity complementary to porosity is the solid volume fraction ν, which can
be deﬁned in a similar way as
ν (R, t) = 1
VR
∫
R
νD d
3r , (1.3)
4According to de Boer & Ehlers [47], the concept of porosity was introduced in 1925 by Terzaghi [400]
(for a historical synopsis of the theory of porous media, see Ehlers [116] and de Boer [91]). Pioneers of
the modern theory of porous media are undoubtedly Darcy [90], Fillunger [139, 140], Biot [40–42] and
Terzaghi [400, 401].
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Fig. 1.6. Variation of porosity n (R, t) as function of the representative elementary volume VR . Sector
A: domain of strong localized ﬂuctuations. Sector B: range of values of VR for which homogenization is
possible. Sector C: domain of prohibitively large values of VR , which subsume large-scale spatial changes
of porosity (i.e., macroscale inhomogeneities), yielding false estimations. The points a and b denote the
recommended extrema for VR , while x marks the porosity value calculated by homogenization
with νD denoting the solid phase distribution, viz.
νD(r, t) =
{
1 for r within the solid matrix,
0 otherwise.
(1.4)
Of course, owing to Def. 1.3.1, there hold the identities
ν = 1− n , νD = 1− nD . (1.5)
Evidently, the quantities n and ν should generally depend not only on the posi-
tion of the region R but also on its size and geometry. In other words, the volume
integrals in (1.1) and (1.3) may usually manifest strong oscillations even for slight
variations of the volume VR or the form of R. That is why the porosity (1.1) and
solid volume fraction (1.3) are written as functions of R and t, instead of simply x
and t. Nevertheless, it is the conjecture of the structural averaging method that there
exists a suitable volume VR – called representative elementary volume (rev), which
is large enough to minimize undesirable oscillations but still so small in comparison
with the characteristic lengths of the problem as to allow the construction of a ﬁeld
theory (Fig. 1.6). If such a volume can be found, then the porosity becomes only a
function of the time t and the position x in which the region R is located, i.e., we
derive the ﬁelds n(x, t) and ν(x, t). In particular, if the porous material is dry and
its solid matrix has a constant mass density γ, then the mass density ﬁeld of the
medium 	(x, t) can be related to n and ν through
	 = γν = γ (1− n) , (1.6)
and the material parameter γ is named true mass density. This motivates also a
more general deﬁnition of 	, valid even when the solid matrix is compressible, viz.
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	(R, t) = 1
VR
∫
R
γDνD d
3r , (1.7)
where γD(r, t) represents the true mass density distribution, i.e., the instantaneous
value of the mass density at every microscale position r.
Finally, it must be noticed that (1.1)–(1.5) are suited for dry porous media made
of a single constituent solid matrix. The appropriate generalizations for saturated
and unsaturated multicomponent porous media are nonetheless straightforward on
account of the implicit additivity assumed for n, ν, nD and νD. Eﬀectively, let the
porous medium be a multicomponent mixture of N = Ns + Nf immiscible media
5,
so that the ﬁrst Ns constituents form the solid matrix, whose void space is par-
tially/totally ﬁlled with the next Nf ﬂuid constituents. Basing on this scheme, the
volume fraction of every constituent can be written as να (α = 1, 2, . . . , N), implying
that
ν =
Ns∑
α=1
να , n = ν0 +
N∑
α=Ns+1
να , (1.8)
where ν0 stands for the volume fraction of an eventually remaining empty space
within the pore volume. Hence, the saturation condition can now be expressed as
ν0 = 0, while for a dry porous medium n = ν0 holds. Further, there follow the
deﬁnitions
να (R, t) = 1
VR
∫
R
ναD d
3r , (1.9)
ναD (r, t) =
{
1 for r within the α-th constituent,
0 otherwise,
(1.10)
where ναD denotes the distribution of the constituent α. Of course, the volume fraction
of the empty space can be deﬁned in a similar manner, by simply setting α = 0 in
(1.9) and (1.10).
1.4 Additional Remarks on the
Homogenization of Porous Media
Before closing this chapter, there are some conspicuous features of the process of
averaging which are worth noticing. Firstly, according to the arguments presented in
Sect. 1.3, a successful homogenization procedure relies on the possibility of ﬁnding
a suitable volume VR , called rev, which minimizes undesirable oscillations without
impairing the construction of a ﬁeld theory. Nevertheless, it should be emphasized
that things are not so simple: continuum theories normally involve the consideration
of more than a unique ﬁeld property (i.e., they usually concern a certain number of
ﬁelds, like density, pressure, energy, etc.) and consequently, the homogenization of
any heterogeneous medium can only be accomplished if there exists, at any time, a
5The case of miscible media is more delicate and will be left to Chap. 3.
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Fig. 1.7. Simultaneous variations of porosity n (R, t) (solid line) and normalized pressure P (R, t) (dotted
line) as functions of the representative volume VR . Sectors D and B deﬁne the range of values of VR for
which homogenization is possible either for pressure or for porosity, respectively. The points d and e denote
the extrema of sector D, while the point a indicates the minimum of sector B. The maximum of sector B lies
outside the plot and therefore is not shown. In this example, only values of VR lying within the overlapping
of sectors B and D (i.e., the short volume interval enclosed by the extrema a and e) can be used for the
homogenization of the medium
common representative volume VR for all quantities involved in the thermomechani-
cal description of the material.
A simple illustration of this assertion is sketched in Fig. 1.7, for the case of a
porous medium saturated with gas. The variations of porosity n (R, t) and of a
normalized pressure P (R, t), deﬁned by
P =
p
p0
, p = p (R, t) , p0 = max (p) , (1.11)
are plotted as functions of the volume of the region R. It can be concluded from
that ﬁgure that only a very short range of volumes, lying between the extrema a
and e, is available for the homogenization of this particular porous material. If any
other value of VR outside this range is employed, false results do emerge.
A second illustrative example is given by the wave propagation problem: it is
impossible to describe, within the frames of a homogenized continuum theory, the
propagation of an acoustic wave through an interstitial ﬂuid when its wave length
is smaller than (or of the order of) the pore size. Any attempt to homogenize the
porous medium would smear out the whole wave.
Finally, another instance in which no satisfactory representative volume can easily
be found occurs when the medium has double porosity [338], e.g. when the solid
matrix itself is porous on a ﬁner scale [47]. In this situation, the strong oscillations
of porosity illustrated in the sector A of Fig. 1.6 ﬁrst evanesce, but then reappear as
the volume VR of the region R increases. Clearly, the elementary approach discussed
above cannot be applied for such media without modiﬁcations.
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Fortunately, in spite of the strength of these restrictions, situations in which
homogenization cannot be attained compose the exception, and not the rule.

2. Stresses and Couple Stresses in Granular Media
The physics of granular materials comes from an
illustrious lineage. It includes names like Coulomb during
the reign of Louis XVI, Faraday and Reynolds in the
nineteenth century, and Bagnold, a remarkable
Englishman who became enthralled by the sands of the
desert, perhaps even more so than T.E. Lawrence, to the
point that he resolved to understand its laws.
Pierre-Gilles de Gennes, in [111] p. v
When talking about porous media, as e.g. in Sects. 1.3 and 1.4, the basic concern
is the porous structure and the percolation of interstitial ﬂuids through the voids
of the solid matrix, which behaves to some extent like an elastic or nearly rigid
skeleton (as e.g. in aquifers, earth dams and geological oil reservoirs [30, 142, 175,
176, 192, 309, 368]). It should be observed, however, that in many situations such a
skeleton is in fact made of an aggregate of grains, which – under appropriate cir-
cumstances – may ﬂuidify, i.e., it may ﬂow like a ﬂuid (typical examples are debris
ﬂows, landslides and snow avalanches [222, 226, 227, 371, 396, 398]). In such situati-
ons, the interactions of the solid grains with the surrounding ﬂuid and other grains
become crucial, and thence one speaks about granular media. On the other hand,
a static solid matrix may also be regarded as granular material when the focus is
on the network of contact forces or the stability of static arches [111, 284, 357, 359],
instead of percolation phenomena. In these cases, the aggregate may even support
moderate loads without collapse, in a sort of solid-like behavior. The fascination for
granular media owes exactly to this kind of “multiple personality”: sometimes solid,
other times liquid or even gaseous. Such a polyvalent behavior will be illustrated in
this Chapter, which deals with a very simple type of granular medium in order to
introduce gradually, in an intuitive manner, the important concepts of stress and
couple stress in microstructured continua. Additionally, a complementary discussi-
on on homogenization prepares the reader with a solid background for the latter
comprehension of the tenets of continuous diversity.
2.1 Monodisperse aggregates of spheres
As a rule of thumb, whenever one attempts to homogenize a granular medium, two
fundamental questions immediately arise:
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➢ How should the grains be characterized? (In other words, what are the relevant
properties of the granules?)
➢ And how should these grains interact?
Unfortunately, general answers to these questions do not exist. In fact, depending
on the situation, diﬀerent grain characteristics (implying therefore diﬀerent types of
interactions) may play the most crucial role in the material response.
For instance, recalling the example discussed in Sect. 1.1, it does not really matter
if the “grains” (i.e., brushstrokes) are all of the same size and shape or not; provided
that no huge diﬀerences exist, the homogenized result will be essentially the same.
Similarly, by considering the statics of a sandpile, slight variations in grain constitu-
tion are of minor signiﬁcance, whereas when the same sandpile is creeping, implying
that particle segregation and abrasional eﬀects become important, even small diﬀe-
rences in the mass density or roughness of the grains might produce pregnant issues.
Finally, if the former sandpile experiences a strong ﬂow with pronounced reduction
in the solid phase concentration (e.g., when the grains are blown away by turbidity
currents in air or water), then it happens that small variations in grain properties
turn to be irrelevant again (except, of course, in a small critical size range).
In spite of these diﬃculties, from the mechanical viewpoint just a few grain cha-
racteristics usually suﬃce to distinguish them, namely size, shape, roughness, mass
density and resilience. Moreover, in most cases (fortunately) not all these properties
must be considered simultaneously, and the choice of the leading characteristics is
more or less a straightforward matter of wisdom.
From the discussion above, it turns out that one of the simplest conceivable kinds
of granular material is a dry cohesionless1 aggregate of identical hard2 spheres. This
is a particular member of a class of single phase heterogeneous media called mon-
odisperse (media), characterized by equal size, shape and constitution of all grains.
Thence, concerning this particular medium, the questions posed at the beginning of
this Section can be answered as follows:
➢ The grains are assumed to be identical, hard, rough, massive spheres of radius a,
which can only be distinguished by their individual instantaneous position (more
exactly, the position of their respective centers of mass).
➢ They interact solely by physical contact, be this lasting (static) or sudden (colli-
sional). The prescription of appropriate explicit expressions for the contact forces,
even in the simplest cases, is one of the most challenging tasks of the theory of
granular media, since it must include realistic descriptions of intricate frictional
and dissipative eﬀects, and is therefore beyond the scope of this work. Nevert-
1Cohesion is deﬁned as the ability of a granular aggregate to support tensile loads. It stems from
surface attractive (adhesive) forces acting at grain contacts, which might have several physico-chemical
causes (e.g. surface tension of the interstitial ﬂuid or electrostatic interactions).
2In the jargon of the theory of granular media, the adjective “hard” does not mean that the collisions
are elastic – this would be fully unrealistic for granular matter, where dissipation plays a decisive role. It
simply means that the grains have negligible deformation during collision (i.e., they remain “rigid”) and
consequently that intergranular ﬁelds of stress, couple stress, etc. are uniform. The dissipation of energy
during collision is described in this case by a coeﬃcient of elastic restitution (or restriction) 0 ≤ ε ≤ 1,
such that ε = 0 (ε = 1) for completely inelastic (perfectly elastic) collisions [111, 224].
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heless, implicit references to contact forces will be necessary when dealing with
stresses and couple stresses.
The homogenization of such a monodisperse aggregate of spheres is attractive due
to its relative simplicity: the averaging procedure is nearly straightforward and it
gives just rise to an isotropic single continuum.
Clearly, from a dynamical perspective, one of the most essential ﬁelds of this
continuum is the translational velocity v. Owing to the similitude of the grains, a
ﬁrst attempt to deﬁne v would simply be based on a trivial arithmetic mean
v(R, t) = 1
NR
NR∑
g=1
vg , (2.1)
although a more comprehensive deﬁnition, valid on any scale, should consider the
weighted average
v(R, t) = 1
NR
NR∑
g=1
vgwg , (2.2)
where NR represents the number of grains enclosed in the representative region
R ⊂ R 3, vg is the velocity of the g-th grain and wg is a conﬁning weight factor
which can assume values equal to or less than unity, depending on whether the g-
th granule is completely or only partially enclosed within the region R. Evidently,
(2.1) and (2.2) converge to the same result when NR is suﬃciently large. Within
the context of Sect. 1.3, this convergence corresponds to the ﬁnding of a suitable
representative elementary volume (rev), which minimizes undesirable oscillations
and is insensitive to (moderate) variations of size and/or shape of the region R.
Once the focus of this work is precisely on such situations, which conform with the
continuum hypothesis introduced in Sect. 1.2, it will be tacitly assumed from now
on that NR may be so large as necessary to ensure the validity of the continuum
hypothesis and the deﬁnition of a convenient rev, in the sense discussed above.
Consequently, (2.1) and (2.2) can be now rewritten as
v(x, t) =
1
NR
NR∑
g=1
vg . (2.3)
Although (2.3) is indeed the desired expression for the translational velocity in the
present case, one could wonder if a more general deﬁnition, in the spirit of Sect. 1.3,
could be derived. Actually, the answer is yes – once it is recognized that the linear
momenta of the grains, instead of their velocities, should be considered during the
averaging process (since they are additive quantities, while the velocities are not).
Eﬀectively, denoting the density of linear momentum of the aggregate by 	v, where
the mass density 	 is derived via (1.6) or (1.7), the following general deﬁnition can
be introduced (cf. (1.1), (1.2) and (1.7)):
	v(x, t) =
1
VR
∫
R
γDvD d
3r , (2.4)
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where vD(r, t) denotes the velocity distribution in R, while γD stands for the true
mass density distribution already introduced in (1.7). It is important to notice that,
for a dry granular medium3, the distribution vD vanishes identically in every point
of the pore space, implying the equipollence relation vD = νDvD (cf. (1.4)). On the
other hand, for the particular monodisperse aggregate of spheres considered here,
there holds γD = γνD (γ = const.) and the integral of vD over the volume of the g-th
grain yields νVRv
g/NR . Consequently, (2.3) is recovered.
In addition to translational motion, it is evident that granules may also rotate. As
a rule, the rotational motion of any particle (with respect to its center of mass), be it a
grain, a molecule or a material point, is described by an intrinsic angular momentum
called spin [78, 84, 88]. Associated to it, there is the spin velocity, generically deﬁned
for any kind of granular medium through the relations
σ = I s , σg = Igsg , (2.5)
where σ, I, s and σg, Ig, sg represent the speciﬁc spins, inertia tensors and spin
velocities of the aggregate and of the g-th grain, respectively. In particular, for the
special type of granular medium presently considered, the spin velocity can be cal-
culated in a similar manner as the translational velocity v (see (2.1)–(2.4)), viz.
by exploiting the additivity of its respective momentum, the spin. Eﬀectively, by
analogy with (2.1),
σ(x, t) =
1
NR
NR∑
g=1
σg . (2.6)
Since spin inertia is also an additive property, one would expect a relation of the
similar form, viz.
I =
1
NR
NR∑
g=1
Ig , (2.7)
which is nevertheless redundant, for it is derived under the condition that all grains
are spherically identical, which obviously implies
I = Ig = R21 , (2.8)
with R = a
√
2/5 denoting the radius of gyration of a massive sphere of radius a,
while 1 is the unit tensor (whose Cartesian components are 1ij = δij, where δij is
the Kronecker delta). Consequently, in the present case (2.5)–(2.7) yields
s =
1
NR
NR∑
g=1
sg . (2.9)
This is a very special result, valid only for aggregates of identical spheres.
In direct analogy to the general deﬁnitions (1.1), (1.3), (1.7) and (2.4), generic
counterparts of the particular relations (2.6) and (2.7) can be proposed, viz.
3An extension of these results for the case of (un-)saturated media is straightforward, in view of (1.8)–
(1.10).
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	σ(x, t) =
1
VR
∫
R
γDσD d
3r , 	I(x, t) =
1
VR
∫
R
γDID d
3r , (2.10)
while the spin velocity s is still derived via (2.5)1. As usual, the quantities σD and ID
stand for the distributions of spin and its inertia within the region R. They are null
everywhere outside the grains, implying thence the equipollence relations σD = νDσD
and ID = νDID.
In order to prove that (2.6) and (2.7) are indeed derivable from (2.10), one must
ﬁrst recognize that the vanishing of σD and ID outside the grains allows one to split
both (2.10)1 and (2.10)2 into sums of integrals over the volumes of the individual gra-
nules. More speciﬁcally, consider for instance the case of the spin inertia (analogous
arguments hold also for the spin): its distribution is explicitly given by
ID(r, t) =
NR∑
g=1
IgD , (2.11)
with
IgD(r, t) =
{
[(lg)21− lg⊗lg] for r within the g-th grain,
0 otherwise.
(2.12)
The vector lg represents the distance of the position r from the center of mass of
the g-th grain rg, viz.
lg = r − rg , and (lg)2 = lg · lg . (2.13)
Insertion of (2.11)–(2.13) into (2.10)2 leads to (2.7) and the identity
Ig =
1
V g
∫
R
IgD d
3r
(
with V g =
νVR
NR
=
4πa3
3
)
. (2.14)
Notice that the only part of R in which the above integral does not vanish is the one
occupied by the g-th grain. Finally, the integral in (2.14) can be easily computed
after a simple change of variables r → lg. It yields the result Ig = (2a2/5)1 = R21,
just as expected.
Once the kinetics of granular media is understood, the next step concerns the
study of the driving forces of motion, viz. stresses and couple stresses.
2.2 Collisions, time averaging and stress
As attention is turned towards stress, one arrives at the essence of the mechanics
of granular media: contact forces and collisions. Except for utterly static situations,
these processes introduce unavoidable temporal singularities, which must of course
be smoothened in a ﬁnal continuum description. It is not the intention of this work,
however, to dwell upon time averaging procedures, provided that the scope of this
22 2. Stresses and Couple Stresses in Granular Media
chapter is on spatial heterogeneities, and not on temporal discontinuities. Just a few
comments will be eventually given when necessary, and the reader interested in more
details is referred to the specialized literature on the subject [5, 32, 111, 117, 206, 258,
282, 285, 313].
In particular, a general remark is that all averages considered so far, as well as
those going to be presented in the sequel, are in fact of instantaneous nature, i.e.,
they are performed for a ﬁxed time instant t. In this sense, they can be regarded as
instantaneously homogenized “snapshots” of the ongoing processes. In applications
(see e.g. [64–66, 258, 259]), temporal discontinuities are smeared out by averaging
over many of these snapshots, in a manner somewhat similar to an ensemble ave-
rage [30, 66]. In the simplest situations, this corresponds to integrate the instanta-
neously homogenized quantities (say, (2.4)) over some representative time interval4,
with further normalization of the result by the averaging period. More speciﬁcally,
for the particular case of the monodisperse aggregate of spheres considered in the
last section, this time averaging reduces simply to an arithmetic mean of a given
number of sequential snapshots. At last, the choice of the averaging period depends
on the characteristics of the process, specially on the collision rate.
The occurrence of collisions makes evident that each grain of any cohesionless
granular medium must everywhen be in one of two possible circumstances: either
in contact interaction with walls and other grains, or in “free ﬂight” (no contacts at
all). These situations characterize the two fundamental modes of momentum ﬂux,
namely via mass transport and contact transfer. In continuum mechanics, the ﬁrst
one comprises the so-called convective and diﬀusive ﬂuxes, while the last one is
often associated to conductive ﬂuxes [132, 209]. In particular, for the case of linear
momentum, its corresponding non-convective inﬂux is known as stress.
From the above arguments, one concludes that the stress in a granular medium
should consist of at least two parts, one due to contact forces (called contact stress)
and another one due to “free ﬂight” diﬀusive motion (named diﬀusive or streaming
stress). Explicit expressions for these two contributions have been suggested in the
literature as follows.
Streaming stress: Some authors (e.g. [64–66]) have suggested an interpretation of
the (auto-)diﬀusive velocity of the g-th grain, viz.
Cg = vg − v , (2.15)
as a kind of “ﬂuctuation” of the grain velocity vg with respect to the macroscale
motion v, so as to propose a gross analogy of the streaming stress in granular
materials with the Reynolds stress of turbulence theory [300], which is given by
−	
〈
C˜⊗C˜
〉
, (2.16)
4Clearly, the representative time interval (or even better, representative elementary time (ret) [30]) is a
temporal counterpart of the representative elementary volume (rev) introduced in Sect. 1.3. Consequently,
it might be regarded as a “macroscale time instant”, being thence subjected to restrictions equivalent to
those discussed in Sects. 1.3 and 1.4.
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where C˜ is a (real) velocity ﬂuctuation, while the angular brackets 〈·〉 denote
time average. Furthermore, kinetic theories of granular ﬂow [234, 286] have also
given support to expressions somewhat analogous to (2.16), in which this term
is named kinetic part of stress and the angular brackets have the meaning of
an ensemble average in the space of velocities. Consequently, for the particular
case of the monodisperse aggregate of spheres considered in Sect. 2.1, one would
conjecture a streaming stress of the form5
−	

 1
NR
NR∑
g=1
Cg⊗Cg

 , (2.17)
where the term within round brackets represents an arithmetic averaging over
NR grains (cf. (2.1)).
Contact stress: On the authority of Love [281], the deﬁnition of contact stress in
an aggregate can be traced back to the work of Cauchy, in the ﬁrst half of the
19th century. Since then, it has become well established in the literature that the
contact stress in a region R of the granular medium is equal to the average of
the contact stresses in the enclosed grains [76, 105, 233, 258, 259]. Accordingly, the
contact stress in the particular monodisperse aggregate of spheres under study
is expected to be given by the arithmetic mean
1
NR
NR∑
g=1
tg , with tg =
a
V g
Kg∑
k=1
F gk⊗kgk , (2.18)
where tg and Kg are respectively the granular stress and the number of contacts
in the g-th grain (of radius a), kgk is the unit branch vector pointing from the
center of mass of the g-th grain to its k-th contact point, F gk is the force acting
on the k-th contact of grain g, and V g is the grain volume, deﬁned in (2.14).
Equation (2.18)2 – or a symmetrized version of it – has been derived via heuristic
and/or statistical arguments (sometimes combined with the principle of virtual
work) [27, 76, 105, 302, 358] and can be interpreted as follows: F gk/ V g represents
a density of impulse rate, i.e. the amount of linear momentum (per unit volume)
transferred per unit time along a distance a from the k-th contact to the center
of mass of the g-th grain.
Consequently, the combination of (2.17) and (2.18) yields the homogenized stress
for the example of an aggregate of identical spheres6
t(x, t) =
1
NR
NR∑
g=1
(
a
V g
Kg∑
k=1
F gk⊗kgk
)
− 	

 1
NR
NR∑
g=1
Cg⊗Cg

 . (2.19)
5In view of the remarks presented at the beginning of this section, time averaging is omitted for brevity.
6Instead of the double sum in the ﬁrst term of (2.19), some authors have used a single sum over all
contact points within the region R or on its boundary. The equivalence between all these expressions has
been demonstrated by La¨tzel et al. [258].
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Now, the experience acquired through the generic deﬁnitions (1.1), (1.3), (1.7),
(2.4) and (2.10) provides motivation to propose a generalization also of the results
(2.17)–(2.19). In order to achieve this, however, it will be necessary to invoke in
advance some important concepts which are going to be presented in detail only
later on. In particular, recalling that t is a non-convective ﬂux, it follows that this
quantity should be compatible with the generic deﬁnition of non-convective ﬂux
(3.15) – which will be exhaustively discussed in Sect. 3.2 – allowing one to put
forward the following general deﬁnition of homogenized stress:
t(x, t) =
1
VR
∫
R
(tD − γDvD⊗CD) d3r , (2.20)
where γD and vD are the distributions of true mass density and translational velocity,
respectively, already deﬁned in (1.7) and (2.4). Further, tD is the conductive stress
distribution within the region R, while
CD(r, t) = νD (vD − v) (2.21)
denotes the relative (also diﬀusive) velocity distribution.
Hence, (2.20) states that linear momentum can be transmitted not only by con-
duction (via tD), but also by diﬀusion, in which an amount γDvD of linear momentum
is transported through the medium at relative velocity CD. Finally, because of (1.7),
(2.4) and (2.21), it is straightforward to verify the helpful identities∫
R
γDCD d
3r = 0 , and
∫
R
γDvD⊗CD d3r =
∫
R
γDCD⊗CD d3r , (2.22)
which can be used to eliminate vD from (2.20), establishing so the symmetry of the
streaming stress.
There remains to prove that (2.19) can indeed be derived as a particular case
of (2.20). Eﬀectively, for a dry granular medium one can without loss of generality
decompose the integrand of (2.20) into individual granular contributions (cf. (2.11)–
(2.13))
tD − γDCD⊗CD =
NR∑
g=1
(
tgD − γgDCgD⊗CgD
)
, (2.23)
in such a way that the granular distributions tgD, γ
g
D and C
g
D = ν
g
D (v
g
D − v) all vanish
everywhere outside the g-th grain. Insertion of (2.23) into (2.20) leads then to
t(x, t) =
1
VR
∫
R
NR∑
g=1
(
tgD − γgDCgD⊗CgD
)
d3r , (2.24)
which after interchange of the order of summation and integration yields (with the
aid of (1.6), (1.7) and 	g = γg = γ)
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t(x, t) =
1
NR
NR∑
g=1
tg − 	

 1
NR
NR∑
g=1
Cg⊗Cg

 . (2.25)
The granular stress tg is now given by
tg =
1
V g
∫
R
(
tgD − γgDCgD ⊗CgD
)
d3r , (2.26)
with V g deﬁned as in (2.14) and C
g
D denoting the relative velocity of an interior
point of the g-th grain with respect to the velocity of its center of mass, i.e.,
C
g
D = ν
g
D
(
vgD − vg
)
= νgD
(
CgD −Cg
)
. (2.27)
At this moment, it is important to behold the reﬁned meaning of the second
integral on the right-hand side of (2.26): it describes diﬀusive eﬀects occurring inside
the grain, usually arising from deformation. Consequently, this term should vanish
for the case of rigid spheres considered here7. Besides that, it should be emphasized
that only the part Gg ⊂ R which is momentarily occupied by the g-grain plays a role
in the integral (2.26). Ergo, provided that (by deﬁnition) the g-th granule can only
be speciﬁed when the instantaneous position of its center of mass rg is known, the
r-dependence of tgD can be re-expressed in terms of the relative position l
g introduced
in (2.13), in such a way that, by performing a simple change of variables r → lg,
(2.26) reduces to
tg =
1
V g
∫
Gg
tgD d
3l , (2.28)
which is nothing else than an average of the intragranular stress distribution tgD,
performed only over the volume of the g-th grain, and with respect to a local reference
frame centered on rg, in such a manner that positions are now described by lg
(d3l represents its respective volume element).
Keeping these concepts in mind – in particular the fact that lg is temporarily
playing the role of position vector, so that grad = ∂/∂lg – it is possible to solve the
integral (2.28) with the aid of the identity
grad lg =
∂lg
∂lg
= 1 , (2.29)
which implies
(tgD)
T
= (grad lg) (tgD)
T
= div (lg⊗ tgD)− lg⊗ div tgD . (2.30)
Insertion of (2.30) into (2.28) leads to
7There are many ways of proving that the second integral of (2.26) really vanishes for rigid grains.
The most simple is by recognizing that its integrand is independent of the frame of reference (since mass
density and relative velocity are invariant quantities). Thence, one can choose a suitable reference frame
which moves and rotates with the grain, in such a way that C
g
D vanishes identically whenever the motion
is rigid.
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(tg)T =
1
V g
∮
∂Gg
(lg⊗ tgD) e d2l −
1
V g
∫
Gg
lg⊗ div tgD d3l , (2.31)
where Gauss’ theorem has been applied to transform the ﬁrst term of (2.31) into
a closed surface integral, with d2l denoting a surface element and e its respective
normal vector (pointing outwards the surface). For rigid grains, the stress ﬁeld within
the granule may be assumed uniform, implying that div tgD = 0 in all points within
the grain, so that the volume integral on the right-hand side of (2.31) must vanish.
Under such circumstances, one obtains
tg =
1
V g
∮
∂Gg
(tgDe)⊗ lg d2l . (2.32)
The term tgDe represents a stress vector ﬁeld, acting on the K
g contact points
lg = akgk (k = 1, 2, . . . , Kg) lying on the surface ∂Gg of the g-th grain. Assuming
for simplicity that such contacts have inﬁnitesimal surface areas (δ2l)k over which
the applied stress is uniform, one can ﬁnally transform (2.32) into the sum
tg =
a
V g
Kg∑
k=1
F gk⊗kgk , (2.33)
where F gk = (tgDe)(δ2l)k is the force acting on the k-th contact of the g-th grain.
Thus, by combining (2.33) with (2.25), the particular relation (2.19) is recovered.
2.3 Torque & couple stress
After a short inspection of (2.25) and (2.33), it can be observed that the stress
tensor in a granular medium may generally not be symmetric, due to the presence of
the granular stress (2.33). In earlier works [27, 76, 105, 302, 358], some authors have
imposed additional assumptions on their models in order to ensure the symmetry of
the stress tensor, like e.g. that the forces and couples acting on every grain should
always be separately equilibrated, restricting so the validity (2.25) to static situations
(and “quasi-static” approximations) in which (2.33) can be symmetrized8.
In contrast, the derivation presented in Sect. 2.2 does not invoke any restrictive
symmetry condition or equilibrium assumption, therefore allowing (2.25) to hold in
all regimes, from static to instationary dynamic processes. Actually, on account of the
fact that all averages in Sect. 2.2 represent instantaneous“snapshots”of the medium,
the distinction between a static contact and a sudden collision is just a matter of
duration of the force F gk (which might be sometimes advantageously interpreted as
an impulse rate) and the chosen temporal averaging strategy.
8A simpler manner of securing the symmetry of (2.25) would be by assuming that the surface of the
spheres is absolutely smooth, so that only normal forces could act on the grains, i.e., F gk × kgk = 0. This
hypothesis however is physically unreasonable, because it would imply the vanishing of the internal angle of
friction – a fundamental property of granular materials, which is responsible e.g. for the stability of arches
and sandpiles.
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The skew-symmetric part of the stress tensor gives rise to a torque, denoted by
the axial vector of stress ϑ, whose Cartesian components read
ϑi =
1
2
ijktkj , (2.34)
where ijk denotes the (Levi-Civita) permutation symbol. Accordingly, for the parti-
cular example of the already mentioned aggregate of spheres, it follows from (2.25)
and (2.33) that
ϑ = −1
2

 1
NR
NR∑
g=1
(
a
V g
Kg∑
k=1
F gk × kgk
) . (2.35)
Equation (2.35) clearly indicates that the torque ϑ acts as a volume source (in
fact most commonly a volume sink) of spin. But then comes the question to mind:
if a material possesses and produces spin, should it not be capable of transmitting
spin as well? One is inevitably tempted to conjecture also about some mechanism
of conduction, which could spread spin out; a kind of rotational counterpart to
Cauchy stress. Hence, following the motto “when we start to generalize, it is hard
to know when to stop” (Truesdell [406], p. 24), one can introduce the concept of a
non-convective ﬂux of spin, which has been named couple stress, or more speciﬁcal-
ly, Voigt couple stress9. Continua which possess spin, torque and couple stress are
generally called Cosserat media [79, 409].
The interest for torques and couple stresses in granular materials is something
relatively recent, and is mainly motivated (but not solely) by the modeling of shear
bands as Cosserat continua [64, 65, 98, 117, 233, 259, 314, 329]. In general, the argu-
ments leading to explicit forms of the average couple stress in an aggregate are
essentially the same as for the case of stress (see Sect. 2.2). Nevertheless, owing to
the special interest on localization phenomena (shear bands), almost all authors ha-
ve restricted their attention only to the contact contribution to couple stress, which
(by analogy with (2.18)) has the form
1
NR
NR∑
g=1
mg , with mg =
a2
V g
Kg∑
k=1
(
F gk × kgk)⊗kgk , (2.36)
where mg stands for the granular couple stress, while the meaning of the remaining
quantities is the same as in Sects. 2.1 and 2.2 Notwithstanding, Campbell [64, 65] has
suggested also an expression for the streaming part of couple stress which is concep-
tually similar to the streaming stress (2.17), which implies the following arithmetic
average for the particular aggregate of spheres under consideration:
−	R2

 1
NR
NR∑
g=1
Sg⊗Cg

 . (2.37)
9The association of Voigt’s name to the concept of couple stress has actually two reasons. The ﬁrst
is that he was possibly its introducer, or at least one of its main disseminators [416, 417]. The second is
that this association will be helpful to distinguish this standard concept of couple stress from other less
orthodox correlates, which will be introduced later on.
28 2. Stresses and Couple Stresses in Granular Media
In the equations above, R = a
√
2/5 denotes the radius of gyration of a sphere (of
radius a, see text below (2.7)) and Sg represents the relative spin velocity (compare
with (2.6)–(2.9))
Sg = sg − s . (2.38)
Combining (2.36) and (2.37), there arises thence the homogenized couple stress
of the aggregate (for the deﬁnitions of the involved quantities, see (2.15)–(2.18))
m(x, t) =
1
NR
NR∑
g=1
[
a2
V g
Kg∑
k=1
(
F gk × kgk)⊗kgk
]
− 	R2

 1
NR
NR∑
g=1
Sg⊗Cg

 . (2.39)
Equation (2.39) can be interpreted as follows: in the ﬁrst term, the quantity(
F gk × kgk) a/V g represents an angular impulse rate, i.e., the amount of spin (per
unit volume) transferred per unit time along a distance a from the k-th contact to
the center of mass of the g-th grain. On the other hand, the second term is associated
to the transport of relative spin 	R2Sg, which diﬀuses at velocity Cg.
To conclude the set of general deﬁnitions of homogenized ﬁelds in granular media,
which already include (1.1), (1.3), (1.7), (2.4), (2.10) and (2.20), it is now appropriate
to issue the following general deﬁnition of homogenized couple stress
m(x, t) =
1
VR
∫
R
(mD − γDσD⊗CD) d3r , (2.40)
which (as in the former case of stress) is based on the universal deﬁnition of non-
convective ﬂux (3.15). In (2.40),mD denotes the conductive couple stress distribution,
while the other ﬁelds have been described in (1.7), (2.10) and (2.21).
The proof that (2.39) is a particularization of (2.40) follows the same lines as in
the case of the Cauchy stress (see (2.20)–(2.33)). Firstly, the relative spin distribution
is introduced (cf. (2.10))
ΣD = νD (σD − σ) , (2.41)
enabling one to derive the identities∫
R
γDΣD d
3r = 0 , and
∫
R
γDσD⊗CD d3r =
∫
R
γDΣD⊗CD d3r . (2.42)
Then, the integrand of (2.40) is decomposed into individual granular contributions
mgD, γ
g
D , C
g
D and Σ
g
D = ν
g
D (σ
g
D − σ), which vanish outside their ascribed grains (cf.
(2.24)), leading to
m(x, t) =
1
VR
∫
R
NR∑
g=1
(
mgD − γgDΣgD⊗CgD
)
d3r . (2.43)
After interchange of the order of summation and integration in (2.43), one obtains
(with the aid of (1.6), (1.7), 	g = γg = γ and Σg = R2Sg)
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m(x, t) =
1
NR
NR∑
g=1
mg − 	R2

 1
NR
NR∑
g=1
Sg⊗Cg

 . (2.44)
The granular couple stress mg is now given by (compare with (2.26))
mg =
1
V g
∫
R
(
mgD − γgDΣgD ⊗CgD
)
d3r , (2.45)
with Σ
g
D denoting the relative spin of an interior point of the g-th grain with respect
to its own spin, i.e.,
Σ
g
D = ν
g
D
(
σgD − σg
)
= νgD
(
ΣgD −Σg
)
. (2.46)
Of course, for rigid grains it immediately follows that Σ
g
D = 0 and thence, using
similar arguments as in the case of the stress (see (2.26)–(2.28)), the expression
(2.45) reduces to
mg =
1
V g
∫
Gg
mgD d
3l . (2.47)
Guided by the same reasoning as in (2.29)–(2.32), (with an appropriate substitution
of tgD by m
g
D) one can rewrite (2.47) as
mg =
1
V g
∮
∂Gg
(mgDe)⊗ lg d2l . (2.48)
The termmgDe represents a couple stress vector ﬁeld, acting on the K
g contact points
lg = akgk (k = 1, 2, . . . , Kg) lying on the surface ∂Gg of the g-th grain. In principle,
one could think of two fundamental types of couple stress vectors: those which are
parallel and orthogonal, respectively, to the contact surface normal vector e. For soft,
deformable grains, both types may be eﬀective in the transmission of spin from one
granule to another, because the contact surface area is reasonably large. In contrast,
for hard spheres, in which the contacts have inﬁnitesimal surface areas (δ2l)k, only
the components of the couple stress vectors lying on the plane of contact may play
a signiﬁcant role in the spin transmission, since couple stress vectors in the normal
direction should depend strongly on the size of the contact surface, which is in this
case negligibly small. Therefore, assuming for simplicity that the applied couple
stress is uniform over the contacts, one can ﬁnally transform (2.32) into the sum
mg =
a2
V g
Kg∑
k=1
(
F gk × kgk)⊗kgk , (2.49)
where F gk × kgk = (mgDe)(δ2l)k represents the couple acting on the k-th contact of
the g-th grain. Thus, by combining (2.49) with (2.44), the particular relation (2.39)
is recovered.

3. Chemically Reacting Mixtures of Polar
Continua
Chemistry is that branch of natural philosophy in which
the greatest improvements have been and may be made: it
is on that account that I have made it my peculiar study;
but at the same time I have not neglected the other
branches of science. A man would make but a very sorry
chemist if he attended to that department of human
knowledge alone. If your wish is to become really a man of
science, and not merely a petty experimentalist, I should
advise you to apply to every branch of natural philosophy,
including mathematics.
Mary Shelley (character: M. Waldman), [378] pp. 41–42
The theory of polar media has its origins in the work of Euge`ne Maurice Pierre
Cosserat and his brother Franc¸ois [79], who introduced what is nowadays known as
the Cosserat medium, which can be roughly envisaged as a region of space ﬁlled with
triads of vectors1. For polar media, such vector triads are assumed rigid and, whereas
their orientations are unimportant, their rotational motion gives rise to an additional
dynamic ﬁeld of intrinsic angular momentum called spin. While the theory of single
component polar media is ﬁrmly established [15, 80–82, 87, 125, 133, 268], only very
seldom have polar mixtures been object of study. This Chapter sets forth the state
of art of this subject.
3.1 Synopsis and fundamentals
1In spite of the countless references to the treatise of Cosserat brothers [79], just few experts actually
read it, owing to its cumbersome notation. A reperusal of their work in the light of a modern mathematical
language is oﬀered by Badur & Stumpf [21]. See also the presentation by Truesdell & Toupin [409].
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With these words Robert Boyle closes his celebrated work The Sceptical Chymist [53],
which through its critics to spagyrists and peripatetics has established forth a new
way of thinking chemistry towards the end of the 17th century. The scepticism of
Boyle was basically in relation to the ancient attempts to identify the fundamental
chemical elements by pure reasoning. Instead, he defended during his whole life the
necessity of experiments for judicious scientiﬁc investigations.
Boyle’s appeals were decades later personiﬁed in another scientist, who recognized
since the very beginning of his scientiﬁc career the value of accurate measurements:
his name was Antoine Laurent Lavoisier. Among Lavoisier’s legacies (see e.g. [13]),
the most consequential is with no doubts the statement that mass is never created or
destroyed, but is merely shifted from one substance to another, a statement nowadays
known as the law of conservation of mass – one of the cornerstones of modern
continuum theory, as will be shown later on.
From the viewpoint of phenomenological–continuum approaches, the origins of
the modern theory of mixtures are habitually traced back to Adolf Fick [138], who
proposed in 1855 his celebrated laws of diﬀusion. He seems also to have been one
of the ﬁrst authors who formally envisaged a binary mixture as a superposition of
continua – the same basic picture adopted in contemporary approaches to mixed
continuous media. Fick’s laws have been generalized in a early continuum theory
of mixtures by Jozef Stefan [390]. Further attempts at more comprehensive theories
of mixtures have been given by Pierre Duhem, Osborne Reynolds and Erwin Lohr,
among others (see [409]). In particular, a system of balance equations for mixtures
encompassing also chemical reactions and electromagnetic eﬀects has been proposed
in 1911 by Gustav Andreas J. Jaumann [230].
The modern program of the continuum thermodynamics of chemical mixtures ef-
fectively started during the Second World War with a paper by Eckart [115], in which
he introduces the so-called thermodynamics of irreversible processes. This approach
was later improved by Meixner, Onsager, Prigogine, Mazur and de Groot, among
others (see [93, 209, 356, 409]), but it was soon overcome by the current rational
thermodynamics. As a matter of fact, the ultimate forms of the balance equations of
mass, linear momentum and energy for a mixture without microstructure – proposed
within the frames of rational thermodynamics – are due to Truesdell [405]. Later,
these equations have been generalized by Kelly [240], who added electromagnetic
eﬀects and introduced a master balance equation for the constituents, from which
individual balance equations could be derived. Furthermore, he considered also the
occurrence of spins and couple stresses, but unfortunately solely in supplementary
balance equations for the angular momenta of the constituents: the kinetic energies
of spins and powers of couple stresses have been left subsumed into the deﬁnitions
of constituent internal energy and heat ﬂux, respectively.
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In spite of the eﬀorts to achieve an utter thermodynamic theory of (structureless)
mixtures, capable of generating sounding constitutive models [50, 124, 178], it was
only with the work of Mu¨ller [315] that this objective was ﬁnally attained (see
also [316]; a historical survey is available in [14]). On the other hand, attempts to
construct general theories of mixtures which fully account for microstructural eﬀects
of polar media (i.e., in both, spin and energy balance equations) have been proposed
by Allen & Kline [7] and Twiss & Eringen [411] – both suﬀering, nevertheless, from
sensible deﬁciencies, as recently pointed out by Faria & Hutter [132]. The approach
to mixtures of polar media discussed in the present Chapter follows the scheme
discussed in this last cited work2.
Eﬀectively, following the assertion of Truesdell [407], the continuum theory of
mixtures will be regarded here so as to describe the phenomena of diﬀusion, dis-
sociation, combination, transformation and interaction of the constituents in their
broadest sense. Mathematically, a mixture is deﬁned as a superposition of N conti-
nuous bodies Bα (α = 1, 2, . . . , N), all able to occupy simultaneously the same region
of space. Consequently, in order to refer to any particle of some constituent of this
continuum, at a given time t, it is necessary to identify not only the current position
xi of the respective particle, but also its constituent label α. Accordingly, the mass
density of the component α at the position xi and time t is given by 	
α(xi, t), while
the mass density of the mixture 	(xi, t) is deﬁned by
	 =
N∑
α=1
	α . (3.1)
Its translational velocity ﬁeld is vi(xj , t), and it can be readily computed from the
velocities vαi (xj , t) assigned to the distinct chemical constituents α = 1, 2, . . . , N by
recalling the additivity of mass and linear momentum, viz.
vi =
1
	
N∑
α=1
	αvαi . (3.2)
Hence, vi(xj , t) is the barycentric velocity of the mixture. Moreover, it follows that
the relative (diﬀusive) velocity of the constituent α reads
Cαi = v
α
i − vi . (3.3)
3.2 Convective, diﬀusive and conductive ﬂuxes
Of great signiﬁcance is the recognition of the diﬀerent types of ﬂuxes in a heteroge-
neous continuum. For an easier understanding, this will be done heuristically in this
section.
2Condiﬀ & Brenner [78] and Dunwoody [109] have also put forward alternative theories of microstruc-
tured mixtures, but in somewhat diﬀerent contexts. Owing to their peculiarities, these theories will be
considered in Chaps. 4 and 6.
34 3. Chemically Reacting Mixtures of Polar Continua
LetW denote a (piecewise) smooth oriented surface moving with velocity vWi (xj , t)
within a region V ⊂ B. In the simplest instance, when all thermodynamic ﬁelds are
continuous through the surface, the mass ﬂux across W, for any particular chemical
constituent α, can be easily derived from the expressions
Jα(W, t) =
∫
W
jαi e
W
i d
2x , (3.4)
where eWi denotes the unit vector normal to W and
jαi (xj , t ; v
W
k ) = 	
α
(
vαi − vWi
)
(3.5)
is the mass ﬂux density for the chemical constituent α. Hence, besides xi and t, the
ﬂux jαi depends also on the parameters v
W
k , which specify the motion of the surface
W. Concerning this, there are two particular choices of vWi which deserve special
interest:
a) vWi = 0 the surface is at rest and the ﬂux is called convective
3. Equation (3.5)
reads then jαi (xj, t ; 0) = 	
αvαi .
b) vWi = vi the surface accompanies the (barycentric) motion of the mixture, and it
is in this sense called a material surface. Equation (3.5) reduces in this
case to jαi (xj , t) = 	
αCαi and the ﬂux is called diﬀusive.
In particular, when Situation (b) is considered with Cαi = 0 (∀ α), then there is no
mass ﬂux at all andW is called an impermeable or material wall. Of course, for single
media – where no diﬀusion takes place – any material surface is also a material wall
(a typical example is the boundary of a solid). Additionally, one could also choose
vWi equal to the velocity of some chemical constituents, allowing so a selective ﬂux
of species. Such a moving surface is called a semi-permeable wall.
The results above can be easily extended to compute the ﬂux of any additive
property A besides mass, be it scalar, vector or tensor valued, provided one reco-
gnizes that transfers without net mass transport across the surface can also occur,
viz. through conductive ﬂuxes. Eﬀectively, the ﬂux of A acrossW, for any particular
constituent α, can be calculated from
Fα(W, t) =
∫
W
(qαi + f
α
i ) e
W
i d
2x , (3.6)
where
f αi (xj , t; v
W
k ) = 	
αaα (vαi − vWi ) . (3.7)
In (3.6) and (3.7), 	αaα denotes the density ﬁeld of Aα, while qαi is its correspondent
conductive ﬂux density4. Of course, the expression for the mass ﬂux (3.4) may be
3Of course, the concept of “convective ﬂux” is to some extent ﬂexible. For instance, with respect to the
moving surface W, it could be said that the mass ﬂux density jαi is invariably convective. Nevertheless,
in this chapter convection will be always considered in connection with the motion of the medium with
respect to a “ﬁxed” observer (reference frame).
4The sense of “density” attributed to qαi is important in order to distinguish it from F
α. In the
literature, however, it is common to call qαi simply “ﬂux”, for brevity. This abridgement will be adopted
also here, except when the distinction between qαi and F
α requires the contrary.
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recovered by simply setting aα = 1 in (3.7) and qαi = 0 in (3.6) (the latter arising
from the fact that mass transfer without mass transport is something nonsensical).
Moreover, as to the relation (3.7), the deﬁnitions presented in Situations (a) and (b)
remain valid. In particular, Situation (b) is of conspicuous interest, since diﬀusion is
a fundamental feature of any mixture, deserving therefore special attention.
Basing on this reasoning, it seems appropriate to concentrate attention, until the
end of this Section, exclusively on the case in which the already introduced surface
W is a material surface. In such an instance, there follows from (3.6) and (3.7) that
the ﬂux of the additive quantity Aα is given by
Fα(W, t) =
∫
W
(qαi + 	
αaαCαi ) e
W
i d
2x , (3.8)
being clearly composed of conductive (qαi ) and diﬀusive (	
αaαCαi ) parts. Physically,
the ﬂux Fα deﬁnes the amount of Aα which is transferred across the surface W
per unit time. Now, as far as the constituent quantity Aα is additive, the mixture
quantity A should be given by the sum, over all α, of Aα. Accordingly, the mixture
ﬂux F should then be given by
F =
N∑
α=1
Fα =
N∑
α=1
∫
W
(qαi + 	
αaαCαi ) e
W
i d
2x
=
∫
W
N∑
α=1
(qαi + 	
αaαCαi ) e
W
i d
2x
=
∫
W
q ieWi d
2x , (3.9)
where
q i =
N∑
α=1
(qαi + 	
αaαCαi ) (3.10)
deﬁnes the conducive ﬂux density of the mixture quantity A. Indeed, by setting
aα = 1 and qαi = 0 in (3.10), there follows from (3.2) that q i = 0, as should be for
a conductive ﬂux5. Finally, recalling the additivity of Aα, one can deﬁne
Dα = aα − a where a = 1
	
N∑
α=1
	αaα , (3.11)
enabling one to rewrite (3.10) as
q i =
N∑
α=1
(qαi + 	
αDαCαi ) . (3.12)
5Evidently, since diﬀusion is deﬁned with respect to the mixture motion, there is no logic in speaking
about a “mixture diﬀusive ﬂux”.
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It must be emphasized that the deﬁnition (3.10) (or alternatively (3.12)) is quite
comprehensive, being valid for any additive property A, provided that (3.11) holds.
In this sense, it is called the generic deﬁnition of conductive ﬂux density in a mixture.
Further, A might be a tensor of any rank: if e.g. it has rank two (say), then its density
is denoted by 	ajk and its conductive ﬂux density by qijk.
The whole discussion on ﬂuxes carried on up to now has been based on the funda-
mental assumption that all constituents of the mixture may occupy simultaneously
the same region of space – a kind of metaphorical superposition of matter. Howe-
ver, in some situations (e.g. in heterogeneous or immiscible mixtures) it might be
advantageous to get more insight into the structure of the mixture by relaxing such
a metaphor of interpenetrating matter. This can be accomplished by assuming that
a material point (i.e., a particle of the mixture) is in fact not a geometrical point,
but rather a very small representative elementary volume (rev) of the mixture (cf.
Sect. 1.2). Eﬀectively, let the mentioned rev occupy a region R of space, which
has volume VR and is momentarily embedded within the mixture. If the fraction of
VR which is instantaneously occupied by the constituent α is V
α
R /VR , then one can
introduce the deﬁnitions
γα =
VR
V αR
	α , and Qαi =
VR
V αR
qαi . (3.13)
The ﬁrst expression is called the true mass density of constituent α (cf. Sect. 1.3),
while the second one can be interpreted as the conductive ﬂux of the true density of
Aα, viz. γαaα. Inserting these deﬁnitions into (3.10), one derives
q i =
1
VR
N∑
α=1
(
Qαi + γ
αaαCαi
)
V αR . (3.14)
Whereas (3.14) is instructive by itself, its real potential is revealed when the
number (and/or character) of constituents in a mixture is beforehand unknown. In
this case, one might divide the region R in a huge number of microscopic cells, and
consider each of them as ﬁlled with a distinct hypothetical chemical constituent.
Since the precision of this description depends on the niceties of this lattice of cells,
it would be preferable to make them inﬁnitesimally small, each one located at a
microscopic point ri within the rev. Consequently, in the limit of inﬁnitesimal cells,
V αR becomes a microscopic volume element d
3r, while the number of constituents N
increases dramatically. But since every cell is now related to an individual consti-
tuent of the mixture, it follows that constituents may be identiﬁed by the cellular
microscopic position ri, instead of the label α, in such a way that the ﬁelds Qαi ,
γα, aα and Cαi (all functions of xj and t) transform into the distributions Q Di, γD,
a D and CDi (all functions of xj , t and rk). Under such conditions, the sum (3.14)
becomes an integral over all cells of the form
q i =
1
VR
∫
R
(Q Di + γDa DCDi) d3r . (3.15)
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This is the version of the generic deﬁnition of ﬂux density which is employed in the
homogenization of stresses and couple stresses discussed in Chap. 2. Evidently, for
known distribution of chemical constituents, (3.15) reduces to (3.14), which in turn
is equivalent to (3.10).
3.3 Master balance equations and jump conditions
In continuum theory, ﬁelds are assumed to be smooth almost everywhere. By“almost
everywhere” it is meant that a ﬁnite number of point, line and surface singularities
(usually involving discontinuity jumps in the values of some ﬁelds) are permitted
within the medium. Points of a medium in which no singularities arise are called
regular, and singular otherwise.
Regular points. Consider a region V ⊂ R 3 ﬁxed in space, with piecewise smooth
boundary ∂V. Assume also that, for the time interval of interest, V ⊆ B. As far
as the region V is ﬁxed in R 3, it follows that its boundary is at rest, and that mass
ﬂuxes across ∂V are convective (Situation (a), Sect. 3.2).
If there are no singularities in V, all points within that region are regular, and
the standard axiom of balance for a regular region applies, asserting that the time
rate of an arbitrary additive property in V is balanced by its production inside the
region and supplies from outside [290, 317]. Moreover, depending on their causes,
such supplies can be classiﬁed as ﬂuxes from the neighborhood across the bounda-
ries of V, or volume interactions with external sources (e.g., due to gravitational
and electromagnetic ﬁelds). Thence, from the arguments above and the results of
Sect. 3.2, one can write for every constituent α of the mixture the following global
master balance equation (for regions without singularities)∫
V
∂	αaα
∂t
d3x
︸ ︷︷ ︸
dAα/dt
=
∫
V
	αpα d3x
︸ ︷︷ ︸
production
−
∫
∂V
(qαi + 	
αaαvαi ) e
V
i d
2x
︸ ︷︷ ︸
conductive & convective flux Fα
+
∫
V
	αsα d3x
︸ ︷︷ ︸
volume supply
, (3.16)
where use was made of the fact that V is ﬁxed in space and free of singularities,
which implies the identities (cf. (3.6) and (3.7))
d
dt
Aα(t) =
d
dt
∫
V
	αaα d3x =
∫
V
∂
∂t
(	αaα) d3x , f αi = 	
αaαvαi . (3.17)
In (3.16) and (3.17), 	αaα is the density ﬁeld of the arbitrary additive quantity
Aα and the speciﬁc quantities pα and sα denote its production and volume supply,
respectively, while qαi is its conductive ﬂux density. Moreover, e
V
i denotes the unit
vector normal to ∂V. Finally, from Gauss’ theorem [1]∫
∂V
(qαi + 	
αaαvαi ) e
V
i d
2x =
∫
V
∂
∂xi
(qαi + 	
αaαvαi ) d
3x , (3.18)
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and thence, since the region V is arbitrary and the integrands are smooth, there
follows from (3.16)–(3.18) the local master balance equation
∂	αaα
∂t
+
∂
∂xi
(	αaαvαi + q
α
i ) = 	
αpα + 	αsα . (3.19)
Singular points. Up to now, only surfaces in B which do not aﬀect the continuity of
the thermodynamic ﬁelds within the body have been considered. Notwithstanding,
most natural surfaces generate ﬁeld disturbances, often in the form of jump discon-
tinuities. Examples include boundaries of any type, shock and acceleration waves,
etc., which are all collectively named singular surfaces. In such cases, the analysis
of ﬂuxes presented in Sect. 3.2 must be revised by relaxing the continuity condition,
i.e., by assuming that all thermodynamic ﬁelds are smooth on both sides of W but
they can suﬀer jump discontinuities across it. In this situation, the singular surface
W divides V in two subregions, viz. V+ and V−, with eWi pointing into V+ (Fig. 3.1).
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Fig. 3.1. Two-dimensional sketch of the region V, which is divided
by a moving singular surface W (dashed line) in two parts, viz. V−
and V+. The unit vector eWi , normal to the moving surface, is also shown.
For any ﬁeld U, the limits U+ and U− taken from each side of W are not neces-
sarily the same, and their diﬀerence[[
U
]]
= U+ − U− , (3.20)
which is a smooth ﬁeld on W by assumption, deﬁnes the jump of U across the
singular surface. Consequently, in order to have a balance between the total inﬂux
and outﬂux of the additive quantity A in W, one must admit the possibility that
the singular surface acts as a source (or sink) of A. Hence, from (3.6) and (3.20)
follows [[
Fα
]]
=
∫
W
[[
qαi + f
α
i
]]
eWi d
2x =
∫
W
(bα + zα) d2x, (3.21)
where the surface densities of balance bα and of external supply zα are both deﬁned
as smooth functions on W. Finally, from the assumed smoothness of the integrands
appearing in (3.21), it can be concluded that, at each point of the singular surface,
the master jump conditions[[
qαi + 	
αaα (vαi − vWi )
]]
eWi = b
α + zα (3.22)
must hold.
It could also be shown (see for instance [221, 317]) that the surface density of ba-
lance bα stems from a combination of topographic and material properties intrinsic
to the singular surface, including curvature, surface stresses and ﬂuxes. Nevertheless,
such details go beyond the scope and necessities of this work. Indeed, it is suﬃcient to
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remark here that, when the singular surface possesses intrinsic properties (allowing
so bα = 0 and zα = 0), it is sometimes called a thin shell or membrane.
For completeness, we write down also the global master balance equation for a
region enclosing a moving singular surface, viz.∫
V
∂	αaα
∂t
d3x −
∫
W
[[
	αaα
]]
vWi e
W
i d
2x
=
∫
V
(	αpα + 	αsα) d3x −
∫
∂V
(qαi + 	
αaαvαi ) e
V
i d
2x +
∫
W
(bα + zα) d2x . (3.23)
The last integral in (3.23) introduces two obvious accretions to (3.16) due to the
intrinsic properties of the singular surface W discussed above. They represent ad-
ditional production and external supply terms, respectively. The second integral on
the left-hand side of (3.23) is the appropriate correction of (3.17) when the region
V is swept by a moving singular surface. Roughly, it is generated by the progres-
sive swallowing of the frontal region V+ by the singular surface, which extracts an
amount [[ 	αaα ]] from the respective ﬁeld, releasing the rest in the rear region V−.
In other words, the time rate of the quantity Aα depends, in this case, also on the
product of its jump across W with the volume swept by the singular surface per
unit time. Of course, it is easy to infer from standard arguments [221, 290, 317] that
(3.23) includes (3.16), (3.19), (3.21) and (3.22) as particular cases.
3.4 Constituent balance equations for polar media
One of the simplest conceivable types of microstructured continua is undoubtedly
the polar medium. This is a suitable particularization of the theory of Cosserat con-
tinua, and is obtained through the assumption that microstructural eﬀects manifest
themselves solely via spin. Evidently, the monodisperse aggregate of spherical gra-
nules considered in Chap. 2 is a particular example of polar medium. What makes
the theory of polar media specially tractable is the fact that spin has well known
features and a deﬁnite balance equation, both derived from the general properties
of angular momenta.
On the other hand, the substructure of usual chemical mixtures is characterized
by the concept of superposing continua, discussed in Sect. 3.1. This yields in principle
an increase of the number of ﬁelds describing mass, energy and motion by a factor
N , where N denotes the number of constituents in the mixture.
By combining the above statements, one concludes that thermodynamic processes
involving motion with mass and energy exchanges in chemical mixtures of polar
media should be essentially characterized by the knowledge of N constituent ﬁelds
of (α = 1, 2, . . . , N)
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mass density 	α(xi, t) ,
speciﬁc linear momentum
(translational velocity)
vαi (xj , t) ,
speciﬁc spin σαi (xj , t) ,
speciﬁc internal energy eα(xi, t) ,
(3.24)
at every position xi and time instant t. To determine these ﬁelds one disposes of the
constituent balance equations of mass, momenta and energy, which can be derived
from the master balance equations (3.19) and (3.22) as follows:
• mass
aα qαi p
α sα bα zα
1 0 Γα 0 
bα 
zα
∂	α
∂t
+
∂
∂xi
(	αvαi ) = 	
αΓ α , (3.25)
[[
	α (vαi − vWi )
]]
eWi =

bα + 
zα , (3.26)
• linear momentum
aα qαi p
α sα bα zα
vαi −tαij καi gαi vbα vzα
∂	αvαi
∂t
+
∂
∂xj
(
	αvαi v
α
j − tαij
)
= 	ακαi + 	
αgαi , (3.27)
[[
	αvαi
(
vαj − vWj
)− tαij ]] eWj = vbαi + vzαi , (3.28)
• angular momentum (total)
aα qαi p
α sα bα zα
Lαi −Mαij Nαi Kαi Lbα Lzα
∂	αLαi
∂t
+
∂
∂xj
(
	αLαi v
α
j −Mαij
)
= 	αNαi + 	
αKαi , (3.29)
[[
	αLαi
(
vαj − vWj
)−Mαij ]] eWj = Lbαi + Lzαi , (3.30)
3.4 Constituent balance equations for polar media 41
• energy (total)
aα qαi p
α sα bα zα
Eα Qαi P
α Rα Ebα Ezα
∂	αEα
∂t
+
∂
∂xi
(	αEαvαi +Q
α
i ) = 	
αP α + 	αRα , (3.31)
[[
	αEα (vαi − vWi ) +Qαi
]]
eWi =
Ebα + Ezα . (3.32)
Furthermore, for later reference in the frames of thermodynamics and constitutive
theories, it is useful to include in the list of basic balance equations also the one
related to entropy, viz.
• entropy
aα qαi p
α sα bα zα
ηα φαi ς
α sα ηbα ηzα
∂	αηα
∂t
+
∂
∂xi
(	αηαvαi + φ
α
i ) = 	
αςα + 	αsα , (3.33)
[[
	αηα (vαi − vWi ) + φαi
]]
eWi =
ηbα + ηzα . (3.34)
In (3.25)–(3.34), the quantities 	α, 	αvαi , 	
αLαi , 	
αEα, 	αηα represent the densities of
mass, linear and total angular momenta, total energy and entropy of the constituent
α, with 
bα, vbα, Lbα, Ebα, ηbα and 
zα, vzα, Lzα, Ezα, ηzα being their respective surface
densities of balance and of supply. Additionally, tαij and M
α
ij denote the Cauchy stress
and the total couple of stresses of the constituent α, Qαi and φ
α
i are the constituent
ﬂuxes of total energy and entropy, while Γ α, καi , N
α
i and P
α stand for the chemical
productions mass, momenta, and energy of the α-th constituent, respectively. The
customary constituent ﬁelds of spin σα, internal energy εα, Voigt couple stress mαij
and heat ﬂux qαi are related to L
α
i , E
α
i , M
α
ij and Q
α
i through the relations
Lαi = ijkxjv
α
k + σ
α
i , M
α
il = ijkxjt
α
kl +m
α
il, (3.35)
Eα = eα + 1
2
vαi v
α
i +
1
2
σαis
α
i , Q
α
j = q
α
j − tαijvαi −mαijsαi , (3.36)
where sαi is the spin velocity of the constituent α, deﬁned in terms of the constituent
ﬁelds of speciﬁc spin σαi and speciﬁc inertia tensor I
α
ij as (cf. (2.5))
σαi = I
α
ijs
α
j , with I
α
ij = I
α
ji . (3.37)
42 3. Chemically Reacting Mixtures of Polar Continua
Moreover, the chemical productions of spin ναi and internal energy ε
α, as well as
the speciﬁc ﬁelds of body couple cαi and radiation r
α, are introduced through the
relations
Kαi = ijkxjg
α
k + c
α
i , N
α
i = ijkxjκ
α
k + ν
α
i , (3.38)
Rα = rα + gαi v
α
i + c
α
i s
α
i , P
α = εα + καi v
α
i + ν
α
i s
α
i , (3.39)
which lead, with the aid of (3.25), (3.27), (3.29) and (3.37), to the constituent balance
equation of spin
∂	ασαi
∂t
+
∂
∂xj
(
	ασαi v
α
j −mαij
)
+ ijkt
α
jk = 	
αναi + 	
αcαi . (3.40)
Equation (3.40) is in fact quite general and, in combination with (3.37), it may
encompass complex microstructural eﬀects by means of changes in the constituent
inertia tensor Iαij . In order to avoid these complications, the existence of a material
parameter is usually presupposed in the theory of polar media, namely the eﬀective
radius of gyration Rα, so that Iαij = (R
α)2δij . Under such conditions, (3.40) reduces
to a balance equation of spin velocity
∂	α(Rα)2sαi
∂t
+
∂
∂xj
[
	α(Rα)2sαi v
α
j −mαij
]
+ ijkt
α
jk = 	
αναi + 	
αcαi , (3.41)
and from (3.25), (3.27), (3.29), (3.31) and (3.35)–(3.39) there follows in this case the
constituent balance equation of internal energy
∂	αeα
∂t
+
∂
∂xi
(	αeαvαi + q
α
i )− tαij
∂vαi
∂xj
−mαij
∂sαi
∂xj
− ijksαi tαjk = 	αεα + 	αrα. (3.42)
3.5 Conservation laws for microstructured mixtures
There remains now to derive the ﬁelds and balance equations for the mixture. As
illustrated in Chap. 4, this might be a complicated task, specially in the case of mi-
crostructured mixtures in non-inertial frames. Therefore, for simplicity, only inertial
reference frames are considered here, while the inﬂuence of inertial eﬀects on the
mixture behavior is analyzed in Chap. 4.
The starting point is of course the deﬁnitions of mass density and speciﬁc linear
momentum (translational velocity) of the mixture, viz. (3.1) and (3.2). Actually,
seeing that all the densities 	α, 	αvαi , 	
αLαi , 	
αEα and 	αηα are additive and have
been treated on the same footing in (3.25)–(3.34), there is no reason to refrain from
embracing the simple deﬁnitions
Li =
1
	
N∑
α=1
	αLαi , E =
1
	
N∑
α=1
	αEα , η =
1
	
N∑
α=1
	αηα . (3.43)
Once the relations above are adopted, it immediately follows from the generic deﬁ-
nition of ﬂux density (3.12) that the mixture energy and entropy ﬂuxes, as well as
stress and couple stress read
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tij =
N∑
α=1
(
tαij − 	αCαi Cαj
)
, Qi =
N∑
α=1
(Qαi + 	
αV αCαi ) , (3.44)
Mij =
N∑
α=1
(
Mαij − 	αZαi Cαj
)
, φi =
N∑
α=1
(φαi + 	
αHαCαi ) , (3.45)
where Cαi denotes the relative velocity (3.3), while Z
α
i , V
α and Hα are the relative
ﬁelds of angular momentum, energy and entropy (per unit mass), viz.
Zαi = L
α
i − Li , V α = Eα −E , Hα = ηα − η . (3.46)
Additionally, naming the productions and supplies of mass, linear and angular mo-
menta, energy and entropy respectively by Γ , κi, gi, Ni, Ki, P , R, ς and s, and
summing (3.25), (3.27), (3.29), (3.31) and (3.33) over all α, one derives from (3.1),
(3.2) and (3.43)–(3.46) the relations
Γ =
1
	
N∑
α=1
	αΓ α , κi + gi =
1
	
N∑
α=1
	α (καi + g
α
i ) , (3.47)
Ni +Ki =
1
	
N∑
α=1
	α (Nαi +K
α
i ) , P +R =
1
	
N∑
α=1
	α (P α +Rα) , (3.48)
ς + s =
1
	
N∑
α=1
	α (ςα + sα) . (3.49)
But, the conservation of mass, momenta and energy of the mixture inevitably imply
the vanishing of their mixture productions (Γ = Ni = P = 0), while the second
law of thermodynamics enforces ς ≥ 0. Besides that, as far as attention is restricted
to inertial reference frames (cf. Chap. 4), external supplies and internal productions
should be independent of each other, since they are promoted by uncorrelated causes.
From this reasoning, (3.47)–(3.49) can be rewritten as
N∑
α=1
	αΓ α = 0 ,
N∑
α=1
	ακαi = 0 ,
N∑
α=1
	αNαi = 0 ,
N∑
α=1
	αP α = 0 , (3.50)
gi =
1
	
N∑
α=1
	αgαi , Ki =
1
	
N∑
α=1
	αKαi , R =
1
	
N∑
α=1
	αRα , (3.51)
s =
1
	
N∑
α=1
	αsα ,
N∑
α=1
	αςα ≥ 0 . (3.52)
Consequently, collecting the results (3.1), (3.2) and (3.25)–(3.52), there arise the con-
servation laws of mass, linear and angular momenta and energy, which are identical
to those for a single medium6
6The appropriate equations for single polar media can be derived from (3.25)–(3.34) by simply setting
N = 1 and Γα = καi = N
α
i = P
α = 0.
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∂	
∂t
+
∂
∂xi
(	vi) = 0 , (3.53)
∂	vi
∂t
+
∂
∂xj
(	vivj − tij) = 	gi , (3.54)
∂	Li
∂t
+
∂
∂xj
(	Livj −Mij) = 	Ki , (3.55)
∂	E
∂t
+
∂
∂xi
(	Evi +Qi) = 	R , (3.56)
together with the identiﬁcations
Li = ijkxjvk + σi , E = e+
1
2
vivi +
1
2
σisi , (3.57)
Mil = ijkxjtkl +mil , Qj = qj − tijvi −mijsi , (3.58)
Ki = ijkxjgk + ci , R = r + givi + cisi , (3.59)
as well as the entropy inequality
∂	η
∂t
+
∂
∂xi
(	ηvi + φi)− 	s ≥ 0 . (3.60)
It should be observed that (3.35)–(3.52) give also rise to the deﬁnitions of spin,
its inertia and production, body couple, Voigt couple stress, internal energy and its
production, radiation supply and heat ﬂux, viz.
σi =
1
	
N∑
α=1
	ασαi , Iij =
1
	
N∑
α=1
	αIαij,
N∑
α=1
	αναi = 0, (3.61)
ci =
1
	
N∑
α=1
	αcαi , mij =
N∑
α=1
(
mαij − 	αΣαi Cαj
)
, (3.62)
e =
1
	
N∑
α=1
	α
(
eα +
Cαi C
α
i
2
+ Iαij
Sαi S
α
j
2
)
, (3.63)
N∑
α=1
	α (εα + καi C
α
i + ν
α
i S
α
i ) = 0 , r =
1
	
N∑
α=1
	α
(
rα + gαi C
α
i + c
α
i S
α
i
)
, (3.64)
qk =
N∑
α=1
[
qαk − tαikCαi −mαikSαi
+ 	α
(
W α+
Cαi C
α
i
2
+ Iαij
Sαi S
α
j
2
)
Cαk − 	αJαij
sisj
2
Cαk
]
, (3.65)
where Cαi is the relative velocity (3.3), while Σ
α
i , S
α
i , J
α
ij and W
α are deﬁned by
Σαi = σ
α
i − σi , Sαi = (Iαij)−1σαj − (Iij)−1σj , (3.66)
Jαij = I
α
ij − Iij , W α = eα − e . (3.67)
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Several remarks are relevant here, since the equations above do not coincide com-
pletely with any of the previous continuum theories for mixtures with microstructure
cited in this Chapter, viz. [7, 240, 411]. Concerning the theory of Kelly [240], there is
in fact no real disagreement at all: the deﬁnitions of mixture stress, spin and couple
stress, as well as the balance equations of spin presented here are all in concordance
with Kelly’s results. The only diﬀerence is that Kelly has left the kinetic energy of
spin and the power ﬂuxes due to couple stresses hidden within the deﬁnitions of
internal energy and heat ﬂux, respectively, in contrast to the present approach, in
which these properties are explicitly accounted for.
On the other hand, the theories of Allen & Kline [7] and Twiss & Eringen [411]
exhibit just slight deviations from the results presented here, but of profound con-
ceptual relevance. The key for the understanding of such diﬀerences rests upon the
deﬁnition of the mixture couple stress (3.62). Both Allen & Kline and Twiss &
Eringen committed the same mistake by adopting the expression for the mixture
stress (3.44)1 as “paragon” to deﬁne the appropriate relation for the mixture couple
stress7. Doing so, they entered in conﬂict with the fact that couple stresses must be
after all equivalent to inﬂuxes of spin. Eﬀectively, they proposed that the diﬀusive
contribution to (3.62) should be, in our notation, of the form 	αIαikS
α
kC
α
j (instead of
	αΣαi C
α
j ), preserving so the generic structure
“inertia density × relative velocity × translational diﬀusive velocity”
found in (3.44)1. From the discussion presented in Sect. 3.2, and in particular from
(3.12), it becomes clear that the right structure for the diﬀusive ﬂuxes of momenta
are actually
“mass density × speciﬁc relative momentum × translational diﬀusive velocity”.
The fact that, in the particular case of linear momentum, both structures become
equivalent, turns therefore to be merely incidental8.
Finally, it should be noticed that the last term on the right-hand side of (3.65)
does not appear in the expression for the mixture heat ﬂux suggested by Allen &
Kline [7], since it was introduced ad hoc by the authors into the energy balan-
ce equation of the constituents (3.56) as an additional contribution due to a “net
production of substructure kinetic energy”. Such a bizarre form of the constituent
7Actually, Twiss & Eringen [411] did not present an explicit expression for the couple stress but for an
akin quantity which they named the “stress moment” tαijk, and this in terms of the so called “microinertia”
iαij and “diﬀusion gyration” υ
α
ij . Relations between such quantities and those used here were nevertheless
indicated at the end of their work (see also [123]), viz. mαij = jmlt
α
ilm, I
α
ij = i
α
kkδij−iαij and sαi = 12 ilkυαkl. A
similar situation occurred also in the paper of Allen & Kline [7], although they employed diﬀerent names.
8The interpretation of stress and couple stress as inﬂuxes of momenta is deeply rooted in the meta-
phorical sense of continuum (see Sect. 1.2), in contrast to the concept of natural continuum introduced in
Def. 1.2.1, which gives rise to the classical notion of stress (a historical exposition of these two contrasting
concepts is oﬀered in the treatise by Love [281]). Actually, the view of stress and couple stress as inﬂuxes
of momenta is most often advantageous and should never be overlooked. As commented by Maxwell [297]:
“The fundamental dynamical idea of matter, as capable by its motion of becoming the recipient
of momentum and energy, is so interwoven with our forms of thought that, whenever we catch a
glimpse of it in any part of nature, we feel that a path is before us leading, sooner or later, to the
complete understanding of the subject.” (pp. 181)
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balance equation of energy was later criticized by Twiss & Eringen [411], who chose
instead to incorporate it as a source term in an additional balance equation for the
inertia tensor of the microstructure. Here, the last term on the right-hand side of
(3.65) arises quite naturally from (3.36)2, (3.44)2 and (3.62) as an energy ﬂux due
to the coupling of translational diﬀusion with inertial eﬀects.
4. Frame Invariance in Reacting Mixtures
of Liquid Crystals
Es ist ein herrliches Gefu¨hl, die Einheitlichkeit eines
Komplexes von Erscheinungen zu erkennen, die der
direkten sinnlichen Wahrnehmung als ganz getrennte
Dinge erscheinen.
Albert Einstein, [119]
One of the pillars of continuum mechanics and thermodynamics is the assumption
that mass, energy and momenta, as well as other additive properties, can change
in time by means of three distinct processes (cf. (3.16), (3.19) and (3.23)): local
exchanges by ﬂuxes and contact interactions, internal production or dissipation, and
volume supplies via long range actions. The latter are sometimes also called external
supplies – partly by force of habit, to facilitate their distinction from the terms
intuitively related to internal production and dissipation, and partly to express the
idea that such supplies are due to extrinsic causes, like gravity, radiation from distant
sources and apparent forces provoked by the motion of a non-inertial observer. There
are some situations, however, in which such a separation into internal and external
sources becomes problematic, if not artiﬁcial. A simple example is the production of
magnetization in a paramagnetic material, which depends not only on the external
and local magnetic ﬁelds, but also on the additional magnetic ﬁelds arising from
all other magnetized points of the medium [57, 126, 127, 134, 217, 225, 339, 341]. In
this Chapter a much more dramatic situation is analyzed, recently called Mu¨ller’s
paradox [130]: it involves a kind of “apparent production”of spin and internal energy
in a mixture of liquid crystals, by means of microstructural inertial eﬀects.
4.1 Anisotropic ﬂuids
Despite the eﬀorts towards a thoroughgoing theory of chemically reacting mixtures
of microstructured continua (e.g. [7, 78, 109, 132, 411]), a judicious study of frame
invariance and inertial eﬀects in such media has remained terra incognita up to re-
cent times. This situation started to change some months ago, after Mu¨ller’s [319]
analysis of frame invariance in mixtures of polymeric liquid crystals. His approach,
however, was based on some critical assumptions, like the reckoning of frame de-
pendent balance equations and the supposition that the constituent productions of
director momentum should be objective (i.e., independent of the referential frame)
even in the presence of chemical reactions. These conjectures ﬁnally led him to the
counterintuitive result that the internal energy of such mixtures should be depen-
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dent on the observer (frame of reference), a conclusion which will be from now on
referred to as Mu¨ller’s paradox1. The main objective of this Chapter is to prove that
the paradox mentioned above is completely expunged through the careful reckoning
of all inertial eﬀects which can occur in such mixtures.
Balance equations for liquid crystals have been introduced in continuum mecha-
nics by Ericksen [120, 121] and Leslie [266, 267, 269, 270], basing on the pioneering
work of Oseen and Frank, among others2 [145, 335]. Owing to this, the continu-
um theory of liquid crystals is sometimes referred as the “Ericksen–Leslie theory”
although its formal name, which has been used by Ericksen [120, 122] and Les-
lie [264, 265] and goes back (at least) to Oseen [335], is theory of anisotropic ﬂuids.
Presently, the modern method of derivation of the balance equations for liquid
crystals follows just the same steps as in the case of polar media, reﬂecting the fact
that both materials have a microstructure whose evolution is based on the concept
of spin. Indeed, rephrasing the deﬁnitions of Chap. 3, one can introduce the spin of
a liquid crystal as (cf. (2.5) and (3.37))
σi = Iijsj , with Iij = Iji = d
2δij − didj , (4.1)
where di(xj , t) denotes the director, viz. a vector of constant magnitude (d =
√
didi
= const.) which points towards the direction of molecular alignment that speciﬁes
the axis of rotational symmetry of the ﬂuid. Therefore, the fundamental diﬀerence
between polar and anisotropic ﬂuids is the fact that the latter (in contrast to polar
ﬂuids) possesses an anisotropic microstructure whose orientation plays a crucial role
in the description of the medium. In other words, the material response depends
strongly on the ﬁeld di. Deﬁnition (4.1)2 stresses the fact that the liquid crystal
particles are metaphorically depicted as extremely slender rods, in such a way that
the component of spin parallel to the director vanishes (seeing that the spin velocity
si is bounded) while the spin component perpendicular to di is given by
σi⊥ = σi = ijkdjd˙k =
(
d×d˙
)
i
, (4.2)
with d˙i denoting the material time derivative of the director di. This can be gene-
rically deﬁned for any arbitrary scalar, vector or tensor valued quantity Q (xi, t) as
(vi is as usual the translational velocity)
Q˙ =
∂Q
∂t
+ vk
∂Q
∂xk
. (4.3)
Accordingly, following the same arguments leading to (4.2), one derives the deﬁniti-
ons
1Actually, Mu¨ller had been aware of the troubles with the frame invariance of the internal energy in
a liquid crystal mixture during almost thirty years: as early as 1975 Dunwoody [109] has propounded a
reticent attempt towards a theory of mixtures of liquid crystals, in which he refers in a footnote to a private
communication by Mu¨ller stating the conviction of the latter on the frame dependence of the internal energy
of such mixtures, as long as chemical reactions are taking place.
2The literature on the physics of liquid crystals is extensive and there is a number of interesting review
articles and treatises on the subject, e.g. [92, 103, 232, 255, 393].
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mil = ijkdjΠkl , ci = ijkdjkk , (4.4)
where Πij and ki denote the director ﬁelds of stress and body force, respectively.
Once the relation between polar and anisotropic ﬂuids is established, it turns
possible to use the results of Chap. 3 to derive the appropriate balance equations of
mass, momenta, energy and entropy for a liquid crystal. Eﬀectively, the sought equa-
tions are precisely (3.53)–(3.60), which with the aid of (4.2)–(4.4) can be rewritten
as
	˙+ 	
∂vl
∂xl
= 0 , (4.5)
	v˙k − ∂tkl
∂xl
= 	gi , (4.6)
	
(
ijkdjd˙k + ijkxjvk
)

− ∂
∂xl
(ijkdjΠkl + ijkxjtkl) = 	 (ijkdjkk + ijkxjgk) , (4.7)
	
(
e+ 1
2
(d˙)2 + 1
2
v2
)

+
∂
∂xl
(
ql − Πild˙i − tilvi
)
= 	
(
kkd˙k + gkvk
)
, (4.8)
∂	η
∂t
+
∂
∂xi
(	ηvi + φi)− 	s ≥ 0 . (4.9)
It must be emphasized that the systems of balance equations (3.53)–(3.60) and
(4.5)–(4.9) are, in principle, equivalent for single component liquid crystals, although
the last one is usually preferred in the literature, because it yields the so-called
balance equation of director momentum, as will be shown soon. Nevertheless, for
mixtures of liquid crystals only the system (3.53)–(3.60) has physical meaning, since
distinct chemical components may be oriented in diﬀerent directions, frustrating the
possibility of deﬁning a“mixture director”. This important fact has passed unnoticed
during many years, leading authors of early theories of liquid crystal mixtures to
erroneous conclusions (see e.g. [109]).
Having reviewed some essentials of the continuum theory of (single component)
liquid crystals, this discussion turns now attention towards chemically reacting mix-
tures of them. In particular, entropy will be no longer considered in this Chapter,
which predominantly dwells upon the intricate transformation properties of the ba-
lance equations of internal energy and spin, with respect to changes of observer (i.e.,
of reference frame).
4.2 Liquid crystal mixtures and Mu¨ller’s paradox
The current Section introduces the paradox of frame dependence of the internal
energy in a reacting mixture of liquid crystals, as posed by Mu¨ller [319]. This is
accomplished by extracting from the correct equations – (4.10)–(4.13) below – their
abridged versions adopted in [319].
Consider a mixture of N anisotropic ﬂuids, all having the same translatio-
nal velocity vi and temperature T , but possessing diﬀerent mass densities 	
α
(α = 1, 2, . . . , N) as well as distinct directors dαi . The individual constituents are
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assumed to be distinguished only by the lengths of their respective directors, viz.
dα =
√
dαi d
α
i = const. For simplicity, body supplies are assumed absent, with the
exception of the inertial forces produced by an eventual motion of the reference
frame.
As discussed in the last Section, the appropriate balance equations for liquid
crystals are just the very same as for polar ﬂuids, reﬂecting the fact that both
materials have a microstructure whose evolution is based on the concept of spin.
Hence, for the case of a chemically reacting mixture of liquid crystals, there follows
from (3.25)–(3.42) and (4.1)–(4.4) the constituent balance equations of mass, linear
momentum, angular momentum and energy
	˙α + 	α
∂vl
∂xl
= 	αΓ α , (4.10)
	αv˙k − ∂t
α
kl
∂xl
= 	α (καk − Γ αvk) + 	αik︸︷︷︸
=0 in [319]
, (4.11)
	α
(
ijkd
α
j d˙
α
k + ijkxjvk
)

− ∂
∂xl
(
ijkd
α
jΠ
α
kl + ijkxjt
α
kl
)
= 	α
[
Nαi − Γ α
(
ijkd
α
j d˙
α
k + ijkxjvk
)]
+ 	α
(
ijkd
α
j l
α
k + ijkxjik
)
︸ ︷︷ ︸
=0 in [319]
, (4.12)
	α
[
eα + 1
2
(d˙α)2 + 1
2
v2
]

+
∂
∂xl
(
qαl −Παild˙αi − tαilvi
)
= 	α
{
P α − Γ α
[
eα + 1
2
(d˙α)2 + 1
2
v2
]}
+ 	α
(
lαk d˙
α
k + ikvk
)
︸ ︷︷ ︸
=0 in [319]
, (4.13)
where 	αΓ α, 	ακαi , 	
αNαi and 	
αP α are the constituent production densities of mass,
momenta and total energy, while tαij , Π
α
ij , e
α and qαi denote, respectively, the Cauchy
stress, the director stress, the speciﬁc internal energy and the heat ﬂux density of
the constituent α. Further, ik and l
α
k are inertial (apparent) accelerations, necessary
to make the system of balance equations (4.10)–(4.13) valid in arbitrary reference
frames (see e.g. [275, 317]). These inertial accelerations are deﬁned, as usual, by the
condition that the relative accelerations (v˙i− ii) and (d¨αi − lαi ) are objective vectors,
with ik = l
α
k = 0 holding for inertial observers. Since ik and l
α
k are produced by
extrinsic actions (motion of observer) they pertain to the body forces gk and kk, in
such a manner that in the absence of body supplies generated by external ﬁelds, like
those of electromagnetic or gravitational origin, there hold the identities gαk = ik and
kαk = l
α
k . Finally, Eq. (4.12) can be simpliﬁed with the aid of (4.11) to the balance
equation of spin
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ijkd
α
j
[
	αd¨αk −
∂Παkl
∂xl
+ 	αΓ αd˙αk
]
= ijkt
α
kj + ijkΠ
α
kl
∂dαj
∂xl
+ 	α (Nαi − ijkxjκαk ) + 	αijkdαj lαk︸ ︷︷ ︸
=0 in [319]
. (4.14)
It must be emphasized that (4.10)–(4.14) are written in fully invariant form, being
therefore valid in inertial as well as non-inertial reference frames. In contrast, it is
worthy noticing that the eﬀects of inertial accelerations were neglected in [319] by
setting ik = l
α
k = 0, consequently rendering the system (4.10)–(4.13) frame depen-
dent. The importance of inertial eﬀects will become clearer later on.
Mu¨ller’s paradox. The ﬁrst step taken by Mu¨ller in [319] was to rewrite (4.14) as
a balance equation of director momentum, by identifying the terms between square
brackets in that equation with a production density 	αgαk , viz.
	αd¨αk −
∂Παkl
∂xl
= 	α
(
gαk − Γ αd˙αk
)
(4.15)
(recall that lαk was neglected in [319]), with the rest of (4.14) giving rise to the
compatibility relation
tα[kj] +
∂dα[j
∂xl
Παk]l − 	α
(
dα[jg
α
k] +
1
2
ijkN
α
i − x[jκαk]
)
= 0 , (4.16)
where the indices within square brackets indicate skew-symmetrization, e.g. t[kj] =
1
2
(tkj − tjk).
Further, it was assumed that the sum over all α of the production densities of
mass, total momenta and energy should vanish, i.e.
ν∑
α=1
	αΓ α = 0 ,
ν∑
α=1
	ακαi = 0 ,
ν∑
α=1
	αNαi = 0 ,
ν∑
α=1
	αP α = 0 , (4.17)
and that the mixture ﬁelds of mass density, Cauchy stress, internal energy density
and heat ﬂux density were given respectively by3
	 =
ν∑
α=1
	α , tij =
ν∑
α=1
tαij , 	e =
ν∑
α=1
	αeα , qi =
ν∑
α=1
qαi . (4.18)
Consequently, by subtracting (4.11) and (4.15) from (4.13) (with ik = l
α
k = 0) and
further summation of the result over all α, the following balance equation of internal
energy for the mixture could be derived:
	e˙ +
∂ql
∂xl
=
{
tkl
∂vk
∂xl
+
ν∑
α=1
(
∂d˙αk
∂xl
Παkl − 	αd˙αkgαk
)}
+
ν∑
α=1
1
2
	αΓ α(d˙α)2 . (4.19)
3The deﬁnitions (4.18)3,4 – though not wrong – are not the most familiar ones in the modern theory
of mixtures [7, 132, 315, 405, 411], see Subsect. 4.6.
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In closing, Mu¨ller [319] supposed that the production gαk should be an objective
quantity, implying that the term between curly brackets in (4.19) would be an ob-
jective scalar (due to (4.16), (4.18)2, (B.2)2, (B.5) and (B.9)). Hence, assuming that
qi was an objective vector, he ﬁnally arrived at the paradoxical conclusion that the
internal energy e should be frame dependent – contrary to what would be naturally
expected – because the last term on the right hand-side of (4.19) was certainly not
objective.
4.3 Comment on Mu¨ller’s paper, and outline of the solution
to the paradox
The arguments presented in [319] are based on our common experience with mixtures
of structureless ﬂuids in arbitrary frames of reference. Undoubtedly, a straightfor-
ward application of the same concepts to microstructured mixtures is quite compel-
ling – and indeed absolutely right when referring to inertial frames. Nevertheless,
Mu¨ller’s paradox is a clear indication that things are not so straightforward in the
case of non-inertial frames of reference. Indeed, it is going to be shown here that
some fundamental concepts of the classical theory of mixtures must be revised in
the case of (micro-)structured media, and that these modiﬁcations change markedly
the way we understand chemical reactions and constituent interactions.
The necessary modiﬁcations mentioned above are explained in detail along the
next sections, and their main features can be resumed here beforehand as follows:
• The production density of director momentum gαk cannot be an objective quan-
tity when chemical reactions are taking place. This is evident from the invariant
reformulation of (4.15), namely the balance equation of director momentum (4.23).
• Inertial forces and couples acting on the mixture do not always coincide with the
sum of the inertial forces and couples exerted upon the individual constituents.
This is specially marked in the presence of chemical reactions and phase changes,
which rapidly modify the rotational inertia of the microstructure, producing as
consequence additional inertial eﬀects (see (4.30)–(4.32)).
• Of course, such diﬀerences between the inertial eﬀects acting upon the mixture
and on the constituents must be compensated somehow. And this is precisely the
ﬁnal step toward the solution of the paradox: in chemically reacting mixtures of
microstructured ﬂuids, contrary to what happens in ordinary mixtures, the sum of
the productions of total angular momentum, 	αNαi , and energy, 	
αP α, are generally
not objective! Consequently, whereas such sums evidently vanish with respect to
inertial frames – due to the conservation of total energy and angular momentum
of the mixture – the supposition that they should also vanish in the case of non-
inertial frames of reference cannot be maintained (see Sect. 4.5).
• The non-objective (and generally non-vanishing) parts of the sums of these produc-
tions introduce additional inertial eﬀects, which eliminate the already mentioned
discrepancy between mixture inertial eﬀects and their sum over all constituents.
Therefore, the mixture balance equations remain invariant and there occurs no
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violation of the usual requirements of conservation of total momenta and energy
of the mixture. These features are indicated in (4.34), (4.35), (4.40) and (4.39).
• From the above arguments, it follows that the internal energy of the mixture (as
well as those of the constituents) is an objective scalar, as it should be. No paradox
arises.
It is not expected that the reader has become convinced of the solution merely
with the few lines written above. But it is hoped that the thoroughgoing analysis
discussed in the next sections succeeds in doing this job.
4.4 On the invariance of the constituent balance equations
One of the important achievements of Mu¨ller’s 1968 paper on (structureless) mix-
tures [315] was the recognition that the production of linear momentum of the α-
th constituent, viz. καi , should not be an objective vector. Instead, the diﬀerence
(καi − Γ αvαi ) must be objective (vαi denoting the translational velocity of the con-
stituent α), as can be easily inferred from the frame invariance of (4.11) and the
objectivity of the relative acceleration (v˙αk − iαk ). The physical argument presented
by him was that the production καi should consist of two parts: one due to constituent
interactions (supposed to be objective) and another one related to the production of
mass by the chemical reaction. This last he assumed to have the generic form Γ αuαi ,
where uαi is the mean velocity of the newly created mass of the α-th constituent. Of
course, the relative velocity (uαi − vαi ) is objective (cf. (B.2)1 and (B.7)1). Curiously,
similar arguments form the basis of the solution to Mu¨ller’s paradox.
The assumption that the production of director momentum of the α-th constitu-
ent, viz. gαk , is an objective vector is rather questionable, since it should also describe
the constituent production of director momentum by chemical reactions. In order to
understand this point better, attention is now focused on the explicit forms of the
production densities appearing in (4.10)–(4.13). Inspired by the arguments conside-
red right above, it will be generically assumed here that
all interaction forces are objective,
and further, that
all chemical production densities4 can be decomposed in two parts, one due to
constituent interactions and another one related to the mass production by
chemical reactions.
With regard to (4.10) and (4.11), this decomposition follows trivially from the
reasons presented at the beginning of this section. However, since the eﬀects of
translational diﬀusion are deliberately avoided from this discussion (i.e., vαi = vi),
one sets for convenience uαi = ui, yielding the simpliﬁed expression
καi = κˆ
α
i + Γ
αui , (4.20)
4The term chemical production is adopted here to emphasize that such productions result from constitu-
ent interactions and chemical reactions, and do not exist in single media. In the case of spin, a non-chemical
production term is ijkt
α
kj (cf. (4.14)).
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where κˆαi is the speciﬁc interaction force exerted on constituent α by the other che-
mical species. Consequently, the invariance of (4.10) and (4.11) immediately follows
from (4.20) and the objectivity of Γ α (cf. (B.8)4).
In a similar way, we can decompose the production density of total angular mo-
mentum, viz. 	αNαi , in four parts, namely spin and moment-of-momentum produc-
tions due to interactions and chemical reactions. Hence, denoting by wαi the mean
director velocity of the newly created mass of the α-th constituent (with wαi d
α
i = 0,
since the director length dα is constant) and by ψˆαi the speciﬁc director interaction
force exerted on constituent α by the other species, one obtains
Nαi = ijkd
α
j ψ
α
k + ijkxjκ
α
k , with ψ
α
k = ψˆ
α
k + Γ
αwαk , (4.21)
where 	αψαk denotes the chemical production density of director momentum.
Finally, using the same arguments for the production of total energy, we derive
(cf. (4.13))
P α = ξα + ψˆαk d˙
α
k +
1
2
Γ α(wα)2 + κˆαkvk +
1
2
Γ αu2 , (4.22)
where the objective scalar ξα represents the speciﬁc chemical production of internal
energy. Of course, one could also split ξα in two parts, one referring to constituent
interactions, viz. ξˆα, and another one related to the mass production by the chemical
reaction; this is however unnecessary for the present purposes and therefore, for
brevity, only their sum ξα is considered here. The second and fourth terms on the
right-hand side of (4.22) denote the powers of interaction forces, while the third and
ﬁfth terms represent the translational and rotational kinetic energies of the newly
created mass by the chemical reaction, with ukuk=u
2 and wαkw
α
k =(w
α)2.
Now, if one inserts (4.21) into (4.14) and designates by 	αγαk all terms of that
equation involved in the cross product of dαj , then the following balance equation of
director momentum, and respective compatibility relation, can be obtained (compare
with (4.15) and (4.16)):
	α
(
d¨αk − lαk
)
− ∂Π
α
kl
∂xl
= 	α
(
γαk + ψ
α
k − Γ αd˙αk
)
, (4.23)
tα[kj] +
∂dα[j
∂xl
Παk]l − 	αdα[jγαk] = 0 . (4.24)
This invariant form of the balance equation of director momentum is quite instruc-
tive. For instance, by comparing (4.23) with (4.15) it can be immediately concluded
that, in an inertial frame of reference, where (4.15) is supposed to hold, gαk = γ
α
k +ψ
α
k .
In other words, the total production of director momentum was decomposed in two
parts: a chemical one (ψαk ), which is not objective; and a supplementary objective
part (γαk ), which persists even in a single medium. In fact, according to (4.21), the
chemical production ψαi consists of two contributions, one assigned to constituent
interactions and another one related to the production of mass by the chemical reac-
tion, in such a way that the diﬀerence (ψαk −Γ αd˙αk ) is objective. Consequently, since
the relative acceleration (d¨αk − lαk ) is an Euclidean invariant vector by deﬁnition, it
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follows that the production γαk is objective, a result which is consistent with (4.24)
as well as with the theory of single media, for which ψαk = 0, g
α
k = gk, γ
α
k = γk and
gk = γk hold.
In order to derive the balance equation of internal energy, we simply subtract
(4.11) and (4.23) from (4.13), obtaining
	αe˙α +
∂qαl
∂xl
=
{
tαkl
∂vk
∂xl
+Παkl
∂d˙αk
∂xl
− 	αγαk d˙αk
}
+ 	α
{
P α −
(
ψαk − Γ αd˙αk
)
d˙αk − (καk − Γ αvk) vk − Γ α
[
eα + 1
2
(d˙α)2 + 1
2
v2
]}
. (4.25)
Eq. (4.25) is invariant with respect to Euclidean transformations, provided that eα
and qαi are objective. Indeed, the invariance of the terms within curly brackets in
the ﬁrst line of (4.25) can be easily inferred from (4.24), (B.2)2, (B.5) and (B.9). On
the other hand, the second line of the above equation can be rewritten with the aid
of (4.22) as{
ξα − Γ αeα + 1
2
Γ α
(
wαk − d˙αk
)(
wαk − d˙αk
)
+ 1
2
Γ α (uk − vk) (uk − vk)
}
, (4.26)
which is obviously an objective scalar (cf. (B.2)1, (B.5)1, (B.7) and (B.8)4).
The analysis carried up to here has shown that no paradox arises on the con-
stituent level. There remains to evaluate what happens during the transition from
constituent to mixture equations.
4.5 The solution
A brief inspection of the balance equation of spin (4.14) reveals that the paradox
pointed out in [319] is in fact just the tip of the iceberg: when assumptions similar
to those used to arrive at (4.19) are applied to (4.14), the results raised are severely
self-contradictory. And in this case, the suggestion that the internal energy of the
mixture should not be objective simply does not help. It is shown in this section that
the answer to this more fundamental contradiction automatically expunges Mu¨ller’s
paradox.
When dealing with liquid crystalline media, most physicists and engineers prefer
to describe microstructural evolution through the traditional director velocity ﬁeld
d˙αi , instead of using the more fundamental ﬁeld of spin
5 σαi = ijkd
α
j d˙
α
k . For mixtures
of liquid crystals, this choice (of a director velocity) can sometimes represent a
disadvantage, for no deﬁnite director ﬁeld can be assigned to the mixture. In other
words, there is no counterpart of (4.23) for the mixture, whereas a balance equation
of mixture spin naturally exists. To derive it, one deﬁnes ﬁrst the sums (cf. e.g. [132];
recall that vαi = vi in the present case)
5By “more fundamental” it is meant that the spin is well-deﬁned even when details about molecular
shape and stiﬀness are unknown (see a deeper discussion in [88]). Further, it should be clear that (4.15),
(4.16), (4.23) and (4.24) are all derived from the balance equation of spin (4.14).
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	σi =
N∑
α=1
	ασαi , mil =
N∑
α=1
ijkd
α
jΠ
α
kl , (4.27)
	Iij =
N∑
α=1
	αIαij , with I
α
ij = (d
α)2δij − dαi dαj , (4.28)
which introduce the mixture ﬁelds of speciﬁc spin σi and couple stress mil. Besides
that, Iij and I
α
ij represent the speciﬁc inertia tensors of the mixture and of the indi-
vidual liquid crystalline constituents, respectively, with δij denoting the Kronecker
delta. Hence, after summing (4.14) over all α and using (4.10), (4.18)1, 2, (4.20),
(4.21) and (4.27), the following balance equation of spin for the mixture is obtained:
	σ˙i − ∂mik
∂xk
− ijktkj =
N∑
α=1
	αijkd
α
j (ψ
α
k + l
α
k ) . (4.29)
Now, two situations may be considered:
1. the reference frame is inertial. In this case the director inertial acceleration lαk is
zero by deﬁnition, and consequently, due to the conservation of total momenta,
the remaining sum on the right-hand side of (4.29) vanishes. What remains is
the standard balance equation of spin for a polar medium (see e.g. [82, 133, 268]),
with the right-hand side of (4.29) equal to zero.
2. the reference frame is not inertial. In the spirit of Sect. 4.2 and [319], one would
be tempted to suppose that the ﬁrst sum on the right-hand side of (4.29) still
should vanish, and that the second sum in that equation could be identiﬁed
with the inertial couple acting on the mixture. But this is false. By deﬁnition,
the speciﬁc inertial couple ci acting on the mixture is given by the diﬀerence
between the ﬁelds of spin rate observed in a non-inertial reference frame and in
an inertial one, viz. (see Appendix B, and in particular (B.14))
ci = σ˙i − Oij (σ˙j)io
= 1
2
{
IijjpqΩ˙qp − ΩikIkjjpqΩqp + 2
(
Ωikσk +
1
2
I˙ijjpqΩqp
)}
, (4.30)
where “io” stands for “inertial observer”. The tensor Oij(t) represents a proper
orthogonal transformation, while Ωij = O˙ikOjk is the (skew-symmetric) tensor of
relative angular velocity of the two frames (see Appendix B). It must be empha-
sized that, in the relation above and in those to follow, all ﬁelds are deﬁned for
arbitrary observers (i.e., inertial and non-inertial ones) – except those quantities
identiﬁed by (·)io, of course. Clearly, the three terms on the right-hand side of
(4.30) correspond respectively to Euler, centrifugal and Coriolis eﬀects. Additio-
nally, it is worthy of noticing the last term of (4.30), which indicates that Coriolis
eﬀects can be also produced by changes in the rotational inertia of the mixture.
On the other hand, the director inertial acceleration lαk can be likewise computed
using a similar deﬁnition, viz. (cf. (B.6))
lαi = d¨
α
i − Oij
(
d¨αj
)
io
= Ω˙ijd
α
j − ΩikΩkjdαj + 2Ωij d˙αj , (4.31)
4.5 The solution 57
from which the Euler, centrifugal and Coriolis accelerations in customary form
are readily recognized. Finally, the last sum on the right-hand side of (4.29) can
be determined from (4.27), (4.30) and (4.31), yielding (after a somewhat lengthy
calculation shown in Appendix C)
N∑
α=1
	αijkd
α
j l
α
k = 	ci − 12jpqΩqp
N∑
α=1
	αΓ αIαij , (4.32)
where use was made of the essential identity
	I˙ij −
N∑
α=1
	α I˙αij =
N∑
α=1
	αΓ αIαij , (4.33)
which is deduced by the combination of (4.10) with (4.28)1. The physical si-
gniﬁcance of (4.33) must be strongly emphasized: with the help of (4.28)1 one
recognizes from (4.33) that changes in the rotational inertia of the mixture can
occur not only due to director motion, but also due to interactions between con-
stituents via chemical reactions. Since such a “reactive production” of inertia
involves collective constituent interactions, it cannot be captured by the simple
sum on the left-hand side of (4.32) and this lack is expressed by the missing
Coriolis eﬀect which emerges on the right-hand side of that equation. Hence, the
inertial couples acting on the mixture do not coincide with the sum of the inertial
couples exerted upon the individual constituents. The need for a Coriolis-type
eﬀect produced by chemical interactions immediately turns our attention to the
objectivity of chemical productions, and from (4.29) one has a unique suspect.
The sum over all α of the chemical production of spin is indeed not objective
and yields (see (C.3))
N∑
α=1
	αijkd
α
j ψ
α
k = Oij
N∑
α=1
(
	αjpqd
α
pψ
α
q
)
io︸ ︷︷ ︸
=0
+ 1
2
jpqΩqp
N∑
α=1
	αΓ αIαij . (4.34)
The objective part of (4.34) is zero because it was already inferred from Situa-
tion 1. On the other hand, there is no reason to suppose that the non-objective
part of (4.34) should vanish for a non-inertial frame, and this is precisely the
missing Coriolis eﬀect which one has been looking for!
The results of the two situations analyzed above are truly enlightening. Generi-
cally, they state that production terms can be also sources of inertial eﬀects in the
mixture. Consequently, the putative vanishing of the productions of total energy and
angular momentum with respect to any arbitrary observer is usually not realistic. For
instance, in the case of the mixture of liquid crystals considered here (with vαi = vi),
one ﬁnds from (4.32) and (4.34) that the conservation of total angular momentum
of the mixture is correctly and most generally expressed by (compare with (4.17)3)
N∑
α=1
	α
(
Nαi + ijkd
α
j l
α
k
)
=
N∑
α=1
	αijkd
α
j (ψ
α
k + l
α
k ) = 	ci , (4.35)
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while the more ordinary requirements
N∑
α=1
	αijkd
α
j l
α
k = 	ci and
N∑
α=1
	αNαi = 0 (4.36)
are only valid when chemical reactions are absent or the frame of reference is not
rotating.
To the knowledge of this author, this is the ﬁrst time that an internal production
of inertial eﬀects is predicted for microstructured mixtures.
With the experience accumulated up to now, it becomes easy to overcome the
diﬃculties met in [319]. First, by summing the constituent balance equations of
internal energy (4.25) over all α, one derives with the aid of (4.18) the mixture
balance equation
	e˙ +
∂ql
∂xl
=
{
tkl
∂vk
∂xl
+
N∑
α=1
(
∂d˙αk
∂xl
Παkl − 	αd˙αkγαk
)}
+
N∑
α=1
	α
{
P α −
[(
ψαk − Γ αd˙αk
)
d˙αk +
1
2
Γ α(d˙α)2
]}
. (4.37)
This equation can be readily compared with its counterpart proposed in [319], viz.
(4.19). The ﬁrst line of (4.37) is quite similar to the ﬁrst three terms of (4.19). In fact,
it can be likewise proved – but now with the help of (4.24) instead of (4.16) – that the
term between curly brackets in the ﬁrst line of (4.37) is indeed objective (cf. (4.18)2,
(B.2)2, (B.5) and (B.9)). In contrast, the critical problem raised in [319] concerning
the non-objectivity of the last sum in (4.19) does not threaten the balance equation
(4.37): from the results discussed in Sect. 4.4 it can be straightforwardly inferred
that the second line of (4.37) is actually frame invariant. Eﬀectively, recalling the
same arguments used to derive (4.26), the last line of (4.37) can be rewritten with
the aid of (4.22) as
N∑
α=1
	α
{
ξα + 1
2
Γ α
(
wαk − d˙αk
)(
wαk − d˙αk
)}
, (4.38)
which is evidently an Euclidean-invariant scalar, since 	α, ξα, Γ α and (wαk − d˙αk ) are
all objective quantities.
Finally, the sum over all α of the production density of total energy is presented
here for completeness. It reads (compare with (4.17)4)
N∑
α=1
	αP α =
N∑
α=1
(	αP α)io︸ ︷︷ ︸
=0
+ 1
8
ipqΩqpjklΩlk
ν∑
α=1
	αΓ αIαij . (4.39)
The proof of (4.39) is given through a tedious calculation in Appendix C, which can
be likewise used to derive the relation
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N∑
α=1
	α
[(
ψαk − Γ αd˙αk
)
d˙αk +
1
2
Γ α(d˙α)2
]
=
N∑
α=1
{
	α
[(
ψαk − Γ αd˙αk
)
d˙αk +
1
2
Γ α(d˙α)2
]}
io
+ 1
8
ipqΩqpjklΩlk
N∑
α=1
	αΓ αIαij . (4.40)
Invoking the same arguments presented in Situation 1 of Sect. 4.5, the conservation
of total energy of the mixture requires that the sum of 	αP α over all α must be zero
in an inertial reference frame. But the non-objective part of (4.39) does not need to
vanish in all referential frames. Rather, it combines with (4.40) to render the balance
equation of internal energy (4.37) frame invariant.
Hence, provided that the heat ﬂux is a frame-invariant vector, the internal energy
of the mixture is objective. No paradox emerges.
4.6 Final remarks
The heart of this chapter lies in the cognizance that mixtures of liquid crystals – as
well as of other structured ﬂuids – are generally subjected to additional inertial eﬀects
produced within the material, as a result of chemical reactions (or phase changes)
and the extra degrees of freedom posed by the microstructure. These internal inertial
eﬀects are mathematical consequences of the non-objectivity of the productions of
spin and energy of the mixture, as exempliﬁed by (4.34) and (4.39), and compensate
the imbalance between the inertial eﬀects acting on the mixture and the sum of those
exerted upon the individual constituents. Since all these additional phenomena are
only illusory, i.e. apparent to non-inertial observers, there is no violation of the
fundamental axioms of conservation of total energy and angular momentum.
Before closing, it is proper to highlight the generality of the results derived above
by adducing some supplementary remarks.
Why do these phenomena not occur in ordinary mixtures?
One could answer this question through a modest pun: a remarkable peculiarity
of ordinary chemically reacting mixtures is precisely the extraordinary simplicity of
their production terms.
Eﬀectively, according to the classical theory of mixtures [315, 405], the constituent
productions of total momenta and energy are in fact not objective (cf. also the short
discussion at the beginning of Sect. 4.4). Nevertheless, it can be easily shown that the
summation of these productions over all α luckily annihilates every non-objective
part of them, rendering their sum objective. In other words, a short calculation
demonstrates that, for chemically reacting mixtures of structureless ﬂuids, there
hold the relations
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N∑
α=1
	ακαj = Oij
N∑
α=1
(
	ακαj
)
io︸ ︷︷ ︸
=0
,
N∑
α=1
	αNαi = Oijjklxk
ν∑
α=1
(	ακαl )io︸ ︷︷ ︸
=0
, (4.41)
N∑
α=1
	αP α =
N∑
α=1
(	αP α)io︸ ︷︷ ︸
=0
. (4.42)
Therefore, from the conservation of total momenta and energy follows the customary
result that the sum over all α of such productions must vanish in an inertial reference
frame, and ﬁnally, due to the objectivity of their respective sums, such a conclusion
can be automatically extended to non-inertial frames as well.
It must be emphasized that this “extraordinary simplicity” found in mixtures
of structureless ﬂuids represents in fact the exception and not the rule: whenever
the rotational inertia of the mixture is not identical to the rotational inertia of the
constituents, such an“overall annihilation”of non-objective terms does not apply (cf.
(4.33)) and internal inertial eﬀects similar to those appearing in (4.34) and (4.39)
are produced.
And what about the rotational part of the internal energy?
A reader used to the literature on the classical theory of diﬀusion could even-
tually feel himself somewhat discomfortable with (4.18)3, 4, since these relations do
not introduce any rotational feature in the deﬁnitions of internal energy and heat
ﬂux of the mixture. Indeed, according to the terminology used by Truesdell [405],
the internal energy and heat ﬂux so deﬁned represent in fact the so-called interior
quantities. It is nevertheless a trivial task to reformulate (4.18)3,4 in such a way that
e and qi possess also rotational parts. From physical grounds (and the support of
former works on the continuum, statistical and kinetic theories of structured media
[7, 46, 84, 85, 132, 149, 156, 171, 411]) it is known that the deﬁnitions which fully ac-
count for interior and rotational contributions to the internal energy and heat ﬂux
of the mixture read (taking for granted the assumption vαi = vi)
	e =
N∑
α=1
	αeα + 1
2
N∑
α=1
	αIαijS
α
i S
α
j , qi =
N∑
α=1
qαi −
N∑
α=1
ijkd
α
jΠ
α
klS
α
i , (4.43)
where
Sαi =
1
(dα)2
(
ijkd
α
j d˙
α
k − Iαijsj
)
, with si = I
−1
ij σj ,
denotes the spin velocity of the constituent α relative to the mixture. Hence, (4.43)
states that the kinetic energy and the mechanical power of the diﬀusive spin motion
contribute, respectively, to the internal energy and the heat ﬂux of the mixture, in
addition to the interior quantities.
Choosing between deﬁnitions (4.18)3, 4 and (4.43) is basically a matter of taste:
the ﬁrst ones make some calculations easier, whereas the second ones yield more
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familiar forms of the balance equations of total and internal energy, involving fe-
wer constituent ﬁelds. In fact, by repeating exactly the same procedure presented
in Sect. 4.2 – but this time replacing (4.18)3,4 by (4.43) – one can infer that the
deﬁnition of an internal energy with rotational part does not aid to solve Mu¨ller’s
paradox. Finally, even if one refuses both (4.18)3, 4 and (4.43) in favor of any bi-
zarre deﬁnition of internal energy, this does not change the fact that, formally, the
Coriolis-like eﬀects occurring in (4.32), (4.34) and (4.39) cannot be simply ignored.
Is the metaphor of rigid rod helpful in the study of chemical reactions?
In an attempt to interpret physically the hypothetical lack of objectivity of the
internal energy in chemically reacting mixtures of polymeric liquid crystals, a so-
called“cartoon of the chemical reaction”was discussed in [319]. Roughly, it consisted
of a single rotating rodlike molecule – a rigid rod – which suddenly disintegrates itself
into its elementary atoms (Fig. 4.1).
It seems rather questionable if such an extremely simplistic picture of a chemical
reaction can indeed aid to clarify something about the character and the transforma-
tion properties of the internal energy in a continuum theory. In particular, It is not
evident from [319] why the existence of a non-objective internal energy containing
a rotational part would be implied by the fact that internal energy has emerged
from the chemical reaction at the expense of the rotational energy of the rod: the
description of a conversion of kinetic into internal energy by chemical reactions is in
principle the role of the energy balance equation (4.37) and not of some particular
deﬁnition of internal energy.
Further, it must be understood that “the rod” is just a metaphor for a slender,
stiﬀ molecule. In reality, the chemical decomposition of such a molecule is of course
not instantaneous. In contrast, the metaphor of a rod which breaks into many pieces
suggests a sudden process. It seems that both interpretations are mixed in [319],
specially in the sentence “Surely that newly created internal energy must retain the
rotational character at least for a while after the decomposition of the rod.” In the
situation under study, the internal energy can only retain a rotational character if
the considered atoms are in fact not completely independent; otherwise they would
constitute a system of freely translating particles, whose internal energy has no ro-
tational attributes at all. Yet, if these atoms are still weakly connected, then the
molecule is not completely decomposed, but rather in the process of decomposition.
This reasoning is also supported by [319] in a later aﬃrmation: “when rotational
energy turns into internal energy or into heat, there must be a transitional peri-
od”. This is certainly correct. Indeed, in the course of this transitional period, the
molecules involved in the chemical reaction have formed the so-called activated (or
reacting) complex (see e.g. [16, 144]) and they are so distorted during this stage that
they cannot be identiﬁed with any of the constituents originally present in the mix-
ture (in the current example: neither with the rod, nor with the atoms). However,
to describe this situation properly, one must take into account the internal energies
of the rodlike molecule and of the activated complex, in contradiction with the as-
sumption [319] that the rod possesses no internal energy. Moreover, the study of
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x =⇒ =⇒
Fig. 4.1. The cartoon of a chemical reaction, according to Mu¨ller [319]. Prior to the reaction (left), there
exists simply the rod, rotating about its center of mass x and possessing no internal energy. Then, when
the reaction occurs (center), the rodlike molecule is immediately replaced by its atoms (right): there is no
rod anymore and its rotational energy was completely converted into internal energy7
such transitional period is the ﬁeld of molecular reaction kinetics, which is far away
from the scope of our continuum theory of structured mixtures.
Fortunately, the mean life-time of the activated complex is generally negligibly
small in comparison to standard time scales of the theory of continuum, implying
that the transitional period already mentioned must not be considered. Neverthe-
less, this means also that the discussion of chemical reactions in a continuum by
regarding just a single decomposing molecule is somewhat problematic, since the
whole process is expected to elapse too fast: the chemical reaction becomes a sin-
gular event and all chemical productions turn to be non-zero only at that unique
temporal singularity. So, we have reached the conclusion that the analogy between
the proposed cartoon of a disintegrating rod and a chemically reacting mixture of
structured continua is not straightforward, because the immediate decomposition of
a single molecule cannot reproduce the continuously sustained process of a chemical
reaction in the continuum, which involves a huge number of interacting molecules
successively reacting within a single material particle.
7To be clearer, the system of atoms possesses no translational energy, since its center of mass remains
at rest, but there exists an “internal” energy, which is expressed as the sum of the translational diﬀusive
kinetic energies of the individual atoms with respect to the center of mass of the system – i.e., this is the
translational analogue to the last term of (4.43)1, cf. e.g. [405].
Part II
Mixtures with Continuous Diversity:
General Theory and Applications
Complicating the Simple or Simplifying the Complex?

5. Fundamentals on Continuous Diversity
Dear Tait
∇ = i d
dx
+ j
d
dy
+ k
d
dz
What do you call this? Atled?
James Clerk Maxwell1, [298]
Presently, it seems rather natural to regard any common chemical mixture as
composed of a discrete number of chemically distinct species. Some hundred years
ago, however, this fact was far from trivial even for the most prominent alchemists,
and particularly doubtful for those who did not believe in the atomistic nature of
the matter, as exposed by Lucretius [283] more than two thousand years ago. Inde-
ed, since then there was an arduous way to explain, formally, why every substance
should present particular physical and chemical properties (see e.g. [13]). Of cour-
se, the modern theory of mixtures [7, 32, 50–52, 106, 109, 110, 115, 124, 130, 177, 178,
189, 223, 240, 310, 315–317, 326, 352, 356, 370, 394, 405, 407, 409, 411, 433] was mostly
developed under this scheme, with the identiﬁcation of the constituents being usual-
ly performed through a discrete set of labels or indices. Nevertheless, it must be
observed that the fundamentals of this theory are in fact based on a much wider
realm than that of usual chemical mixtures. This enabled scientists to apply such
concepts to many other multicomponent environments, from granular media [32, 106,
326, 394, 407, 433] and bubbly liquids [32] to composite materials [32, 352] and (after
a suitable change of terminology) also population dynamics [318, 320, 322, 333, 410].
Ironically, in some of the examples above, the discrete identiﬁcation of species seems
to be a simpliﬁed picture of the macroscopic reality. It is basically about such less
conventional applications of the mixtures theory that this work will be from now on
concerned.
5.1 Raison d’eˆtre
An apology is needed to the language employed in this Chapter. In order to exploit
the generality of the theme, words like mixture, species, constituents and diversi-
ty will be often utilized in their broadest sense, instead restricted to their speciﬁc
1Hamilton’s diﬀerential operator – written as an inverted delta – was up to that date called “characte-
ristic of operation” [196, 397]. Just some days after Maxwell’s letter to Peter G. Tait, the operator’s name
was deﬁnitively changed to nabla. On the other hand, the terms convergence and curl of a vector have been
originally proposed by Maxwell to Tait in that same letter [298].
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meanings in chemistry, physics or biology. In particular, the neologism mixture with
continuous diversity is now introduced [129], in order to generically refer to a multi-
component medium made up of a continuous set of mutually interacting components
(i.e., constituents whose distinctive properties vary smoothly from one to another).
To illustrate this concept, consider the example of a dry granular medium com-
posed of (roughly) spherical solid particles of the same material but with diﬀerent
sizes. Experience shows that the mechanical response of this medium is strongly
dependent on the grain size distribution [172, 173, 222, 224], in such a way that one
can expect distinct material behavior, depending on the dimensions of the grains.
In other words, the granular medium can be viewed as a mixture of solid particles,
of which the diﬀerent species are classiﬁed according to their grain sizes (e.g. dia-
meters). While the gross features of such a medium can be qualitatively understood
with the usual mixture theory, by using some discrete classiﬁcation of the granular
species (for example, a two-component mixture of large and small grains, as consi-
dered by Savage & Lun [372]), a general theory should take into account the whole
grain size distribution, in order to aﬀord quantitative predictions. This is particu-
larly true if one intends to describe, quantitatively, complex size eﬀects like grain
size segregation [29, 111, 172, 206, 224], or the (more or less) gradual degradation of
large grains to smaller ones by erosional phenomena like abrasion and fragmentati-
on [242–244]. However, a modern thermodynamic theory, founded on an appropriate
entropy principle capable of dealing with the whole continuous spectrum of grain
diameters, is lacking.
Actually, it is not diﬃcult to construct an heuristic procedure to extend the fun-
damental concepts of some well-known discrete description, in order to obtain a
continuous version of it. In fact, such an idea was already used at the end of the
19th century by Volterra [418] (see also the note by Whittaker [428]) to construct a
mathematical theory for what he named “functions depending on other functions”,
nowadays simply called functionals, due to Hadamard [193, 194]. More closely re-
lated to the framework of multicomponent media, Prager [354] remarked that the
translational diﬀusion phenomenon in an isotropic suspension of rodlike solid partic-
les resembles well diﬀusive processes in a mixture of species with diﬀerent diﬀusion
coeﬃcients. On the other hand, the similarity between a gas of non-spherical mole-
cules and what is called here a mixture with continuous diversity was evidenced by
Curtiss [84]. Later, Condiﬀ & Brenner [78] took advantage of this analogy to con-
struct a phenomenological theory of ﬂuids composed of orientable particles, using
some classical results of the irreversible thermodynamic theory of mixtures.
It is interesting to notice the odd fate associated to the notion of a mixture
comprising a continuous variety of constituents: within the frames of the theory of
chemical reactions, such an abstraction has its roots in the work of de Donder [104],
who outlined it in the ﬁrst half of 20th century. It seems, however, that the repercus-
sion of de Donder’s ideas was not very great at that time, since these fell soon into
almost complete oblivion. It took more than thirty years until Aris & Gavalas [11] in-
dependently developed a similar concept within exactly the same context – chemical
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reaction kinetics. The Aris–Gavalas theory of continuous reactions went far beyond
de Donder’s and reached the technical and scientiﬁc communities on an occasion
when polymerization and cracking reactions were urging more eﬀective theoretical
descriptions. It has established itself as a proliﬁc mean of modeling extremely com-
plex chemical reactions involving a very large number of constituents in mixtures
of which no precise analysis is possible (ex. petroleum processing) [332, 345]. In this
sense, it represents a continuum“simpliﬁcation” of a discrete reality, for it amal-
gamates reactants into a single lump, in an intuitive process which resembles well
the homogenization procedures discussed in Chaps. 1 and 2.
In spite of these merits, scientists outside the proper specialists’ circles have been
unaware of the kind of mixtures involved on the theory of continuous reactions, a
fact which can be justiﬁed not only by the rather specialized applications of the
theory, but also because of an unfortunate name: such mixtures have been called
continuous mixtures by chemists, which is just the same name often used to refer to
ordinary mixtures of continua (see e.g. [291]). Curiously, once again, after more than
thirty years of the publication of the work of Aris & Gavalas [11], another theory
for mixtures comprising a continuous variety of constituents has been independently
proposed [129]: the theory of mixtures with continuous diversity. Nevertheless, the
context in which this last theory has been introduced, as well as its scope, diﬀers
conspicuously from the earlier ones. Indeed, the concept of continuous diversity as
suggested in [129] is suﬃciently general to surpass by far the limits of chemical re-
actions, and it is in fact not restricted to chemical systems at all, being useful also
to the modelling of many diﬀerent heterogeneous thermodynamic systems, from ice-
berg ensembles to liquid crystals [46, 77, 78, 132, 135, 166, 432], by modeling them as
mixtures of orientations, or sizes, or even abstract characters. Evidently, in most of
these situations the continuous diversity hypothesis is not a “simpliﬁcation” of the
reality (like in the theory of continuous reactions) but rather an exact description of
it. In any case, the Aris–Gavalas theory constitutes of course a “chemical” particu-
larization of the theory of mixtures with continuous diversity – allowing so possible
extensions to less orthodox types of mixtures of the powerful concepts and techniques
developed within the frames of continuous reactions during the last decades.
5.2 Mixtures with continuous diversity
Originally, the continuum theory of mixtures (see Chaps. 3 and 4) has been concei-
ved to deal only with a very reduced set of markedly distinct chemical constituents.
In other words, in the original theory there are no limits at all in the amount of
distinguishing properties between any two chemical components, but the total num-
ber of constituents in the mixture is severely restricted to a countable ﬁnite set, due
to practical reasons. In contrast, there are innumerous situations in nature where
exactly the opposite situation is found: mixtures whose species exist in an inﬁnitely
large number (non countable), but which are distinguished by just one, two, or a
very few particular properties (e.g. size, orientation, age, smoothness).
68 5. Fundamentals on Continuous Diversity
Continua like the last type of mixture described above have been recently called
[129, 132] mixtures with continuous diversity. Indeed, natural polydisperse granular
media (in which the unique distinguishing feature is the grain size) and ﬁber sus-
pensions (where ﬁbers are distinguished only by their orientation) are two classical
examples of such continua. As discussed in Sect. 5.1, a mixture with continuous
diversity can be succinctly regarded as a multicomponent medium made up of a
continuous set of mutually interacting components, or in other words, a continuum
composed of an inﬁnite number of constituents, whose distinctive properties va-
ry smoothly from one to another. Mathematically, such a generalization of classical
mixture theory can be readily understood by reckoning, for instance, the constituent
ﬁeld of mass density in an ordinary chemical mixture of N components, viz. 	α(x, t),
with α = 1, 2, . . . , N (cf. Chap. 3). To derive the respective ﬁeld for a mixture with
continuous diversity, one must simply allow the species label α to be no longer re-
lated to a ﬁnite enumerating set of N integer numbers, but rather to become a real
number deﬁned in a closed interval [αmin, αmax] = A ⊂ R , which is called the species
assemblage. The extrema αmin and αmax are so deﬁned as the assemblage A to be
complete, i.e., it accounts for all possible species in the medium.
At ﬁrst sight, the adoption of this new picture brings no dramatic changes in the
description of the mixture. For instance, whatever the particular physical meaning
given for α, the reference to any particle of the continuum, at a given time t, continues
to be deﬁned by the instantaneous position x of this particle and its constituent label
α, exactly in the same way as in usual mixtures. However, the great diﬀerence is that
the species label α is now continuous. In practice, this means that α ∈ A acquired
the status of a new variable, in addition to x and t, in such a way that the constituent
mass density ﬁeld in a mixture with continuous diversity reads 	∗(x, t, α), where the
superscript “∗” indicates that the respective ﬁeld is deﬁned, for any given time t,
in a space of dimension higher than three, namely the space–assemblage R 3 × A.
Of course, the same procedure can be extended to any other physical quantity of
the medium, enabling so the deﬁnition of the constituent ﬁelds of stress t∗(x, t, α),
speciﬁc internal energy e∗(x, t, α), translational velocity v∗(x, t, α), etc.
There are some remarkable aspects of media with continuous diversity which
deserve special attention. First, the theory is absolutely insensitive to the number of
constituents. Indeed, while in a usual chemical mixture the amount of ﬁelds increases
dramatically with the number of constituents, in a mixture with continuous diversity
there occurs no change at all: it does not matter how much one enlarges the species
assemblage A, the number of ﬁelds of the theory remains always invariable (in the
simplest case, just one ﬁeld of mass density, one ﬁeld of stress, etc.). This peculiarity
of the theory represents a great beneﬁt, for the size of the species assemblage can
be freely chosen according to the necessities of the problem, without increasing
of mathematical complexity. Second, as far as a physical meaning is attributed to
the label α (for instance, size or orientation), an intrinsic hierarchy of constituents
naturally emerges in the species assemblage A. This hierarchy is characterized by the
fundamental concept of familiarity, which is in fact the key to identify a medium as
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a mixture with continuous diversity. Two species (i.e., constituents) are said familiar
if their distinguishing properties – and consequently, their physical behavior – are
alike, though not identical. The concept of familiarity is a direct consequence of
the existence of a metric in the interval A, and is the counterpart of the notion of
closeness in the Euclidean space.
One of the great virtues of the notion of familiarity is that it allows one to treat
the species label α and the position x at the same footing. Indeed, one can now
even conceive a situation in which, besides usual mass changes due to transport
phenomena, the mass density of constituent α varies in time through (inter-)species
transitions. From the obvious similarity of these transitions with ordinary motions
in the Euclidean space, we immediately conclude that the rate at which such con-
tinuous mutations occur can be described by a kind of “velocity”, called transition
rate u∗(x, t, α). In fact, by considering a unit volume in a medium at rest (v∗i = 0 for
all points of the medium), it is easy to conclude that the quantity u∗ determines the
rate at which the amount of mass 	∗ performs a continuous transition from constitu-
ent α to some other species, by altering its distinguishing properties. Note that the
nature of such a transition is not restricted to any particular type of transformation,
mutation, degradation or regeneration of the constituent properties. Nevertheless, it
must be continuous. In other words, it must occur between familiar species.
Once the notion of interspecies transition rate is understood, it turns possible
to talk about balance equations for mixtures with continuous diversity. There are
essentially two ways of deriving such equations: the ﬁrst, more formal, is by repeating
the same arguments presented in Sect. 3.3, but now regarding a higher dimensional
region V × P ⊂ R 4 (with V ⊂ B ⊂ R 3 and P ⊂ A ⊂ R ); the second, on the
other hand, is by direct extension of (3.19) to the case of a mixture with continuous
diversity. This last approach will be now addressed here, while the ﬁrst one is left to
Chap. 6. The mentioned extension of (3.19) is performed in a similar manner as for
the obtention of 	∗ from 	α. This procedure is straightforward for the time derivative,
production and supply terms appearing in (3.19) and yields 	∗a ∗, 	∗p ∗ and 	∗s ∗.
Nevertheless, a bit of care is needed when executing the extension of the ﬂux terms of
(3.19), owing to the dimension increase of the conﬁguration space, viz. from R 3 to R 4.
Eﬀectively, this implies the conversion of coordinates (xi) → (xi, α). Likewise, the
velocity and conductive ﬂux must obey similar conversions, namely (vαi ) → (v∗i , u∗)
and (qαi ) → (q ∗i , t ∗), where t ∗ represents an interspecies conductive ﬂux density
(in the species assemblage), or in other words, a transmissive ﬂux density. Hence,
from this rationale follows the local master balance equation (in regular points) for
mixtures with continuous diversity
∂	∗a ∗
∂t
+
∂
∂xi
(	∗a ∗v∗i + q
∗
i ) +
∂
∂α
(	∗a ∗u∗ + t ∗) = 	∗p ∗ + 	∗s ∗ . (5.1)
It must be emphasized that, in analogy to conductive ﬂuxes (see Sect. 3.2), trans-
missive ﬂuxes are deﬁned by the absence of mass transport in A, i.e., of interspecies
transitions. Consequently, when deriving the mass balance equation for mixtures
with continuous diversity, one must choose
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a ∗ q ∗i t
∗ p ∗ s ∗
1 0 0 Γ ∗ 0
∂	∗
∂t
+
∂
∂xi
(	∗v∗i ) +
∂
∂α
(	∗u∗) = 	∗Γ ∗ , (5.2)
which is named the species balance equation of mass.
At this moment it must be noticed that nothing was said yet about mixture
ﬁelds, namely 	(xi, t), vi(xj , t), etc. For consistence, these should be given by the
mathematical counterparts of the sums (3.1) and (3.2) in a continuous interval of
species, namely the integrals
	 =
∫
A
	∗ dα , vi =
1
	
∫
A
	∗v∗i dα . (5.3)
Hence, vi(xj , t) is still the barycentric velocity of the mixture. Additionally, one
concludes from (3.50) that the integral of the mass production 	∗Γ ∗ over the whole
species assemblage A must vanish, in concordance with the conservation of mass of
the mixture. Finally, excluding for the moment the possibility of singularities in A,
it follows from the completeness assumed for the species assemblage that∫
A
∂
∂α
(	∗u∗) dα = 0 , (5.4)
which simply reﬂects the fact that there are no species deﬁned outside A. Actually,
(5.4) is a particular result of
Theorem 5.2.1 (completeness). Under the condition that an arbitrary scalar,
vector or tensor valued quantity Q ∗(xi, t, α) is a continuously diﬀerentiable functi-
on of α in A, and provided that the domain A is complete, i.e., that the species
assemblage encloses all possible species of the medium, so that its extrema are ﬁxed
and maximized, then the following identity holds∫
A
∂Q ∗
∂α
dα = 0 . (5.5)
The proof of this theorem becomes trivial, after one recognizes that the integrand
of (5.5) represents in some sense the divergent of a “ﬂux” within A. Thence, since
the species assemblage is complete, there cannot occur ﬂuxes outside the interval.
Mathematically, one must simply rewrite (5.5) as
∫
A
∂Q ∗
∂α
dα =
αmax∫
αmin
∂Q ∗
∂α
dα =
∂
∂α
αmax∫
αmin
Q ∗ dα =
∂
∂α
Q int(xi, t) = 0 , (5.6)
where
5.3 Entropy principle 71
Q int(xi, t) =
∫
A
Q ∗ dα , (5.7)
where use was made of the assumed continuity of Q ∗ and the fact that, when A is
complete, both extrema αmin and αmax are ﬁxed (i.e., independent of α).
Evidently, from (5.2)–(5.4) one recovers the usual continuity equation (3.53),
implying that the mixture behavior is that of a single medium.
Balance equations of momenta and energy will not be considered at this stage.
diﬀerent forms of such balance equations can occur, depending on the physical mea-
ning speciﬁed for the variable α. Of course, in any case these equations must be
compatible in form with (5.1).
5.3 Entropy principle
Before proceeding with thermodynamics, some remarks are appropriate here. For
simplicity, throughout this chapter only one temperature ﬁeld, the temperature of
the mixture, will be considered. Accordingly, the main objective of the thermody-
namic theory, viz., the prediction of the mixture behavior once the external agents
are speciﬁed, reduces to the determination of the constituent ﬁelds of mass density,
velocity and transition rate, as well as the temperature of the mixture (if no further
ﬁelds are speciﬁed). Clearly, balance equations of mass, momenta and energy do
not suﬃce for the determination of these ﬁelds, because they contain also additional
ﬂuxes and production terms which depend on the particularities of the medium.
Hence, one must introduce supplementary hypotheses, in order to relate these addi-
tional quantities to the basic ﬁelds of the theory, through the so called constitutive
relations. Nonetheless, these relations cannot be arbitrary. They must satisfy some
fundamental physical axioms, among them the entropy principle.
The results presented up to now provide a solid background for the formulation
of an entropy principle appropriate for mixtures with continuous diversity. Actually,
no modiﬁcation of the classical version of this principle is necessary for the mixture
as a whole, i.e., (3.60) remains valid. Nevertheless, in contrast to the usual theory
of mixtures, an entropy inequality in the form (3.60) is somewhat unworthy for a
constitutive theory in the space–assemblage. In fact, the standard method of exploi-
tation of the entropy principle via Lagrange multipliers, as proposed by Liu [274], is
no longer applicable in such a situation. The reason is that the algebraic equivalence
on which the whole method is founded cannot be justiﬁed, in this case, by customary
arguments.
The admissibility of the method of Lagrange multipliers has become a very desira-
ble feature for any thermodynamic theory of continua. In fact, the use of Lagrange
multipliers makes the exploitation of the entropy principle not only a systematic
and straightforward procedure, but also equivalent to the maximization of entropy
in non-equilibrium (see [107]). Therefore, in order to confer such a pleasant feature to
the theory developed here, one has two alternatives: the ﬁrst could be the derivation
of a new version of the method of Lagrange multipliers, by introducing multiplier
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functions in integral form; the second would require a reformulation of the entropy
principle in space–assemblage, which should be compatible with the conventional
form of the Lagrange multiplier method. The second option has been addressed
in [129] and is discussed below; the ﬁrst one remains open for mathematicians.
In order to deﬁne an entropy principle appropriate for mixtures with continuous
diversity, it is suﬃcient to rephrase (with only some slight modiﬁcations) the axio-
matic formulation of Mu¨ller [317]. It will be stated here in three parts:
Postulate 5.3.1 (Entropy principle).
1. There exists for each component of the mixture an additive scalar quantity, the
entropy of the species α.
2. The speciﬁc entropy, the entropy ﬂuxes and the speciﬁc entropy production of
each component of the mixture are given by constitutive equations.
3. The entropy production of the mixture is non-negative for all thermodynamic
processes.
From the ﬁrst axiom follows, with the help of (5.1), the species entropy balance
equation in the form
a ∗ q ∗i t
∗ p ∗ s ∗
η∗ φ∗i ϕ
∗ ς∗ s∗
∂	∗η∗
∂t
+
∂
∂xi
(	∗η∗v∗i + φ
∗
i ) +
∂
∂α
(	∗η∗u∗ + ϕ∗) = 	∗ς∗ + 	∗s∗, (5.8)
where η∗ is the species speciﬁc entropy, φ∗i and ϕ
∗ its ﬂuxes, ς∗ its speciﬁc production
and s∗ its external supply. According to the second axiom, all these ﬁelds (but the
last, which is deﬁned by external conditions) are given by constitutive functions.
Note also that, from (3.43)3, (3.45)2, (3.49) and the third axiom,
η =
1
	
∫
A
	∗η∗ dα , φi =
∫
A
(φ∗i + 	
∗H∗C∗i ) , (5.9)
s + ς =
1
	
∫
A
	∗ (s∗ + ς∗) dα and ς ≥ 0 , (5.10)
with
C∗i = v
∗
i − vi , H∗ = η∗ − η . (5.11)
In particular, with respect to an inertial referential, (5.10) reduces to (cf.
s =
1
	
∫
A
	∗s∗ dα , and ς =
1
	
∫
A
	∗ς∗ dα ≥ 0 . (5.12)
It should be observed that, in any case, the production ς∗ can also assume negative
values, caused by the inﬂuence of the other components present in the mixture. One
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can exclude for a while such intricate inﬂuences by considering the limiting case
when all constituents are absent but one, i.e., a one-component continuum. In such
a simple situation, the speciﬁc entropy production of the pure constituent would be
given simply by
ς∗P ≥ 0, (5.13)
as obviously should be for a single medium.
Consequently, returning to the general case, one can deﬁne for every component
of the mixture, a deviation measure of the constituent entropy production from its
expected behavior in a single medium by
δ∗ = ς∗ − ς∗P , (5.14)
which will be called the entropy production deviation due to constituent interactions,
or for short, entropy production deviation.
Once ς∗ is a constitutive function (due to the second axiom of the entropy prin-
ciple), so is ς∗P . Accordingly, from (5.14) there follows that the deviation function
δ∗(xi, t, α) must also be a constitutive quantity. These results, combined with the
inequality (5.13), complete the proof of
Theorem 5.3.1 (δ∗). There exists a function
δ∗ : R 4 ×A → R ,
deﬁned through (5.14), which is given by a constitutive equation and such that, with
reference to an inertial observer, the inequality
ς∗ ≥ δ∗ (5.15)
holds for all thermodynamic processes.
This theorem is the most prominent result of the theory, and enables the entropy
principle to be expressed in the space–assemblage. In simple words, it guarantees the
existence of the deviation function δ∗(xi, t, α) and asserts that it is a constitutive
quantity whose value is upper-bounded by the constituent entropy production for
any thermodynamic process. The extension of (5.15) to non-inertial reference frames
depends on the validity of (5.12) for such cases. Indeed, as demonstrated in Chap. 4,
the conservation of angular momentum and energy might sometimes assume more
complicated forms, when referred to non-inertial observers (cf. (4.34), (4.35) and
(4.39)). Accordingly, one could also cogitate the possibility that, for some particular
microstructured mixture, (5.12) could eventually fail to hold in a non-inertial frame
of reference, even though (5.10) necessarily remains valid.
It is worth noticing that the δ∗-theorem can be automatically applied to ordinary
mixtures too, for which (5.14) and (5.15) are simply replaced by
δα = ςα − ςαP , and ςα ≥ δα , (5.16)
where ςα and ςαP represent respectively the speciﬁc entropy production of the con-
stituent α in the mixture and in a pure state. It must be emphasized, however, that
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a constituent entropy inequality of the form (5.16) is for most situations unnecessa-
ry, for it simply complicates the exploitation of the second law of thermodynamics,
which for ordinary mixtures can be readily performed using the mixture entropy in-
equality (5.10)2. It is instructive to remark that former authors had also attempted
to construct entropy inequalities for the constituents of a mixture, but in vain. As a
matter of fact, in most approaches (see e.g. [124]) the constituent entropy produc-
tion ςα was assumed to be decomposed into two additive parts, one representing a
non-negative “real” production of entropy by the α-constituent (ςαR) and another
one expressing a globally reversible entropy production by constituent interactions
and chemical reactions (ςαI), viz.
ςα = ςαR + ςαI with ςαR ≥ 0 ,
N∑
α=1
	αςαI = 0 . (5.17)
Deﬁnition (5.17) is evidently doomed to fail, not only in view of the fact that (5.17)2
is obviously wrong, but also because the assumption that the “real” production ςαR
is not aﬀected by the presence of other constituents is – at least – very questionable2.
In contrast, no attempt to resolve the entropy production into distinct terms is
made in the deﬁnitions (5.14) and (5.15) or (5.16). Therefore, ς∗ (or ςα) remains com-
pletely arbitrary, as far as (5.10) is satisﬁed. The entropy inequality (5.15) is derived
by introducing an additional concept, rather than making restrictive assumptions
upon already existing terms. This new concept, the entropy production deviation,
relates the entropy production of a constituent in the mixture to its counterpart in
an equivalent single medium (pure constituent). Such a sort of relationship between
mixture and pure constituents is by no means wondrous or bizarre: actually it can
be frequently found in chemistry, as in the deﬁnition of chemical potential or in the
laws of Raoult and Henry [96, 144, 191, 271, 307].
5.4 Extension for the case of multi-labelled species
The generalization of the mixture theory presented in the last section is still not
able to deal with many of the common mixtures with continuous diversity found in
nature. In fact, the identiﬁcation of a particular species requires in many situations
the speciﬁcation of more than one distinctive property. A simple example is the
gas with non-spherical molecules considered by Curtiss [84], where any species is
identiﬁed by two parameters, related to the azimuthal and the polar orientation
angles, respectively. Therefore, following the motto “when we start to generalize, it
is hard to know when to stop”(Truesdell [406], p. 24) (cf. Sect. 2.3), a trivial extension
2Imagine for instance a class of children playing for a while alone in a dark classroom and, consequently,
producing a lot of entropy there. When the angry teacher silently comes in and punishes one of the children,
who cries, all the others immediately start to behave in a diﬀerent way, even though the interaction occurred
solely with one child and the others do not know exactly what has happened. Hence, the knowledge of the
presence of another “constituent” (the teacher) was transmitted through the “medium” by one child to the
others, without necessity of direct interaction of the adult with every child. Consequently, when mixed with
teachers, children behave diﬀerently. In a chemical mixture, one could easily conceive a similar situation.
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of the theory presented in the last Section, valid for the case of multi-labelled species,
will now be derived.
Consider ﬁrst that every component of the mixture is identiﬁed with a set of
continuous labels αI (I = 1, 2, . . . ,M), each one deﬁned in a particular closed in-
terval AI ⊂ R . Hence, the space–assemblage assumes the multi-dimensional form
(R 3 ×M) ⊂ R M+3, where M = A1 ×A2 × · · · × AM .
Accordingly, the master balance equation appropriate for the case of multi-
labelled species remains essentially identical in form to (5.1), but now the derivative
with respect to α assumes the form of a kind of “divergence operator” in the species
assemblage M, viz.
∂	∗a ∗
∂t
+
∂
∂xi
(	∗a ∗v∗i + q
∗
i ) +
∂
∂αI
(	∗a ∗u∗I + t
∗
I ) = 	
∗p ∗ + 	∗s ∗ , (5.18)
with the evident summation convention of the dummy indices i = 1, 2, 3 and I =
1, 2, . . . ,M .
Provided that all the essential assumptions considered in Sects. 5.2 and 5.3 remain
valid, it is straightforward to derive the extended version of the theory, by trivial
replacement of α, u∗, t ∗ and A in equations (5.2)–(5.15) respectively by αI , u∗I , t ∗I
and M. For instance, the mass balance equation (5.2) and the expressions (5.3) are
rewritten in this case as
∂	∗
∂t
+
∂
∂xi
(	∗v∗i ) +
∂
∂αI
(	∗u∗I) = 	
∗Γ ∗ , (5.19)
	 =
∫
M
	∗ dMα , and vi =
1
	
∫
M
	∗v∗i d
Mα , (5.20)
where the following notation was adopted:∫
M
Q∗ dMα =
∫
A1
∫
A2
· · ·
∫
AM
Q∗ dαM . . .dα2dα1.
Furthermore, the completeness theorem (5.2.1) takes the form∫
M
∂Q ∗I
∂αI
dMα = 0 , (5.21)
for any continuously diﬀerentiable vector ﬁeld Q ∗I on M.
From the considerations above, the vectorial character achieved by the label αI ,
the transmissive ﬂux density t ∗I and the transition rate u
∗
I becomes now clear. As
remarked by Condiﬀ & Brenner [78], this vectorial character is a fundamental feature
in the study of anisotropic media.
Finally, keeping in mind also that, in such a generalized case, all thermodynamic
ﬁelds are deﬁned for every time t in the hyperspace R 3×M, no further modiﬁcation
of the entropy principle and δ∗-theorem (respectively Postulate 5.3.1 and Theo-
rem 5.3.1), as presented in the last section, is necessary. Therefore, the extension of
the theory is complete3.
3Of course, an “hybrid” version of the theory could also be obtained by mixing continuous and discrete
distinctive properties. This will be considered in the next Chapter.

6. Mixtures of Microstructured Media:
Quintessential Examples of Hybrid Mixtures
with Continuous Diversity
I judge it the second step by which the Pyramid of natural
knowledge (which is the knowledge of the form of bodies) is
to be ascended: And whosoever will climb it, must be well
furnished with that which the Noble Verulam calls Scalam
Intellectus; he must have scaling Ladders, otherwise the
steps are so large and high, there will be no getting up
them, and consequently little hopes of attaining any higher
station, [. . . ]; for it seems tome, that the Intellect of man
is like his body, destitute of wings, and cannot move from
a lower to a higher and more sublime station of knowledge,
otherwise then step by step, nay even there where the way
is prepared and already made passible; as in the Elements
of Geometry, or the like, where it is fain to climb a whole
series of Propositions by degrees, before it attains the
knowledge of one Probleme. But if the ascent be high,
diﬃcult and above its reach, it must have recourse to a
novum organum, some new engine and contrivance, some
new kind of Algebra, or Analytick Art before it can
surmount it.
Robert Hooke, [215] p. 93
The concept of microstructured medium immediately suggests the existence of
some kind of “underlying bricks” which build the microstructure of the material.
Such “bricks”, called primitive microstructural elements, may be of diverse nature,
like crystallites of a polycrystal, grains in a granular material, ﬂoes of a sea ice
pack and macromolecules in a polymeric solution. Accordingly, mixtures of such mi-
crostructured media encompass solid solutions, polycrystalline alloys, composites,
complex suspensions and polydisperse granular media, among others. The subject
matter of this Chapter are those types of chemically reacting mixtures of microstruc-
tured media whose primitive microstructural elements possess uniaxial symmetry.
Full sets of balance equations and jump conditions are derived for single and mixed
continua, which are appropriate for a wide range of applications, from the creep of
polycrystals to the ﬂow of granular media and chemically reacting macromolecular
solutions. Thanks to the use of the framework of mixtures with continuous diversity
discussed in Chap. 5, both isotropic and anisotropic media can be considered at the
same footing and some interesting eﬀects, like net orientational diﬀusive ﬂuxes of
mass, are predicted.
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6.1 Doubly complex media
Since the birth of continuum mechanics and thermodynamics as a branch of science,
the most acknowledged connection between chemical mixtures and microstructured
continua has been their common and obscure classiﬁcation as “complex media”. Ac-
tually, such a complexity is mainly caused by internal processes and interactions
on the meso- and microscopic levels, which cannot be captured through an ordi-
nary continuum formalism. In spite of this elementary kinship, the development of
thermodynamic theories for mixtures followed a quite distinct way from that trai-
led by theories for microstructured continua. Meaningful concepts from chemistry,
statistical physics and kinetic theory assisted the uniﬁed campaign towards the con-
struction of a deﬁnite and rather general theory of mixtures [51, 115, 178, 240, 405],
which achieved its acme with the work of Mu¨ller [315] (see also [316]; a historical
survey is available in [14]). On the other hand, the thermodynamics of microstructu-
red media evolved in a similarly elegant (though more mathematical) environment,
while it did never experience the same integrate engagement as found for chemical
mixtures. Indeed, many diﬀerent approaches to microstructured continua have ap-
peared [6, 46, 82, 87, 88, 125, 179], as can be well exempliﬁed by the several names for
the microstructural angular velocity found in the literature: rotary velocity, lattice
spin, spin velocity (or simply spin), gyration and intrinsic angular velocity, among
others.
Possibly due to the fear of facing a “complex medium to the square power” the
scientiﬁc literature on chemically reacting mixtures of microstructured media has
remained very scarce, the most noticeable contributions being due to Kelly [240],
Allen & Kline [7] and Twiss & Eringen [411] (see Chap. 3). A former phenomeno-
logical approach was also presented by Condiﬀ & Brenner [78], albeit without the
deserved repercussion, probably because of the old-fashioned background on ther-
modynamics of irreversible processes presented there. This is nevertheless a work
of great originality, based on a physically appealing picture of the microstructure
as a “mixture of orientations”. Such a picture has its origins in earlier results from
kinetic and statistical theories, as those evidenced in the works of Prager [354] and
Curtiss [84], which were extended and generalized in the notable treatise of Dah-
ler [85]. Supported by the legacy of these four seminal studies, as well as by other
theories in the branches of chemistry, rheology, geophysics and biomathematics (e.g.
[11, 43, 46, 149, 166, 207, 320, 372, 432]), a thermodynamic theory for mixtures with
continuous diversity has been recently proposed [129, 132] (see Chap. 5), which
consists of a general continuum framework to deal with most of such once called
“complex media”.
While Condiﬀ & Brenner [78] and Faria [129] have illustrated how concepts from
mixture theory could be useful in the understanding of microstructured media (by
analyzing the ﬂow-induced anisotropy of some polymeric solutions), in the present
Chapter (see also [132]) the opposite situation is discussed, namely how the physics of
microstructured media, modeled as mixtures with continuous diversity, can enlighten
new issues in the theory of mixtures.
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In contrast to Chap.4, where mixtures of a particular type of microstructured
medium – namely, liquid crystals – have already been considered, no director ﬁeld is
implemented here. Instead, the theory of mixtures with continuous diversity discus-
sed in Chap. 5 is employed, permitting so the regard of structured media with any
degree of order, from isotropic to highly anisotropic. For explicitness, the primitive
microstructural elements are assumed to possess uniaxial symmetry, deﬁned for in-
stance by the c-axis of a crystallite with hexagonal symmetry or the long axis of a
rigid axisymmetric macromolecule in suspension; nevertheless, the symmetry of the
mixture itself remains fully unconstrained.
6.2 Identifying species and constituents
In the case of single media, the basic hypothesis of the theory of mixtures with con-
tinuous diversity is that the material response of a microstructured medium depends
on the amount of matter oriented into diﬀerent directions in the same way as the
material response of an ordinary chemical mixture depends on the concentration of
its constituents.
Mathematically, one means of describing orientations in space is by associating
them with points of S2 ⊂ R 3, which is envisaged as a closed spherical surface of
unit radius embedded in R 3 [1] (see Fig.6.1). In principle, any point of S2 could be
identiﬁed by its spherical (polar and azimuthal) angles, viz, θ and ϕ. Nevertheless,
since these angles deﬁne a unique direction in R 3 and calculations using spherical
coordinates are rather cumbersome, it is more convenient to associate θ and ϕ to the
Cartesian components of the normalized orientation vector ni ∈ R 3 (with nini = 1),
which is nothing else than the unit radius vector of the spherical surface of S2 in
R 3. Therefore, S2 is also referred to as the orientation space. Now, as long as the
primitive microstructural elements of the considered media possess uniaxial symme-
try, it becomes clear that the appropriate identiﬁcation of a species is accomplished
by the adoption of two species labels, associated to the two independent Cartesi-
an components of the orientation vector ni, building so the picture of a “mixture
of orientations”. Such a picture has been exploited in the literature of single me-
dia for some particular materials, like liquid crystals [46], polymeric solutions [129],
polyatomic gases [84, 85], polycrystalline ice [166] and granular materials [118].
On the other hand, the extension of these ideas for multicomponent media is
scarce [78, 132]. In principle, the basic diﬀerence is that one must deal withN distinct
“mixtures of orientations”, consequently requiring the incorporation of an additional
θ
ϕ
S
n
2
Fig. 6.1. Relationship between the orientation n and its characteristic
angles, θ and ϕ. S2 is the orientation space
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species label α = 1, 2, . . . , N to identify the individual chemical constituents. In other
words, a hybrid mixture with continuous diversity emerges, involving simultaneously
discrete (α) and continuous (ni) species labels.
From the discussion at the beginning of Sect. 5.3 and the reasoning above, it
follows that the thermodynamic description of microstructured mixtures commonly
involves the determination of 8N orientation dependent ﬁelds for the constituents,
viz.1 (α = 1, 2, . . . , N)
mass density 	∗α(xi, t, nj) ,
speciﬁc linear momentum
(translational velocity)
v∗αi (xj , t, nk) ,
speciﬁc spin σ∗αi (xj , t, nk) ,
speciﬁc internal energy e∗α(xi, t, nj) ,
(6.1)
all deﬁned in the domain B×T ×S2 ⊂ R 6, where B ⊂ R 3 and T ⊆ R 1 are the body
and time manifolds (see App. A).
It is of fundamental importance to understand that ni is not a material vector, i.e.,
it is not ﬁxed to the microstructure, as in the case of Cosserat continua. It just deﬁnes
a direction in space. Consequently, when the symmetry axis of some microstructural
element rotates, it does not carry the vector ni with it. On the contrary, this axis
simply changes its orientation from ni to another one, in a similar way as the center
of mass of a particle changes its position xi by translation. Therefore, in this sense
it can be stated that the description adopted here is spatial in both, the orientation
and the Euclidean spaces.
The occurrence of two superscripts (∗ and α) in (6.1) implicitly indicates the
existence of four levels of description of the microstructure. Eﬀectively, if Q denotes
an arbitrary scalar, vector or tensor valued quantity, then
 Q ∗α= Q ∗α(xi, t, nj) is its orientation dependent ﬁeld for constituent α,
 Qα = Qα(xi, t) is its ﬁeld for constituent α,
 Q ∗ = Q ∗(xi, t, nj) is its orientation dependent ﬁeld (for the mixture),
 Q = Q (xi, t) is its ﬁeld (for the mixture).
Furthermore, all the description levels listed above can be simultaneously represented
by the generic notation Q
:::
.
Once the rules for identiﬁcation of species and constituents are deﬁned and the
multiple levels of description of the mixture are recognized, there remains to per-
form just a straightforward generalization of the procedures thoroughly discussed
1As usual in thermodynamic applications, it can be sometimes advantageous to consider some more
specialized set of thermodynamic ﬁelds than (3.24). The most common situation occurs when a single
temperature for all chemical constituents and orientations is allowed. In this case one could, for instance,
substitute the N orientation dependent ﬁelds of internal energy of the constituents e∗α(xi, t, nj) by just
one ﬁeld of absolute temperature T (xi, t), provided an appropriate thermal equation of state exists. This
simpliﬁes the thermodynamic description of such media to the determination of 7N + 1 ﬁelds.
6.2 Identifying species and constituents 81
for ordinary chemical mixtures in Chap. 3, in order to derive the appropriate balan-
ce equations for single- and multicomponent microstructured media. The transition
from ordinary mixtures to mixtures with continuous diversity has been outlined in
Chap: 5. Hence, the next sections will be, roughly, a blend of these two Chapters. In
particular, a conspicuous similarity will be intentionally promoted between the struc-
ture of Chap. 3 and the present Chapter in order to facilitate the analogy between
these two types of mixtures.
Consequently, the starting point of this study is again the deﬁnition of mixture
as a superposition of N continuous bodies Bα (α = 1, 2, . . . , N), all able to occupy
simultaneously the same region of space. The superposed bodies constitute thence
the mixture body B. Accordingly, the mass density of the mixture 	(xi, t) is again
deﬁned as the sum, over all α, of the mass densities of the constituents 	α(xi, t), as
expressed in (3.1). The diﬀerence now is that every chemical constituent is in fact
a microstructured medium modeled as a mixture with continuous diversity. Also, in
harmony with (5.3)1, the mass density of the α-th chemical constituent is deﬁned as
	α =
∮
S2
	∗α d2n , and consequently 	 =
N∑
α=1
∮
S2
	∗α d2n . (6.2)
Of course, the order of summation and integration can be reversed in (6.2)2, leading
to the deﬁnition
	∗ =
N∑
α=1
	∗α , while (5.3)1 remains valid. (6.3)
Thus, it becomes clear that one can easily move from one level of description to
another by playing with the order of sums and integrals. Indeed, the same holds also
for the barycentric translational velocity of the mixture, which can be calculated in
diﬀerent ways with the aid of (3.2), (5.3)2 and
vαi =
1
	α
∮
S2
	∗αv∗αi d
2n , v∗i =
1
	∗
N∑
α=1
	∗αv∗αi , vi =
1
	
N∑
α=1
∮
S2
	∗αv∗αi d
2n . (6.4)
Moreover, there exist in this situation ﬁve diﬀerent relative (diﬀusive) velocities, viz.
(cf. (3.3) and (5.11))
C
∗α
i = v
∗α
i − v∗i , C∗αi = v∗αi − vαi , C∗αi = v∗αi − vi,
C∗i = v
∗
i − vi, Cαi = vαi − vi. (6.5)
Of course, from (6.4) and (6.5) follow
N∑
α=1
	∗αC∗αi = 0 =
N∑
α=1
	αCαi ,
∮
S2
	∗αC∗αi d
2n = 0 =
∮
S2
	∗C∗i d
2n , (6.6)
∮
S2
	∗αC∗αi d
2n = 	αCαi ,
N∑
α=1
	∗αC∗αi = 	
∗C∗i . (6.7)
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6.3 All those ﬂuxes. . .
In Sect. 3.2, three fundamental sorts of ﬂux have been studied: convective, diﬀusive
and conductive ﬂuxes. Yet, for the case of a “mixture of media with continuous
diversity”, three additional kinds of ﬂux may arise, owing to the accretion of the S2
space. These are generically called orientational ﬂuxes, and comprise transitional (or
orientational convective), orientational diﬀusive and transmissive (or orientational
conductive) ﬂuxes.
Eﬀectively, letW denote a (piecewise) smooth oriented surface moving with velo-
city vWi (xj , t) within a region V ⊂ B. Assuming for a moment that all thermodynamic
ﬁelds are continuous through the surface, it follows that the ﬂux across W of an ar-
bitrary additive quantity A, for any chemical constituent α and orientation ni, can
be easily derived from the expressions
F ∗α(W, t, ni) =
∫
W
(q ∗αi + f
∗α
i ) e
W
i d
2x, f ∗αi = 	
∗αa ∗α (v∗αi − vWi ) , (6.8)
where eWi stands for the unit vector normal to W and 	∗αa ∗α denotes the density
ﬁeld of A∗α, while q ∗αi is its conductive ﬂux density. Furthermore, the ﬁeld f
∗α
i may
represent either a convective ﬂux (when vWi = 0) or a diﬀusive ﬂux (when v
W
i = vi),
as discussed in Situations (a) and (b) of Sect. 3.2.
The case of diﬀusive ﬂux described by Situation (b) is of particular interest, so
that the instance in which the surface W is material will be now analyzed in more
detail. In such a circumstance, (6.8) yields
F ∗α(W, t, ni) =
∫
W
(q ∗αi + 	
∗αa ∗αC∗αi ) e
W
i d
2x , (6.9)
in which one clearly recognizes its conductive (q ∗αi ) and diﬀusive (	
∗αa ∗αC∗αi ) parts.
Following the same arguments leading to (3.9), one can introduce the orientational
and constituent ﬂuxes of the arbitrary additive quantity A respectively by
F ∗(W, t, ni) =
N∑
α=1
F ∗α =
N∑
α=1
∫
W
(q ∗αi + 	
∗αa ∗αC∗αi ) e
W
i d
2x
=
∫
W
N∑
α=1
(q ∗αi + 	
∗αa ∗αC∗αi + 	
∗a ∗C∗i ) e
W
i d
2x
=
∫
W
(q ∗i + 	
∗a ∗C∗i ) e
W
i d
2x , (6.10)
and
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Fα(W, t) =
∮
S2
F ∗α d2n =
∮
S2
∫
W
(q ∗αi + 	
∗αa ∗αC∗αi ) e
W
i d
2x d2n
=
∫
W
∮
S2
(q ∗αi + 	
∗αa ∗αC∗αi + 	
αaαCαi ) e
W
i d
2n d2x
=
∫
W
(qαi + 	
αaαCαi ) e
W
i d
2x , (6.11)
with
q ∗i =
N∑
α=1
(q ∗αi + 	
∗αa ∗αC∗αi ) , (6.12)
=
N∑
α=1
(q ∗αi + 	
∗αD ∗αC∗αi ) , (6.13)
and
qαi =
∮
S2
(q ∗αi + 	
∗αa ∗αC∗αi ) d
2n , (6.14)
=
∮
S2
(q ∗αi + 	
∗αD ∗αC∗αi ) d
2n , (6.15)
where (6.13) and (6.15) are derived under the assumption that (owing to the addi-
tivity of A)
a ∗ =
1
	∗
N∑
α=1
	∗αa ∗α and aα =
1
	α
∮
S2
	∗αa ∗α d2n , (6.16)
enabling so the introduction of the relative quantities
D ∗α = a ∗α − a ∗ and D ∗α = a ∗α − aα . (6.17)
Accordingly, the conductive ﬂux density of the mixture can be derived either by
integrating (6.10) on S2, or through summation of (6.11) over all α, yielding
q i =
N∑
α=1
(qαi + 	
αDαCαi ) , (6.18)
=
∮
S2
(q ∗i + 	
∗D ∗C∗i ) d
2n , (6.19)
=
∮
S2
N∑
α=1
(q ∗αi + 	
∗αD ∗αC∗αi ) d
2n , (6.20)
with Dα deﬁned in (3.11), while
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D ∗ = a ∗ − a , D ∗α = a ∗α − a a = 1
	
∮
S2
	∗αa ∗α d2n . (6.21)
As commented at the beginning of this Section, in addition to ordinary “spatial”
ﬂuxes one can also consider the additional orientational ﬂuxes taking place in S2.
The meaningful kinetic ﬁeld in this case is the spin velocity s∗αi , or more directly the
transition rate u∗αi , which plays the role of a “velocity” in S2. Indeed, if u∗αi denotes
the instantaneous velocity of a point in S2 whose spin is momentarily given by σ∗αi ,
then one can write
σ∗αi = I
∗α
ij s
∗α
j , u
∗α
i = ijks
∗α
j nk , with I
∗α
ij = I
∗α
ji , (6.22)
where I∗αij is the speciﬁc inertia tensor of constituent α in the orientation ni. It must
be emphasized that the relations (6.22) are in fact deﬁnitions, which must hold on
all levels of description, i.e.
σ
:::
i = I
:::
ijs
:::
j , u
:::
i = ijks
:::
j nk , with I
:::
ij = I
:::
ji . (6.23)
The ﬁelds appearing in (6.22) and (6.23) are related by (cf. (3.61)1,2)
σαi =
1
	α
∮
S2
	∗ασ∗αi d
2n , σ∗i =
1
	∗
N∑
α=1
	∗ασ∗αi , σi =
1
	
N∑
α=1
∮
S2
	∗ασ∗αi d
2n , (6.24)
Iαij =
1
	α
∮
S2
	∗αI∗αij d
2n , I∗ij =
1
	∗
N∑
α=1
	∗αI∗αij , Iij =
1
	
N∑
α=1
∮
S2
	∗αI∗αij d
2n , (6.25)
in such a way that u
:::
i is usually computed in three steps: ➀ determination of σ
:::
i and
I
:::
ij , ➁ derivation of s
:::
i via (6.23)1, ➂ calculation of u
:::
i through (6.23)2. In a similar
way as in (6.5), ﬁve distinct relative transition rates can be deﬁned:
U∗αi = u
∗α
i − u∗i , U∗αi = u∗αi − uαi , U∗αi = u∗αi − ui,
U∗i = u
∗
i − ui, Uαi = uαi − ui. (6.26)
It should be noticed, however, that there is in general no counterpart of (6.6) and
(6.7) for U
:::
i . This peculiarity gives rise to some interesting issues, as will be shown
later on.
The results above provide the necessary background for studying orientational
ﬂuxes in S2. Indeed, let C denote a (piecewise) smooth oriented curve in a region
P ⊂ S2. Its propagation within P is dictated by the transition rate u∗Ci (xj , t, nk).
Following the same arguments as in Sect. 3.2, one concludes that the constituent
orientational ﬂux of an arbitrary additive quantity A across the curve C is given by
Gα(xi, t, C) =
∫
C
(h ∗αi + g
∗α
i ) e
∗C
i dn, g
∗α
i = 	
∗αa ∗α (u∗αi − u∗Ci ) , (6.27)
where e∗Ci denotes the unit vector normal to C (and tangential to the spherical surface
of S2), 	∗αa ∗α is the density of the quantity A ∗α and h ∗αi is its transmissive ﬂux
density (i.e., its orientational conductive ﬂux density in the space S2).
Again, there follow from (6.27)2 two situations of special interest:
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c) u∗Ci = 0 the curve is immobile in S2 and the ﬂux in (6.27)2 is called (orientatio-
nally) convective.
d) u∗Wi = u
∗
i the curve accompanies the local microstructure motion in S2, and it
is therefore called a microstructural curve. Equation (6.27)2 depends
in this case on the relative transition rate U∗αi and the ﬂux is called
(orientationally) diﬀusive.
In particular, if one considers the Situation (d) with U∗αi = 0, it follows that g
∗
i = 0
and the curve is said to be (orientationally) impermeable. Furthermore, by setting
a ∗α = 1 and h ∗αi = 0 in (6.27), an expression for the orientational mass ﬂux across
the curve C can be obtained.
As before, the analysis of diﬀusive ﬂuxes is conspicuously interesting at this stage.
By regarding C as a microstructural curve, (6.27) can be rewritten as
Gα(xi, t, C) =
∫
C
(h ∗αi + 	
∗αa ∗αU∗αi ) e
∗C
i dn , (6.28)
in which the transmissive and orientationally diﬀusive ﬂuxes, viz. h ∗αi and 	
∗αa ∗αU∗αi ,
are easily recognizable. Following the same arguments leading to (3.9), (6.10) and
(6.11), summation of (6.28) over all constituents yields
G(xi, t, C) =
N∑
α=1
Gα =
N∑
α=1
∫
C
(h ∗αi + 	
∗αa ∗αU∗αi ) e
∗C
i dn
=
∫
C
N∑
α=1
(h ∗αi + 	
∗αD ∗αU∗αi + 	
∗αa ∗U∗αi ) e
∗C
i dn
=
∫
C
(h ∗i + 	
∗a ∗∆∗i ) e
∗C
i dn , (6.29)
with
h ∗i =
N∑
α=1
(h ∗αi + 	
∗αD ∗αU∗αi ) , 	
∗∆∗i =
N∑
α=1
	∗αU∗αi . (6.30)
The striking feature of (6.29) is that it is not simply a transmissive ﬂux, as
one could expect. There is an additional term, 	∗∆∗i , which corresponds to a net
diﬀusive ﬂux of mass in the orientation space, so that it cannot be included in the
deﬁnition of transmissive ﬂux density (6.30)1. Such an orientational net ﬂux of mass
is a consequence of the simple fact that there exists no counterpart of (6.6) and (6.7)
for U
:::
i . The consequences of these results are discussed in Sect. 6.5.
Finally, it can be shown that the completeness assumption, Theorem 5.2.1 (see
also (5.21)), is expressed in the orientation space by∮
S2
∂iQ ∗i d
2n = 0 , (6.31)
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for any continuously diﬀerentiable ﬁeld Q ∗i on S2, such that Q ∗i ni = 0. The symbol
∂i denotes the Cartesian components of the gradient operator in S2, viz.
∂iQ ∗ =
∂Q ∗
∂ni
− ninj ∂Q
∗
∂nj
, (6.32)
which is called the orientational gradient (or orientational divergence, depending on
the situation). Actually, (6.31) is a particularization of the following general theorem,
Theorem 6.3.1 (Specialized Green–Stokes). For any arbitrary continuously
diﬀerentiable ﬁeld Q
:::
on R 3 there holds∮
S2
(∂i Q
:::− 2ni Q :::) d2n = 0 . (6.33)
The proof of (6.33) is given in App. D. In particular, for smooth ﬁelds on S2, (6.33)
reduces to (6.31).
It should be noticed that h ∗αi ni = 0 by deﬁnition, since transmissive ﬂuxes shall
describe conduction phenomena on the orientation space S2. Consequently,∮
S2
∂i h ∗αi d
2n = 0 . (6.34)
Up to now, it has been assumed that all ﬁelds are continuous across the surfaceW.
Notwithstanding, most natural surfaces generate ﬁeld disturbances, often in the form
of jump discontinuities, being for this reason called singular surfaces. As discussed
in Sect. 6.4, ﬂuxes across these surfaces can be treated in the same manner as in
regular regions, except by the fact that they may be discontinuous across the surface.
Additionally, since one cannot exclude the possibility that such a discontinuity might
be produced by the surface itself, a complete theory should take into account the
occurrence of surface productions and supplies. These should balance the jumps in
ﬂuxes. Eﬀectively,(cf. (3.21))[[
F ∗α
]]
=
∫
W
[[
q ∗αi + 	
∗αa ∗α (v∗αi − vWi )
]]
eWi d
2x =
∫
W
(b ∗α + z ∗α) d2x, (6.35)
where the surface densities of balance b ∗α and of external supply z ∗α are both deﬁned
as smooth functions on W. Finally, from the assumed smoothness of the integrands
appearing in (6.35), it can be concluded that, at each point of the singular surface,
the master jump conditions[[
q ∗αi + 	
∗αa ∗α (v∗αi − vWi )
]]
eWi = b
∗α + z ∗α (6.36)
must hold. Furthermore, (3.22) can be recovered by integration of (6.36) over the
whole orientation space, with the aid of (6.14) or (6.15) and (6.16)2, provided that
bα + zα =
∮
S2
(b ∗α + z ∗α) d2n . (6.37)
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6.4 Global and local master balance equations
Let V represent now a ﬁxed region of R 3 with piecewise smooth boundary ∂V,
and assume also that, for the time interval of interest, V ⊆ B. Similarly, consider
simultaneously a ﬁxed region P of S2, with piecewise smooth boundary ∂P. As far
as the volume V is ﬁxed in R 3, one has that its boundary is at rest and mass ﬂuxes
across ∂V are convective (Situation (a), Sect. 3.2). Likewise, one concludes that mass
ﬂuxes across ∂P are orientationally convective (Situation (c), Sect. 3.2).
If there are no singularities in V and P, all points within the product region
V × P are called regular, and the standard axiom of balance for a regular region
applies, asserting that the time rate of an arbitrary additive property in V × P
is balanced by its production inside the region and supplies from outside [290, 317].
Moreover, depending on their causes, such supplies can be classiﬁed as ﬂuxes from the
neighborhood across the boundaries of V × P, or volume interactions with external
sources (e.g., due to gravitational and electromagnetic ﬁelds). Thence, from the
arguments above and the results of Sect. 3.2, one can write for every constituent α
of a mixture of microstructured media the following global master balance equation
(for regions without singularities)∫
V×P
∂	∗αa ∗α
∂t
d2n d3x =
∫
V×P
	∗αp ∗α d2n d3x −
∫
∂V×P
(q ∗αi + 	
∗αa ∗αv∗αi ) e
V
i d
2n d2x
−
∫
V×∂P
(h ∗αi + 	
∗αa ∗αu∗αi ) e
∗P
i dn d
3x +
∫
V×P
	∗αs ∗α d2n d3x, (6.38)
where use was made of the fact that V × P is ﬁxed in R 5 and free of singularities,
which implies the identity
d
dt
Aα(t) =
d
dt
∫
V×P
	∗αa ∗α d2n d3x =
∫
V×P
∂
∂t
(	∗αa ∗α) d2n d3x. (6.39)
In (6.38) and (6.39), 	∗αa ∗α is the orientation dependent density ﬁeld of Aα and
the speciﬁc quantities p ∗α and s ∗α denote its production and external supply, re-
spectively, while q ∗αi and h
∗α
i are its conductive ﬂuxes. Moreover, e
V
i and e
∗P
i (with
e∗Pi ni = 0) denote the unit vectors normal to ∂V and ∂P, respectively. Notice that
ﬂuxes across the edges and corners deﬁned by ∂V × ∂P do not contribute to the
balance equation (6.38), since their integrals are assumed to have measure zero.
Finally, from the theorems of Gauss and Stokes [1],∫
∂V×P
(q ∗αi + 	
∗αa ∗αv∗αi ) e
V
i d
2n d2x =
∫
V×P
∂
∂xi
(q ∗αi + 	
∗αa ∗αv∗αi ) d
2n d3x, (6.40)
∫
V×∂P
(h ∗αi + 	
∗αa ∗αu∗αi ) e
∗P
i dn d
3x =
∫
V×P
∂i (h ∗αi + 	
∗αa ∗αu∗αi ) d
2n d3x, (6.41)
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and thence, since the region V × P is arbitrary and the integrands are smooth, one
derives from (6.38)–(6.41) the local master balance equation
∂	∗αa∗α
∂t
+
∂
∂xi
(	∗αa∗αv∗αi + q
∗α
i )
+ ∂i (	
∗αa∗αu∗αi + h
∗α
i ) = 	
∗αp∗α + 	∗αs∗α. (6.42)
For completeness, the global master balance equation for a region enclosing a
moving singular surface is also written down, viz.∫
V×P
∂	∗αa ∗α
∂t
d2n d3x −
∫
W×P
[[
	∗αa ∗α
]]
vWi e
W
i d
2n d2x
=
∫
V×P
(	∗αp ∗α+ 	∗αs ∗α) d2n d3x −
∫
∂V×P
(q ∗αi + 	
∗αa ∗αv∗αi ) e
V
i d
2n d2x
−
∫
V×∂P
(h ∗αi + 	
∗αa ∗αu∗αi ) e
∗P
i dn d
3x +
∫
W×P
(b ∗α+ z ∗α) d2n d2x. (6.43)
The last integral in (6.43) introduces two obvious accretions to (6.38) due to the
intrinsic properties of the singular surface W (cf. Sect. 3.3). They represent additio-
nal production and external supply terms, respectively. The second integral on the
left-hand side of (6.43) is the appropriate correction of (6.39) when the region V ×P
is swept by a moving singular surface. Roughly speaking, it is generated by the pro-
gressive swallowing of the frontal region V+ by the singular surface, which extracts
an amount [[ 	∗αa∗α ]] from the respective ﬁeld, releasing the rest in the rear region
V−. In other words, the time rate of the quantity Aα depends, in this case, also on
the product of its jump across W with the volume swept by the singular surface per
unit time. Of course, it is easy to infer from standard arguments [221, 290, 317] that
(6.43) includes (6.36), (6.38) and (6.42) as particular cases.
6.5 Balance equations for single and mixed media
As observed in Sect. 6.2, the thermodynamics of a mixture of N microstructured
media might be described by 8N orientation dependent ﬁelds, listed in (6.1). As
usual, the equations which determine these ﬁelds arise from the balance equations
of mass, linear and angular momenta and energy, combined with an appropriate set
of constitutive relations. On the other hand, the establishment of such constitutive
relations requires the introduction of an additional balance equation for the entropy
(which is itself a constitutive quantity), completing so the set of nine fundamental
balance equations of continuum thermodynamics. Such balance equations will be
derived now for single and mixed media, as described in the following scheme:
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constituent mixture single
orientation dependent  −−−→ 	 * * *
orientation independent  −−−→ 
 
with
 orientation dependent equations for single medium,
 equations for single medium,
 orientation dependent equations for the α-th constituent,
 equations for the α-th constituent,

 equations for the mixture,
	 orientation dependent equations for the mixture,
where
 numbers correspond to the order in which the diﬀerent levels of description are
addressed in the text,
 arrows indicate the relationship between diﬀerent description levels,
 the = sign designates equivalence of the equations for the two descriptions.
Before presenting the balance equations, it is useful to introduce some common
deﬁnitions and remarks. First, the adjective orientational is attributed to certain
ﬁelds in order to emphasize that they represent properties on S2. Hence, if a ∗i and
b ∗ij are,respectively, orientational vector and tensor valued ﬁelds, then
a ∗ini = b
∗
ijnj = 0 . (6.44)
Second, associated to the total energy and angular momentum of a given medium,
the following speciﬁc quantities are deﬁned
L
:::
i = ijkxjv
:::
k+ σ
:::
i , K
:::
i = ijkxjg
:::
k+ c
:::
i , N
:::
i = ijkxjκ
:::
k+ ν
:::
i , (6.45)
E
:::
= e
:::
+
v
:::
i v
:::
i
2
+
σ
:::
i s
:::
i
2
, R
:::
= r
:::
+ g
:::
i v
:::
i + c
:::
i s
:::
i , P
:::
= ε
:::
+ κ
:::
i v
:::
i + ν
:::
i s
:::
i , (6.46)
as well as the ﬂuxes
M
:::
il = ijkxjt
:::
kl+m
:::
il , X
:::
il = ijkxjτ
:::
kl+ ϖ
:::
il , (6.47)
Q
:::
j = q
:::
j − t
:::
ijv
:::
i −m
:::
ijs
:::
i , Ξ
:::
j = ξ
:::
j − τ
:::
ijv
:::
i − ϖ
:::
ijs
:::
i , (6.48)
where
c
:::
i . . . speciﬁc external couple;
e
:::
. . . speciﬁc internal energy;
E
:::
. . speciﬁc total energy;
g
:::
i . . . speciﬁc external force;
K
:::
i . . speciﬁc total external couple;
L
:::
i . . . speciﬁc total angular momentum;
m
:::
ij . . Voigt couple stress;
M
:::
ij . . total couple of stresses;
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N
:::
i . . speciﬁc total interaction couple;
P
:::
. . speciﬁc production rate of total
energy;
q
:::
i . . . heat ﬂux density;
Q
:::
i . . total energy ﬂux density;
r
:::
. . . speciﬁc external supply of inter-
nal energy;
R
:::
. . speciﬁc external supply of total
energy;
s
:::
i . . . spin velocity;
v
:::
i . . . translational velocity;
ε
:::
. . . speciﬁc production rate of inter-
nal energy;
κ
:::
i . . . speciﬁc interaction force;
ν
:::
i . . . speciﬁc interaction couple;
ξ
:::
i . . . orientational heat ﬂux density;
Ξ
:::
i . . orientational ﬂux density of total
energy;
ϖ:::ij . . orientational couple stress;
X
:::
ij . . . orientational total couple of
stresses;
σ
:::
i . . . speciﬁc spin;
τ
:::
ij . . . orientational stress.
φ
:::
i . . . entropy ﬂux density;
ϕ
:::
i . . . orientational entropy ﬂux
density.
The orientational ﬂuxes listed above obey the conditions2 (cf. (6.44))
τ
:::
ijnj = ϖ
:::
ijnj = ξ
:::
i ni = ϕ
:::
i ni = 0 , (6.49)
in such a way that, from (6.33),∮
S2
∂jτ
:::
ij d
2n =
∮
S2
∂jϖ
:::
ij d
2n =
∮
S2
∂iξ
:::
i d
2n =
∮
S2
∂iϕ
:::
i d
2n = 0 . (6.50)
At last, it must be stressed that the relations below are generally valid with
respect to inertial frames of reference. Eventual complications arising from inertial
eﬀects are not regarded at this stage.
 Orientation dependent equations for single medium
For a single medium with microstructure, the following orientation dependent ba-
lance equations of mass, linear and angular momenta, energy and entropy can be
derived3 from (6.42)
2Notice that the transition rate u∗i is also an orientational ﬁeld and, by deﬁnition (see (6.23)), u
∗
ini = 0.
In contrast, the spin velocity s∗i is not an orientational ﬁeld because it describes rotations in the three-
dimensional space. In fact, it must be kept in mind that each primitive element of the microstructure has
indeed three rotational degrees of freedom (which can be related to changes of its three Euler angles) imp-
lying that s
:::
i ni = 0 generally holds [88], a fact which has been recognized even for crystalline media [166],
suspensions [56, 129] and liquid crystals [270]. On the other hand, as far as every microstructural element is
assumed to manifest an axially symmetric behavior, implying isotropy in planes orthogonal to its symmetry
axis, there follows that the value of its third Euler angle (which measures rotations of the element about
its symmetry axis) is redundant, even though its time rate is not. Consequently, only two angles suﬃce to
characterize the microstructural elements of each constituent at any instant and position, in such a way
that primitive microstructural elements of the same constituent whose symmetry axes are parallel cannot
be distinguished, being characterized by a single point on S2.
3It should be noticed that internal production of mass must be accounted for in (6.51) as to describe
some outstanding phenomena, like e.g. recrystallization in a polycrystalline material.
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∂	∗
∂t
+
∂
∂xi
(	∗v∗i ) + ∂i (	
∗u∗i ) = 	
∗Γ ∗, (6.51)
∂	∗v∗i
∂t
+
∂
∂xj
(
	∗v∗i v
∗
j − t∗ij
)
+ ∂j
(
	∗v∗i u
∗
j − τ∗ij
)
= 	∗κ∗i + 	
∗g∗i , (6.52)
∂	∗L∗i
∂t
+
∂
∂xj
(
	∗L∗i v
∗
j −M∗ij
)
+ ∂j
(
	∗L∗iu
∗
j − X∗ij
)
= 	∗N∗i + 	
∗K∗i , (6.53)
∂	∗E∗
∂t
+
∂
∂xi
(	∗E∗v∗i +Q
∗
i ) + ∂i (	
∗E∗u∗i + Ξ
∗
i ) = 	
∗P ∗ + 	∗R∗, (6.54)
∂	∗η∗
∂t
+
∂
∂xi
(	∗η∗v∗i + φ
∗
i ) + ∂i (	
∗η∗u∗i + ϕ
∗
i ) = 	
∗ς∗ + 	∗s∗, (6.55)
where (6.53) can be rewritten with the help of (6.45)-(6.48) and (6.52) as
∂	∗σ∗i
∂t
+
∂
∂xj
(
	∗σ∗i v
∗
j −m∗ij
)
+ ∂j
(
	∗σ∗i u
∗
j − ϖ∗ij
)
+ ijkt
∗
jk = 	
∗ν∗i + 	
∗c∗i , (6.56)
which expresses the orientation dependent balance equation of spin.
 Equations for single medium
From the results established up to now, and in particular from those presented in
Sects. 6.3 and 6.2, one can propose the following deﬁnitions for the density ﬁelds of
the medium4 (valid for inertial observers)
Y =
∮
S2
Y ∗ d2n,
∮
S2
Z ∗ d2n = 0, (6.57)
Y = { 	 , 	vi , 	Li , 	E , 	η ; 	gi , 	Ki , 	R , 	s ; 	ς } ,
Z = { 	Γ , 	κi , 	Ni , 	P } ,
as well as for their ﬂuxes
tij =
∮
S2
(
t∗ij − 	∗C∗i C∗j
)
d2n, Qi =
∮
S2
(Q∗i + 	
∗V ∗C∗i ) d
2n, (6.58)
Mij =
∮
S2
(
M∗ij − 	∗Z∗i C∗j
)
d2n, φi =
∮
S2
(φ∗i + 	
∗H∗C∗i ) d
2n. (6.59)
Eqs. (6.57)1 simply reﬂect the additivity of the densities involved (cf. (5.3) and
(5.9)1), whereas the vanishing integrals in (6.57)2 are consequences of the conserva-
tion of mass, momenta and energy. On the other hand, the conductive ﬂuxes deﬁned
4The abbreviations introduced in (6.57) will be frequently employed from now on, and they imply that
 =
I
S2
∗ d2n, Li =
I
S2
∗L∗i d
2n,
I
S2
∗Γ ∗ d2n = 0, etc.
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in (6.58) and (6.59) arise from diﬀusive as well as conductive ﬂuxes, in accordance
with the general deﬁnition (6.19).
Hence, from (6.50) and (6.51)–(6.59) the usual balance equations for polar media
are obtained
∂	
∂t
+
∂
∂xi
(	vi) = 0, (6.60)
∂	vi
∂t
+
∂
∂xj
(	vivj − tij) = 	gi, (6.61)
∂	Li
∂t
+
∂
∂xj
(	Livj −Mij) = 	Ki, (6.62)
∂	E
∂t
+
∂
∂xi
(	Evi +Qi) = 	R, (6.63)
∂	η
∂t
+
∂
∂xi
(	ηvi + φi) = 	ς + 	s. (6.64)
Again, (6.62) can be also simpliﬁed to
∂	σi
∂t
+
∂
∂xj
(	σivj −mij) + ijktjk = 	ci, (6.65)
while from (6.45)–(6.48) and (6.51)-(6.59), one ﬁnds
	σi =
∮
S2
	∗σ∗i d
2n , 	ci =
∮
S2
	∗c∗i d
2n ,
∮
S2
	∗ν∗i d
2n = 0 , (6.66)
	Iij =
∮
S2
	∗I∗ij d
2n , mij =
∮
S2
(
m∗ij − 	∗Σ∗i C∗j
)
d2n , (6.67)
	e =
∮
S2
	∗
(
e∗ +
C∗i C
∗
i
2
+ I∗ij
S∗i S
∗
j
2
)
d2n , (6.68)
	r =
∮
S2
	∗
(
r∗ + g∗iC
∗
i + c
∗
iS
∗
i
)
d2n ,
∮
S2
	∗
(
ε∗ + κ∗iC
∗
i + ν
∗
i S
∗
i
)
d2n = 0 , (6.69)
qk =
∮
S2
[
q∗k − t∗ikC∗i −m∗ikS∗i + 	∗
(
W ∗+
C∗i C
∗
i
2
+ I∗ij
S∗i S
∗
j
2
)
C∗k − 	∗J∗ij
sisj
2
C∗k
]
d2n . (6.70)
Equations (6.51)–(6.70) are compatible with the statistical theory of Dahler [85],
although they are not identical to the expressions proposed by Curtiss [84] for rareﬁed
gases nor with those presented later in the phenomenological theory of Condiﬀ &
Brenner [78]. The sources of these diﬀerences are the low density limit posited by
Curtiss and the nowadays less usual deﬁnitions for stresses and ﬂuxes employed by
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Condiﬀ & Brenner. On the other hand, Blenk et al. [46] neglected interaction terms
and used s∗ini = 0, which made their expressions more restrictive than (6.66)–(6.70).
As a ﬁnal remark, although we did not invoke explicitly in this section the meta-
physical principles of Truesdell5 have not been explicitly invoked, as done for instance
in [129], it is obvious that they must be fulﬁlled. Indeed, as far as the balance equati-
ons (6.60)–(6.65) are known and well founded in the literature of polar media, these
principles reduce to a reasonable, and in fact obvious, requirement of compatibili-
ty between the balance equations (6.51)–(6.56) and (6.60)–(6.65). In other words,
for microstructured single media modelled as mixtures with continuous diversity,
Truesdell’s metaphysical principles have nothing of “metaphysical” at all!
 Orientation dependent equations for constituents
As discussed in Sect. 6.2, usually 8N orientation dependent ﬁelds are needed to
describe the thermodynamics of a mixture of N microstructured media (cf. (6.1)).
Moreover, from arguments similar to those presented for a single medium in , it
follows that the appropriate ﬁeld equations for such materials can be derived from
9N balance equations of mass, linear and angular momenta, energy and entropy, viz.
∂	∗α
∂t
+
∂
∂xi
(	∗αv∗αi ) + ∂i (	
∗αu∗αi ) = 	
∗αΓ ∗α, (6.71)
∂	∗αv∗αi
∂t
+
∂
∂xj
(
	∗αv∗αi v
∗α
j − t∗αij
)
+ ∂j
(
	∗αv∗αi u
∗α
j − τ∗αij
)
= 	∗ακ∗αi + 	
∗αg∗αi , (6.72)
∂	∗αL∗αi
∂t
+
∂
∂xj
(
	∗αL∗αi v
∗α
j −M∗αij
)
+ ∂j
(
	∗αL∗αi u
∗α
j − X∗αij
)
= 	∗αN∗αi + 	
∗αK∗αi , (6.73)
∂	∗αE∗α
∂t
+
∂
∂xi
(	∗αE∗αv∗αi +Q
∗α
i )
+ ∂i (	
∗αE∗αu∗αi + Ξ
∗α
i ) = 	
∗αP ∗α + 	∗αR∗α , (6.74)
∂	∗αη∗α
∂t
+
∂
∂xi
(	∗αη∗αv∗αi + φ
∗α
i ) + ∂i (	
∗αη∗αu∗αi + ϕ
∗α
i ) = 	
∗ας∗α + 	∗αs∗α, (6.75)
which can be obtained from (6.51)–(6.55) after consideration of N microstructured
media (i.e., through substitution of the superscripts “∗” by “∗α”), or alternatively,
through direct derivation from (6.42). As before, (6.73) can be simpliﬁed with the
aid of (6.45)–(6.48) and (6.72) to
∂	∗ασ∗αi
∂t
+
∂
∂xj
(
	∗ασ∗αi v
∗α
j −m∗αij
)
+ ∂j
(
	∗ασ∗αi u
∗α
j − ϖ∗αij
)
+ ijkt
∗α
jk = 	
∗αν∗αi + 	
∗αc∗αi . (6.76)
5Concisely, the metaphysical principles of Truesdell [405] state that: 1) all properties of the mixture are
mathematical consequences of the constituent properties; 2) so as to describe the motion of a constituent,
one can imagine it isolated from the rest of the mixture, provided the actions of the other constituents
upon it are allowed; 3) the motion of the mixture is governed by the same equations as a single medium.
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The respective expressions for the mixture itself can be determined in two ways,
both involving integration over all orientations and sum over all constituents. They
diﬀer only by the order in which these two procedures are carried out. Although the
ﬁnal results are obviously the same, since the summation over all α commutes with
the integration over the whole S2, the intermediate results are distinct and reveal
some very interesting features which will be addressed now.
 Equations for constituents
Suppose one chooses to perform ﬁrst the integration over S2. In analogy with the
case of a single medium , one can propose the following deﬁnitions for the density
ﬁelds of the constituents (cf. (5.3) and (5.9)1),
Yα =
∮
S2
Y ∗α d2n, (6.77)
Y = { 	 , 	vi , 	Li , 	E , 	η ; 	gi , 	Ki , 	R , 	s ; 	Γ , 	κi , 	Ni , 	P , 	ς } ,
as well as for their ﬂuxes (cf. (6.14))
tαij =
∮
S2
(
t∗αij − 	∗αC∗αi C∗αj
)
d2n, Qαi =
∮
S2
(Q∗αi + 	
∗αV ∗αC∗αi ) d
2n, (6.78)
Mαij =
∮
S2
(
M∗αij − 	∗αZ∗αi C∗αj
)
d2n, φαi =
∮
S2
(φ∗αi + 	
∗αH∗αC∗αi ) d
2n . (6.79)
Consequently, from (6.50) and (6.71)–(6.79) one obtains balance equations for the
constituents of a chemical mixture with microstructure which are identical to those
proposed in Chap. 3, (3.25)–(3.33), viz.
∂	α
∂t
+
∂
∂xi
(	αvαi ) = 	
αΓ α , (6.80)
∂	αvαi
∂t
+
∂
∂xj
(
	αvαi v
α
j − tαij
)
= 	ακαi + 	
αgαi , (6.81)
∂	αLαi
∂t
+
∂
∂xj
(
	∗Lαi v
α
j −Mαij
)
= 	αNαi + 	
αKαi , (6.82)
∂	αEα
∂t
+
∂
∂xi
(	αEαvαi +Q
α
i ) = 	
αP α + 	αRα , (6.83)
∂	αηα
∂t
+
∂
∂xi
(	αηαvαi + φ
α
i ) = 	
αςα + 	αsα , (6.84)
and, as before, (6.82) can be simpliﬁed to
∂	ασαi
∂t
+
∂
∂xj
(
	ασαi v
α
j −mαij
)
+ ijkt
α
jk = 	
αναi + 	
αcαi , (6.85)
while from (6.45)-(6.48) and (6.71)–(6.79) follow
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	ασαi =
∮
S2
	∗ασ∗αi d
2n, 	αcαi =
∮
S2
	∗αc∗αi d
2n, 	αναi =
∮
S2
	∗αν∗αi d
2n, (6.86)
	αIαij =
∮
S2
	∗αI∗αij d
2n , mαij =
∮
S2
(
m∗αij − 	∗αΣ∗αi C∗αj
)
d2n, (6.87)
	αeα =
∮
S2
	∗α
(
e∗α +
C∗αi C
∗α
i
2
+ I∗αij
S∗αi S
∗α
j
2
)
d2n , (6.88)
	αrα =
∮
S2
	∗α
(
r∗α+ g∗αi C
∗α
i + c
∗α
i S
∗α
i
)
d2n , (6.89)
	αεα =
∮
S2
	∗α
(
ε∗α+ κ∗αi C
∗α
i + ν
∗α
i S
∗α
i
)
d2n , (6.90)
qαk =
∮
S2
[
q∗αk − t∗αik C∗αi −m∗αik S∗αi + 	∗α
(
W ∗α +
C∗αi C
∗α
i
2
+ I∗αij
S∗αi S
∗α
j
2
)
C
∗α
k − 	∗αJ∗αij
sαi s
α
j
2
C
∗α
k
]
d2n . (6.91)

 Equations for the mixture
As long as the balance equations (6.80)–(6.82) are the same as those discussed in
Chap. 3, it follows that all the expressions relating mixture and constituent ﬁelds
must be just the ones presented in Sects. 3.4 and 3.5. The analysis does not need to
be repeated.
	 Orientation dependent equations for the mixture
Returning to (6.71)-(6.76), suppose that one chooses to perform ﬁrst the sum of
those equations over all constituents. Basing on the experience acquired in the last
sections, one can propose the following deﬁnitions for the orientation dependent
density ﬁelds of the mixture (cf. (6.3) and (6.4))
Y ∗ =
N∑
α=1
Y ∗α, (6.92)
Y = { 	 , 	vi , 	Li , 	E , 	η ; 	gi , 	Ki , 	R , 	s ; 	Γ , 	κi , 	Ni , 	P , 	ς } ,
as well as for their ﬂuxes (cf. (6.12))
t∗ij =
N∑
α=1
(
t∗αij − 	∗αC∗αi C∗αj
)
, Q∗i =
N∑
α=1
(Q∗αi + 	
∗αV ∗αC∗αi ) , (6.93)
96 6. Mixtures of Microstructured Media viewed as Hybrid Mixtures with Continuous Diversity
M∗ij =
N∑
α=1
(
M∗αij − 	∗αZ∗αi C∗αj
)
, φ∗i =
N∑
α=1
(φ∗αi + 	
∗αH∗αC∗αi ) , (6.94)
τ∗ij =
N∑
α=1
(
τ∗αij − 	∗αC∗αi U∗αj
)
, Ξ∗i =
N∑
α=1
(Ξ∗αi + 	
∗αV ∗αU∗αi ) , (6.95)
X∗ij =
N∑
α=1
(
Π∗αij − 	∗αZ∗αi U∗αj
)
, ϕ∗i =
N∑
α=1
(ϕ∗αi + 	
∗αH∗αU∗αi ) . (6.96)
Moreover, from (6.45)–(6.48), (6.23), (6.71)-(6.76) and (6.92)–(6.96) follow the rela-
tions
	∗σ∗i =
N∑
α=1
	∗ασ∗αi , 	
∗c∗i =
N∑
α=1
	∗αc∗αi , 	
∗ν∗i =
N∑
α=1
	∗αν∗αi , (6.97)
m∗ij =
N∑
α=1
(
m∗αij − 	∗αΣ∗αi C∗αj
)
, ϖ∗ij =
N∑
α=1
(
ϖ∗αij − 	∗αΣ∗αi U∗αj
)
, (6.98)
	∗I∗ij =
N∑
α=1
	∗αI∗αij , 	
∗e∗ =
N∑
α=1
	∗α
(
e∗α +
C∗αi C
∗α
i
2
+ I∗αij
S∗αi S
∗α
j
2
)
, (6.99)
	∗r∗ =
N∑
α=1
	∗α
(
r∗α+ g∗αi C
∗α
i + c
∗α
i S
∗α
i
)
, (6.100)
	∗ε∗ =
N∑
α=1
	∗α (ε∗α+ κ∗αi C
∗α
i + ν
∗α
i S
∗α
i ) , (6.101)
q∗k =
N∑
α=1
[
q∗αk − t∗αik C∗αi −m∗αik S∗αi + 	∗α
(
W ∗α +
C∗αi C
∗α
i
2
+ I∗αij
S∗αi S
∗α
j
2
)
C∗αk − 	∗αJ∗αij
s∗i s
∗
j
2
C∗αk
]
, (6.102)
ξ∗k =
N∑
α=1
[
ξ∗αk − τ∗αik C∗αi − ϖ∗αik S∗αi + 	∗α
(
W ∗α +
C∗αi C
∗α
i
2
+ I∗αij
S∗αi S
∗α
j
2
)
U∗αk − 	∗αJ∗αij
s∗i s
∗
j
2
U∗αk
]
, (6.103)
In spite of the similarity of these expressions with those found in the former
sections, there is an interesting diﬀerence. To notice this, we ﬁrst recall two trivial
identities
N∑
α=1
	∗αv∗αi = 	
∗v∗i +
N∑
α=1
	∗αC∗αi ,
N∑
α=1
	∗αu∗αi = 	
∗u∗i +
N∑
α=1
	∗αU∗αi . (6.104)
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Due to (6.23), (6.92), (6.97)1 and (6.99), there immediately follows that
N∑
α=1
	∗αC∗αi = 0, whereas, in general,
N∑
α=1
	∗αU∗αi = 0. (6.105)
This last result leads to the interesting conclusion that resultant diﬀusive mass ﬂuxes
on S2 are allowed in microstructured mixtures, being deﬁned by the net orientational
diﬀusive mass ﬂux density
	∗∆∗i =
N∑
α=1
	∗αU∗αi . (6.106)
The physical meaning of the ﬂux 	∗∆∗i should not be misunderstood. Obviously, it
cannot be conductive, since it represents a net mass transport in the orientation
space (cf. Sect. 3.2). To verify that it cannot be convective either, one recalls that,
according to the deﬁnition of convection discussed in Sect. 3.2, there cannot exist
convective ﬂuxes in a mixture which does not move. Since the motion of the mixture
for any position, instant and orientation is described by the velocities v∗i and s
∗
i ,
deﬁned in (6.4) and (6.23), we conclude from (6.23)2 that no orientational convective
ﬂux can arise in the mixture when s∗i , and consequently u
∗
i , vanish. Hence, setting
u∗i = 0 in (6.104)2, one concludes from (6.106) that 	
∗∆∗i must be interpreted as an
eﬀective diﬀusive (non-convective and non-conductive) ﬂux of mass on S2, which can
only arise when neither the inertia tensors nor the spin velocities of all constituents
oriented in a given direction are the same. In other words, the result above teaches
us that the concept of orientational convective ﬂux of mass is not always a synonym
for total mass transport on S2.
From (6.92)–(6.106), the orientation-dependent balance equations for the mixture
read in this case
∂	∗
∂t
+
∂
∂xi
(	∗v∗i ) + ∂i (	
∗u∗i + 	
∗∆∗i ) = 	
∗Γ ∗, (6.107)
∂	∗v∗i
∂t
+
∂
∂xj
(
	∗v∗i v
∗
j − t∗ij
)
+ ∂j
(
	∗v∗i u
∗
j + 	
∗v∗i∆
∗
j − τ∗ij
)
= 	∗κ∗i + 	
∗g∗i , (6.108)
∂	∗L∗i
∂t
+
∂
∂xj
(
	∗L∗i v
∗
j −M∗ij
)
+∂j
(
	∗L∗iu
∗
j + 	
∗L∗i∆
∗
j − X∗ij
)
= 	∗N∗i +	
∗K∗i , (6.109)
∂	∗E∗
∂t
+
∂
∂xi
(	∗E∗v∗i +Q
∗
i ) + ∂i (	
∗E∗u∗i + 	
∗E∗∆∗i + Ξ
∗
i ) = 	
∗P ∗ + 	∗R∗, (6.110)
∂	∗η∗
∂t
+
∂
∂xi
(	∗η∗v∗i + φ
∗
i ) + ∂i (	
∗η∗u∗i + 	
∗η∗∆∗i + ϕ
∗
i ) = 	
∗ς∗ + 	∗s∗, (6.111)
where (6.109) can be simpliﬁed to
∂	∗σ∗i
∂t
+
∂
∂xj
(
	∗σ∗i v
∗
j −m∗ij
)
+ ∂j
(
	∗σ∗i u
∗
j + 	
∗σ∗i∆
∗
j − ϖ∗ij
)
+ ijkt
∗
jk = 	
∗ν∗i + 	
∗c∗i . (6.112)
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Clearly, (6.107)–(6.112) are not identical to the equations for a single medium
(6.51)–(6.56). Consequently, for the particular case of the orientation dependent de-
scription of mixtures with microstructure, the third metaphysical principle of Trues-
dell (see Footnote 5) fails to hold. However, this should not be surprising, as (6.51)–
(6.56) and (6.107)–(6.112) must express such an orientational dependence for which
these principles were originally not intended to apply. In any case, after integrati-
on of (6.107)–(6.112) over the whole S2, the contribution of orientational diﬀusive
mass ﬂuxes disappears and the balance equations for a microstructured mixture
(6.60)–(6.65) are recovered, since (6.50) applies and the relations (6.57)–(6.59) and
(6.66)–(6.70) remain valid. Therefore, all Truesdell’s metaphysical principles are ful-
ﬁlled in the ordinary description (i.e., after consideration of all orientations) and
there occurs no “physical aberration” in the mixture behavior.
6.6 Jump conditions for single and mixed media
After the results presented in Sects. 6.3 to 6.5, it becomes straightforward to derive
jump conditions appropriate for mixtures of microstructured media. Eﬀectively, from
(6.36) we derive the following orientation dependent jump conditions of mass, linear
and angular momenta, energy and entropy, valid for every constituent α of the
mixture: [[
	∗α (v∗αi − vWi )
]]
eWi =

β∗α + 
ζ∗α, (6.113)[[
	∗αv∗αi
(
v∗αj − vWj
)− t∗αij ]]eWj = vβ∗αi + vζ∗αi , (6.114)[[
	∗αL∗αi
(
v∗αj − vWj
)−M∗αij ]]eWj = Lβ∗αi + Lζ∗αi , (6.115)[[
	∗αE∗α (v∗αi − vWi ) +Q∗αi
]]
eWi =
Eβ∗α + Eζ∗α, (6.116)[[
	∗αη∗α (v∗αi − vWi ) + φ∗αi
]]
eWi =
ηβ∗α + ηζ∗α. (6.117)
Moreover, Eq. (6.115) can be rewritten with the help of (6.45)1, (6.47)1 and (6.114)
as [[
	∗ασ∗αi
(
v∗αj − vWj
)−m∗αij ]]eWj = σβ∗αi + σζ∗αi , (6.118)
where
σβ∗αi =
Lβ∗αi − ijkxj vβ∗αk , and σζ∗αi = Lζ∗αi − ijkxj vζ∗αk . (6.119)
It is worthwhile to remark that, as in ordinary media, no jump condition of the form
(6.36) can be derived for the internal energy, since the assumption of bounded limit
values on each side of the singular surface cannot be always fulﬁlled by its production
terms. The reason is the explicit dependence of the production of internal energy on
gradients of translational and angular velocities which may be unbounded when v∗αi
and s∗αi suﬀer jumps across the surface.
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Similar expressions for the constituents of the mixture and its orientation depen-
dent description can be easily derived from (6.113)–(6.117) through integration over
all orientations and sum over all constituents, respectively. Hence, from (6.77)–(6.79)
and (6.92)–(6.94) we ﬁnd
❑ after summation: [[
	∗ (v∗i − vWi )
]]
eWi =

β∗ + 
ζ∗, (6.120)[[
	∗v∗i
(
v∗j − vWj
)− t∗ij ]]eWj = vβ∗i + vζ∗i , (6.121)[[
	∗L∗i
(
v∗j − vWj
)−M∗ij ]]eWj = Lβ∗i + Lζ∗i , (6.122)[[
	∗E∗ (v∗i − vWi ) +Q∗i
]]
eWi =
Eβ∗ + Eζ∗, (6.123)[[
	∗η∗ (v∗i − vWi ) + φ∗i
]]
eWi =
ηβ∗ + ηζ∗, (6.124)[[
	∗σ∗i
(
v∗j − vWj
)−m∗ij ]]eWj = σβ∗i + σζ∗i . (6.125)
(6.126)
❑ after integration: [[
	α (vαi − vWi )
]]
eWi =

βα + 
ζα, (6.127)[[
	αvαi
(
vαj − vWj
)− tαij ]]eWj = vβαi + vζαi , (6.128)[[
	αLαi
(
vαj − vWj
)−Mαij ]]eWj = Lβαi + Lζαi , (6.129)[[
	αEα (vαi − vWi ) +Qαi
]]
eWi =
Eβα + Eζα, (6.130)[[
	αηα (vαi − vWi ) + φαi
]]
eWi =
ηβα + ηζα, (6.131)[[
	ασαi
(
vαj − vWj
)−mαij ]]eWj = σβαi + σζαi , (6.132)
where (6.125) and (6.132) have been derived from (6.122) and (6.129) with the help
of (6.45)1, (6.47)1, (6.121) and (6.128). Further,
Kβ∗ =
N∑
α=1
Kβ∗α, Kζ∗ =
N∑
α=1
Kζ∗α, Kβα =
∮
S2
Kβ∗α d2n, Kζα =
∮
S2
Kζ∗α d2n,
(6.133)
Lβ∗i =
N∑
α=1
Lβ∗αi ,
Lζ∗i =
N∑
α=1
Lζ∗αi ,
Lβαi =
∮
S2
Lβ∗αi d
2n, Lζαi =
∮
S2
Lζ∗αi d
2n,
(6.134)
with K = {	, E, η} and L = {v, L, σ}. It should be noticed that (6.120)–(6.125)
are identical to the jump conditions for single microstructured media, which can be
obtained by setting N = 1 in (6.113)–(6.118).
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Finally, one can derive the jump conditions for the mixture from (6.120)–(6.132)
after performing either the integration on S2 of the conditions (6.120)–(6.125), or
the summation over all constituents of the conditions (6.126)–(6.132). Hence, from
(6.57)–(6.59) or (3.43)–(3.45) follow[[
	 (vi − vWi )
]]
eWi =

β + 
ζ, (6.135)[[
	vi
(
vj − vWj
)− tij ]]eWj = vβi + vζi, (6.136)[[
	Li
(
vj − vWj
)−Mij ]]eWj = Lβi + Lζi, (6.137)[[
	E (vi − vWi ) +Qi
]]
eWi =
Eβ + Eζ, (6.138)[[
	η (vi − vWi ) + φi
]]
eWi =
ηβ + ηζ, (6.139)
and Eq. (6.137) can be rewritten with the help of (6.45)1, (6.47)1 and (6.136) as[[
	σi
(
vj − vWj
)−mij ]]eWj = σβi + σζi, (6.140)
where
Kβ =
N∑
α=1
Kβα =
∮
S2
Kβ∗ d2n, Kζ =
N∑
α=1
Kζα =
∮
S2
Kζ∗ d2n, (6.141)
Lβi =
N∑
α=1
Lβαi =
∮
S2
Lβ∗i d
2n, Lζi =
N∑
α=1
Lζαi =
∮
S2
Lζ∗i d
2n, (6.142)
with (again) K = {	, E, η} and L = {v, L, σ}.
Part III
Mixtures with Continuous Diversity:
Applications
From Polymers to Icebergs

7. Polymeric Solutions
Entropy, a much overused and abused physical concept
from thermodynamics, has been applied to everything from
the initial ﬁreball to the totalitarian state.
Anthony F. Aveni, [17] p. 156
The potential of the theory of mixtures with continuous diversity can be remar-
kably illustrated through the thermodynamic analysis of induced anisotropy in rigid
rodlike polymer solutions. Indeed, diﬀerent concentration regimes can equally be
considered and the results of the constitutive theory are enlightening. Among other
interesting inferences of the constitutive theory, it is shown that the microstructure
evolution is governed by a hyperbolic equation (and not a parabolic one, as could be
supposed), which after suppression of inertial eﬀects reduces to a non-linear evolution
equation of the Fokker–Planck type. Finally, an analogy between the results derived
by this continuum approach and those usually obtained from statistical theories is
established, by particularizing the predictions for ideal solutions.
7.1 Why bother with microstructure evolution?
Five years prior to Weissenberg’s presentation [424, 425] of his striking photographs
illustrating normal stress eﬀects in steady ﬂows to the participants of the “First
International Congress of Rheology” in Scheweningen, 1948, Merrington [303] was
already reporting about the swelling phenomenon in steady ﬂows from tubes. During
the same period, many other accounts of “abnormal ﬂow phenomena”, such as elastic
recovery and stress relaxation, became available in the literature1 [157, 185, 186, 423–
425].
This happened at the end of the Second World War, when the technological re-
volution caused by the development of new complex materials promoted a strong
impact upon the research on rheology and ﬂuid mechanics. As commented by Wil-
man´ski [433]:
“During the Second World War the discovery of napalm (na(phthene) +
palm(itate)) started the development of ﬂuid models capable of describing the
motion of such substances. It was observed that during the extrusion from pi-
pes some ﬂuids, for example napalm, increase their cross-section in contrast
1For an extensive bibliography of the early works on this subject, see [408].
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to normal viscous Newtonian ﬂuids. Fortunately, this property is characteri-
stic not only for napalm but also for numerous other less harmful ﬂuids . . . ”
(p. 141)
Whereas the occurrence of normal stress eﬀects ultimately conﬁrmed the existence
of deviations from the usual Newtonian behavior – a fact up to that time still refused
by some old-line researchers – it was not completely clear where such kind of strange
phenomena, generically called viscoelastic eﬀects, really come from. The controversy
about the origins of ﬂuid viscoelasticity continued for a long time, and an exposition
of it has taken many pages of the memoir by Truesdell & Noll [408]. In particular, a
good illustration of this discussion lies on an acid comment found in that treatise:
“Actually, the climbing phenomenon (sometimes called Weissenberg eﬀect)
itself was not new, since rotary stirrers had long ago been found inadequate
for paints, but it was not understood that simple mechanical principles suﬃce
to explain it. Likewise, the phenomenon of swelling on extrusion from a tube
was known in the artiﬁcial ﬁbre industry but thought to be of chemical or
‘plastic’ origin or was subsumed under that turgid euphemism for ignorance,
‘thixotropy’.” (p. 453)
To tell the truth, the intimate relation between elasticity and viscosity has be-
en known in Physics since the time of Maxwell [296], who successfully explained
the phenomenon of viscosity as a combination of elasticity with a relaxation eﬀect.
Starting from this idea, he arrived at one of the ﬁrst and most popular models
of viscoelasticity, which bears his name. Succinctly, he proposed a one-dimensional
stress–strain relation of the type2
σ˙ = µγ˙ − σ
τ
, (7.1)
which after some rearrangement can be rewritten as
σ = ηγ˙ − τ σ˙ , (7.2)
where σ denotes a stress of some kind, σ˙ its time rate, γ the strain, γ˙ the strain rate,
µ an elastic modulus, τ a relaxation time and η = µτ the viscosity. As can be easily
seen, for τ → ∞ Eq. (7.1) reduces to the simple elastic relation σ = µγ, while for
τ → 0, η ﬁxed, Eq. (7.2) becomes the usual expression for the viscous stress σ = ηγ˙.
The geniality of Maxwell’s explanation of the viscosity phenomenon should not
be obscured by its apparent simplicity. In fact, it had (and has) inspired most of the
important subsequent works on viscoelasticity and related topics. For example, it
was the basis for Noll’s theory of hygrosteric materials [324], which includes, among
others, the hypo-elastic theory of Truesdell [404] as a special case.
On the other hand, the concept of stress relaxation and the linear nature of the
Maxwell’s model, which enables a superposition of elastic and viscous eﬀects, was
2The symbols σ, γ and τ found in (7.1) and (7.2) have solely illustrative character, and should therefore
not be confused with the standard notation employed in other parts of this work.
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generalized by Boltzmann [48] in his linear accumulative theory, which in turn led
later to the well-known theory of materials with memory [180–182, 340]. The relati-
onship between the memory and the elasticity of a viscoelastic ﬂuid was qualitatively
well illustrated by Pao [340]:
“In normal viscous ﬂuids, only the rate of deformation is of interest. In the
absence of external and body forces, no stresses are developed and there is no
means of distinguishing between a natural (undeformed) state and a defor-
med state. ... (In a viscoelastic ﬂuid) the natural state of the ﬂuid changes
constantly in ﬂow and tries to catch up with the instantaneous state or the
deformed state. It never does quite succeed in doing so, and the lag is a mea-
sure of the memory or elasticity. In elastic solids, the natural state does not
change and there is perfect memory.” (Sect. 1)
Moreover, the viscoelastic theory of Maxwell introduced one of the ﬁrst constitu-
tive equations of the “rate type” for the stress in a ﬂuid, which are even nowadays
the most useful type of constitutive equations for viscoelastic ﬂuids (obviously at
the present time in non-linear and other more complicated forms). Because of the
linearity of the Maxwell model, it becomes trivial to derive a mechanical analog of
it with a spring–dashpot system of the type given in ﬁg. 7.1, which is often invoked
for didactical purposes.
µ η
σ
Fig. 7.1. The “in series” spring–dashpot element representing Maxwell’s
model. The quantities µ, η and σ are deﬁned in (7.1)
From this mechanical representation immediately follows that other spring–
dashpot combinations may be also possible: in fact, they have been used to con-
struct numerous linear viscoelastic models for ﬂuids and solids3 (see ﬁg. 7.2). For
polymeric liquids, these simple mechanical analogs served earlier also to suggest, at
least qualitatively, a connection between the elasticity of the suspended particles
(e.g. macromolecules) and the abnormal rheological behavior of such solutions4
Theories which relate the macroscopic response of the ﬂuid to the structure and
mechanical properties of its molecules are usually called of molecular (or kinetic)
type. The name statistical rheology is sometimes also employed when referring to
them. Roughly, these theories describe the bulk behavior of the polymeric ﬂuid in
terms of its molecular structure, using methods of statistical mechanics. Because
the molecular and hydrodynamic interactions play a decisive role in such statistical
descriptions, one must distinguish between polymer melts, dilute, semi-dilute and
concentrated solutions, which makes things even more complicated. The best known
3A beautiful exposition of these mechanical representations of linear viscoelastic materials, with a
detailed analysis of their behavior, can be found in Chapter 10 of the treatise by Giesekus [158].
4See for example the network theories for rubberlike solids of Green & Tobolsky [183] and for polymeric
liquids by Yamamoto & Inagaki and Lodge (presented in [280]). There are also illustrative descriptions in
the book by Giesekus [158].
106 7. Polymeric Solutions
µ
η
σ
(a)
2µ
µ1
σ
η
(b)
2µ
µ1
σ
η
η1
2(c)
σ
µ
η
1
η2
(d)
η
1
σ
µ
η
η
N
N-1
N-1µ1
(e)
Fig. 7.2. Some spring–dashpot elements for viscoelastic models: (a) Kelvin–Voigt solid; (b) Poynting–
Thomson solid; (c) Burgers ﬂuid; (d) Jeﬀreys ﬂuid; (e) “2N-1 parameter” ﬂuid.
pioneering works on the molecular description of dilute polymeric liquids are rela-
ted to the theories by Kirkwood–Auer (rigid rods) and Rouse–Zimm (“bead–spring”
chain). They were also adapted by many authors, with the aim at describing diﬀerent
types of polymer molecules (freely joint bed–rod chains, rigid ellipsoids or dumbbells,
semi-ﬂexible rods, etc.). A review of such theories, as well as an extensive bibliogra-
phy of the subject can be found in many textbooks of polymer dynamics, like the
classical treatises by Ferry [136], Bird et al. [43, 44] and Doi & Edwards [103].
The success of molecular models, when compared to continuum theories, lies un-
doubtedly upon their simple explanation for complex rheological phenomena. For
instance, the mystic “memory” of a viscoelastic polymer solution turns to be, from
a molecular point of view, a simple outcome of thermal agitation of the suspended
molecules, which interact by collision with other suspended molecules and hydro-
dynamically with the carrier ﬂuid (see e.g. [103]). In this sense, solutions of rigid
rodlike macromolecules are particularly instructive, since in this case the viscoelasti-
city does not depend on intrinsic properties of the molecules, like their ﬂexibility or
possibility of multiple equilibrium conﬁgurations – it is the evolution of the spatial
and orientational distribution of rods which plays the fundamental role.
When rigid rodlike polymer molecules are suspended in a carrier liquid (like so-
me polypeptides in suitable helicogenic solvents [136, 437]), complex microstructures
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can be induced by ﬂow, aﬀecting the material response of the ﬂuid in several ways.
For instance, stream induced anisotropy can be optically measured by ﬂow birefrin-
gence [330, 348, 349] and dynamic light scattering [38, 263, 437]. In fact, the instan-
taneous conﬁguration of these polymeric suspensions is determined not only by the
position of ﬂuid particles, but in addition also by the orientational distribution of
the identical rodlike molecules which constitute its microstructure.
Motivated by this microstructural picture, Kirkwood and co-workers [245, 246,
363] studied in a series of papers (within the frames of statistical rheology) the ﬂow of
dilute suspensions of rodlike macromolecules, basing on early works of Jeﬀery [231],
Burgers [62] and Kuhn & Kuhn [253]. These were followed, among others, by the
works by Prager [355], Kotaka [248], Doi & Edwards [102], Dahler and co-workers [86,
137] and Doi[100, 101], which progressively extended the range of the molecular
theory to semidilute and concentrated regimes. An extensive survey of the literature
on statistical rheology and molecular theories of polymeric ﬂuids can be found in the
treatises by Ferry [136], Bird et al. [43], Doi & Edwards [103], Larson [257] and Beris
& Edwards [36]. In addition, the research on dilute and semidilute suspensions of
slender rigid bodies has been reviewed by Brenner [56] and Petrie [350]. Worthy of
notice is also the series of papers by Hinch & Leal [207, 208, 260, 261]. Common to all
microscopic approaches cited above is the adoption of an orientational distribution
function to describe the microstructure conﬁguration of the ﬂuid.
On the other hand, the analogy between a microstructured medium and a mul-
ticomponent mixture was mainly evidenced by Prager [354] and Curtiss [84]. The
ﬁrst author observed that, when dealing with translational diﬀusion of suspended
rod-shaped particles, a group of randomly oriented rods should behave fairly like
a mixture of species with diﬀerent diﬀusion coeﬃcients. Curtiss went further and,
by deriving a kinetic theory for a gas of rigid non-spherical molecules, he showed
that many relations were similar to the expressions for a mixture made up of an
inﬁnite number of components of continuously varying properties, and then he ex-
ploited this analogy to construct a solution of the Boltzmann equation. Some years
later, also Dahler [85] emphasized this equivalence, by asserting that: “This formal
analogy is not only an interpretative device of considerable value, but [. . . ] also [. . . ]
a practical tool . . . ” (p. 1455). Finally, Condiﬀ & Brenner [78] designated this equi-
valence a “dichotomy of representation” and employed it in combination with some
fundamentals of the thermodynamics of irreversible processes to construct the ﬁrst
mixture-motivated phenomenological theory of suspensions of orientable particles.
Curiously, not much attention was devoted to this theme from that time on,
despite the drastic progress achieved in the continuum thermodynamics of mixtures.
In fact, within the frames of phenomenological approaches there always prevailed the
description of microstructural dynamics by means of tensorial measures associated
to observable anisotropic phenomena of optical and thermomechanical character.
Such a type of description has a long tradition in continuum theories, dating back
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at least to the turn of the 20th century5 and being commonly associated to the
names of Duhem [108] and the Cosserat brothers [79]. The cited tensorial measures
were at the beginning one or several unit vectors called directors [120, 270, 409] (in
the classical case, a rigid triad of them [108]), but later more elaborate descriptions
using structure tensors (also called order, alignment or conformation tensors) became
available [197, 287, 293].
Whilst the connection between the orientational distribution function of statisti-
cal physics and the tensorial measures of phenomenological approaches was already
known in the domain of molecular theories for a long time (through the so-called
“moments of the distribution function”), a concept somewhat equivalent to the ori-
entational distribution function was formally introduced in continuum thermody-
namics at a much slower pace. In some sense, it could be traced back to Condiﬀ
& Brenner [78]. Actually, the essential idea proposed by these authors lies on a
well-known concept of statistical rheology and kinetic theory, namely the conside-
ration of a ﬁve-dimensional hyperspace, which is nothing else than the product of
the Euclidean space R 3 and the two-dimensional orientation space, deﬁned by the
surface of the unitary sphere S2 (see Sect. 6.2). At any instant of time t, a particle of
the medium is identiﬁed in R 3 × S2 by a composition of coordinates, related to the
independent Cartesian components of the position vector xi and the (normalized)
orientation vector nj , radial to the spherical surface of S2. Contrary to the directors
of the Cosserat continua, the orientation vector has no direct relation to any direc-
tional property of the medium; in other words, it is not attached to any material
particle. Consequently, one can regard the reference to nj in S2 as the orientational
counterpart to the spatial (Eulerian) description in the usual physical space R 3.
7.2 Polymer suspensions as mixtures with continuous
diversity
From the considerations above, the correspondence between the ﬁve-dimensional de-
scription of the microstructure and the theory of mixtures with continuous diversity
presented in the foregoing Chapters becomes clear. For instance, one may deﬁne
for any monodisperse and homogeneous suspension6 of rigid rodlike polymers the
species mass density 	∗(xi, t, nj),7 which represents the mass density at position xi
and time t of the species deﬁned by the orientation nj . In accordance with (5.20)1,
the mass density of the medium (i.e., of the “mixture of orientations”) is given by
5It is virtually impossible to deﬁne the origins of most fundamental concepts, as e.g. oriented and
microstructured media, which in practice seem to have grown slowly along decades of implicit assumpti-
ons, indeﬁnite suggestions and obscure formulations, proﬀered by both famous and anonymous authors.
References to some celebrated works serve mostly to give a “past”, or “lineage”, for such concepts; i.e. to
situate them in the history.
6For inhomogeneous suspensions one should necessarily distinguish between the ﬁelds of mass density
and polymer concentration; on the other hand, polydispersity would imply on an additional dimension to
the space–assemblage, related to the length distribution of the polymer chains. Such features, although
tractable, will not be considered in this simple version of the theory.
7As a matter of fact, the orientation vector has only two independent components, since it is normalized.
For simplicity, however, the notation nj will be maintained, together with the constraint nknk = 1.
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	(xi, t) =
∮
S2
	∗(xk, t, nj) d2n , (7.3)
integration being performed over the whole spherical surface of S2. Equation (7.3)
expresses the fact that the monodisperse solution is considered, from a chemical point
of view, a single-component medium, since the mass density of a given species 	∗
does not resolve the ﬂuid into solvent and solute parts. Consequently, suspensions of
rigid rodlike polymers are to be modelled here as single component microstructured
ﬂuids for which balance equations have already been thoroughly studied in Chap. 6,
Level .
Eﬀectively, in the absence of chemical reactions and mass supplies, there follows
from (6.51) the species mass balance equation
∂	∗
∂t
+
∂	∗v∗i
∂xi
+ ∂i (	
∗u∗i ) = 0 , (7.4)
where u∗i is called the vector of species transition rate (see Sect. 5.2) and v
∗
i is the
usual species translational velocity, while
∂i =
∂
∂ni
− ninj ∂
∂nj
(7.5)
denotes the orientational gradient operator8. Its peculiar form results from the expli-
cit consideration of the normalization condition9 nknk = 1. A further consequence of
this normalization is the identity niu
∗
i = 0, which allows one to rewrite the transition
rate (cf. Sect. 5.2) as
u∗i = ijks
∗
jnk = S
∗
iknk , with S
∗
ik = kijs
∗
j . (7.6)
In the deﬁnition above, s∗i (xj , t, nk) denotes the species spin velocity (i.e., the mi-
crostructural angular velocity), while S∗ik represents its respective skew-symmetric
tensor. It should be observed that (7.6) does not specify the component of species
spin velocity parallel to ni. Insofar as needle-like polymer molecules are conside-
red, it seems natural to assume that these molecules will tend to rotate about their
long-axis with the ﬂuid in which they are embedded, that is
s∗ini =
1
2
ni ijk
∂vk
∂xj
. (7.7)
The adoption of (7.6) and (7.7) allows a simple statistical interpretation of s∗i as the
angular velocity average of the suspended molecules instantaneously located in xi
and oriented in the ni direction.
By introducing the co-transitional time derivative
8The gradient operator in S2 is occasionally deﬁned by certain authors in a somewhat diﬀerent manner
as ijknj ∂/∂nk, see e.g. [78].
9Indeed, with reference to a polar coordinate system, the components of ∂i can be readily obtained from
the components of the usual gradient operator in R3 by simply discarding the radial term and assuming
the normalization condition for the radius vector [36, 78].
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A`
∗
=
∂A∗
∂t
+ v∗i
∂A∗
∂xi
+ u∗k ∂kA
∗, (7.8)
where A∗ denotes some arbitrary tensor ﬁeld, eq. (7.4) can be rewritten as
	`∗ + 	∗
∂v∗i
∂xi
+ 	∗∂ku∗k = 0. (7.9)
As expected, with the aid of (6.33), (7.3) and revoking the usual deﬁnition of bary-
centric velocity of the “mixture”, namely (cf. (5.20)2)
vi(xj , t) =
1
	
∮
S2
	∗(xk, t, nl)v∗i (xp, t, nq) d
2n, (7.10)
one can retrieve the usual equation of continuity (3.53), after integration of (7.4)
over the whole orientation space S2.
The deﬁnition of co-transitional time derivative (7.8) allows one to rewrite the
balance equations of linear momentum (6.52) and spin (6.56) respectively as
	∗v`∗i −
∂t∗ij
∂xj
− ∂jτ∗ij = 	∗ (κ∗i + g∗i ) , (7.11)
and
	∗
(
I∗ijs
∗
j
)` − ∂m∗ij
∂xj
− ∂jϖ∗ij + ijkt∗jk = 	∗ (c∗i + ν∗i ) , (7.12)
with I∗ij , t
∗
ij , m
∗
ij, τ
∗
ij , ϖ
∗
ij, κ
∗
i , ν
∗
i , g
∗
i and c
∗
i denoting the species ﬁelds of speciﬁc inertia
tensor, Cauchy stress, Voigt couple stress, orientational stress and couple stress,
speciﬁc interaction force and couple, speciﬁc external force and couple, respectively.
Besides, provided that the macromolecules which constitute the microstructure are
viewed as slender rods, there hold the expressions
I∗ij = R
2 (δij − ninj) and consequently I`∗kl = −(u∗knl + u∗lnk) , (7.13)
where R is a molecular inertial constant.
Subtraction of (7.11) and (7.12) from (6.54) yields the balance equation of internal
energy
	∗e`∗ +
∂q∗j
∂xj
− t∗ij
∂v∗i
∂xj
−m∗ij
∂s∗i
∂xj
+ ∂jξ
∗
j − τ∗ij∂jv∗i−
−ϖ∗ij∂js∗i − ijks∗i t∗jk = 	∗ (ε∗ + r∗) , (7.14)
where e∗, q∗j , ξ
∗
j ε
∗ and r∗ denote the species ﬁelds of speciﬁc internal energy, spatial
and orientational heat ﬂuxes, speciﬁc production of internal energy and radiation
supply, respectively.
Finally, from (6.55), (7.8), (7.9) and the preceding arguments, there immediately
follows the entropy balance equation
	∗η`∗ +
∂φ∗i
∂xi
+ ∂iϕ
∗
i = 	
∗ς∗ + 	∗s∗ , (7.15)
where η∗, φ∗i , ϕ
∗
i , ς
∗ and s∗ are the species ﬁelds of speciﬁc entropy, its spatial and
orientational ﬂuxes, entropy production and its external supply.
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7.3 Constitutive relations
A thermodynamic process in an homogeneous monodisperse solution of rigid rodlike
polymers will be characterized by the ﬁelds of (cf. (6.1))
mass density 	∗(xi, t, nj) ,
translational velocity v∗i (xj, t, nk) ,
spin velocity s∗i (xj , t, nk) ,
temperature T (xi, t) .
(7.16)
Notice that the above choice of ﬁelds does not completely coincide with (6.1). A
partial justiﬁcation is that the adoption of temperature as a basic ﬁeld may be
advantageous as long as the temperature does not depend upon orientation, for
given position and time instant (see Footnote 1). Further, the use of spin velocity,
instead of spin, in the list (7.16) is driven merely by aesthetics: it will facilitate the
latter comparison with works of other authors.
It is immediate to recognize that, at this stage, (7.9), (7.11), (7.12) and (7.14)
cannot serve as a closed system for the basic ﬁelds (7.16), since these equations
still contain many other unknown quantities. In fact, to close the system one has to
consider these additional quantities as material functions, which are related to the
basic ﬁelds through constitutive relations. Such relations are furthermore constrained
by the entropy principle, as expressed by (5.15) and (7.15), as well as the axiom of
frame indiﬀerence [73, 317, 408]. Thus, by considering a ﬁrst order gradient theory,
one can employ the rule of equipresence [275, 408] to propose the following isotropic
constitutive functional form{
t∗ij, τ
∗
ij, κ
∗
i ,m
∗
ij ,ϖ
∗
ij, ν
∗
i , e
∗, q∗i , ξ
∗
i , ε
∗, η∗, φ∗i , ϕ
∗
i , δ
∗} =
= Fˇ
(
xk, nl, t; 	
◦, T, v◦m, S
◦
no,
∂	◦
∂xp
,
∂T
∂xq
,D◦rs,W
◦
tu,
∂s◦v
∂xw
)
, (7.17)
where Q ◦ denotes the set of values of the arbitrary quantity Q ∗ in all points of the
orientation space, i.e., Q ◦ = {Q ∗(xi, t, pj) : pj ∈ S2}, and
D∗ij =
∂v∗(i
∂xj)
=
1
2
(
∂v∗i
∂xj
+
∂v∗j
∂xi
)
, W∗ij =
∂v∗[i
∂xj]
=
1
2
(
∂v∗i
∂xj
− ∂v
∗
j
∂xi
)
(7.18)
denote the species tensor ﬁelds of strain rate and vorticity, respectively.
Of course, the functional (7.17) is quite general and too diﬃcult to handle. Sear-
ching for a rather more modest description, one may impose the following simplifying
assumptions:
1. Invariance of material response with respect to inversions of the orientation vector
ni (i.e., fore–aft symmetry: rodlike molecules oriented anti-parallel to each other
are assumed to be indistinguishable);
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2. Exclusion of the functional dependence on gradients of density, provided that the
elastic energy eﬀects characteristic of the liquid crystalline phases are beyond the
scope of the present isotropic theory;
3. Linearization of (7.17) with respect to species spin velocity and all gradients of
the basic ﬁelds;
4. Neglect of inﬁnitesimal memory eﬀects associated with the history of the entire
microstructure conﬁguration by switching S◦ij → S∗ij in the set of constitutive
variables;
5. Exclusion of the functional dependence on gradients of the spin velocity, by assu-
ming that S∗ij is of the order ofW
∗
ij and, consequently, that ∂s
∗
i /∂xj is proportional
to second order gradients;
6. Elision of translational diﬀusion eﬀects by setting v◦i = v
∗
i = vi(xj , t), in order
to concentrate attention on the microstructure evolution driven by rotational
diﬀusion phenomena.
The ﬁrst two assumptions make clear that highly concentrated and optically active
polymeric solutions are excluded from the present constitutive theory. Besides that,
the latter restrictions are conspicuously stronger than the former ones.
Additionally, the constitutive dependence on the instantaneous microstructure
conﬁguration (given by 	◦) will be approximated in a coarse, but eﬀective manner,
through the splitting of it in two independent variables. These are namely the species
mass density 	∗ at orientation ni, and its complementary structure parameter β∗,
conceived as a non-dimensional quantity which drafts the current microstructure
conﬁguration by accounting for the mass density of all species on S2, with reference to
the particular orientation ni. Generically, after introducing the species mass fraction
f ∗(xi, t, nj) =
	∗
	
, with
∮
S2
f ∗ d2n = 1 , (7.19)
the structure parameter can be deﬁned by
β∗ (xi, t, nj) =
∮
S2
B
(
f ∗(p), pm, f ∗, nq
)
d2p, (7.20)
with the functional B so chosen as to ensure that β∗ is independent of 	∗. As a
consequence, this constraint implies the condition
B
(
f ∗(p), pm, f ∗, nq
)∣∣∣
pi=ni
= 0, (7.21)
where f ∗(p) = f ∗ (xk, t, pl). The deﬁnite form of the functional B depends on the cha-
racter of the relevant microstructure interactions, usually modelled from microscopic
considerations. An explicit expression for the functional B will not be necessary in
the constitutive theory developed here (an illustrative expression for B, associated
with the so-called entanglement interactions, can be found in the specializations
discussed later on).
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After the simpliﬁcations above, (7.17) reads
{
t∗ij, τ
∗
ij, κ
∗
i ,m
∗
ij ,ϖ
∗
ij, ν
∗
i , e
∗, q∗i , ξ
∗
i , ε
∗, η∗, φ∗i , ϕ
∗
i , δ
∗} =
= F˘
(
xk, nl, t; 	
∗, T, β∗, vm, S∗no,
∂T
∂xq
,Drs,Wtu
)
. (7.22)
Further restrictions upon the constitutive functional (7.22) are imposed by the
rule of frame indiﬀerence (or material objectivity) [275, 317, 408]. It rests upon the
frame invariance (objectivity) of the constitutive functions with respect to frame
changes, which are given by the extended Euclidean transformation
x˜i = Oijxj + bi, t˜ = t+ a, n˜i = Oijnj , (7.23)
where (x˜i, t˜, n˜j) and (xi, t, nj) denote position, time and orientation in two diﬀerent
frames of reference, with a representing an arbitrary time shift, while the time de-
pendent vector and tensor valued functions bi(t) and Oij(t) denote, respectively, the
relative position of the two reference frames and an orthogonal transformation (more
details are given in App. B).
By using standard arguments (see App. B), it is straightforward to obtain, with
the aid of (7.23), the transformation rules
v˜i = O˙ijxj + Oijvj + b˙i, D˜ij = OikOjlDkl, (7.24)
W˜ij = OikOjlWkl + Ωij , S˜
∗
ij = OikOjlS
∗
kl + Ωij , (7.25)
T˜ = T,
∂T˜
∂x˜i
= Oik
∂T
∂xk
, 	˜∗ = 	∗, β˜∗ = β∗, (7.26)
t˜
∗
ij = OikOjlt
∗
kl, τ˜
∗
ij = OikOjlτ
∗
kl, κ˜
∗
i = Oijκ
∗
j , (7.27)
m˜∗ij = sOikOjlm
∗
kl, ϖ˜
∗
ij = sOikOjlϖ
∗
kl, ν˜
∗
i = sOijν
∗
j , (7.28)
e˜∗ = e∗, q˜∗i = Oijq
∗
j , ξ˜
∗
i = Oijξ
∗
j , ε˜
∗ = ε∗, (7.29)
η˜∗ = η∗, φ˜∗i = Oijφ
∗
j , ϕ˜
∗
i = Oijϕ
∗
j , δ˜
∗ = δ∗, (7.30)
where Ωij = O˙ikOjk, and s = sign [det (Oij)], with s = −1 for improper transforma-
tions (inversions of frame), otherwise s = 1. Moreover, it should be recalled that
δij = OikOjk = OikOjlδkl and ijk = sOilOjmOknlmn. (7.31)
Therefore, exploiting the frame-indiﬀerence principle in the usual manner, one can
easily conclude that the constitutive functions (7.22) cannot depend explicitly on xi,
t, vi, S
∗
ij and Wij, implying a reformulation of the constitutive functional (7.22) to{
t∗ij, τ
∗
ij, κ
∗
i ,m
∗
ij ,ϖ
∗
ij, ν
∗
i , e
∗, q∗i , ξ
∗
i , ε
∗, η∗, φ∗i , ϕ
∗
i , δ
∗} =
= Fˆ
(
nl, 	
∗, T, β∗,H∗mn,
∂T
∂xq
,Drs
)
, (7.32)
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where H∗ij is the species tensor ﬁeld of relative spin velocity, deﬁned by
H∗ij(xl, t, nk) = S
∗
ij −Wij . (7.33)
It should be remarked that, due to (7.7) and (7.18)2, ijkniH
∗
jk = 0.
Explicit forms for the constitutive functions deﬁned in (7.32) are summarized
in App. E. At this point, however, it may suﬃce to express explicitly only the
constitutive dependence on the linearized variables Dij, H
∗
ij and ∂T/∂xi, viz.
10,
e∗ = e∗(1) + e∗Iij Dij , η
∗ = η∗(1) + η∗Iij Dij , ε
∗ = ε∗(1) + ε∗Iij Dij , (7.34)
q∗i = q
∗I
ij
∂T
∂xj
, φ∗i = φ
∗I
ij
∂T
∂xj
, κ∗i = κ
∗I
ij
∂T
∂xj
, (7.35)
ν∗i = ν
∗(1)ijkH∗jk + ν
∗(2)ijknjD<kl>nl, (7.36)
ϕ∗i = ϕ
∗(1)(ninj − δij)D<jk>nk − ϕ∗(2)H∗ijnj , (7.37)
ξ∗i = ξ
∗(1)(ninj − δij)D<jk>nk − ξ∗(2)H∗ijnj, m∗ij = m∗Iijk
∂T
∂xk
, (7.38)
τ∗ij = τ
∗I
ijk
∂T
∂xk
, ϖ∗ij = G
∗ijknk +G∗(1)nijklH∗kl +G
∗I
ijklDkl, (7.39)
t∗ij = −
(
p∗ + p∗IklDkl
)
δij + σ
∗n<inj> + σ∗I<ij>klDkl + σ
∗II
<ij>klH
∗
kl−
− 2t∗(1)n[iD<j]k>nk − 2t∗(2)n[iH∗j]knk − t∗(3)H∗ij, (7.40)
where the fore–aft symmetry of the molecules and the transformation properties
(7.24)–(7.31) were already considered. Furthermore, in the representations above, all
scalar transport coeﬃcients are functions only of 	∗, T and β∗, while the tensorial
ones present an additional dependence on the orientation ni.
Finally, it should be remarked that no representation was proposed for δ∗. In fact,
a linearization assumption for the entropy production deviation usually seems to be
physically inconsistent. The reason is that this function is related by (5.14) to entropy
production terms, which must be non-linear quantities even though the constitutive
relations are assumed linear. The information enclosed in the non-linear part of δ∗
could be called with no shame “the price of ignorance”. Indeed, it is related to very
complex microstructural interactions in non-dilute solutions, which are expected to
be hardly described (when feasible) even by ingenious molecular models. As will be
shown in the next sections, however, this price is actually not so high. The most
important features of the material behavior can be derived without any reference to
the non-linearity of δ∗, while for some simple cases the entropy production deviation
can be readily neglected by plain physical arguments.
10Angular brackets indicate traceless symmetrization of the enclosed pair of indices, i.e. Q<ij> =
Q(ij) − δijQkk/3.
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7.4 Exploitation of the entropy inequality
Insertion of (7.15) into (5.15) leads to the entropy inequality
	∗η`∗ +
∂φ∗i
∂xi
+ ∂iϕ
∗
i − 	∗δ∗ − 	∗s∗ ≥ 0, (7.41)
which must hold, according to the entropy principle (Postulate 5.3.1) and the
δ∗-theorem (Theorem 5.3.1), for all thermodynamic processes.
To exploit the restrictions imposed by this inequality, one can employ the method
of Lagrange multipliers proposed by Liu [274], which asserts that, for the case at
hand, the following inequality should be valid for arbitrary values of the basic ﬁelds
(7.16) (cf. (7.6), (7.7), (7.9), (7.11), (7.12) and (7.14))
	∗η`∗ +
∂φ∗i
∂xi
+ ∂iϕ
∗
i − 	∗δ∗ − Λ∗

(
	`∗ + 	∗
∂vi
∂xi
+ 	∗∂iS∗ijnj
)
−
−Λ∗vi
(
	∗v˙i −
∂t∗ij
∂xj
− ∂jτ∗ij − 	∗κ∗i
)
− Λ∗si
(
	∗I∗ij s`
∗
j − 	∗
R2
2
S∗ijnjnkklm
∂vm
∂xl
−
−∂m
∗
il
∂xl
− ∂jϖ∗ij + ijkt∗jk − 	∗ν∗i
)
− Λ∗e
(
	∗e`∗ +
∂q∗j
∂xj
− t∗ij
∂vi
∂xj
−
−m∗ij
∂s∗i
∂xj
+ ∂jξ
∗
j − ϖ∗ij∂js∗i − ijks∗i t∗jk − 	∗ε∗
)
≥ 0. (7.42)
Without loss of generality, the balance equations were written here free of external
supplies. As usual, it is assumed that the undetermined multipliers Λ∗
, Λ∗vi , Λ
∗s
i and
Λ∗e are functions of the same constitutive variables listed in (7.32).
By performing the derivatives presented in (7.42), one obtains an inequality which
is explicitly linear in the quantities
∂vi
∂t
,
∂s∗i
∂t
,
∂	∗
∂t
,
∂β∗
∂t
,
∂T
∂t
,
∂Dij
∂t
,
∂s∗i
∂xj
,
∂	∗
∂xi
,
∂β∗
∂xi
,
∂2T
∂xi∂xj
, ∂i	
∗, ∂iβ∗, ∂iH∗jk.
Since the basic ﬁelds (7.16) are now arbitrary, so are the above derivatives, and
in order to preserve the inequality (7.42) the coeﬃcients of these derivatives must
vanish. Consequently,
Λ∗vi = 0 , Λ
∗s
i = Λ
∗sni , m∗ij = 0 , (7.44)
∂η∗
∂	∗
− Λ∗e ∂e
∗
∂	∗
=
Λ∗

	∗
,
∂η∗
∂β∗
− Λ∗e ∂e
∗
∂β∗
= 0 , (7.45)
∂η∗
∂T
− Λ∗e∂e
∗
∂T
= 0 ,
∂η∗
∂Dij
− Λ∗e ∂e
∗
∂Dij
= 0 , (7.46)
∂φ∗i
∂	∗
− Λ∗e∂q
∗
i
∂	∗
= 0 ,
∂φ∗i
∂β∗
− Λ∗e ∂q
∗
i
∂β∗
= 0 , (7.47)
∂φ∗(i
∂T,j)
− Λ∗e ∂q
∗
(i
∂T,j)
= 0 ,
∂ϕ∗i
∂	∗
− Λ∗e∂ξ
∗
i
∂	∗
+ Λ∗snj
∂ϖ∗ji
∂	∗
= 0 , (7.48)
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∂ϕ∗i
∂β∗
− Λ∗e ∂ξ
∗
i
∂β∗
+ Λ∗snj
∂ϖ∗ji
∂β∗
= 0, (7.49)
∂ϕ∗i
∂H∗jk
− Λ∗e ∂ξ
∗
i
∂H∗jk
+ Λ∗snl
∂ϖ∗li
∂H∗jk
− 	∗Λ∗
δi[jnk] = Λ
∗e
2
jklϖ∗li, (7.50)
where the abbreviation T,i= ∂T/∂xi was introduced. The remainder of the inequality
(7.42) reads(
∂φ∗i
∂T
− Λ∗e∂q
∗
i
∂T
)
∂T
∂xi
− 	∗Λ∗
Dkk + Λ∗e
(
t∗(ij)Dij − t∗[ij]H∗ij + 	∗ε∗
)− 	∗δ∗+
+	∗
(
∂ˆiη
∗ − Λ∗e∂ˆie∗
)
S∗ijnj + ∂ˆiϕ
∗
i − Λ∗e∂ˆiξ∗i + Λ∗sni ∂ˆjϖ∗ij ≥ 0 , (7.51)
with ∂ˆiQ ∗ = (∂iQ ∗)
∗,β∗,H∗pq for any given constitutive quantity Q
∗.
From (7.35) and (7.48)1 immediately follows
φ∗I(ij) − Λ∗eq∗I(ij) = 0. (7.52)
However, according to (7.35) and (E.2), the appropriate representation of the tensor
q∗Iij reads
q∗Iij = −q∗(1)n<inj> − λ∗δij, (7.53)
where the thermal conductivities q∗(1) and λ∗ are functions of 	∗, β∗ and T . Since a
representation similar to (7.53) holds also for φ∗Iij , one concludes that φ
∗I
[ij] = q
∗I
[ij] = 0
and
φ∗i = Λ
∗eq∗i , (7.54)
with Λ∗e = Λ∗e(	∗, β∗, T ).
Condition (7.47)1, combined with (7.53) and (7.54), implies then
λ∗
∂Λ∗e
∂	∗
= 0. (7.55)
Therefore, excluding the unrealistic solution λ∗ = 0, expression (7.55) constrains Λ∗e
to Λ∗e(β∗, T ). Accomplishing the same procedure with (7.47)2, one ﬁnally obtains
Λ∗e = Λe = Λe(T ). (7.56)
On the other hand, (7.45)2 and (7.46)2 combined with (7.56) read
∂(η∗ − Λee∗)
∂β∗
=
∂(η∗ − Λee∗)
∂Dij
= 0, (7.57)
and hence, from (7.46)1 and (7.57) ensues the condition
∂(η∗ − Λee∗)
∂T
= −e∗∂Λ
e
∂T
. (7.58)
Refusing the possibility that Λe be a mere constant, (7.58) implies
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e∗ = e∗(	∗, T ), η∗ = η∗(	∗, T ). (7.59)
The ﬁnal step towards the determination of Λe arises from the following argu-
ments. First, recall that for the whole “mixture”, which is assumed to be a customary
polar ﬂuid, there holds the Gibbs equation in its usual form [133, 268], and thereby
also the well-known result
∂(	e)
∂T
= T
∂(	η)
∂T
. (7.60)
On the other hand, relations (6.57) and (6.68) immediately allow one to express
(7.60) in the integral form∮
S2
∂(	∗e∗)
∂T
d2n = T
∮
S2
∂(	∗η∗)
∂T
d2n. (7.61)
Therefore, after multiplication of (7.46)1 by 	
∗ and integration over all orientations,
with further subtraction of the result from (7.61), one ﬁnally obtains
Λe(T ) =
1
T
, (7.62)
provided that ∂e/∂T = 0.
Through the introduction of the partial Helmholtz free energy
ψ∗ = e∗ − Tη∗, (7.63)
one achieves to ascertain from (7.45)1 one more undetermined multiplier, viz.
Λ∗
(	∗, T ) = −	
∗
T
∂ψ∗
∂	∗
. (7.64)
On the other hand, with the help of (7.37)–(7.39), (7.50), (7.62) and (7.64), it is
straightforward to infer that the derivative ∂ϖ∗li/∂H
∗
jk must vanish, independently of
the value of Λ∗s, in order to satisfy (7.50) for arbitrary values of H∗ij. Consequently,
the left hand side of (7.50) becomes a function only of 	∗, β∗, T and ni, implying
that
ϖ∗ij = G
∗ijknk, (7.65)
with G∗ = G∗(	∗, β∗, T ). By inserting (7.62) and (7.65) into (7.48)2 and (7.49) there
results
∂ι∗i
∂	∗
=
∂ι∗i
∂β∗
= 0, (7.66)
where ι∗i = ϕ
∗
i − ξ∗i /T . Hence, by considering (7.37) and (7.38)1 there results the
representation
ι∗i = ι
(1)(ninj − δij)D<jk>nk − ι(2)H∗ijnj , (7.67)
where both coeﬃcients ι(1) and ι(2) are functions only of the temperature. Finally,
(7.50) and (7.64)–(7.67) lead to
G∗(	∗, T ) = 	∗2
∂ψ∗
∂	∗
− T ι(2). (7.68)
This exhausts the consequences of the conditions (7.44)-(7.50). Notice that Λ∗s
remains undetermined. This is in fact a natural consequence of the constraint (7.7).
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7.5 Analysis of thermodynamic equilibrium
The thermodynamic equilibrium will be deﬁned here as the state of maximum entropy
attained by the medium when it moves in a rigid-body motion, with an uniform
temperature ﬁeld and in absence of internal interactions, i.e.
Dij |E = H∗ij|E =
∂T
∂xi
∣∣∣∣
E
= δ∗|
E
= ς∗|
E
= κ∗i |E = ν∗i |E = ε∗|E = 0, (7.69)
where |
E
denotes the equilibrium value of the respective quantity.
An immediate consequence of (7.69) is
ε∗(1) = 0, and thence, ε∗ = ε∗(2)Dkk + ε∗(3)D<ij>ninj . (7.70)
Moreover, from (7.70) and the results obtained in the last section, the inequality
(7.51) reduces to
ς∗P =
[
3T ι(1) + σ∗ + 	∗
(
ε∗(3) − Tδ∗(3))]D<ij>ninj+
+
[
	∗2
∂ψ∗
∂	∗
− p∗ + 	∗ (ε∗(2) − Tδ∗(2))]Dkk − q∗Iij
T
∂T
∂xj
∂T
∂xi
+
+ σ∗I<ij>klDklD<ij> + σ
∗II
<ij>klH
∗
klD<ij> − p∗IklDklDii+
+ 2t∗(1)niH∗ijDjknk + 2t
∗(2)niH∗ijH
∗
jknk + t
∗(3)H∗ijH
∗
ij − 	∗Tδ∗NL ≥ 0, (7.71)
where the deviation δ∗ was decomposed in linear and non-linear parts, viz.,
δ∗ = δ∗(2)Dkk + δ∗(3)D<ij>ninj + δ∗NL, (7.72)
with δ∗(2) and δ∗(3) being functions only of 	∗, β∗ and T , while δ∗NL is non-linear in
Dij, H
∗
ij and ∂T/∂xi. Of course, δ
∗NL|
E
= 0 due to (7.69), and the requirement of
fore-aft symmetry was already taken into account in (7.70) and (7.72).
An important consequence of the deﬁnition of equilibrium stated above is that
the inequality (7.71) achieves its minimum value, namely zero, at this state. In other
words,
ς∗P|
E
(nl, 	
∗, T, β∗,H∗mn, T,q ,Drs) = ς
∗P (nl, 	∗, T, β∗, 0, 0, 0) = 0. (7.73)
Necessary conditions for the occurrence of this minimum follow from the theory of
extrema:
∂ς∗P
∂T,i
∣∣∣∣∣
E
= 0,
∂ς∗P
∂H∗ij
∣∣∣∣∣
E
= 0,
∂ς∗P
∂Dij
∣∣∣∣∣
E
= 0, (7.74)
and also the Hessian matrix
∂2ς∗P
∂XA∂XB
∣∣∣∣∣
E
is positive semi-deﬁnite, (7.75)
where XA = {T,i ,H∗jk,Dpq} and A = 1, 2, 3, . . . , 12. While (7.74)1,2 are automatically
satisﬁed, (7.74)3 implies the relations
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p∗ = 	∗2
∂ψ∗
∂	∗
+ 	∗
(
ε∗(2) − Tδ∗(2)) , (7.76)
σ∗ = −3T ι(1) − 	∗ (ε∗(3) − Tδ∗(3)) . (7.77)
The ﬁrst of them has a particular signiﬁcance. Indeed, recalling that C∗i |E = 0, one
immediately concludes from (6.58)1 that
p =
∮
S2
p∗ d2n, (7.78)
with p(xi, t) denoting the usual thermodynamic pressure. In addition, (6.69) together
with (7.36) and (7.70) lead to ∮
S2
	∗ε∗(2) d2n = 0. (7.79)
On the other hand, from (5.12), (5.15) and (7.72) follows∮
S2
	∗δ∗(2) d2n = 0. (7.80)
The reason for this last result is that the entropy production of the whole “mixture”,
as given by (5.12), must be a positive semi-deﬁnite quadratic form in the (linearized)
dissipative variables Dij, Hij and ∂T/∂xi. A non-vanishing value for the integral
(7.80) could thus violate the inequality (5.12), especially for small deviations from
equilibrium. Finally, rephrasing the arguments of the last section, once the whole
“mixture” is assumed to be a usual polar ﬂuid, for which the Gibbs equation in its
customary form applies, there holds the well-known relation
p = 	2
∂ψ
∂	
, (7.81)
where (due to (5.9)1, (6.88) and (7.63))
ψ(xi, t) =
∮
S2
f ∗ψ∗ d2n, (7.82)
is the Helmholtz free energy of the “mixture”. Notice that the kinetic part of (6.88)
was not taken into account in (7.82) since it is non-linear in S∗ij, and therefore,
negligible. Gathering the results (7.78)–(7.82) together, one obtains the identity
	2
∂ψ
∂	
=
∮
S2
	∗2
∂ψ∗
∂	∗
d2n, (7.83)
which imposes additional restrictions on the form of ψ∗. In particular, (7.83) sug-
gests the introduction of another useful quantity, namely the chemical potential
µ∗(xi, t, nj), deﬁned by
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µ∗ =
∂(	∗ψ∗)
∂	∗
, with p+ 	ψ =
∮
S2
	∗µ∗ d2n, (7.84)
the last result being inferred from (7.82) and (7.83). Finally, from (7.68), (7.76) and
(7.84) one derives the identities
	∗ (µ∗ − ψ∗) = p∗ − 	∗ (ε∗(2) − Tδ∗(2)) = G∗ + T ι(2). (7.85)
The residual inequality then reads
ς∗P = σ∗I<ij>klDklD<ij> + σ
∗II
<ij>klH
∗
klD<ij> − p∗IklDklDii + 2t∗(1)niH∗ijDjknk+
+ 2t∗(2)niH∗ijH
∗
jknk + t
∗(3)H∗ijH
∗
ij −
q∗Iij
T
∂T
∂xj
∂T
∂xi
− 	∗Tδ∗NL ≥ 0. (7.86)
Due to the presence of δ∗NL, no further results can be extracted from (7.86) via
(7.75). As commented before, this is the price to be paid by the inclusion of the
deviation function δ∗ in the theory. The analysis of the consequences of (7.75) on
(7.86) will be therefore postponed to the particular cases considered in the next
section.
7.6 On the microstructure evolution
The results (7.44)3 and (7.65) suﬃce to rewrite the balance equation of species spin
(7.12) as
2t∗[ij]nj − 	∗ijknjν∗k = ∂iG∗ + 	∗∂iU∗ − 	∗ijknj (I∗kls∗l )` , (7.87)
where the extrinsic couple c∗i was related to an external potential U
∗(xi, t, nj) through
the relation ijknjc
∗
k = ∂iU
∗. Accordingly, recalling (7.36), (7.40), (7.84), (7.85) and
(7.87), one can straightforwardly obtain the transition rate
u∗i = S
∗
ijnj = h
∗
i −
D∗(µ)
	∗
[
∂i (µ
∗ + U∗)− ijknj (I∗kls∗l )`
]
, (7.88)
where
h∗i =Wijnj +B
∗ (Dijnj − njDjknkni) , (7.89)
and
D∗(µ) =
1
2
(
ν∗(1)
	∗
+
t∗(3) − t∗(2)
	∗2
)−1
, B∗ = D∗(µ)
(
ν∗(2)
	∗
+ 2
t∗(1)
	∗2
)
. (7.90)
Moreover, the usual requirement of stability of the isotropic orientational distribution
of the suspended molecules at equilibrium implies that D∗(µ) ≥ 0.
Finally, the insertion of (7.88) into (7.9) leads, with the help of (7.84), to the
microstructure evolution equation
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∂	∗
∂t
= ∂i
(
D∗(
)∂i	∗ +D∗(µ)∂iU∗
)− ∂i (	∗h∗i )
− ∂
∂xi
(	∗vi)− ∂i
[
D∗(µ)ijknj (I∗kls
∗
l )`
]
, (7.91)
which is, apart from the last term on the right-hand side, an equation of the Fokker–
Planck type for the partial density [364], h∗i and vi playing the role of drift vectors,
while the Fickian diﬀusion coeﬃcient D∗(
) is given by
D∗(
) = D∗(µ)
∂2 (	∗ψ∗)
∂2	∗
. (7.92)
The similarity between (7.88) and the contemporary generalizations of the empiri-
cal law of Fick, as found in the literature on diﬀusion [115, 315–317, 407], is striking.
In particular, the inertial contribution in the last term on the right-hand side of
(7.88) is precisely responsible for the hyperbolic features of the evolution equation
(7.91), which avoid a rotatory equivalent to the so-called “diﬀusion paradox” of the
classical theory of mixtures, according to which small disturbances in concentration
can propagate with inﬁnite speed. By keeping this last term in (7.91), no rotatory
diﬀusion paradox arises. Of course, this small inertial correction manifests itself only
in the high-frequency range, tending to be imperceivable in the large time-scales of
common rheological processes.
It should be remarked that (7.91) is also valid in the case of non-uniform and
time-dependent thermodynamic ﬁelds. In fact, it is a continuum generalization of
the usual evolution equations utilized in the framework of statistical rheology and
molecular theory for dilute and semidilute solutions, as will become clear below. To
facilitate the comparison with prior works, the common restriction to incompressible
ﬂows will be assumed from now on.
a) (Pseudo) non-ideal solutions. According to the literature on chemical thermody-
namics [96, 271, 367], the chemical potential µα of the α-th constituent of a mixture
can be generally expressed by the formula
µα = KαT ln (fαγα) + µ0, K
α =
NAkB
Mα
, (7.93)
where kB is the Boltzmann constant, NA the Avogadro number, M
α the molecular
weight of the respective constituent, while fα = 	α/	 expresses its mass fraction. In
addition, µ0(	, T ) is a function only of the mixture variables and γ
α(	β , T ) denotes
the so-called activity coeﬃcient. If γα is just a unit constant, then the behavior
of the respective component is said ideal, otherwise it is called non-ideal. In most
common cases, a non-unitary activity coeﬃcient is ultimately related to microscopic
interactions among the constituents of the mixture in such a manner that usually
only dilute solutions can manifest ideal behavior.
Accepting that the notions just introduced remain valid for the case at hand, the
deﬁnition (7.93) can be rewritten as
µ∗ = KT ln (f ∗γ∗) + µ0, K =
NAkB
M
, (7.94)
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with µ∗, f ∗, γ∗ and µ0 having the same meaning of their standard counterparts pre-
sented above, while M is related to the molecular weight of the polymer in solution.
Therefore, after neglect of inertial eﬀects by setting R→ 0 in (7.13), there follows
from (7.19), (7.84), (7.91), (7.92) and (7.94) the evolution equation
∂f ∗
∂t
= ∂i
(
D∗(
)∂if ∗ +
f ∗D∗
KT
∂iU
∗
)
− ∂i (f ∗h∗i )−
∂
∂xi
(f ∗vi) , (7.95)
where
D∗(
) = D∗
(
1 +
	∗
γ∗
∂γ∗
∂	∗
)
, D∗ = D∗(µ)
KT
	∗
. (7.96)
Additionally, according to statistical theories [86, 102, 103], the diﬀusion coeﬃcient
D∗ can be deﬁned through
D∗ = β∗−2D, (7.97)
where D(	, T ) is the diﬀusion coeﬃcient for an isotropic distribution of rods, while
the structure parameter β∗ is given explicitly by (cf. (7.20) and (7.21))
β∗ (xi, t, nj) =
4
π
∮
S2
f ∗ (xr, t, ps)
√
ijkipqnjnppkpq d
2p, (7.98)
an expression derived from considerations about the topological interactions (entan-
glements) of the rodlike molecules.
Worthy of note is the fact that, due to (7.59), (7.63) and (7.84), the activity
coeﬃcient γ∗ does not depend on the structure parameter β∗, i.e., it is insensitive to
microstructural changes which maintain 	∗ and T constant. On the other hand, the
activity coeﬃcient in semidilute suspensions of rigid rods should be fundamentally
related to hydrodynamic as well as entanglement interactions, which hinder the
rotatory Brownian motion of the polymer molecules in solution [102, 137]. Once
these interactions necessarily depend on the microstructure conﬁguration, it becomes
evident that an independence of the activity coeﬃcient on β∗ can only occur if
γ∗ remains always very close to unity (consequently inferring an ideal behavior),
except eventually for strongly aligned nematic conﬁgurations (e.g., promoted by an
intense external ﬁeld). In other words, a pseudo non-ideal behavior of the solution,
induced by strong alignment, is allowed. A simple interpretation of this conjecture is
aﬀorded by the “mixture” representation: due to the large number of species and the
relatively high dilution of the solution, the concentration of each “constituent” tends
to remain low suﬃcient to uphold ideal behavior. Nonetheless, supposing that one of
the “constituents” of the suspension achieves an overwhelming concentration, it can
eventually exhibit some sensible deviation from ideality, manifested for instance in
an abnormal increase of the diﬀusion coeﬃcient. Notwithstanding, as discussed by
Doi & Edwards [102, 103], the experimental corroboration of this hypothesis (e.g.,
through measurements of birefringence relaxation from the highly ordered state) is
hindered by various factors, like chain ﬂexibility, dipole-dipole interactions and other
eﬀects.
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b) Ideal solutions. In ideal solutions, interactions among the suspended molecules are
negligible and the activity coeﬃcient, introduced in (7.94), reduces simply to unity.
Evidently, dilute solutions are classical examples of them. Moreover, the absence of
microstructural interactions implicates a number of suitable simpliﬁcations on the
whole theory, since
δ∗ = κ∗i = ν
∗
i = ε
∗ = 0 (7.99)
become valid. Concisely, some of the most important consequences are the reduction
of the expressions (7.76), (7.85), (7.90) and (7.96) to
p∗ = 	∗2
∂ψ∗
∂	∗
= G∗ + T ι(2) = 	∗ (µ∗ − ψ∗) (7.100)
and
D∗(
) = D∗(µ)
KT
	∗
=
	∗KT
ζ∗
= D∗0, ζ
∗ = 2
(
t∗(3) − t∗(2)) . (7.101)
The residual inequality (7.86) can now be exploited in the usual manner to get
information about the positiveness of some transport coeﬃcients, like the shear vis-
cosity and heat conductivity, in diﬀerent orientations. In particular, one can ﬁnd
that ζ∗ ≥ 0. Moreover, according to an old result of Jeﬀery [231] (see also [56, 347]),
the relation
B∗ = B =
r2 − 1
r2 + 1
(7.102)
holds for (semi-)dilute suspensions of non-interacting rigid prolate ellipsoids of aspect
ratio r > 1, with B being called the shape factor.
Hence, restricting attention only to incompressible ﬂows with spatially-indepen-
dent ﬁelds of partial density and negligible inertial eﬀects of the microstructure, one
can derive from (7.19), (7.84), (7.91), (7.92), (7.94), (7.100), (7.101) and (7.102) the
evolution equation
∂f ∗
∂t
= ∂i
(
D∗0∂if
∗ +
f ∗D∗0
KT
∂iU
∗
)
− ∂i (f ∗h∗i ) , (7.103)
which resembles well the kinetic equation adopted by Doi & Edwards [102] and
Dahler et al. [86] for the dynamics of semidilute suspensions of rigid rodlike polymers,
provided that the diﬀusion coeﬃcient D∗0 is (again) given by
D∗0 = β
∗−2D0, D0 = D0(	, T ), (7.104)
with β∗ deﬁned as in (7.98).
A further simpliﬁcation of (7.101) can also be obtained by assuming
ζ∗ = f ∗ζ, ζ = ζ(	, T ), (7.105)
which seems to be reasonable in the dilute regime. This assumption allows one to
rewrite (7.103) as
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∂f ∗
∂t
= D0 ∂i
(
∂if
∗ +
f ∗
KT
∂iU
∗
)
− ∂i (f ∗h∗i ) , (7.106)
which is readily recognized as the Smoluchowski equation proposed by Kirkwood
and co-workers [245, 246, 363] for the rheology of dilute suspensions of rigid rodlike
polymers, with the diﬀusion coeﬃcient obeying the Stokes-Einstein relation
D0 =
	KT
ζ
. (7.107)
8. Polycrystalline Ice Sheet Dynamics
When the National Geographic Society gave gold medals to
Peary and Bartlett, it ignored the black man who had gone
farther north than the white sea captain. Like the
Eskimos, he was the wrong colour. [. . . ] This didn’t bother
the originals. The squat little men who fed John Ross’s
company in the Gulf of Boothia, who cheerfully extended
their hospitality to Parry and Lyon at Repulse Bay and
Igloolik, who taught Rae, Hall, and Peary how to exist
under polar conditions, gave no thought to such white
concepts as fame, ambition, or immortality. These abstract
ideas had no meaning; the future to them was no farther
away than the next fat seal; beyond that, they did not care
to consider its rewards or its terrors. Nor would it concern
them for an instant that their names should be left oﬀ the
maps of the Arctic; after all, they had their own names for
the snowy peaks and the frozen inlets that formed their
world. It is not their loss that the map ignores them;
it is our own.
Pierre Berton, [39] pp. 630–631
Ice is an abundant mineral. It is a crystalline solid, actually quite brittle. So-
metimes it is so hard as to wreck even a huge transatlantic ship. In fact, when its
normalized strength is compared with that of other solids, it is found to be among
the strongest and hardest [150]. These are uncontestable truths of mankind’s quo-
tidian experience. But as taught since long by the atomists, inferences drawn on
particular space and time scales might be often treacherous. Chaps. 1 and 2 have
expounded how the discrete can turn into a continuum, when the spatial scale is
markedly increased; and in Chap. 7 one could learn how Maxwell masterly introdu-
ced the concept of time scale in rheology to explain the phenomenon of ﬂuid viscosity
as a relaxation process of an elastic behavior. Something qualitatively similar occurs
also in the case of ice. Ice sheets are huge ice masses of continental size. Presently
there exist only two on the poles, covering Antarctica and Greenland, but there are
undisputable evidences for the past existence of other equally large ice sheets cove-
ring great parts of North America, Europe and Asia about 100–20 thousand years
ago [75, 379]. By the time of maximal volume, these ice sheets might have contained
more than three times the actual amount of ice found on Earth. The withdrawal of
such a gigantic amount of ice cannot be explained simply by melting – the ice had
to have ﬂowed away, like a viscous ﬂuid, towards the ocean. And it continues to ﬂow
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Fig. 8.1. Polar ice ﬁeld in
Axel Heiberg Island, Northwe-
stern Canada. By deﬁnition, po-
lar glaciers are frozen to their
bed, so that ice cannot slide
over the bedrock, as in tempera-
te glaciers. The small ice ﬁeld in
this picture ﬂows much as if the
ice were a thick molasses pou-
red over the landscape. Aerial
photograph made by the Polar
Continental Shelf Project of the
Canadian Department of Ener-
gy, Mines and Resources; publis-
hed in [353]
from the remaining ice sheets, at a pace of about some to hundreds of meters per
year, as detected by measurements and evidenced in aerial photographs like that in
Fig. 8.1. Some of the greatest complications to the modeling of ice sheet dynamics
are the huge time scales and the relatively high temperatures involved in the process,
which together permit a ceaseless changing of the ice microstructure by ﬂow indu-
ced anisotropy and recrystallization phenomena. Such microstructural changes may
enhance the ice ﬂow up to three fold. In spite of the clear fact that annealing and
recrystallization phenomena in ice sheets have their roots in the thermodynamics
of polycrystalline media, most approaches neglect this by proposing ad hoc theories
which can eventually violate fundamental thermodynamic principles. The objective
of this chapter is to present a serious approach to the modeling of induced aniso-
tropy and recrystallization in ice sheets, by using the formalism of mixtures with
continuous diversity.
8.1 On krystallos. . .
. . . or the origins of the science of polycrystalline ice
In the midst of the wide vocabulary of science, there are few particular words which
acquired a special, highly distinguished status, by expressing in some peculiar sense
the splendid harmony of nature. Symmetry and crystal are two of them. For thou-
sands of years the meaning of these words has enchanted mankind; the unwearying
seeking for their natural causes comprising an essential requisite to anyone really
worthy to be called a man of science.
Gemstones, the most sumptuous manifestations of the symmetry of crystals, have
been symbols of wealth, superstition and power through the generations. Such an
allurement can be traced back at least to the 4th millennium b.c., when Bronze Age
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settlers began the excavations of turquoise mines near Serabit el-Khadem, in the Si-
nai Peninsula, some centuries before its domination by the ancient Egyptians [389].
There are also reports of jewels made of lapis lazuli and other semiprecious stones
dating from the 3rd millennium b.c., which were found in old Sumerian tombs [187].
Moreover, according to Burke [63] and Greene & Burke [184], archeological investi-
gations indicate that even the prehistoric men of the Paleolithic and early Neolithic
Periods collected and admired gemstones like jasper.
One of the ﬁrst surviving observations of the geometric shapes of minerals – more
precisely garnet – is registered in the treatise Peri teon litheon (On stones) [28], pro-
bably written in the early years of the 3rd century b.c. and ascribed to the Greek
philosopher Theophrastos (Theophrastus). Another celebrated exposition about mi-
nerals is found in the encyclopedic Historia naturalis (Natural history) [435] by the
Roman savant Gaius Plinius Secundus (Pliny the Elder), written during the ﬁrst
century of the Christian Era. These two works were so inﬂuential during ancient
times, that they lasted as foundations of the classiﬁcation of minerals throughout
the Middle Ages.
The human interest on the regular forms of minerals, however, should by no means
be underestimated as only of aesthetic, mystic or economic character. Indeed, the
term crystal originally derives from the Greek krystallos, which simply means. . . ice.
This refers to an ancient belief, according to which hyaline quartz, also called rock
crystal, was a sort of ice strongly frozen in a permanent rocky state [3, 435]. Such a
misconception still persisted during the Middle Ages and the Renaissance – as can
be seen for instance in the commentaries of William Gilbert in his De Magnete (On
the loadstone and magnetic bodies) [159] – being gradually denied only in the course
of the 17th century [54, 58]. In fact, as early as 1661 the word crystal was already
used in a general sense (instead restricted to hyaline quartz) by Robert Boyle,1 in
his historic The sceptical chymist [53].
Ice is not only responsible for the origin of the term crystal. Actually, from the
point of view of a glaciologist, it should be stimulating to perceive the outstan-
ding role played by this so common mineral in many historical moments of material
sciences. For instance, the ﬁrst careful study of crystal morphology is attributed to
Johannes Kepler, in his Strena seu de nive sexangula (A new year’s gift or on the
six-cornered snowﬂake) [241] published in 1611. In this short treatise, written in a
witty style as a new year’s gift to his friend and benefactor Johannes M. Wack-
her von Wackenfels, Kepler pondered on the reasons of the characteristic hexagonal
symmetry of snowﬂakes. Inspired by other six-fold structures found in nature, like
honeycomb cells and pomegranates, he was able to formulate the general fundamen-
1Of course, there were earlier also some scarce disclaimers. For example, in 1550 Gerolamo Cardano
argued in his book De subtilitate (The subtlety of things) [67] that rock crystal should not be a kind of
ice, since these two materials react to ﬁre in a completely diﬀerent way. Similar objections were pointed
out by other authors too, as discussed by Adams [3]. Notwithstanding, like some other false concepts of
the ancient Greeks which lasted deep-rooted in the medieval culture, the identiﬁcation of rock crystal as
ice came to nought only with the decease of alchemy [13].
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tals of cubic and hexagonal packing of spheres2 (Fig. 8.2). Further, he even managed
to speculate that the symmetric morphology of snowﬂakes could be related to the
stacking of minute spherical drops of condensed vapor.
Fig. 8.2. Kepler’s drawings of
cubic and hexagonal packing of
spheres [241]. By attempting to
describe the shapes of snowﬂa-
kes, Kepler choose the less dense
structure A.
Unfortunately, despite the contiguity of his conjec-
ture to reality, he shortly refused it. This denial was
interpreted later as an act intuitively driven by his
avoidance from the atomism [365, 431]: “[...] uno ex
atomis Epicuri: verum id nihil est.3” ([241], p. 3).
In Les me´te´ores, published in 1637 with the Dis-
cours de la me´thode [146], Rene´ Descartes adopted al-
so the description of snowﬂakes as aggregates of small
pellets, symmetrically arranged and pressed by strong
wind. Some decades later, Robert Hooke performed
his pioneering observations on microscope of ice cry-
stals and other materials, collecting them in the me-
moir Micrographia [215], of 1665. Based on his ato-
mistic belief, he extended in this book the concept of
densely stacked spheres, in an attempt to describe the
geometric shapes of all crystalline substances. At that time, atomistic ideas turned
to be fundamentals of a crescent number of crystallographic theories, even despite
the strong objections of many prominent scientists. Sympathizers of the corpuscular
constitution of crystalline matter included Pierre Gassendi, Robert Boyle, Christiaan
Huygens, Niels Steensen (Steno), Isaac Newton and Mikhail V. Lomonosov, among
others [13, 63].
An important contribution towards a structured theory of crystals was given at
the end of the 18th century by the abbe´ Rene´-Just Hau¨y. By extending the ideas of
Torbern O. Bergman [35], he presented in a number of essays and monographs (see
e.g. [201–203]) the concept of mole´cules inte´grantes, i.e., minute polyhedra which
should represent the fundamental “building blocks” of crystals. Notwithstanding,
Hau¨y defended insistently until his death in 1822 some erroneous convictions, such
as that the mole´cules inte´grantes should embody not only the geometrical structure
of crystals, but the real molecules of the substance. Despite his eﬀorts to sustain
the prestige of his ideas during the turn of the 19th century, noticeable scientiﬁc
advances – like the reﬂecting goniometer of William H. Wollaston and the discovery
of isomorphism and polymorphism by Eilhardt Mitscherlich (cf. [128, 374]) – led to
the inevitable re-examination of Hau¨y’s concepts.
2Actually, the origins of the abstract notion of regular packing of corpuscles as the genesis of natural
symmetric forms seem to be diﬀuse and obscure. For instance, a vague reference to the emergence of the
hexagonal structure of quartz from a regular stacking of small spheres was given in 1550 by Cardano [67].
There is also a mention by Whyte et al. [431] to some studies of Thomas Harriot at about 1600 concerning
the close packing of spherical atoms. In any case, however, it seems clear that Kepler treated this problem
in his own individual way, as usual, and doing so he provided the ﬁrst published evidence of a detailed
study on the theme.
3Translation: “[...] one of the atoms of Epicurus: but that is really nothing.”
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Incidentally, both Wollaston and Mitscherlich were adherents of the modern ato-
mic theory proposed in 1808 by John Dalton in A new system of chemical philoso-
phy [89]. According to Dalton, the symmetric forms exhibited by crystals should be
consequence of some ordered arrangement of the atoms of the various compounds.
He admitted, however, that it was premature to propose any detailed description
of internal crystalline structures, as long as a better knowledge of the synthesis of
chemical substances was not achieved. In order to give a general illustration of his
ideas concerning crystal morphology, Dalton chose the example of ice.
He oﬀered an explanation for the anomalous low density of this solid in comparison
to cold water and sketched the hexagonal star-like geometry of suddenly congealed
ice, as well as its dendritic structure at the beginning of freezing, in terms of the
packing of spherical water particles (Fig. 8.3). Curiously, his drafts of the disposition
of water molecules in liquid and solid phases seem rather similar to the drawings of
stacked spheres presented by Kepler and Hooke more than a hundred years earlier.
It is worthy of notice that the chemical formula assumed by Dalton for the water
molecule was HO, instead H2O. Additionally, by attempting to explain the abnor-
mally low density of ice, he considered that the particles of cold water should ac-
commodate in a dense-packing, while ice should have a less denser “tilted” structure
(cf. Fig. 8.3). Nevertheless, such a molecular construction did still not agree quan-
titatively with the values of density experimentally measured, impelling Dalton to
ascribe this discrepancy to the rise of air bubbles in the ice. Despite the apparent
consonance of these suppositions with the observed phenomena, it is presently well-
known that neither cold water nor ice have the structures conjectured by Dalton.
Fig. 8.3. Dalton’s sketches of water particles [89].
Top: the arrangements of particles in liquid (left) and
solid (right) phases. Middle: cross-sections along the
directions indicated by the superposed arrows, sho-
wing the vertical packing schemes assumed for liquid
water (left) and ice (right); notice that the struc-
ture on the left is a dense-packing, while that on the
right not. Bottom: structures of suddenly congealed
ice (left) and ice at the beginning of freezing (right).
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Whatever the case, there remains in this paragraph the example of how far we can
go by explaining material behavior based on rather false models.
All these fundamental concepts about crystal morphology promoted a strong im-
pulse to further advances in the physics of crystalline media, culminating with the
mathematical theories of space lattices and groups of symmetry by Christian S.
Weiss, Friedrich Mohs, Augustin Cauchy, Auguste Bravais, Leonhard Sohncke, Ev-
graf S. Fedorov, Arthur M. Schoenﬂies and others (see e.g. [60, 374, 377]). Although
the structures of some crystalline chemical compounds were elegantly considered al-
ready in the early 19th century by Wollaston [436], many decades were necessary
until his work was adequately extended by William Barlow [22–24], who derived
space groups by arguing that the arrangement of atoms in the space lattice could
be schematically modelled by packings of spheres with distinct colors and sizes,
corresponding to diﬀerent types of constituent particles.
With the emergence of the 20th century, attempts to describe the true internal
structure of crystalline media still remained a matter of speculation and controversy,
even despite the deeper comprehension of the external morphology and symmetries
of crystals, accomplished during 300 years of inquiry. In fact, the solution of this
impasse was only determined after the discovery of the phenomenon of X-ray dif-
fraction by crystals, carried out in 1912 by Walter Friedrich and Paul Knipping,
under the supervision of Max T. F. von Laue [13, 61]. Just one year later, William
H. Bragg and his son, William L. Bragg, elaborated a method of structural analysis
of crystals by means of X-ray diﬀraction and conﬁrmed some of the atomic arrange-
ments predicted many years before by Barlow. Finally, based on earlier experimental
results of Friedrich Rinne [362], Ancel St. John [382] and D.M. Dennison [97] con-
cerning X-ray diﬀraction by ice, W.H. Bragg [55] was able to deduce in 1922 that
each oxygen ion of this material should be situated at the center of gravity of its
four tetrahedrally arranged nearest neighbors. Consequently, he could explain the
hexagonal coordination of oxygen atoms in the crystalline structure of ordinary ice.
Based on these ﬁndings, it was easy to conclude that the six-cornered shape of
snowﬂakes was a macroscopic manifestation of the atomic ordering of the ice lattice.
The atomism prevailed, and what was once deemed by Kepler as a “Nothing” turned
to be recognized as an invaluable “Something”. . .
8.2 On the freakish nature of polycrystalline ice
Last Section evidenced the role played by ice in the evolution of material sciences
and, more particularly, in the establishment of crystallography as a new branch of
study. Now it will be shown how this knowledge can be utilized in order to derive
conclusions about its material behavior.
Several reasons could be given, either of social, technical or ecological character,
to justify man’s interest for ice. There is a particular one, however, which seems
to be outstanding before the eyes of most scientists: its unusual – and sometimes
perplexing – physical and mechanical properties. For instance, depending on exter-
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Fig. 8.4. The crystalline lattice of ice Ih. Light and dark spheres denote hydrogen and oxygen atoms,
respectively, while the tenuous connections deﬁne hydrogen bonds. Left: projective view perpendicular
to the c-axis (top) and along the c-axis (bottom); notice the hexagonal cell indicated by dots. Right:
perspective view along the c-axis. [Courtesy of H. Ehrentraut].
nal factors like temperature and pressure, ice can occur at least in two amorphous
forms and nine diﬀerent crystalline structures (ices I to IX) [210, 306]. Moreover, the
existence of three additional crystalline phases (ices X to XII) have been a matter of
considerable research in the last years [33, 213, 249, 279]. Such a strong polymorphism
concedes to water the greatest diversity of solid phases over all known substances.
Under normal atmospheric conditions, water solidiﬁes in the ordinary hexagonal
form of ice I, usually called ice Ih in order to distinguish it from its closely related
cubic variant ice Ic, which presents a similar tetrahedral coordination of oxygen
atoms but arises only at very low temperatures (below -80◦C [210]). Ice Ih has a
rather open lattice, with an atomic packing factor of less than 34% [376] (contrasting
with the values of 74% for a close packing of spheres and 68% for a body centered
cubic structure) and this accounts for its unexpected low density compared to liquid
water. The oxygen ions of the water molecules are disposed in a structure which
resembles that of wurtzite or high-tridymite [37, 128, 210, 344, 351]: they are arranged
in layers of“puckered”hexagonal rings piled in an alternate sequence of mirror images
normal to the optic axis of the crystal, called c-axis4 (Fig. 8.4).
The hydrogen nuclei (protons) remain statistically distributed in the oxygen latti-
ce, building covalent as well as hydrogen bonds along the lines joining pairs of oxygens.
This protonic distribution is however not completely arbitrary: it must conform with
the so-called Bernal-Fowler rules, which imply that there must be two protons close
4Mirror planes and crystallographic axes, as well as other symmetry elements exhibited by the lat-
tice, are fundamental concepts of the space group of ice crystals, playing an important role, e.g., in the
interpretation of the patterns observed in diﬀraction experiments.
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to any oxygen, but only one proton per joining line5. Hence, each oxygen is invol-
ved in two covalent and two hydrogen bonds. The violation of these rules, either
by an excess or a deﬁciency or protons, give rise to particular point defects in the
crystalline structure known as ionization and Bjerrum defects, both essential for the
understanding of many peculiar electrical properties of ice [37, 190, 210, 254], as well
as its basic micromechanisms of deformation, which will be discussed below. Other
point defects, associated with the missing or excess of water molecules, are the va-
cancies and interstitials, responsible for the phenomenon of molecular self-diﬀusion
involved in the grain growth of polycrystals, for example. Finally, line and surface
defects also occur in the ice lattice, namely dislocation lines and grain boundary sur-
faces. As plastic deformation of polycrystalline ice6 basically involves the motion of
these defects through the bulk of material, a brief overview on such micromechanical
processes seems to be appropriate.
Monocrystalline ice is a very anisotropic material. Some of its basic features can
be well represented by considering a right hexagonal monocrystalline prism, like in
Fig. 8.5.
c cc
Prismatic PyramidalBasal
Fig. 8.5. Sketch of a single ice
crystal in the form of a right he-
xagonal prism. Three crystallo-
graphic planes are indicated.
Clearly, the basal planes (0001), which are the planes of densest packing of mo-
lecules, lie parallel to the layers of oxygen rings already cited, and are therefore
orthogonal to the c-axis; the prismatic faces {11¯00} are on the other hand parallel
to this axis, while pyramidal planes like {11¯01} cross the bulk of the prism. The re-
lationship between this crystalline symmetry and the microscopic structure of ice is
evidenced in Fig. 8.6, and manifests itself either explicitly or implicitly in many na-
tural phenomena, from the growth of snowﬂakes from vapor [147, 195, 272, 292, 321]
to the dynamics of glaciers and ice sheets [170, 210, 342, 369, 402, 413].
Indeed, the fact that single crystals of ice deform very readily when the shear
stress has a component acting on the basal plane was recognized since more than
5Such a statistical model of the arrangement of hydrogen atoms was ﬁrst advanced by Pauling [344]
in 1935, based on earlier works of Debye [95] and Bernal & Fowler [37]. For more information about ice
structure, see for instance the books of Hobbs [210] and Fletcher [141], as well as the detailed microstructural
analysis of Nield & Whitworth [323].
6From now on, ice will refer to the ordinary form of ice Ih, since none of its polymorphs will be further
considered here.
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Fig. 8.6. Hexagonal symmetry of ice crystal exhibited in micro- and macroscopic scales. Left: projective
view of ice structure (reproduced from Fig. 8.4) evidencing the symmetry in the atomic level. Right:
macroscopic manifestation of the hexagonal symmetry in a platelike snowﬂake [34].
hundred years ago [301], being conﬁrmed in a number of diﬀerent mechanical tests
and ﬁeld observations [25, 59, 163, 164, 169, 235, 392]. As commented by McConnel
[301] after performing his pioneering creep7 experiments in monocrystalline ice bars:
“[. . . ] the crystal behaved as if it consisted of an inﬁnite number of indeﬁnitely
thin sheets of paper, normal to the optic axis, attached to each other by some
viscous substance which allowed one to slide over the next with great diﬃculty.
This comparison proved to be the key to the whole question of the plasticity
of a crystal of ice.” (p. 325)
The actual explanation for this behavior is that monocrystalline ice at usu-
al temperatures, i.e. above -60◦C, deforms mainly by the glide of dislocations on
the basal plane, with a direction of propagation (described by the Burgers vec-
tor) coincident with that of maximum shear stress [152, 163, 235, 239, 278, 420]. Alt-
hough the precise micromechanisms involved in the motion of such dislocations have
been the subject for a considerable amount of work during the last thirty years
[113, 150, 162, 163, 210, 276, 351, 422, 430], no complete agreement among the scien-
tists seems to be already achieved. There are nonetheless some favored models; amid
them those which assume a process of dislocation slip hindered by drag mechanisms
[422], or more particularly, dislocation glide controlled by proton rearrangement
[150, 169, 430]. This last process can be resumed as follows. In a hypothetical perfect
ice crystal (i.e., without defects), dislocations could move only by generating pairs of
Bjerrum defects, as demonstrated by Glen [162]. Due to the large amount of energy
necessary to create such defects (0.68 eV per pair, according to Hobbs [210]) the
stress required to sustain this process should be exceptionally high, leading even-
tually to the collapse of the crystalline structure8 [150, 169]. Hence, there follows
that dislocations in a real crystal can only advance when the local conﬁguration of
protons is favorable, in the sense that no defects must be created. In other words, the
7By creep should be understood a plastic or viscous deformation under constant load or stress at
relatively high temperatures, the material ﬂowing at its own pace.
8A moving dislocation can in principle create also pairs of ionization defects, but since the required
energy for production of these defects is even greater, the former situation is more likely to occur, cf.
[210, 430].
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thermally activated rearrangement of protons is expected to induce the migration of
Bjerrum defects which reorient the bonds ahead the dislocations, allowing these line
defects to move easily.
Based on this model, it can be shown [9, 169, 422, 429, 430] that the average velo-
city u¯ of dislocations propagating through the stressed ice crystal is proportional to
the shear stress τ acting on the glide plane, viz.
u¯ = u¯0
τb3
kBT
exp
(
− Q
kBT
)
(8.1)
where u¯0 is a dimensional constant associated with the kinetics of proton rearran-
gement, b denotes the length of the Burgers vector, kB is the Boltzmann constant,
T is the absolute temperature and Q represents the activation enthalpy for proton
rearrangement glide, i.e., an Arrhenius activation energy for the thermally activated
drag mechanism. This expression, combined with the classical Orowan relation for
the strain rate [334]
γ˙ = ρmbu¯ (8.2)
and the usual quadratic dependence of the density of mobile dislocations ρm on the
stress [12] (with µ(T ) denoting the shear modulus)
ρm = α
(
τ
µb
)2
(α ≈ 1), (8.3)
leads ﬁnally to the creep-rate equation
γ˙ =
αu¯0
b
(
τ
µ
)n
µb3
kBT
exp
(
− Q
kBT
)
(8.4)
with n = 3. According to Weertman [422], the dislocation velocity predicted by (8.1)
agrees quite well with experimental data, whereas the
cubic dependence of shear rate on stress seems reasonable (cf. [391]) in view
of the wide spread of values found in practice for n, varying (according to him)
between 2 and 3.9 for ice single crystals. Moreover, he asserts that the combination
of these results with the usual observation of strain softening during transient creep
of monocrystalline ice oriented for easy glide (i.e., basal slip) gives strong support to
accept such a mechanism as a realistic one. Nevertheless, the accuracy of this model
should not be overestimated; it is a simpliﬁed one. Indeed, most evidences indicate
that the best value of n varies with the stress and the duration of the test, being
higher at earlier stages of creep and/or larger stresses [163, 210, 392]. This seems to
suggest that other mechanisms can possibly be active during the deformation of ice
single crystals, although this hypothesis still demands corroboration.
On the other hand, diﬀerent experimenters have reported creep in single crystals
of ice oriented for easy glide with values for the exponent n which are sensibly lower
than 3 [113, 114, 163, 210]; most of them about n = 2. This led Lliboutry [277] to
discard the assumption (8.3) and, instead of it, to suggest that the density of mobile
dislocations should be proportional to its production rate. Like Wakahama [420], he
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assumed that dislocations in ice would be produced during deformation by means
of Frank–Read sources [148] (see also [12]), at a rate proportional to the applied
stress. Consequently, invoking again the formulas (8.1) and (8.2), he arrived at an
exponent n = 2. In passing, it should be noticed that, despite the consideration of
Frank–Read sources, Wakahama ﬁtted his experimental curves using n = 3.
Whereas the creep of ice single crystals subjected to easy glide appears to be
diﬃcult to understand, the situation remains even much more puzzling for polycry-
stals, as well as single crystals poorly oriented to basal slip, i.e., those compelled
to creep by hard glide (non-basal slide). Ironically, it was just through the study of
the highly intricate behavior of polycrystalline ice that one of the most signiﬁcant
results of contemporary ice mechanics throve: the empiric power law proposed about
ﬁfty years ago by Glen [160] and Steinemann [392] to describe the secondary creep
of ice polycrystals in uniaxial compression or simple shear, viz.
ε˙ = Aσ|σ|n−1, (8.5)
where ε˙ and σ denote respectively the uniaxial creep rate and stress, while A and n
are regarded as constants (in a ﬁrst approximation, for given isothermal conditions).
The experimentally measured values of the exponent n in (8.5) – also named Glen’s
ﬂow-law in the glaciological jargon – range from about 1 to 4, but there is presently
a general agreement to use n = 3 [343, 412], although Glen [163] suggested that
n = 3.5 should be more adequate for stresses higher than 1 bar, with its value falling
oﬀ below this stress level towards about unity. The justiﬁcation for this suggestion is
not merely grounded in experimental data [113], but also in theoretical reasons [143,
218, 219]: a power law function has the well known inconvenience that the viscosity
η = dσ/dε˙ becomes inﬁnite at vanishing stress, unless when n = 1. This shortcoming
leads to some interesting consequences, as for example in the modelling of an ice sheet
proﬁle: both the surface curvature in the ice divide and the slope at the margin of
the ice sheet become inﬁnite [220].
Actually, after observing that relations similar to (8.5) were already utilized in the
literature on non-Newtonian ﬂuids since the introduction in 1923 of the power-law
equation of de Weale and Ostwald [44, 257, 336] and in metallurgy since the proposi-
tion of the concept of power-law creep of solids by Norton [325] in 1929, we conclude
that Glen’s law was adopted rather belatedly in glaciology. Of course, this does not
diminish the usefulness of this equation, which, after appropriate generalizations, has
been employed as much in laboratory tests [10, 59, 169] as in the dynamics of gla-
ciers and ice sheets [9, 219, 220, 342, 343, 412, 413], as well as for modelling the creep
of ice single crystals either in easy or hard glide [163, 210]. Most of the already cited
generalizations are discussed in some detail in the book by Hutter [220], together
with the presentation of other possible ﬂow laws and a formal derivation of (8.5)
from ﬁrst principles of continuum mechanics. For the present purposes, however, it
suﬃces to mention only Nye’s extension of the Glen law appropriate for multiaxial
stresses under non-isothermal conditions, which reads [161, 220, 327, 328, 343, 412]
Dij = A
′ exp
(
− Q
kT
)
tn−1e tij (8.6)
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where, by assuming the Einstein summation convention of dummy indices,
t2e = −IIt =
1
2
tijtij , tij = tji, tkk = Dkk = 0. (8.7)
In the equations above, tij and Dij denote the Cartesian components of the tensors
of deviatoric (traceless) stress and strain rate, respectively, while A′ is a material
parameter (dependent on intrinsic properties like impurities, grain size, etc.). Addi-
tionally, te is the so-called eﬀective stress (see e.g. [212, 412]), which is proportional
to the square root of the second invariant of the stress tensor, IIt. Eq. (8.6) was ﬁrst
proposed in creep mechanics by Odqvist [331] in 1934.
In the case of pure shear, it can be readily seen that Eq. (8.6) reduces to an
expression which well resembles (8.4).9 This served as motivation to suppose that,
at least for temperatures below -10◦C, the controlling mechanism of deformation at
low stresses in polycrystalline ice should also be basal glide via dislocation sliding
[9, 25, 112, 114, 169, 277, 308, 412, 422]. Of course, many objections to this proposition
arose [83, 163, 168, 210, 346]. For instance, it has been noticed that the mechanical
response of polycrystalline ice exhibits some resemblance with that of single crystals
in hard glide: both deform much more slowly than a single crystal in easy glide under
otherwise similar conditions (often with strain rates more than 3 orders of magnitude
lower [113, 278]); besides that, during the initial transient creep both present strain
hardening, in contrast to the strain softening manifested by single crystals in easy
glide. The most crucial criticism was, nevertheless, regarding the violation of the
strain compatibility among neighboring grains [399], which plays an important role
in the determination of the shape and orientation of deformed crystals. Yet, inasmuch
as we are approaching the domains of the directional properties of polycrystals, it
seems appropriate to continue this discussion in the next section, concerned with
the emergence of preferred directions, i.e. textures, or fabrics.10
8.3 Modelling induced anisotropy
If an incompressible body suﬀers uniform strain, in the sense that straight lines are
deformed into straight lines, there follows eﬀortlessly from simple geometry that
the stretches in ﬁve suitable distinct directions suﬃce to determine the whole de-
formation of the specimen (actually, these ﬁve stretches are just related to the ﬁve
independent components of the strain tensor [409]).
Based on this simple fact, von Mises [419] derived in 1928 the known result that
ﬁve independent slip systems11 are required to impose an arbitrary strain in any
crystal which deforms only by glide. Just ten years later, Taylor [399] used von
9The careful comparison of (8.4) with (8.6) indicates that the only diﬀerence in the form of these two
expressions is that the pre-exponential term in the ﬁrst equation is, a priori, dependent of the temperature,
while the parameter A′ in the last one is not. Nevertheless, it has been recognized that the assumption that
the pre-exponential parameter A′ is independent of temperature is in fact not strictly correct [210, 351].
10Semantically, these two words have the same meaning. Therefore, they will be used here as synonyms.
11A slip system is deﬁned by the combination of a crystallographic plane and a particular slip direction
on this plane.
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Mises’ inference to develop his celebrated theory of plastic strain in polycrystalline
metals. He assumed that each crystal of the aggregate should suﬀer exactly the
same strain as the bulk (avoiding so the occurrence of microcracks and voids in the
material due to incompatibilities among neighboring grains) and on these grounds
he calculated deformation and texture development of a polycrystalline medium in
terms of its single-crystalline rigid-plastic behavior.
Because of its simplicity, the model proposed by Taylor still continues to be wi-
dely used (sometimes with slight modiﬁcations) to predict the evolving anisotropy
of polycrystals [12, 199, 415]. In spite of that, it is now recognized that the assump-
tions underlying Taylor’s model build just a simpliﬁed picture of a commonly much
more complex reality. Patchy deformations, grain boundary sliding and migration,
shear and kink bands, diﬀusional ﬂow, polygonization and dynamic recrystallization
are just some of the presently known processes which can also occur, allowing in-
homogeneous strains [12, 99, 112, 168, 170, 198, 216, 289] and possibly frustrating the
requirement of ﬁve independent slip systems for each crystal [68, 277, 351, 412].
When applied to ice, Taylor’s model presents indeed a very deceptive performance
[68, 70, 72]: it demands a contribution to the total strain of about 60% arising from
non-basal slip and, consequently, it predicts strain rates which are too low in com-
parison with experimental data, as well as rather loose fabrics (i.e., low anisotropy).
This outcome, added to the lack of experimental evidence on non-basal slip and the
observation that hard glide is at least 60 times more diﬃcult to activate than basal
easy glide [113, 278], altogether led glaciologists to prefer models which do not strictly
require strain compatibility among neighboring grains, with the hope that additional
mechanisms (usually not considered in the modelling), like grain boundary migration
or polygonization, can fulﬁl the necessity of coherence in the aggregate. The simplest
alternative was obviously to reckon the deformation as produced entirely by basal
glide, and assume that the stress, instead strain, is homogeneous in the polycrystal.
These two hypotheses, which can be traced back to Sachs [366] and Reuss [361],
proved to be considerably more fruitful for the particular case of ice. Indeed, many
of the already proposed models for anisotropic ice are based in such premises, even
though with some modiﬁcations [69, 154, 155, 165–167, 277, 384, 403, 414].
A ﬁrst eﬀort to describe the fabric evolution of ice under prescribed uniaxial
compressive strain was given by Azuma & Higashi [20]. Through direct observation
of the crystallographic orientations in thin ice specimens compressed at constant
rate, they found that the compressive strain εg(< 0) in each grain was not the
same, but correlated with the orientation of its c-axis, φ0, relative to the direction of
compression of the sample. Hence, crystals more favorably aligned for deformation by
basal glide should exhibit larger strains. The ﬁtting of their data led them to suggest
an empirical relation between εg and its bulk average, the compressive strain ε, of
the form
εg =
S
S¯
ε, (8.8)
where S = cosφ0 sinφ0 is the Schmid factor and S¯ its volume average. To compute
the rotation of the c-axis of a crystal, they used the simple geometric relation (see
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e.g. [375])
sin φ = (1 + εg) sinφ0, (8.9)
where φ is the angle between the sample’s axis of compression and the c-axis, after
rotation. This model was extended to the case of uniaxial tension by Fujita et al.
[151] and Lipenkov et al. [273], whereas Alley [8] generalized it to pure and simple
shear by superposing a sequence of uniaxial strains and rigid-body rotations.
More elaborated approaches, based on the condition that each crystal should
undergo the same stress and deform exclusively by basal slip, were proposed by
van der Veen & Whillans [414] and Castelnau & Duval [69]. In the ﬁrst work, a
reasonable qualitative agreement of the numeric simulation with laboratory and ﬁeld
observations was occasionally found, but some strong anomalies, as for example the
minimum of the strain rate at about 10 % of strain (instead 1 % as observed in
practice [59, 228, 236, 237]) evidenced the distinction between simulation and real
mechanisms taking place during deformation. Additionally, the similarity of this
approach with that of Azuma and Higashi was recognized for simple regimes of
deformation. Actually, the greatest merit of the van der Veen-Whillans model lies
undoubtedly in their pioneering attempt to simulate dynamic recrystallization in
polycrystalline ice, even though only numerically and through artiﬁcial criteria: old
grains, deformed up to thresholds either of strain or of strain diﬀerence (relative to
the average deformation of the polycrystal) should be automatically replaced by new
ones, undeformed and optimally oriented for basal slip.
In the meanwhile, Azuma [18] attempted to improve his early approach, and
presented together with Goto-Azuma [19] an anisotropic generalization of Glen’s
ﬂow-law (8.6) in the form
Dij = AS¯(ij)
(
S¯(kl)tkl
)n
, (8.10)
with
A = A′ exp
(
− Q
kT
)
, S¯(ij) =
1
2
(
S¯ij + S¯ji
)
, Dkk = S¯jj = 0. (8.11)
In the equations above, S¯ij denotes the averaged Cartesian components of the Schmid
tensor Sij = micj, where ci andmi are, respectively, unit vectors parallel to the c-axis
and to the resolved shear stress in the basal plane, viz.
mi =
Ti
(TkTk)
1
2
, Ti = tijcj − (cktklcl) ci. (8.12)
As demonstrated recently by Thorsteinsson et al. [403], the implicit idea of Azu-
ma’s model is to replace each crystal of the aggregate by another one, which has
the mean orientation given by the averaged Schmid tensor S¯ij. Eﬀectively, it can be
shown that Sachs’ model implies the following ﬂow-law [403]:
Dij = AG¯ij, where Gij = S(ij)
(
S(kl)tkl
)n
. (8.13)
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Hence, by comparison of (8.10) with (8.13) we conclude that Azuma’s ﬂow-law can
be directly obtained from Eq. (8.13) through replacing the average of the (n + 1)-
power tensorial product of the symmetric Schmid tensor S(ij) by the (n + 1)-power
tensorial product of its averages; that is, for the case n = 3 (say):
S(ij)S(kl)S(pq)S(rs) ⇒ S¯(ij)S¯(kl)S¯(pq)S¯(rs). (8.14)
Thorsteinsson and his co-workers applied both models (Sachs’ and Azuma’s) to ac-
count for eﬀects of anisotropy in the ice extracted from the Dye 3 borehole, in
Greenland. As expected, sensible diﬀerences between the two approaches were ob-
served, but the authors could not identify which one had the best performance. They
concluded also that no model was able to describe well the strain rate enhancement
at Dye 3, and attributed the discrepancies (of ≈ 25%) to impurities.
A rather more sophisticated method to describe fabric development in ice was
proposed about 5 years ago by Castelnau and co-workers [68, 70–72] through adap-
tation of the so called visco-plastic self-consistent approach (VPSC) developed for
metals by Lebensohn and Tome´ [262]. In this method, both stress equilibrium and
strain compatibility among neighboring grains tend to be satisﬁed in an approxima-
te manner. Each grain is assumed to be an inclusion embedded in an homogeneous
matrix, which ought to represent an averaging of the polycrystalline environment.
Hence, neither the stress nor the strain are constrained to be the same for all crystals.
Despite the natural superiority of the VPSC approach in comparison with simpler
methods of homogenization of the microstructural behavior, and the usually reaso-
nable agreement of its predictions with experimental observations (see e.g. [71]),
some shortcomings still persist. For instance, the method requires the postulation
of a constitutive equation for the response of the individual grains, and consequent-
ly, appropriate values for all the microscopic parameters involved in this equation
must be determined, and in such a way as to provide physically acceptable results
at the microscopic as well as the macroscopic levels. In particular, a critical point
is the stipulation of the yield shear stress for each slip system. In the case of ice,
the best ﬁts of experimental data suggest a resistance to glide in non-basal planes
70 times greater than in the basal plane [68, 71]. Although this sounds tolerable for
the case of prismatic slip (as commented before, the observed resistance of ice single
crystals to hard glide is more than 60 times higher than for easy glide [113, 278])
the slip activity in pyramidal planes would be inadmissibly high: about 9%. This
is rather unphysical, since the occurrence of pyramidal slip in polycrystalline ice is
supported neither by theory nor by experiment [94, 214]. The probable reason for
this fallacious result is the limited number of deformation mechanisms available in
the VPSC: it considers only gliding on crystallographic planes, being therefore in-
capable, for instance, to treat adequately the details of intergranular interactions as
well as recrystallization and intracrystalline processes (kink and deformation bands,
polygonization, etc.) which are likely to occur in ice [168, 289, 434].
In order to account for this fault, even more sophisticated (and complex) descrip-
tions of microstructural processes occurring in ice have been recently addressed. For
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instance, Meyssonnier & Philip [305] have utilized ﬁnite element simulations. In this
case, each crystal is treated as a continuum, and complex grain deformations can
be simulated without violation of either strain compatibility or stress equilibrium.
Due to its complexity, however, only a two-dimensional array with a little more than
thousand grains was considered. On the other hand, Ktitarev et al. [252] propose a
computer model based on a cellular automaton algorithm to simulate simultaneously
grain growth and fabric evolution, including also recrystallization and polygoniza-
tion processes. This approach has the advantage to be robust and very intuitive,
since the polycrystal is regarded as an assemblage of elementary cells, each of them
corresponding to a grain of minimum size. Consequently, grains of diﬀerent sizes
can be constructed through aggregation of a larger or smaller number of these cells,
which have in common a similar orientation of c-axes. To every cell is associated a
crystallographic orientation and an amount of dislocations, in such a way that the
microstructural evolution of the medium is based on ﬁve rules, related to the in-
crease of dislocation density, crystallographic rotation, grain growth, polygonization
and recrystallization. At the present initial stage, however, only a linearized viscous
(Newtonian) basal sliding behavior in an one-dimensional array of two thousands of
cells (i.e., some hundreds of grains) was considered, since such a detailed descrip-
tion of intracrystalline processes through cellular automata requires vast computer
memory and fast processors.
Common to all approaches discussed above is the fact that they constitute dis-
crete models which reckon the polycrystal as an aggregate of a ﬁnite number of
grains. The advantage of such discrete models is, of course, the potential accuracy
of description: each grain of the polycrystal is individually considered. The conse-
quential disadvantage is that they can handle only with small amounts of ice, since
the required storage capacity and computational time tend to increase strikingly
with the dimensions of the aggregate. In resume: they are deﬁnitively not suited for
modelling the dynamics of large glaciers and ice sheets. In such cases the best al-
ternative is to resort to a macroscopic continuum description, able to keep somehow
the microstructural anisotropy of the medium.
A model of this sort was proposed for instance by Lliboutry [276, 277]. He conside-
red that the stress acting in every crystal was the same, and introduced a dissipation
potential for each grain. After a homogenization procedure through averaging of this
potential over the whole polycrystalline volume, he was able to obtain an anisotropic
ﬂow-law of the polynomial type (see also [220]), which contained a linear dependence
on stress, and therefore viscous Newtonian behavior, in addition to the usual cubic
dependence of Glen’s law. The greater weakness of this theory is that it deals only
with a prescribed fabric, being unable to determine its evolution.
Two other approaches to describe the induced anisotropy of ice were proposed ﬁve
years ago by Meyssonnier & Philip [304] and Svendsen & Hutter [395], through the
consideration of a continuous statistical distribution of crystallographic orientations
within the polycrystal. The microstructural variable adopted in both works was a ty-
pical measure of anisotropy in complex media, namely, an orientational distribution
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function (ODF, see e.g. [247]), which gives the fraction of crystals whose c-axes are
directed towards a particular orientation in space. Meyssonnier and Philip employed
a simpler version of the VPSC model already discussed, by regarding each crystal
as a continuous transversely isotropic medium. Instead to treat the polycrystalline
body as an aggregate of individual grains, they used the ODF to determine the
texture evolution. However, in order to simplify the calculations, only a Newtonian
viscous behavior for the grains was considered.12 On the other hand, Svendsen and
Hutter treated ice as a rigid-elastic non-linear creeping material, and utilized the
conventional formalism of continuum mechanics [408, 409] to derive the fundamental
equations of the model. In particular, they introduced an additional constitutive de-
pendence on a macroscopic tensorial measure of anisotropy: the second momentum
of the ODF, named by diﬀerent authors alignment, conformation, anisotropy, order
or also structure tensor [92, 257]. A common shortcoming of these two theories is
that both reckon the polycrystalline ice as a transversely isotropic medium, hence
restricting the fabric to remain axially symmetric.
The Svendsen-Hutter theory was ﬁrst extended in the work of Go¨dert & Hutter
[166] by employing a homogenization technique similar to that used by Lliboutry
[277]. Recently, the same authors [165, 167] generalized it further to comprehend also
orthotropic symmetry and, motivated by the ideas of the VPSC approach [72], they
introduced interactions among neighboring grains. This new version of the theory
was implemented numerically in a coupled ﬁnite element–ﬁnite volume scheme, and
comparisons with the GRIP-ice-core data and the predictions of the VPSC model
were performed. Curiously, in spite of the fact that Go¨dert and Hutter employed
simply a linear (i.e., Newtonian) viscous relationship between stress and strain rate
for basal slip, they showed that their model could ﬁt better the data of GRIP than
the non-linear VPSC method.
A purely phenomenological approach to anisotropic ice dynamics, which ignores
any micromechanical processes and microscopic interactions at the grain level, was
proposed in a series of papers by Morland and Staroszczyk [311, 383, 385–388]. The
fundamental idea behind this theory lies in the expectation to obtain a sketchy pic-
ture of the anisotropy of the medium from its instantaneous state of deformation. Of
course, the supposition of a direct correlation between polycrystalline deformation
and fabric is not new, it can be traced back at least to the early model of Azuma &
Higashi [20]. The diﬀerence is that in the phenomenological approach no compromise
with microscopic mechanisms is required. Aiming to maintain the straightforward-
ness of the Morland–Staroszczyk theory, a signiﬁcant simpliﬁcation was assumed by
the authors, namely that the evolving anisotropy does not depend on the history of
the deformation. In addition, recrystallization processes are included, but through
an artiﬁcial mechanism [387]: a smooth scaling function, dependent on temperature
and the second invariant of strain rate (not strain!), which is unity for low strain
rates and falls oﬀ above a critical strain rate towards zero, rendering the medium
12An even more simpliﬁed version of the Meyssonnier-Philip model was recently presented by Gagliardini
& Meyssonnier [154, 155] with the aim of a numerical implementation to simulate ice-sheet ﬂow.
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isotropic again. The combination of simplicity and ﬂexibility found in this model
is in fact its great attractiveness, but also its principal weakness. While it presents
itself as a suitable approach to model ice-sheet ﬂow with comparatively low compu-
tational costs, it is physically feeble: the microscopic processes occurring within the
ice – including changes in grain size and shape, as well as in the fabric itself – are
all cryptically subsumed in rheological coeﬃcients, in a similar way as in the case of
the pre-exponential coeﬃcient A′ of Glen’s law (8.6).
8.4 Critique to ad hoc ice sheet models: ﬁnding needles in
the haystack
After hastily passing throughout the millennial history of the ancients’ krystallos,
as well as the 400 years of modern inquiry in ice, the reader may be asking himself
which conclusions could be actually derived from the above discussion. In other
words, how large is the present knowledge about the real nature of the puzzling
mechanical behavior of polycrystalline ice?
To tell the truth, it is still diﬃcult to answer. In earlier times, attempts had be-
en made to apply simple tests (e.g. tensile tests) during some weeks or months to
the relatively pure ice made in laboratory, and then to subject the results of these
experiments to an elusive mathematical analysis, with further extrapolation of the
outcomes to the conditions found in the ﬁeld. The conﬂicting conclusions obtained
from this methodology have shown that no valuable information can be derived in
this way. Indeed the reproduction of the extreme conditions typically found in large
glaciers and ice sheets would require tests at quite low stresses (< 0.15 MPa) carried
over centuries up to rather large strains (of more than 100%) at temperatures which
are simultaneously very high for the material and awfully discomforting for the ex-
perimenter (ranging from −50◦ C to −0.05◦ C). Under such situations, ice tends to
be mechanically very sensitive, in the sense that even little modiﬁcations in tempe-
rature or stress can be suﬃcient to change completely the active micromechanisms
of deformation and, consequently, the material response.
Deep ice core drilling has been the best alternative during the last 35 years to
get round these problems [402]. They oﬀer not only boreholes for closure studies,
but also samples of ice slowly deformed during millennia under the right conditions.
The interpretation of ice deformation from these data is then performed through a
detailed analysis of the ice age, the grain structure and the orientational distribution
of the c-axes, i.e. the fabric. Notwithstanding, the relationship between strain history,
grain properties and fabric is sometimes not unique, and additional complications
are imposed by impurities and the superposition of diﬀerent mechanical processes
along the time. Consequently, it seems that even the combination of laboratory tests,
borehole studies and ice core analysis is not suﬃcient to elucidate the real processes
occurring within large ice masses. Something is missing.
Many glaciologists believe (or better saying, hope) that this “missing thing” is
just a good computer program for numerical simulation of induced anisotropy and
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ice dating, which combined with the conclusions of all other practical methods can
deﬁne a unique deformation path along the history. This is however, questionable.
As asserted by Reeh [360], once suﬃcient information about ice thickness, upstream
histories of accumulation/ablation rates, ice temperature and ice rheology for a given
glacier or ice sheet is available, then an accurate dating can in principle be done.
However, to know such an “ice rheology” requires the formidable task of determi-
ne all the important micromechanical processes which took place in this ice mass
during the aging. In fact, the actual comprehension of such micromechanical proces-
ses (which include, among other phenomena, induced anisotropy, grain growth and
recrystallization) is still rather limited.
Instead of asking what science can tell about the mechanical history of ice, one
might turn attention to what the history of science can tell about the mechanics of
ice: by borrowing in an abusive way some words of geologists’ vocabulary, one could
call the last 400 years of ice inquiry the modern “era” of research. This “era” can in
principle be divided in two main “periods”, which will be named here the morpho-
logical “period” (1611 - 1922) and the constitutive “period” (after 1922). During the
morphological period, the main attention was given for the geometry and structure
of ice crystals, and in particular, snow. It lasted more than 300 years, and ﬁnished
after a continuous building of knowledge on ice crystallography through the determi-
nation of its crystalline structure in 1922. Of course, the research on ice morphology
continued forth after this date, but an increasing interest on part of many promi-
nent scientists turned to the mechanical and electrical properties of this material.
Actually, somewhat like a “new cycle” of inquiries took place. Nowadays, it could
be said that “many needles were already found in the haystack”. But there are still
many more there to be found, and this is why modern scientists have at present such
a wealth of information about ice mechanics, and so few conclusive answers.
Theoretical and numerical work, supported by laboratory tests and borehole/ice-
core drillings, are imperative. But presently, major care is necessary in the interpre-
tation of data from theoretical modelling. In the past, great scientists were able to
explain a number of observations by using rather fallacious models.
Fig. 8.7. Two aspects of the same structure. Left: detail of the ice lattice, extracted from Fig. 8.4. Right:
negative view of the same image, emphasizing the disposition of the empty spaces in a two-dimensional
framework.
This is well-illustrated by comparing Fig. 8.7 with Figs. 8.2 and 8.3. A simple
model of stacking spheres, as proposed for instance by Dalton, can capture many
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morphological features of ice and also explain some particular observations, even in
spite of the fact that it is physically misleading.
Therefore, one may answer the question posed at the beginning of this Section
with another one: how much of the available theoretical modeling and interpretation
of observed data are just false pictures of a completely diﬀerent reality?
8.5 Fundamental thermomechanics of ice sheets
Generally (see e.g. [220]), the creep of ice sheets and polar glaciers is modeled as
the ﬂow of an isotropic, heat-conducting, incompressible and structureless medium,
for which there hold the following balance equations of mass, momenta, energy and
entropy, respectively,
	˙ = 0 , or equivalently divv = 0 , (8.15)
	v˙ − divt = 	g , (8.16)
t = tT , or equivalently ϑ = 0 , (8.17)
	e˙ + divq = 	r + tr
{
t (gradv)T
}
, (8.18)
	η˙ + divφ = 	s + 	ς , with ς ≥ 0 , (8.19)
where the superposed dot represents the material time derivative, ϑ is the axial vec-
tor of the stress tensor and the superscribed T denotes the transpose of the respective
tensor (further details of notation are explained in App. A). The usefulness of (8.15)–
(8.19) is actually twofold. On the one hand, (8.15), (8.16) and (8.18) can be used
to determine the basic thermodynamic ﬁelds of mass density 	(x, t), translational
velocity v(x, t) and speciﬁc internal energy e(x, t) (or alternatively the absolute tem-
perature T (x, t), if a thermal equation of state relating both quantities is available)
as functions of the position x and time instant t, provided that the external supplies
of linear momentum g(x, t) and internal energy r(x, t) are prescribed, together with
constitutive equations for the remaining ﬁelds, viz. the Cauchy stress t(x, t), and the
heat ﬂux density q(x, t). On the other hand, (8.15)–(8.19) can be used instead to
derive the explicit forms of such constitutive functions, which are constrained by the
second law of thermodynamics through the entropic inequality which emerges from
(8.19), after elimination of the speciﬁc entropy production ς(x, t). This inequality
introduces two additional undetermined constitutive quantities, namely the speciﬁc
entropy η(x, t) and its ﬂux density φ(x, t), while s(x, t) is a prescribed external
supply of entropy.
Hence, (8.15)–(8.19) constitute a complete thermodynamic framework for the
construction of constitutive theories, from which the celebrated laws of ice sheet
modeling, viz. Glen’s ﬂow law and Fourier’s law of heat conduction, can be deri-
ved [220]. Unfortunately, such an approach does not support adequate descriptions
of evolving anisotropy and recrystallization phenomena, simply because these proces-
ses are essentially of microstructural nature. Notwithstanding, due to the increasing
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demand on improvements of Glen’s law, anisotropic enhancements have been any-
how proposed during the last 15 years, without much care about thermodynamical
ﬁrst principles. This has given rise to the critical question of whether most of the ani-
sotropic ice sheet models presented so far are indeed portraitures of physical reality
or just ingenious casually-coincident mimes of observed data [131].
Owing to this, the aim of this work is to oppose the idiosyncrasy of ad hoc
methods, by presenting a completely self-consistent thermodynamic approach for
the construction of microstructurally-based constitutive theories for polar ice. The
texture (also called fabric13) of the material is described by a continuous distribution
of c-axes, allowing so the characterization of the most diverse types of anisotropy,
while recrystallization processes, like grain growth, polygonization and nucleation,
are mainly driven by the density of dislocations. An essential feature of this theory,
as in any continuum approach to ice sheet dynamics, is the assumption that every
ice sheet “particle” encloses a huge number of grains within a so-called elementary
volume, located at x (its center of mass). Despite the amount of grains contained in
it, such elementary volume is regarded so minute in comparison with the ice-sheet
dimensions as to be treated as a “point” of the continuum (for more details, see
Chaps. 1 and 2).
8.6 On the continuous diversity of crystallite orientations
The high anisotropy of the viscoplastic response of ice crystals is since long notorious:
mechanical tests indicate that, within the range of temperatures found in glaciers
and ice sheets, ice single crystals manifest transversal isotropy about their crystal-
lographic axis of symmetry, the so-called c-axis [59, 163, 301, 392]. Owing to this, it
can be said that, in a polycrystal, ice grains with diﬀerent c-axis orientations might
be regarded – from a thermomechanical point of view – as “distinct materials”, even
though they are made of the same chemical substance. Following this conjecture,
one concludes that the determination of the mechanical response of a large poly-
crystalline ice mass via homogenization should resemble somewhat the derivation of
the properties of a mixture from the respective attributes of its components. Nevert-
heless, in contrast to usual chemical mixtures, there exists in polycrystalline ice no
deﬁnite number of “constituents”, but rather something like a continuous diversity
of possible grain types, or more precisely, lattice orientations.
Evidently, in order to describe the physics of what could be called a “mixture of
orientations”, some generalization of the classical theory of mixtures is demanded,
namely the theory of mixtures with continuous diversity, introduced in Chap. 5
(see also [129, 132]. Succinctly, a mixture with continuous diversity can be regarded
as a continuum composed of an inﬁnite number of interacting constituents whose
distinctive properties vary smoothly from one to another. Mathematically, such a
generalization of classical mixture theory can be readily understood by reckoning,
13To avoid the vocabulary conﬂict between geologists and materials scientists, the terms texture and
fabric are used here as synonyms for the preferred orientations of c-axes.
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for instance, the constituent ﬁeld of mass density in an ordinary chemical mixture
of N components, viz. 	α(x, t), with α = 1, 2, . . . , N . To derive the respective ﬁeld
for a mixture with continuous diversity we simply allow the species label α
to become a real variable (instead of an integer number) deﬁned in an interval like
[αmin, αmax] = A ⊂ R . The extrema αmin and αmax are so prescribed as to enclose
in the interval A all species which can be possibly found in the medium. In this
theory, the species label α should have some physical meaning, attributed according
to the relevant distinctive property of the species. Moreover, it is straightforward to
demonstrate that multiple labels can be introduced (see Chaps. 5 and 6, as well as
[129]), usually associated to the components of vector and tensor valued distinctive
properties.
In particular, for the case of polycrystalline ice one ﬁnds that at least two of
those labels are necessary, since any c-axis orientation is uniquely deﬁned in the
three-dimensional Euclidean space by its corresponding polar and azimuthal angles,
θ and ϕ, respectively. In principle, we could simply set α1 = θ and α2 = ϕ, but
calculations using this choice of labels are rather cumbersome. Instead of this, we
introduce for convenience a (dimensionless) unit vector n, called orientation vector,
whose spherical coordinates are just θ, ϕ and r = |n| = 1. It is easy to verify that
n is nothing else than the radius vector of the closed, unit spherical surface S2
embedded in the usual three-dimensional space (see Fig. 6.1). Owing to this, S2 is
referred here as the orientation space.
It should be noticed that the new vector valued species label, n, has in fact achie-
ved the status of a new ﬁeld variable, in addition to x and t, in such a way that
the “constituent” mass density ﬁeld in a mixture with continuous diversity reads
	∗(x, t,n), where the “∗” indicates that the respective ﬁeld is orientation dependent,
i.e., it is deﬁned, for any instant t, in a 5-dimensional space whose coordinates are
(x,n). Of course, the same procedure can be extended to any other material quan-
tity, enabling so the deﬁnition of the orientation dependent ﬁelds of translational
velocity v∗(x, t,n), Cauchy stress t∗(x, t,n), speciﬁc internal energy e∗(x, t,n), he-
at ﬂux density q∗(x, t,n), speciﬁc entropy η∗(x, t,n) and its ﬂux density φ∗(x, t,n),
etc. Furthermore, there is a remarkable characteristic of mixtures with continuous
diversity which is not found in usual chemical mixtures; it is called familiarity. Gene-
rically, two species are said familiar if their distinctive properties (and consequently
their physical behavior) are alike, though not identical. Clearly, the concept of fa-
miliarity is a direct counterpart of the notion of closeness in the Euclidean space
and it is necessary in order to allow treating the orientation n and the position x at
the same footing, in a kind of “generalized spatial (Eulerian) description”. From this
reasoning, it has been shown in Chap. 6 (see also [132]) that the following balance
equations of mass, linear and angular momenta, energy and entropy derive from
fundamental principles
	∗,
t
+ div(	∗v∗) + ðiv(	∗u∗) = 	∗Γ ∗ , (8.20)
	∗v`∗− div t∗− ðivτ∗= 	∗g∗+ 	∗(κ∗− Γ ∗v∗) , (8.21)
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	∗σ`∗− divm∗− ðivϖ∗= 	∗c∗+ 2ϑ∗+ 	∗(ν∗− Γ ∗σ∗) , (8.22)
	∗e`∗+ divq∗ + ðivξ∗= 	∗r∗+ trπ∗− 2ϑ∗·s∗+ 	∗(ζ∗− Γ ∗e∗) , (8.23)
	∗η`∗+ divφ∗ + ðivϕ∗= 	∗s∗+ 	∗(ς∗− Γ ∗η∗) , (8.24)
where the following notation has been introduced (cf. App. A; the symbol a∗ repres-
ents any arbitrary tensor ﬁeld)
[graða∗]ijk =
∂a∗ij
∂nk
− nknl
∂a∗ij
∂nl
= ∂ka∗ij , (8.25)
[ðiva∗]i= [graða
∗]ikk , (8.26)
[a`∗]ij = (a∗ij),t + v
∗
k [grada
∗]ijk + u
∗
k [graða
∗]ijk . (8.27)
It is worth noticing that, in spherical coordinates, the components of the orientational
gradient operator (grað) are identical to those of the spatial gradient operator (grad)
in two dimensions, i.e. subjected to the constraint r = 1.
From (8.22) and (8.23) one immediately recognizes that ice crystallites are treated
here as microstructured media, with m∗ and σ∗ = Is∗ denoting respectively the
ﬁelds of couple stress and intrinsic angular momentum per unit mass (i.e., speciﬁc
c-axis spin), where s∗ denotes the angular velocity of spin (or c-axis spin velocity)
and I is a material constant, called spin inertia. Moreover, in (8.20)–(8.24) the
ﬁelds g∗, c∗, r∗ and s∗ denote respectively the speciﬁc external supplies of momenta,
energy and entropy, while Γ ∗, κ∗, ν∗, ζ∗ and ς∗ are the speciﬁc production terms of
mass, momenta, energy and entropy, due to inter-species interactions and dissipative
processes. In particular, it is convenient to split the production of energy ζ∗ into
diﬀusive (h∗) and non-diﬀusive (ε∗) parts, viz. ζ∗= h∗+ε∗. Further, τ∗,ϖ∗, ξ∗ and ϕ∗
are the conductive ﬂux densities of momenta, energy and entropy in the orientation
space, due to interactions between familiar species (low-angle interactions). Finally,
π∗ represents the speciﬁc internal energy production due to the work of stresses, viz.
π∗= t∗ (gradv∗)T+m∗ (grads∗)T+ τ∗ (graðv∗)T+ϖ∗ (graðs∗)T , (8.28)
while u∗, called transition rate, measures the rate at which matter alters its distinc-
tive properties. For the particular case of polycrystalline ice it has the connotation
of a kind of orientational “velocity”, describing the rate at which c-axes continuously
change their orientations (e.g. by lattice rotation or polygonization). Consequently,
the transition rate can be related to the c-axis spin velocity through the relation
u∗= s∗× n . (8.29)
Eqs. (8.20)–(8.24) constitute the fundamental equations for polycrystalline ice
modeled as a mixture with continuous diversity. Notwithstanding, in the present
form they are neither suﬃcient nor adequate to describe fabric (texture) evolution
and recrystallization in ice sheets. The justiﬁcation for this and the derivation of the
appropriate balance equations are addressed in the next section.
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8.7 Balance equations for polycrystalline polar ice
There exists a marked similarity between (8.20)–(8.24) and the balance equations
for chemical mixtures, which arises from the fact that grains in a polycrystal, just
as the constituents of a chemically reacting mixture, are strongly interacting open
systems. Nevertheless, the contrasting features of both systems are also evident. To
understand this, one starts recalling that, in the present description, a single ice sheet
particle located at x encompasses in fact a huge number of grains (see Sect. 8.6). In
this sense, the point x is macroscopic. On the other hand, one observes that there
exists just one translational velocity assigned to a given n in this particular point,
which implies that v∗ actually describes the (instantaneous) average translational
motion of the crystallites whose c-axes are parallel to n, at position x. Yet, expe-
rience indicates that diﬀusive motion of grains is not a typical feature found in ice
sheets. In other words, crystallites with a particular lattice orientation do not pass
through the material, but rather they move with the bulk, even though they do not
experience the same deformation as the aggregate. This allows the vanishing of the
translational diﬀusion by setting
v∗(x, t,n) = v(x, t) . (8.30)
It must be emphasized that (8.30) has no relation at all with constraints imposed
on the crystalline deformation (like the so-called Voigt–Taylor and Sachs–Reuss up-
per and lower bounds), since the scale considered here is indeed macroscopic. This
means that strain incompatibilities on the grain level have been already smeared out
by homogenization, in such a way that one can consider simply the motion of the ice
sheet particles, just as any other macroscopic continuum theory of ice sheets would
do. The reason for this is that, in contrast to most models of anisotropic ice, the
description of kinematics and microstructure evolution in the present formalism is
not based on an averaging of the mechanics of individual crystallites, but rather on
the general diﬀusion theory of structured continua. As a consequence, the results of
any microscopically-based homogenization method (as e.g. upper bound or viscopla-
stic self-consistent approaches [72]) should be compatible, in a large scale, with the
relations presented in this work. Whereas the assumption (8.30) could eventually
be controversial for a small sample of ice in laboratory, where a material particle
contains merely some few grains, for large ice masses like glaciers and ice sheets this
seems to be incontestably the most natural choice.
Akin conclusions can be established for the rotational motion of the lattice: since
the spin inertia of the c-axes is negligible (I → 0, i.e. crystallographic axes do not
continue rotating after stresses are suspended) and the spin velocity s∗ is limited,
it follows that σ∗= Is∗→ 0. In contrast to (8.30), however, it must be emphasized
that the spin velocity s∗(x, t,n) generally depends on the orientation n. Finally, it
is assumed, for simplicity, that g∗= g, c∗= 0, r∗= r and s∗= s, reﬂecting the fact
that external body supplies of heat (through solar radiation) and momenta (through
gravity) do not produce couples and are eﬀectively independent of the distribution
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of c-axes [210]. Hence, from the above arguments one obtains the reduced balance
equations for polar ice
	˙∗+ ðiv(	∗u∗) = 	∗Γ ∗ , (8.31)
	∗v˙ − div t∗− ðivτ∗= 	∗g + 	∗(κ∗− Γ ∗v) , (8.32)
ϑ∗= −1
2
(divm∗+ ðivϖ∗+ 	∗ν∗) , (8.33)
	∗e`∗+ divq∗ + ðivξ∗= 	∗r + trπ∗− 2ϑ∗·s∗+ 	∗(ε∗− Γ ∗e∗) , (8.34)
	∗η`∗+ divφ∗ + ðivϕ∗= 	∗s+ 	∗(ς∗− Γ ∗η∗) , (8.35)
where use was made of (8.15), (A.4) and (8.30). Moreover,
π∗= t∗ (gradv)T+m∗ (grads∗)T+ϖ∗ (graðs∗)T. (8.36)
Further simpliﬁcations can still be derived through a suitable constitutive theory
(for instance, the vanishing of couple stresses, as will be discussed later). Neverthe-
less, before approaching the constitutive analysis, it must be recognized that there is
still something lacking in the set of equations (8.31)–(8.35). Indeed, while (8.35) ex-
presses thermodynamical irreversibility in a way to be explained later, (8.31)–(8.34)
determine the basic ﬁelds 	∗, v, s∗ and e∗ (or alternatively, temperature) associated
to mass exchange, motion, c-axis rotation and thermal processes, respectively. Yet,
although recrystallization phenomena are occurring in all these equations (through
the mass production Γ ∗ and other interaction terms), experience demonstrates that
no combination of the basic ﬁelds mentioned above suﬃces to describe recrystalliza-
tion. Hence, one needs an additional balance equation for a new quantity, related to
the recrystallization energy. It is known that such an energy is stored from deforma-
tion. And it is known that the deformation energy is mainly stored in linear lattice
defects; the dislocations. Therefore, what is really needed is a balance equation for
the dislocation density.
8.8 Dislocation density evolution
In order to derive the balance equation of dislocation from fundamental principles,
one must temporarily move to its minute world, the microcrystalline level. A nai-
ve sketch of this is given in Fig. 8.8a. Following Kro¨ner [251], one introduces the
Burgers vector b, characteristic of the dislocation, and a (dimensionless) unit vec-
tor l, tangential to the dislocation line. With these vectors one builds the diadic
l⊗b, called dislocation tensor. As discussed by Kro¨ner [250, 251], this tensor com-
pletely describes the microscopic state of a dislocation and is closely related to the
well-known (macroscopic) dislocation density tensor of classical continuum theories
(see [408] and references therein). Therefore, one can use the dislocation tensor to
deﬁne, through standard methods of homogenization (cf. Chap. 2), the fundamental
macroscopic quantities which must appear in the dislocation balance equation.
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Fig. 8.8. (a) Microscopic volume Vµ, enclosing a basal dislocation and a grain boundary on its right.
(b) Sketch of a volume of size between Vµ and V . The unshaded region near the boundary has a thickness
of the order of the dislocation mean free path, λ
Let V represent the spatial region occupied by an elementary volume of ice (i.e.
an ice sheet particle, see Sect. 8.6) located at x, containing a huge number of dislo-
cations. It is convenient to assume for a while a static situation in which c-axes do
not rotate and no mass ﬂows across the boundaries of V. The Burgers vectors and
the tangential unit vectors of the dislocations within V are respectively described by
the distributions b∗D(x, t,n; r) and l
∗
D(x, t,n; r), where r denotes a position within
the elementary volume, i.e. on a microscopic scale. If L represents the set of those
microscopic points which are instantaneously occupied by dislocations, then it can
be easily recognized that
(b∗D · b∗D , l∗D · l∗D) =
{
(b2, 1) if r ∈ L,
(0 , 0) otherwise,
(8.37)
where, for simplicity, only one type of Burgers vector has been considered, whose
magnitude b is constant. Hence, by dividing the volume V of V in a great numberN of
atomic cells of volume b3, one can introduce through homogenization the orientation
dependent Kro¨ner autocorrelation function, k∗0(x, t,n), viz. [251]
k∗0 =
1
Nb3
∫
V
tr
{
(l∗D⊗b
∗
D) (l
∗
D
⊗b∗D)
T
}
d3r =
n∗
N
b2 , (8.38)
where d3r denotes a volume element. In the relation above, (8.37) was used to con-
vert the homogenization integral of (8.38) into a sum over all atomic cells. The
quantity n∗(x, t,n) deﬁnes the instantaneous amount of such cells containing dislo-
cation segments (for given elementary volume and lattice orientation). Now, if T ≈ b
denotes the mean dislocation length within an atomic cell, one can derive, through
multiplication of (8.38) by b−4, the identities
k∗0
b4
≈ k
∗
0 T
b5
=
n∗T
Nb3
=
n∗T
V
= ρ∗ , (8.39)
which deﬁne the orientation-dependent dislocation density ρ∗(x, t,n) as the total
length of dislocations (within grains whose c-axes are oriented to n) per unit volume.
Hence, ρ∗ constitutes a new internal variable on the macroscopic scale, related to the
microscopic distribution of dislocations through the homogenization integral (8.38).
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From the master balance law of continuum theory [132, 220, 275] it is known
that the time rate of any additive quantity must be balanced by external supplies,
internal production, convective and conductive ﬂuxes. For dislocations there are
obviously no external supplies and, due to the static situation temporarily assumed
here, convective ﬂuxes are absent. Dislocation production (by Frank–Read sources,
grain boundary absorption and emission, etc.) is denoted by Π∗. To compute the
conductive ﬂux of dislocations, we adopt the same homogenization method employed
above, but now in two steps.
First, one considers the case of a microscopic region Vµ like that shown in
Fig. 8.8a, whose volume, Vµ = Nµb
3, is some fraction of the mean grain size (the
subscript µ indicates that the value of the respective quantity depends on the size
and geometry of the chosen region Vµ). In this case, the density of dislocations is
denoted by ρ∗µ and, owing to (8.39), it can be easily derived from (8.38) by simply
substituting V and N by Vµ and Nµ, respectively. Further, suppose that the (orien-
tation dependent) average propagation velocity of such dislocations is given by U ∗µ .
When the dimensions of the region Vµ are comparable with the dislocation mean
free path λ, most dislocations can move through Vµ without serious obstructions and
the ﬂux density of dislocations is given simply by ρ∗µU ∗µ . This is a conductive ﬂux,
because no mass transport is involved with it.
Yet, when the volume of the microscopic region Vµ is increased up to the size V
of a macroscopic elementary volume V, one concludes from (8.38) and Fig. 8.8b that
the conductive ﬂux of dislocations is drastically reduced by a factor proportional
to λ
/
V 1/3 . The reason for this lies in the fact that dislocations separated from the
boundary of V by distances larger than λ are usually annihilated or immobilized
before having the chance of reaching that boundary. Hence, for suﬃciently large
elementary volumes, as in the case of a glacier or ice sheet, just the dislocations
situated in an inﬁnitesimally thin layer of V (represented by the unshaded region in
Fig. 8.8b) contribute to the conductive dislocation ﬂux density, which consequently
becomes negligible. Therefore, one concludes that in the absence of matter transport
and c-axis rotation, the time rate of the dislocation density is simply balanced by
its internal production, i.e., ρ∗,
t
= Π∗.
Finally, in a general dynamic situation in which the material in V moves and
rotates arbitrarily, additional convective ﬂuxes of dislocations must be accounted
for, due to mass transport, ρ∗v∗, and c-axis rotation, ρ∗u∗. Consequently, from the
above arguments and the master balance law already mentioned, there follows the
generic form of the dislocation balance equation
ρ∗,
t
+ div(ρ∗v∗) + ðiv(ρ∗u∗) = Π∗ , (8.40)
which can be rewritten with the aid of (8.15), (A.4) and (8.30) as
ρ˙∗+ ðiv(ρ∗u∗) = Π∗ . (8.41)
Eq. (8.41) is the wanted balance equation of dislocation for polar ice.
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8.9 Towards a constitutive theory
What has been presented so far is a continuum approach for the thermodynamics
of polycrystalline polar ice involving ﬁve orientation dependent basic ﬁelds of mass
density 	∗, translational velocity v, c-axis spin velocity s∗, internal energy e∗ (or
alternatively, temperature) and dislocation density ρ∗, which can be determined by
the balance equations (8.31)–(8.34) and (8.41) provided that constitutive represen-
tations for the quantities Γ ∗, t∗, τ∗, κ∗, m∗, ϖ∗, ν∗, q∗, ξ∗, ε∗ and Π∗ are prescribed.
Notwithstanding, such constitutive relations are not arbitrary, since they must sa-
tisfy the second law of thermodynamics, which expresses the inherent irreversibility
of natural processes through the entropy principle (Postulate 5.3.1) and the orien-
tation dependent entropy inequality (5.15) of the Theorem 5.3.1. In fact, insertion
of (5.15) into (8.35) yields an entropic inequality with four additional constitutive
quantities, namely η∗, φ∗, ϕ∗ and the newly introduced entropy production deviation,
δ∗(x, t,n). This last represents the part of the entropy production due to interspecies
interactions, i.e. interactions between crystallites with diﬀerent c-axis orientations,
and can be written as δ∗= ς∗− ς∗P . Evidently, when the material at hand is a single
crystal, no deviation exists. Conversely, the vanishing of δ∗ in a polycrystal indicates
that grains with diﬀerent lattice orientations behave independently, as isolated sy-
stems. In this case, ς∗ = ς∗P , which is the speciﬁc entropy production of an isolated,
hypothetical ice single crystal under similar conditions.
Thermodynamically consistent constitutive equations for the quantities alrea-
dy mentioned have been derived through exploitation of the orientation depen-
dent entropy inequality by using standard methods, like e.g. Liu’s Lagrange mul-
tipliers [275]. Details of such an exploitation are still under analysis and will soon
appear elsewhere, but a few relevant issues of it can be already advanced. For in-
stance, it can be shown that the time rate of the dislocation density is an important
constitutive variable, which should not be discarded because, among other reasons, it
reﬂects the inﬂuence of recovery on the material response. Further, one has obtained
that each of the production terms ε∗, δ∗ and Π∗ can be decomposed in two parts,
one of them directly proportional to the mass production Γ ∗. Therefore, recrystal-
lization processes involving intercrystalline mass exchanges (e.g. nucleation or grain
growth) have inevitable eﬀects upon the energy, entropy and dislocation density of
the material. Finally, the most interesting outcome of the constitutive theory at this
stage is that the couple stress, m∗, must vanish for ice sheets. Intuitively, this can be
readily justiﬁed by the fact that couple stresses are generally proportional to gradi-
ents of the spin velocity s∗ (cf. (8.36)). Yet, experience shows that the spin velocities
of c-axes in polar ice are roughly of the same order as the strain rate [229, 238].
Consequently, spin velocity gradients have the magnitude of gradients of strain rate,
which are usually neglected in constitutive theories for ice sheets.
The vanishing of couple stresses leads to a curious conclusion concerning the me-
chanics of polycrystalline ice: whereas the stresses on individual grains are generally
non-symmetric (cf. (8.33)), the polycrystalline stress, averaged over all c-axis orien-
tations, is indeed symmetric. To demonstrate this, one recalls the homogenization
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formulas for all ﬁelds occurring in (8.31)–(8.34) and (8.41), which can be obtained
as a special case of (6.57), viz.∮
S2
Y ∗ d2n = Y ,
∮
S2
Z ∗ d2n = 0 , (8.42)
Y = { 	, 	s, 	e, 	η, ρ ; t, q, φ ; 	ς, Π} ,
Z = { 	Γ, 	κ, 	ν, (	ε+ 	ν ·s)} ,
where d2n denotes an area element on the spherical surface of S2. If one makes use
of (8.42) and the Theorem 6.3.1, which can in this particular case be rewritten in
the conditional form
if a∗ijnj = 0 ∀n ∈ S2,
∮
S2
[ðiva∗]id
2n= 0 , (8.43)
valid when the arbitrary ﬁeld a∗ is continuously diﬀerentiable in S2, one can de-
rive, after integration of (8.31)–(8.34) and (8.41) over the whole orientation space,
the ordinary balance equations (8.15)–(8.18), together with the habitual dislocation
balance equation
ρ˙ = Π . (8.44)
Hence, the view of polycrystalline polar ice as a mixture with continuous diver-
sity has yielded the construction of a thermodynamic continuum approach to ice
sheet dynamics, which constitute the ﬁrst step towards a thermodynamically con-
sistent constitutive theory for large polycrystalline ice masses. In contrast to the
fundamentals of other macroscopic models [311, 387], the present theory naturally
incorporates recrystallization processes into its balance equations and blends the vir-
tues of an orientational description of the c-axes distribution with the convenience
of a macroscopic description.
Compatibility with microscopic models (e.g. [19, 72, 305]) is ensured by the ab-
sence of restrictive constraints upon stresses and strains on the crystalline level, while
theories based on the concept of an orientation distribution function [154, 166, 395]
are also encompassed, in fact with advantages. For instance, it is easy to grasp that,
in the present theory, the counterpart of the orientation distribution function (ODF)
is the mass fraction f ∗ = 	∗/	. Due to (8.42), f ∗ is always a normalized function,
even when recrystallization is active, in contrast to the situation found in usual
ODF-based theories (cf. [154, 166]).
Concerning recrystallization eﬀects, explicit expressions for the dislocation pro-
duction Π have been recently proposed [2, 188] (for the particular case of ice,
see [308]), which can likely be extended to its orientation dependent correlate, Π∗.
The consequences of these expressions for the interaction and production terms oc-
curring in (8.31)–(8.35) are under current analysis, but it seems certain that some
concepts from the thermodynamics of continuous reactions [11] should play a fun-
damental role. For instance, notions akin to that of chemical potential and activity
were formerly helpful to clarify the role of interaction terms like ϖ∗ and ξ∗ [78, 129],
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while the latent heat of mass transformation (or better saying, of recrystallization)
has been recently recognized as an essential concept for linking the productions of
energy, ε∗, and entropy, δ∗, to that of mass by recrystallization, Γ ∗ .
Finally, it should be remarked that mean grain size may appear in the actual
description just as a recrystallization parameter, reﬂecting the assumption that the
thermomechanical response of ice should not depend directly on it [59]. Notwith-
standing, an extension of the theory, including grain size as an additional distinctive
grain property, is straightforward and will be considered in the near future.
9. Glimpsing Further Horizons in a World
of Smashing Grains and Melting Icebergs
There is nothing delicate about a glacier. It’s a
combination of stonecrusher and a gigantic carpenter’s
plane. It doesn’t create enchanted caves around objects of
geological interest. It ﬁles them down, mashes them to
powder, and empties the powder into the Atlantic Ocean.
Peter Høeg (character: Smilla Jaspersen), [211] p. 374
As commented in Chap. 8, ice is among the strongest and hardest materials found
in nature. In the bottom of a polar glacier, for instance, it can implacably crush large
boulders into pebbles, which eventually yield to gravel and dust. Such destructive
processes occur through the phenomena of fragmentation and abrasion of the grains
which constitute the bedrock, and have the eﬀect not only of reducing, in a (more or
less) gradual way, the mean grain size of the aggregate, but also of changing the cha-
racter of the grain size distribution. In spite of its evident importance for industrial
processing, abrasion and fragmentation of polydisperse granular media have remai-
ned virtually untouched in the scientiﬁc literature. But some few recent works on this
subject (e.g. [242–244]) seem to have shed new light on its relevance. Sect. 9.1 discus-
ses the advantages of considering abrasion and fragmentation phenomena under the
perspective of mixtures with continuous diversity. On the other hand, the sand and
gravel produced by abrasion and fragmentation on the bedrock of a polar glacier are
generally transported by the ﬂowing ice to the margins of the glacier. In particular,
when such a glacier ends on the ocean, dirty icebergs may be carved. The amount
of terrigenous debris carried by icebergs to deep waters can sometimes be very lar-
ge, specially during short periods of extremely massive discharge of icebergs, which
mark the occurrence of the so called Heinrich events. To model the drift of the large
ensemble of icebergs supposed to be on the ocean during such events, a continuum
approach has recently been proposed by Clarke & La Prairie [77], which curiously
has essentially the structure of a theory of mixtures with continuous diversity.
9.1 Isotropic Polydisperse Media: Abrasion and
Fragmentation
An interesting application of the theory of mixtures with continuous diversity is on
the description of abrasion and fragmentation in polydisperse aggregates of solid
spherical grains. For simplicity, one assumes that the medium is dry and all granules
are made of the same substance, whose (true) mass density, γ, is constant. In such
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a situation, any given grain can be distinguished from the others solely by its size.
Therefore it is appropriate to set the species label α (see Chap. 5) equal to µ, where
µ ∈ H is any suitable grain size measure (e.g., diameter, volume, surface area, etc.)
and H is its corresponding species assemblage. Clearly, if α = µ, then it immediately
follows that αmin = µmin, αmax = µmax, and consequently, H represents simply the
range of possible grain sizes in the aggregate.
It should be observed that the choice µmin = 0 is somewhat captious, although
this should be at ﬁrst sight the most natural assumption, in order to warrant the
completeness of the species assemblage. The basic problem is that, in the presence of
atmosphere, the premise of a dry medium should fail to hold for the smallest granules:
their mass would be so small that hydrodynamic interactions with air could not be
neglected. Hence, in order to preserve the completeness of the species assemblage H,
one must adopt some additional presupposition. The most trivial options would be
either that the granular medium is in vacuum, or that the total mass associated to
these minute particles is, for practical purposes, negligible (i.e., the mass loss in the
species assemblage is insigniﬁcant).
Once the characterization of grain species is deﬁned, one can derive from the
results of Chaps. 5 and 6 the balance equations of mass, linear and angular momenta,
energy and entropy for the polydisperse media presently considered. Obviously, they
correspond to the balance equations for a microstructured medium (6.51)–(6.56)
derived in Sect. 6.5.
Hence, at this stage, an interesting issue of the theory is going to be revealed
by a short analysis of the balance equation of mass (6.51), which is for commodity
rewritten here, viz.
∂	∗
∂t
+ div (	∗v∗) +
∂
∂µ
(	∗u∗) = 	∗Γ ∗ . (9.1)
Firstly, 	∗(x, t, µ) represents the mass density associated to the grains with size µ.
In other words, the mass fraction f ∗ = 	∗/	 describes the distribution of grain sizes
within the material. Furthermore, from the third term on the left-hand side of (9.1)
one concludes that u∗(x, t, µ) describes a continuous transition of grain sizes, and
therefore, it can be interpreted as a measure of abrasion rate (see Fig. 9.1).
This is an important result, for in contrast to former approaches (cf. e.g. [242–
244]) abrasion occurs here in a rather diﬀerent context. Eﬀectively, in usual approa-
ches no explicit connection to any erosional phenomena can be found in the balance
equations of mass, momenta and energy, which look more or less like (6.60)–(6.65).
This evidently forces one to introduce abrasion by postulating it as a new internal
variable, for which an additional evolution equation is required in order to close
the system of ﬁeld equations (the well-known closure problem of continuum mecha-
nics). The crucial point in that ordinary theory is in fact the diﬃculty in postulating
such an evolution equation. For example, if µ were interpreted as a length (say,
grain diameter), there would arise arguments in favor of an equation of the so-called
Goodman–Cowin type (cf. [242]), which has the structure of a balance equation of
momentum, in which u∗ plays the role of a velocity. On the other hand, if µ were in-
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Fig. 9.1. Example of continuous transition through familiar species in a polydisperse granular medium:
schematic gradual size reduction in time of a spherical grain, due e.g. to abrasive processes of erosion. The
initial and ﬁnal grain sizes are denoted by d0(t0) and df(tf), respectively, while the transition rate is given
in this case by u∗ = lim∆t→0∆d/∆t.
terpreted as grain volume, we would feel more comfortable in postulating some kind
of evolution equation similar to the balance equations of mass, since u∗ would be
interpreted, in this case, as a kind of volume time rate. Finally, what should prohibit
us of reckoning µ as some sort of surface area? Evidently, some information is lacking
in the usual approach. Nevertheless, there is no escape: an evolution equation have
to be postulated.
In the system of balance equations (6.51)–(6.56) utilized here, the situation is
quite diﬀerent. Indeed, erosional eﬀects emerge naturally and we are not forced to
introduce any additional internal variable for describing abrasion. Furthermore, the
mass production term Γ ∗ in (9.1) represents also a type of size deterioration which
cannot be considered in a usual single-phase continuum theory: it describes mass
exchanges between granules of disparate sizes. One can imagine this process as a
sudden and dramatic change in grain size, or in other words, fragmentation.
Finally, from (6.51)–(6.70) it becomes evident why there is no explicit connection
between erosional phenomena and the balance equations of the ordinary continuum
theory: both ﬁelds u∗ and Γ ∗ leave no vestiges after integration of (9.1) over the
whole species assemblage H.
One problem remains, however. Like many other ﬁelds present in the balance
equations (6.51)–(6.56) (for instance t∗, q∗, etc.), the rate of change of grain size
u∗ must be determined somehow, in order to close the system of equations (again,
the “ever-emerging” closure problem of continuum mechanics). Nevertheless, one has
now much more freedom, being not obliged to postulate an evolution equation for
u∗ as in the usual continuum approach. Indeed, ﬁelds associated to processes of
mass exchange like those described by Γ ∗ and G∗ (for instance, chemical reactions,
diﬀusion, etc.) are most usually described by constitutive equations.
Actually, there is a certain physical appeal for adopting constitutive relations for
u∗ and Γ ∗: it is rather intuitive to associate the rates of abrasion and fragmentation to
the the strength of contact forces as well as the intensity and frequency of collisions.
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In a continuum framework, such events are related to the granular temperature and
stretching, which are directly related to the diﬀusive velocities and the species strain
rate of the granular medium. Fortunately, these quantities are precisely fundamental
constitutive variables for mixtures with continuous diversity.
In any case, the current approach could in principle also work with an evolution
equation for u∗, if preferred. However, by postulating such an equation there would
invariably appear additional constitutive terms, and the advantage of using this op-
tion on the description level of mixtures with continuous diversity is questionable.
Could a theory based on constitutive relations for u∗ and Γ ∗ give better results than
a continuum theory with an additional evolution equation for abrasion? It is still too
early to answer this question. Recently, Kirchner & Hutter [243] analyzed the perfor-
mance of continuum models with diﬀerent evolution equations for abrasion. Their
study indicated that an evolution equation of the Goodman–Cowin type is often
more robust, having therefore practical advantages. Nevertheless, they recognized
that robustness is not a suﬃcient argument to accept any evolution equation, if no
physical justiﬁcation can be given. In contrast, within the frame of mixtures with
continuous diversity, no constitutive theory involving abrasion and fragmentation
has been proposed yet.
9.2 Iceberg Ensemble Dynamics
Massive discharges of icebergs seem have occurred at least six times during the last
70.000 years, as registered in the ice-rafted sedimentation in the Labrador Sea [49].
Heinrich [204] was the ﬁrst to examine such ice-rafting episodes, characterized by
sediment layers rich in terrigenous debris and usually poor in planktonic foramini-
fera. Such deposits record marked decreases in sea surface temperature and salinity,
decreases in the ﬂux of foraminifera to the sediments and massive discharge of ice-
bergs originating in eastern Canada. The extreme cooling of surface waters during
such events is evidenced by the remarkable distances along which such ice-rafted
detrital can be traced: more than 3.000 km. Another very unusual property of Hein-
rich deposits is the presence of noticeable layers with abundant detrital carbonate
– 20% to 25% detrital limestone and dolomite – which constitute a composition
markedly distinct from that in the ambient glacial sediment, which consists mostly
of quartz and feldspar, variable amounts of black volcanic glass and only a few per
cent detrital carbonate. This serves as evidence for the sources of the icebergs, since
dolomite and limestone bedrock is found in Hudson Strait.
The model of Clarke & La Prairie [77] for the dynamics of an ensemble of ice-
bergs is based on the concept of a spatially-averaged smooth ﬁeld to describe ice-
berg volume per unit area of ocean surface. This ﬁeld has dimension of length, and
consequently is called the eﬀective thickness ﬁeld h∗(x, t, s), where s denotes some
particular size parameter as volume, cross-sectional area at the water line or water
line perimeter. The iceberg volume within an area A is in any case given by
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V (t) =
∫
S
∫
s
h∗(x, t, s)dsdS , (9.2)
and from this relation they were able to derive an iceberg volume balance equation
of the form
∂h∗
∂t
+ div (h∗v∗) +
∂
∂s
(h∗u∗) = h∗Γ ∗ − divJ , (9.3)
where J is an additional stochastic diﬀusion term to account for the eﬀects of further
details of the iceberg geometry which can aﬀect the drift of the icebergs.
The similarity of this description with the basic structure of the theory of mixtures
with continuous diversity is striking. The combination of these two approaches for
the description of Heinrich events is under progress.
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Appendices
A Some remarks about notation
All ﬁelds are assumed to be continuously diﬀerentiable functions of their variables,
except when speciﬁc singular features are explicitly mentioned.
An Euclidean space of dimension n is denoted by R n. In particular, any point in
a three-dimensional Euclidean space is deﬁned in a Cartesian coordinate system by
the components of the position vector xi ∈ R 3, with i = 1, 2, 3. For brevity, when
using component notation, xi will often be referred as “the position” instead of the
more accurate name “the Cartesian components of the position vector”. The same
holds for all other vectors and tensors.
Scalar, vector and tensor valued ﬁelds are represented by Greek and Latin letters.
In particular, scalars are written in lightface, vectors in slanted or italic boldface,
and tensors in upright boldface. Components of vectors and tensors are expressed in
Cartesian indicial notation using italic Latin indices (i = 1, 2, 3), together with the
usual summation convention of repeated indices. For instance, some frequently used
deﬁnitions are (a, A, a, A, denote arbitrary vectors and tensors, respectively)
a ·A = aiAi , [a⊗A]ij = aiAj , [aA]ij = aikAkj , (A.1)
[a×A]i = ijkajAk , tr (a) = aii , A,t =
∂A
∂t
, (A.2)
[gradA]ijk =
∂Aij
∂xk
, [diva]i= [grada]ikk , (A.3)
[a˙]ij = (aij),t + vk [grada]ijk , ϑi =
1
2
ijktkj , (A.4)
where ijk and ϑi represent the components of the permutation tensor and of the
axial vector of stress.
Submanifolds of R n are indicated by calligraphic letters (A, B, etc.). For instance,
one deﬁnes the material body as B ⊂ R 3, while any time instant is given by t ∈
T ⊆ R 1. Of course, the conﬁguration of B in R 3 is a function of t [290]. Another
submanifold of particular interest is the (2-)sphere S2 ⊂ R 3, which is envisaged as
a closed spherical surface of unit radius embedded in R 3 [1]. Any point of S2 can
in principle be identiﬁed by two ways, namely the spherical (polar and azimuthal)
angles θ and ϕ, or the two independent Cartesian components of the normalized
orientation vector ni ∈ R 3 (with nini = 1), which is nothing else than the unit
radius vector of the spherical surface of S2 in R 3.
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Cartesian components of the gradient and divergence operators in R 3 and S2 are
given respectively by (Q, Q and Q denote arbitrary scalar, vector and tensor valued
ﬁelds)
(gradQ)i =
∂Q
∂xi
, (graðQ)i =
∂Q
∂ni
− ninj ∂Q
∂nj
= ∂iQ , (A.5)
divQ =
∂Q i
∂xi
, ðivQ =
∂Q i
∂ni
− ninj ∂Q i
∂nj
= ∂iQ i , (A.6)
(divQ)i =
∂ Q ij
∂xj
, (ðivQ)i =
∂ Q ij
∂nj
− njnk ∂ Q ij
∂nk
= ∂j Q ij . (A.7)
In particular, the operators grað and ðiv are sometimes also called orientational
gradient and divergence operators1.
Surface and volume diﬀerentials in R 3 are denoted by d2x and d3x, whereas line
and surface diﬀerentials on S2 by dn and d2n, respectively. Consequently, an integral
in a product space like B × S2 (say) can be written as
∫
B×S2
(. . . ) d2n d3x =
∫
B


∮
S2
(. . . ) d2n

 d3x =
∮
S2


∫
B
(. . . ) d3x

 d2n, (A.8)
where the circle in one of the integral symbols emphasizes the integration over a
closed region (in this case, a closed surface).
Finally, avant-garde letters (A, b, etc.) are used in reference to generic quantities
and ﬁelds.
B On frame changes
Invariance of thermodynamic ﬁelds and their balance equations with respect to arbi-
trary changes of observer (i.e. reference frame) is mainly analysed in Chap. 4. Owing
to this, the choice of the ﬁelds considered in this Appendix is in principle inspired
by the subject of that Chapter (viz. a reactive mixture of N anisotropic ﬂuids with
directors dαi (α = 1, 2, . . . , N)) but the generality of the current discussion is not
constrained to the frames of Chap. 4 at all: the formulas presented below are va-
lid in any situation and further transformation rules for other ﬁelds can be easily
derived using the same arguments and procedures demonstrated here.
Succinctly, Euclidean transformations represent general changes of reference fra-
me which preserve distances and time intervals. Accordingly, the position xi and
time instant t measured in an arbitrary frame of reference can be related to the
respective quantities (xi)io and (t)io seen by an inertial observer (io) through the
Euclidian transformation [275, 317]
xi = Oij (xj)io + bi , t = (t)io + a , (B.1)
1In some works (e.g. [78]) the orientational gradient operator is deﬁned in a slightly diﬀerent form, viz.
ijknj ∂/∂nk.
B On frame changes 165
where the time dependent orthogonal tensor Oij(t) (with OikOjk = δij) denotes a
proper transformation2 (i.e., a rotation), bi(t) represents the relative position of both
frames and a is a time shift. From (B.1), the following transformation rules can be
derived [82, 266, 275, 317] (notice that the director dαi transforms like a displacement):
vi = Oij (vj)io + Ωij (xj − bj) + b˙i ,
∂vi
∂xj
= OikOjl
(
∂vk
∂xl
)
io
+ Ωij , (B.2)
v˙i = Oij (v˙j)io + b¨i + Ω˙ij (xj − bj)− ΩikΩkj (xj − bj) + 2Ωij
(
vj − b˙j
)
, (B.3)
dα = (dα)io , d
α
i = Oij
(
dαj
)
io
,
∂dαi
∂xj
= OikOjl
(
∂dαk
∂xl
)
io
, (B.4)
d˙αi = Oij
(
d˙αj
)
io
+ Ωijd
α
j ,
∂d˙αi
∂xj
= OikOjl
(
∂d˙αk
∂xl
)
io
+ Ωik
∂dαk
∂xj
, (B.5)
d¨αi = Oij
(
d¨αj
)
io
+ Ω˙ijd
α
j − ΩikΩkjdαj + 2Ωij d˙αj , (B.6)
with Ωij = O˙ikOjk denoting the (skew-symmetric) tensor of angular velocity of the
inertial observer with respect to the non-inertial frame. Analogously, (B.2)1 and
(B.5)1 immediately imply the transformation rules for the translational and director
velocities ui and w
α
i , respectively, (cf. Sect. 4.4)
ui = Oij (uj)io + Ωij (xj − bj) + b˙i , wαi = Oij
(
wαj
)
io
+ Ωijd
α
j . (B.7)
Scalar, vector and tensor valued ﬁelds whose transformation rules have respec-
tively the forms (B.4)1,2,3 are called objective (also Euclidean invariant or (frame)
invariant). In particular, from the point of view of continuum thermodynamics it is
natural to suppose that mass density, internal energy, heat ﬂux, chemical production
of mass and stresses are objective quantities [266, 275, 317], i.e.,
	α = (	α)io , e
α = (eα)io , q
α
i = Oij
(
qαj
)
io
, Γ α = (Γ α)io , (B.8)
tαij = OikOjl (t
α
kl)io , Π
α
ij = OikOjl (Π
α
kl)io . (B.9)
Transformation rules for the speciﬁc inertia tensor Iαij = (d
α)2 δij − dαi dαj and the
speciﬁc spin σαi = ijkd
α
j d˙
α
k can be deduced from (B.4)1 and (B.5)1, viz.
Iαij = OikOjl (I
α
kl)io , σ
α
i = Oij
(
σαj
)
io
+ 1
2
IαijjklΩlk , (B.10)
where the following identities were utilized in the derivation of (B.10)2:
ipqOpjOqk = jklOil , ijkipq = δjpδkq − δjqδkp , Ωkj = 12ijkilmΩml . (B.11)
Furthermore, from (4.27)1, (4.28), (B.8)1 and (B.10) one readily obtains
Iij = OikOjl (Ikl)io , σi = Oij (σj)io +
1
2
IijjklΩlk . (B.12)
2Of course, transformations involving improper orthogonal tensors could also be considered without
modiﬁcation in any of the arguments discussed in this Appendix.
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Finally, taking the material time derivative of (B.10)2 one ﬁnds
σ˙αi = Oij
(
σ˙αj
)
io
+ O˙ij
(
σαj
)
io
+ 1
2
I˙αijjpqΩqp +
1
2
IαijjpqΩ˙qp
= Oij
(
σ˙αj
)
io
+ 1
2
{
IαijjpqΩ˙qp − ΩikIαkjjpqΩqp + 2
(
Ωikσ
α
k +
1
2
I˙αijjpqΩqp
)}
, (B.13)
and likewise, from the material time derivative of (B.12)2 there follows
σ˙i = Oij (σ˙j)io +
1
2
{
IijjpqΩ˙qp − ΩikIkjjpqΩqp + 2
(
Ωikσk +
1
2
I˙ijjpqΩqp
)}
. (B.14)
The last three terms of (B.3) and (B.6), as well as the expressions within curly
brackets in (B.13) and (B.14), are all diﬀerent manifestations of the same apparent
phenomena, which are respectively called Euler, centrifugal and Coriolis inertial
eﬀects, viz.
Table A.1 Inertial eﬀects
Euler centrifugal Coriolis
(B.3) Ω˙ij (xj − bj) −ΩikΩkj (xj − bj) 2Ωij
(
vj − b˙j
)
(B.6) Ω˙ijd
α
j −ΩikΩkjdαj 2Ωij d˙αj
(B.13) 12 I
α
ijjpqΩ˙qp −12ΩikIαkjjpqΩqp
(
Ωikσ
α
k +
1
2 I˙
α
ijjpqΩqp
)
In the table above, it is evident from (B.11) that the last line is just the cross product
of the second line by the director dαi (cf. also (C.1)).
C Explicit proofs of some outstanding results of Chap. 4
The starting point3 is the derivation of the missing Coriolis eﬀect appearing in (4.32).
Taking the cross product of (4.31) by the director dαj and invoking (B.4)1, (B.11)
and (B.13), one obtains
ijkd
α
j l
α
k = ijkd
α
j
{
d¨αk − Okl
(
d¨αl
)
io
}
= ijkd
α
j d¨
α
k − Oij
(
jkld
α
k d¨
α
l
)
io
= σ˙αi − Oij
(
σ˙αj
)
io
= 1
2
{
IαijjpqΩ˙qp − ΩikIαkjjpqΩqp + 2
(
Ωikσ
α
k +
1
2
I˙αijjpqΩqp
)}
. (C.1)
Hence, the multiplication of (C.1) by 	α, with further sum of the product over all α
and the aid of (4.27)1,3, (4.30) and (4.33), yields
3The proofs in this Appendix have been transcribed from [130].
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N∑
α=1
	αijkd
α
j l
α
k =
N∑
α=1
1
2
{
	αIαijjpqΩ˙qp− 	αΩikIαkjjpqΩqp+ 2
(
	αΩikσ
α
k +
1
2
	α I˙αijjpqΩqp
)}
= 1
2
{
	IijjpqΩ˙qp − 	ΩikIkjjpqΩqp + 2
(
	Ωikσk +
1
2
jpqΩqp
N∑
α=1
	α I˙αij
)}
= 	ci − 12jpqΩqp
N∑
α=1
	αΓ αIαij , (C.2)
which proves (4.32). 
The next important result to be derived is (4.34). This involves the deﬁnition
of the chemical production density of spin, viz. ijkd
α
j ψ
α
k = ijkd
α
j (ψˆ
α
k + Γ
αwαk ) and
the assumption that the director interaction force ψˆαi is an objective vector (see
Sect. 4.4); in other words, ψˆαi = Oij(ψˆ
α
j )io . Therefore, using (4.28)2, (B.4)1,2, (B.7)2,
(B.8)4 and (B.11), it follows that
N∑
α=1
	αijkd
α
j ψ
α
k =
N∑
α=1
	αijkd
α
j
(
ψˆαk + Γ
αwαk
)
=
N∑
α=1
	α
{
Oij
[
jpqd
α
p
(
ψˆαq + Γ
αwαq
)]
io
+ Γ αijkd
α
jΩkld
α
l
}
= Oij
N∑
α=1
(
	αjpqd
α
pψ
α
q
)
io
+ 1
2
jpqΩqp
ν∑
α=1
	α
{
Γ α(dα)2δij − Γ αdαi dαj
}
= Oij
ν∑
α=1
(
	αjpqd
α
pψ
α
q
)
io
+ 1
2
jpqΩqp
ν∑
α=1
	αΓ αIαij . (C.3)
Finally, there remains to prove (4.39) and (4.40). Owing to this, one needs ﬁrst
two auxiliary transformation rules, viz. (cf. (4.27)4, (B.4)2, (B.7)2 and (B.11))
(wα)2 =
[
Okj
(
wαj
)
io
+ Ωkjd
α
j
] [
Okp
(
wαp
)
io
+ Ωkpd
α
p
]
= (wα)2io − ΩkjΩkpdαj dαp + 2Ωkjdαjwαk
= (wα)2io + ipqΩqpilkd
α
l w
α
k − 14 IαijipqΩqpjlkΩkl (C.4)
and (cf. (B.12)2)
ipqd
α
pw
α
q = Oij
(
jpqd
α
pw
α
q
)
io
+ 1
2
IαijjpqΩqp . (C.5)
Of course, both transformations (C.4) and (C.5) remain valid if one substitutes all
wαk by d˙
α
k , since these two vectors transform in the same way (compare e.g. (C.5)
with (B.12)2). Thence, from (4.17)1,2, (4.21), (4.22), (4.27)4, (B.4)2, (B.5)1, (B.7)2,
(B.11), (C.3)–(C.5) and the objectivity of the chemical production of internal energy
ξα, one derives
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N∑
α=1
	αP α=
ν∑
α=1
	α
{
ξα + ψˆαk d˙
α
k +
1
2
Γ α (wα)2
}
=
ν∑
α=1
	α
{[
ξα + ψˆαk d˙
α
k +
1
2
Γ α (wα)2
]
io
+ ψˆαkΩkld
α
l
+ 1
2
Γ α
(
ipqΩqpilkd
α
l w
α
k − 14 IαijipqΩqpjlkΩkl
)}
=
N∑
α=1
	α
{
(P α)io+
1
2
ilkd
α
l ψˆ
α
k ipqΩqp
+ 1
2
Γ αilkd
α
l w
α
k ipqΩqp − 18Γ αIαijipqΩqpjlkΩkl
}
=
ν∑
α=1
	α
{
(P α)io +
1
2
ilkd
α
l ψ
α
k ipqΩqp − 18Γ αIαijipqΩqpjlkΩkl
}
=
ν∑
α=1
{
(	αP α)io +
1
8
	αΓ αIαijipqΩqpjlkΩkl
}
. (C.6)
At last, through the simple switch of all wαk in (C.4) and (C.5) by d˙
α
k , the expression
(4.40) can likewise be proven. 
D Specialized Green–Stokes theorem
Intending to prove Theorem 6.3.1, one starts with the usual expression of the Stokes
theorem on an unit spherical surface for an arbitrary (smooth) vector ﬁeld a ∗i =
a ∗i (xj , t, nk), viz., ∮
S2
ijkni
∂a ∗k
∂nj
d2n = 0 . (D.7)
Evidently, a ∗i can be decomposed into orthogonal and parallel parts to ni as
a ∗i = ijknjb
∗
k + c
∗ ni, (D.8)
where b ∗i and c
∗ denote two arbitrary ﬁelds. With the aid of (6.32), insertion of
(D.8) into (D.7) leads straightforwardly to∮
S2
(∂ib ∗i − 2nib ∗i ) d2n = 0 . (D.9)
Consequently, for any continuously diﬀerentiable ﬁeld quantity Q ∗i on S2 such that
Q ∗i ni = 0, (D.9) implies that ∮
S2
∂iQ ∗i d
2n = 0 , (D.10)
which is just the proper form of the completeness assumption (6.31) in the orientation
space S2.
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Actually, (D.9) is a particularization of a useful identity which can be easily
derived as follows. First, consider the generalization of the Stokes theorem (D.7) for
an arbitrary (smooth) tensor ﬁeld A ∗ijk...lm = A
∗
ijk...lm(xp, t, nq), viz.,∮
S2
ijkni
∂A ∗klm...np
∂nj
d2n = 0 . (D.11)
A generic decomposition, equivalent to (D.8), is not helpful in this case, due to the
complexity of the resulting expression. Therefore, to simplify the calculations, one
can restrict attention only to a particular class of tensors, given by
A ∗klm...np = B
∗
lm...nkrpnr . (D.12)
It must be emphasized that, even though A ∗klm...np is now restricted by (D.12), the
lower-order tensor function B ∗lm...n remains fully arbitrary (but smooth). Further,
inserting (D.12) into (D.11), there follows from (7.5)∮
S2
ijkkrpni∂j(B ∗lm...nnr) d
2n = 0 , (D.13)
which can be easily rewritten as∮
S2
(
∂iB ∗jk...l − 2niB ∗jk...l
)
d2n = 0 . (D.14)
This identity, presented (without proof) by Condiﬀ & Brenner [78] under the name
“specialized Green’s theorem on a spherical surface”, is essential in many calculations
involving integrals of orientational gradients.
E Representation theorems for Chap. 7
All polynomial representations presented below are derived from the representation
theorems for isotropic functions found in the literature [275, 380, 381, 421]. They are
classiﬁed according to the transformation and invariance properties of their respec-
tive constitutive functions with respect to inversions of orientation. The tensor ﬁeld
Q∗ij...pq denotes a generic constitutive quantity and its dependence on xi and t is
omitted here for brevity.
a) {e∗, η∗, ε∗} Absolute scalar, Q∗(ni) = Q∗(−ni) :
Q∗ = Q∗(1) + Q∗(2)Dkk + Q∗(3)niDijnj (E.1)
b) {q∗i , φ∗i , κ∗i } Absolute vector, Q∗i (nj) = Q∗i (−nj) :
Q∗i = Q
∗(1) ∂T
∂xi
+ Q∗(2)ni
∂T
∂xj
nj (E.2)
170 Appendices
c) {ν∗i } Axial vector, Q∗i (nj) = Q∗i (−nj) :
Q∗i = Q
∗(1)ijkH∗jk + Q
∗(2)ijknjD<kl>nl (E.3)
d) {ξ∗i , ϕ∗i } Absolute vector, Q∗ini = 0, Q∗i (nj) = −Q∗i (−nj) :
Q∗i = Q
∗(1)(ninj − δij)D<jk>nk + Q∗(2)H∗ijnj (E.4)
e)
{
t∗ij
}
Absolute tensor, Q∗ij(nk) = Q
∗
ij(−nk) :
Q∗ij =
(
Q∗(1) + Q∗(2)Dkk + Q∗(3)nkD<kl>nl
)
δij + Q∗(4)D<ij>+
+Q∗(5)H∗ij +
(
Q∗(6) + Q∗(7)Dkk + Q∗(8)nkD<kl>nl
)
n<inj>+
+
(
Q∗(9) + Q∗(10)
)
niD<jk>nk +
(
Q∗(9) −Q∗(10))njD<ik>nk+
+
(
Q∗(11) + Q∗(12)
)
niH
∗
jknk +
(
Q∗(11) −Q∗(12))njH∗iknk (E.5)
f)
{
m∗ij
}
Axial tensor, Q∗ij(nk) = Q
∗
ij(−nk) :
Q∗ij = Q
∗(1)ijk
∂T
∂xk
+ Q∗(2)ijk
∂T
∂xl
nlnk + Q∗(3)n(ij)klnk
∂T
∂xl
(E.6)
g)
{
τ∗ij
}
Absolute tensor, Q∗ijnj = 0, Q
∗
ij(nk) = −Q∗ij(−nk) :
Q∗ij = Q
∗(1) (ninj − δij) ∂T
∂xk
nk + Q∗(2)
∂T
∂xk
n[iδk]j (E.7)
h)
{
ϖ∗ij
}
Axial tensor, Q∗ijnj = 0, Q
∗
ij(nk) = −Q∗ij(−nk) :
Q∗ij =
(
Q∗(1) + Q∗(2)Dkk + Q∗(3)nkD<kl>nl
)
ijknk+
+Q∗(4)nijklH∗kl +
1
2
(
Q∗(5) −Q∗(6)) ijkD<kl>nl+
+Q∗(5)Dk<ij>klnl + Q∗(6)nkn<ij>klDlpnp (E.8)
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