In this paper, we apply H(·, ·)-η-cocoercive operator introduced in [2] for solving a system of generalized variational-like inclusions in q-uniformly smooth Banach spaces. By using the approach of resolvent operator associated with H(·, ·)-η-cocoercive operator, an iterative algorithm for solving a system of generalized variational-like inclusions is constructed. We prove the existence of solutions of system of generalized variational-like inclusions and convergence of iterative sequences generated by the algorithm. An example through Matlab programming is constructed.
Introduction
Variational inequalities and variational inclusions are the mathematical models of some problems arising in economics, mechanics, and engineering sciences. Ding [8] , Huang and Fang [14] , Fang and Huang [11] , Verma [22] , Lan et al. [16] , Fang and Huang [12] , Huang and Fang [10] , Huang [13] , Fang et al. [9] and Lan et al. [17] introduced the concept of η-subdifferential operators, maximal η-monotone operators, generalized monotone operators, A-monotone operators, (A, η)-monotone operators, (H, η)-monotone operators in Hilbert spaces, H-accretive operators, generalized m-accretive operators and (H, η)-accretive operators and (A, η)-accretive operators in Banach spaces and their resolvent operators, respectively. Recently, Zou and Huang [27] introduced and studied H(·, ·)-accretive operators and Xu and Wang [25] introduced and studied H(·, ·)-η-monotone operators.
The cocoercive operators which are the generalized form of monotone operators are defined by Tseng [21] , Magananti and Perakis [18] and Zhu and Marcotte [26] . The concept of η-cocoercivity, η-strong monotonicity and η-strong convexity of a mapping was introduced and studied by Ansari and Yao [6] . Very recently, Ahmad et al. [1, 2] introduced H(·, ·)-cocoercive and H(·, ·)-η-cocoercive operators and apply them to solve variational inclusion problems.
Motivated by the above excellent work, in this paper, we apply H(·, ·)-η-cocoercive operator and its resolvent operator to solve a system of generalized variational-like inclusions in q-uniformly smooth Banach spaces. We note that the system of variational inequalities is a powerful tool to study the Nash equilibrium problem [19, 20] ; See, for example, [4, 5, 7] and the references therein.
where q > 1 is a constant. The modulus of smoothness of X is the function ρ X : [0, ∞) → [0, ∞) defined by ρ X (t) = sup { 1 2 (∥x + y∥ + ∥x − y∥) − 1 : ∥x∥ ≤ 1, ∥y∥ ≤ t
} .
A Banach space X is said to be uniformly smooth, if
X is said to be q-uniformly smooth, if there exists a constant C > 0 such that ρ X (t) ≤ Ct q , q > 1. Note that J q is single-valued, if X is uniformly smooth. For further details, we refer to [3] and the references therein.
We need the following definitions and results for the presentation of the paper. 
Definition 2.2. Let X be a q-uniformly smooth Banach space. Let A, B : X → X, η : X × X → X be the mappings and let J q : X → 2 X ⋆ be the generalized duality mapping. Then A, B and η are said to be, respectively:
(ii) η-relaxed cocoercive, if there exists a constant γ 1 > 0 such that
(iv) η-strongly accretive, if there exists a constant β 1 > 0 such that
(v) α-expansive, if there exists a constant α > 0 such that
(vi) β-Lipschitz continuous, if there exists a constant β > 0 such that
(vii) Lipschitz continuous, if there exists a constant τ > 0 such that
Definition 2.3. Let X be a q-uniformly smooth Banach space. Let A, B : X → X, H : X×X → X, η : X×X → X be three single-valued mappings and J q : X → 2 X ⋆ be the generalized duality mapping. Then (i) H(A, ·) is said to be η-cocoercive with respect to A, if there exists a constant µ > 0 such that
(ii) H(·, B) is said to η-relaxed cocoercive with respect to B, if there exists a constant γ > 0 such that
is said to be r 1 -Lipschitz continuous with respect to A, if there exists a constant r 1 > 0 such that
(iv) H(·, B) is said to be r 2 -Lipschitz continuous with respect to B, if there exists a constant r 2 > 0 such that
Definition 2.4. Let X be a q-uniformly smooth Banach space. A multi-valued mapping M : X → 2 X is said to be η-cocoercive, if there exists a constant µ 2 > 0 such that
Definition 2.5. Let X be a q-uniformly smooth Banach space. Let S, T : X × X → X, p, d : X → X be the mappings, then (i) S is said to be δ S -η-strongly accretive with respect to p, if there exists a constant δ S > 0 such that
(ii) S is said to be Lipschitz continuous with respect to p, if there exists a constant λ Sp > 0 such that
(iii) T is said to be δ T -η-strongly accretive with respect to d, if there exists a constant δ T > 0 such that
(iv) T is said to be Lipschitz continuous with respect to d, if there exists a constant λ Td > 0 such that
We apply the following concepts and results to prove the main results. as M is η-cocoercive (thus η-accretive), we have
Since H is η-cocoercive with respect to A with constant µ and η-relaxed cocoercive with respect to B with constant γ, A is α-expansive and B is β-Lipschitz continuous, thus (2.1) becomes
since µ > γ and α > β. Thus, we have x = y and so (H(A, B) : X → X is defined by
Now, we show the Lipschitz continuity of the resolvent operator and calculate its Lipschitz constant. 
Proof. Let u and v be any given points in X. It follows from (2.3) that
and R
This implies that 1
For the sake of clarity, we take
Since M is η-cocoercive (thus η-accretive), we have
Therefore we have
It follows that
This completes the proof.
The following Matlab programme shows that H(·, ·) is 
where
then it is easy to check that H is 1 3 -η-cocoercive with respect to A, i.e. W ≥ M. Next compute inner product
compute square of norm ∥Bx − By∥ 2 = B 1 , where
then it is easy to check that H is 1 2 -η-relaxed cocoercive with respect to B, i.e. V ≥ Z.
An application for solving a system of generalized variational-like inclusions
In this section, we show that H(·, ·)-η-cocoercive operator plays an important role for solving a system of generalized variational-like inclusions.
Let X 1 and X 2 be two q-uniformly smooth Banach spaces. Let f : [15] .
For suitable choices of operators involved in the formulation of system (3.1), many systems of variational inclusions can be obtained from (3.1), which exist in literatures.
Lemma 3.1. Let X 1 and X 2 be two q-uniformly smooth Banach spaces. Let f : 
] , where 0 < t 1 , t 2 ≤ 1 are two parameters and λ, ρ > 0 are constants. These fixed point formulations enable us to suggest the following iterative algorithm.
and N all be same as in problem (3.1). For any given (x 0 , y 0 ) ∈ X 1 × X 2 , u 0 ∈ E(x 0 ), v 0 ∈ F(y 0 ), we suggest the following iterative schemes:
] ,
where 0 < t 1 , t 2 ≤ 1 are two parameters and λ, ρ > 0 are constants, n = 0, 1, 2, ..... and we choose u n+1 
Theorem 3.4. Let X 1 and X 2 be two q-uniformly smooth Banach spaces. Let
Then the iterative sequences {x n }, {y n }, {u n } and {v n } generated by Algorithm 3.3 
converge strongly to x, y, u and v, respectively and (x, y, u, v) is a solution of the system of generalized variational-like inclusions (3.1).
Proof. Using Algorithm 3.3 and the Lipschitz continuity of the resolvent operator, we have
Since f is strongly accretive with constant δ 1 and Lipschitz continuous with constant λ f , we have
As H 1 (·, ·) is r 1 -Lipschitz continuous with respect to A 1 and r 2 -Lipschitz continuous with respect to B 1 and f is λ f -Lipschitz continuous, we have
Making use of (3.7) and the facts that S is δ S -η 1 -strongly accretive and λ Sp -Lipschitz continuous with respect to p and η 1 is τ 1 -Lipschitz continuous, we obtain
As S is λ S 2 -Lipschitz continuous in the second argument and F is D-Lipschitz continuous with constant λ D F , we have
Using (3.6), (3.8) and (3.9), (3.5) becomes
In a similar way, we estimate
Since is strongly accretive with constant δ 2 and Lipschitz continuous with constant λ , using the same arguments as for (3.6), we have
As H 2 (·, ·) is r 3 -Lipschitz continuous with respect to A 2 and r 4 -Lipschitz continuous with respect to B 2 and is λ -Lipschitz continuous, we obtain
Making use of (3.13) and the facts that T is δ T -η 2 -strongly accretive with respect to d, λ Td -Lipschitz continuous with respect to d and η 2 is τ 2 -Lipschitz continuous, we obtain . Combining (3.10) and (3.17), we obtain ∥x n+1 − x n ∥ + ∥y n+1 − y n ∥ ≤ θ 1 ∥x n − x n−1 ∥ + θ 2 ∥y n − y n−1 ∥ + θ 3 ∥y n − y n−1 ∥ + θ 4 ∥x n − x n−1 ∥ = (θ 1 + θ 4 )∥x n − x n−1 ∥ + (θ 2 + θ 3 )∥y n − y n−1 ∥, which implies that ∥x n+1 − x n ∥ + ∥y n+1 − y n ∥ ≤ θ [ ∥x n − x n−1 ∥ + ∥y n − y n−1 ∥ ] , (3.19) where θ = max{(θ 1 + θ 4 ), (θ 2 + θ 3 )}, where θ 1 and θ 2 are defined in (3.11) and θ 3 and θ 4 are defined in (3.18) . By (3.4), θ < 1 and (3.19) implies that {x n } and {y n } are both Cauchy sequences. Thus there exist x ∈ X 1 and y ∈ X 2 such that x n → x and y n → y as n → ∞. From Algorithm 3.3, we have
it follows that {u n } and {v n } are both Cauchy sequences, thus u n → u ∈ E(x) and v n → v ∈ F(y). Further
≤ ∥u − u n ∥ + D(E(x n ), E(x)) ≤ ∥u − u n ∥ + λ D E ∥x n − x∥ → 0, as n → ∞, which implies that d ′ (u, E(x)) = 0. Since E(x) ∈ CB(X 1 ), it follows that u ∈ E(x). Similarly, we can show that v ∈ F(y).
By the continuity, (3.3) and Algorithm 3. ] .
Thus by Lemma (3.1), the required result follows.
