Abstract This paper considers the problem of online piecewise linear regression for big data applications. We introduce an algorithm, which sequentially achieves the performance of the best piecewise linear (affine) model with optimal partition of the space of the regressor vectors in an individual sequence manner. To this end, our algorithm constructs a class of 2 D sequential piecewise linear models over a set of partitions of the regressor space and efficiently combines them in the mixture-of-experts setting. We show that the algorithm is highly efficient with computational complexity of only O(m D 2 ), where m is the dimension of the regressor vectors. This efficient computational complexity is achieved by efficiently representing all of the 2 D models using a "lexicographical splitting graph." We analyze the performance of our algorithm without any statistical assumptions, i.e., our results are guaranteed to hold. Furthermore, we demonstrate the effectiveness of our algorithm over the well-known data sets in the machine learning literature with computational complexity fraction of the state of the art.
Introduction
We study online nonlinear regression and introduce a highly efficient and effective algorithm suitable for big data applications. Nonlinear regression and adaptive filtering are extensively studied problems in the signal processing [1, 2] and machine learning [3] literatures, especially for applications where linear modeling [4] does not provide satisfactory results. However, in contemporary big data applications, the amount, dimensionality, and streaming rate of the data to be processed are significantly large compared to the classical frameworks [5] . Hence, we need online algorithms, which process the data in a sequential manner and then discard the processed data. Moreover, for such applications, the computational complexity is an important issue [5] . To this end, we introduce an online nonlinear regression algorithm with a significantly low computational complexity while providing superior modeling power.
In the regression problem, the objective is to find a function to model the relationship between given regressor vectors and desired data. As detailed later, this generic setup can be applied in a wide range of problems including prediction and modeling problems. Since the class of nonlinear models is too powerful to optimize for [2] , we consider piecewise linear models, which can avoid overfitting while accurately modeling the nonlinear relationship between the desired data and the regressor vectors [6] . In such models, the space of regressor vectors is divided into several disjoint regions, and in each region, an independent linear model is used. Note that in order to provide satisfactory results, the optimal partition of the regressor space should be known. However, in real-world applications, there is no prior information about the optimal partition of the regressor space. Using tree-based regression algorithms [2, 7] is a common approach in such scenarios. These algorithms form a class of models over a set of partitions of the regressor space and adaptively combine these models, such that the combination asymptotically achieves the performance of the best model in the class. In particular, in nonstationary environments, where the optimal partition varies over time, this adaptive combination significantly improves the performance, in comparison to the models over fixed partitions. Furthermore, using hierarchical characteristics of trees leads to drastic reduction in computational complexity of the models combination [2] and makes these algorithms appropriate for big data applications. However, the partitioning technique used in most of previous studies on tree-based nonlinear regression problem is binary partitioning [2, 7] . It is shown in [2] that given a set of D fixed splitting positions in the regressor space, the binary tree represents roughly 1.5 D+1 different partitions of the regressor space and the piecewise linear models over these partitions. However, 2 D different partitions can be built using D given splitters, most of which are not represented by the binary trees.
In this paper, we use the lexicographical splitting graph [8] , in the regression context for the first time in the literature. We propose an algorithm, which given a set of D fixed splitting positions, builds a sequential piecewise linear model over all of the 2 D possible partitions, and combines them with computational complexity of only O(D 2 ). Hence, we asymptotically achieve the performance of the optimal piecewise linear model, in the accumulated squared error sense, without any statistical assumptions on the data. Note that when the true partition of the regressor space is one of the lexicographical partitions, but none of the binary partitions, the performance of our algorithm is significantly better than binary tree-based algorithms. Hence, our algorithm is more generic, compared to the binary tree-based algorithms. We point out that our results are guaranteed to hold in an individual sequence manner [9] .
Our main contributions include: (1) We propose a novel, highly efficient and effective nonlinear regression algorithm suitable for big data applications; (2) we show that our algorithm asymptotically achieves the performance of the best piecewise linear model, over the optimal partition of the regressor space demonstrating the optimality in a strong mathematical sense without any statistical assumptions; (3) we show that even though our algorithm combines 2 D different sequential piecewise linear models, its computational complexity is just of O(D 2 ); (4) in our simulations, we show that the proposed algorithm provides significantly better performance compared to other well-known nonlinear filters and regression algorithms.
The remainder of the paper is as follows. In Sect. 2, we provide the problem description and explain the challenges using an example. We introduce and discuss the performance of our algorithm in Sect. 3. Finally in Sect. 4, we demonstrate the performance of the introduced algorithm over the well-known data sets in the machine learning literature and a synthetic scenario.
Problem description
In this paper, all vectors are column vectors and denoted by boldface lower case letters. For a K -element vector u, u {i} represents the ith element, u T is the ordinary transpose, and . Note that n is not known or used in this paper for optimization, i.e., we work in a truly sequential manner [2] . In this paper, we use the squared error function as the loss function due to notational simplicity, i.e., l( 2 . In Sect. 3.6, we show how to modify the algorithm to use different loss functions.
The regret of a sequential regression algorithm A , which produces regression functions f t (·), against a class of fixed regression functions, i.e., S = { f (1) , f (2) , . . .}, is defined as
Note that if the regret grows sublinearly as n increases, i.e., R(A , S ) < O(n), then the average regret per round, i.e., R(A , S )/n, tends to zero as n goes to infinity, which means that the sequential algorithm A asymptotically achieves the performance of the best fixed regression function in S . Given a partition of the regressor space, i.e., R i for i = 1, 2, . . . , P, where
, and R i ∩R j = ∅ for ∀i = j, we define a sequential piecewise linear regression (SPLR) function as
where I (x t ) = p if x t ∈ R p for p = 1, 2, . . . , P. For the sake of notational simplicity, with an abuse of notation, we rearrange (2) as
where We use SPLR functions as our nonlinear regression function. In piecewise linear regression with squared error loss function, if the optimal P-region partition of the regressor space is given, we can consider the problem as a collection of P independent sequential linear regression problems. Hence, the well-known least mean square (LMS) algorithm [10] can be used for each region of the given partition in order to search for the optimal linear regression function in a sequential manner.
We emphasize that the performance of the piecewise linear regression algorithm heavily depends on the correct selection of the partition of the regressor space. As an example, in Fig. 1 , a set of particular d t and x t pairs for scalar regressors x t = x t are shown, where the underlying relationship is defined using the partition shown in Fig. 1a . If one uses the regions of the partition determined in Fig.  1a , i.e., {R * 1 , R * 2 , R * 3 }, and runs an LMS algorithm on each region of this partition, the SPLR function determined by {v t,1 , v t,2 , v t,3 }, seeks the piecewise linear function determined by {v * 1 , v * 2 , v * 3 } as shown in Fig. 1a . However, if one wrongly commits to the partition given in Fig. 1b , i.e., {R 1 , R 2 , R 3 }, the performance severely degrades, because the SPLR function seeks the wrong function determined by {v 1 , v 2 ,v 3 }, in Fig. 1b . Here, we assume no priori information about the correct partition of the regressor space. Hence, we seek to find an algorithm to search for the best fixed piecewise linear regression function over the unknown optimal partition of the regressor space.
A lexicographical sequential algorithm
In order to search for the best SPLR function, we form a class of lexicographical partitions of the regressor space and build SPLR model over each one of them. As detailed in the following sections, each model runs an LMS algorithm in each region of its corresponding partition in order to seek the best linear regression function in each region, and forms an SPLR function. At each round, each model uses its corre- sponding regression function to predict the desired data. We use a mixture-of-experts approach to combine the predictions of all models and produce our final predictiond t . We show that our combination of models converges to the best convex combination of the models. The key point of our algorithm is the efficient implementation of this combination.
To this end, first the lexicographical partitioning of the regressor space is introduced in Sect. 3.1. In Sect. 3.2, the SPLR models constructed over these partitions are explained. Section 3.3 explains the method used to combine the predictions of these models in a sequential manner. Section 3.4 shows how all of the lexicographical partitions can be compactly represented using a lexicographical splitting graph. Using this graph leads to an efficient implementation of the proposed combination of models, which is explained in Sect. 3.5. For the sake of representation simplicity, we explain the lexicographical partitioning for one-dimensional regressor space, i.e., x t = x t ∈ [−A, A]. However, in Sect. 3.6, it is shown that the proposed algorithm can be directly extended to m-dimensional regressor space case. It is also explained that our algorithm can be easily modified to use different loss functions.
Lexicographical partition of the 1-dimensional regressor space
In this section, we illustrate the lexicographical partitioning of the regressor space. As shown in Fig. 2 Fig. 1 . In this paper, we use lexicographical partitioning with parameter D and build K = 2 D SPLR models using produced lexicographical partitions as described in the following section.
Sequential piecewise linear models on the partitions
For each lexicographical partition described previously, we form an SPLR model, which runs an LMS algorithm on each region of its corresponding partition of the regressor space. Suppose a specific partition has P regions denoted by R 1 , R 2 , . . . , R P , e.g., say the last partition in Fig. 2 
where μ is a small step size. Using this update rule, each model searches for the best fixed piecewise linear regression function over its corresponding partition.
Sequential combination of the piecewise linear models defined by the lexicographical splittings
We combine predictions of all K = 2 D different SPLR models defined using the lexicographical splittings, to produce our final prediction. Our final prediction at each round will be a convex combination of predictions of all K models. The weights of this combination will be updated based on the performance of the models in a sequential manner. We show later that using this update rule, we asymptotically achieve the performance of the best fixed convex combination of the model predictions. Denoting the prediction of kth SPLR model at round t byd
. We produce the final predictiond t , using the well-known EG algorithm [9] bŷ
where
is the weights vector at round t, where the kth element w {k} t is the weight corresponding to the kth model at round t. We update these weights recursively by
where η represents a positive, constant learning rate, and ≤ B holds for every k and t. Let Z be the class of all fixed K -element vectors w = (w {1} , . . . , w {K } ), with nonnegative elements and L 1 -norm equal to one. Theorem 5.10 in [9] implies that if we set w {k} 1 = 1/K , for k = 1, . . . , K , and run EG algorithm as described in (4) and (5),
As discussed before, this sublinear bound implies that our algorithm asymptotically achieves the performance of the best fixed convex combination of the models. Note that each model is searching for the best piecewise linear regression function; hence, the proposed combination searches for the best piecewise linear regression function over the best partition between our lexicographical partitions. If the D parameter in our lexicographical partitioning is large enough, the best partition in our partitions set will be close enough to the true optimal partition.
Hierarchical nature of the lexicographical partitioning
In this section, we represent the 2 D different partitions using a lexicographical splitting graph. In the lexicographical splitting graph, we partition the regressor space in a hierarchical manner. For example in Fig. 3 
We use this graph to implement and combine our SPLR models efficiently. Since all regions that form the models corresponding partitions are represented as nodes in the lexicographical splitting graph, running an independent sequential linear regression algorithm in each node of the graph suffices to form all of the models. Therefore, even though using lexicographical partitioning with parameter D, we have K = 2 D different sequential piecewise linear models, it suffices to run only 0.5(D +1)(D +2), i.e., the number of nodes in a lexicographical splitting graph with D-splits, sequential linear regression algorithms on nodes of the graph to form all 2 D models. Furthermore, when we observe x t at round t, we do not need to update all of the linear regression functions. In fact, if x t ∈ R i,i+1 in the finest partition, then
.., i, therefore we need to update only (i + 1)(D − i + 1) sequential regression functions at these nodes, which include x t . We point out that the number of these nodes, which need to be updated, is approximately half of the total number of nodes at the worst-case scenario. In the following section we use the hierarchical nature of the lexicographical splitting graph to implement the combination given in (4) and (5) efficiently.
Efficient calculation of the weighted EG algorithm
In order to implement the EG algorithm effectively, first we observe that (5) can be reduced to the following, by taking equal initial weights and applying some straightforward algebra:
Now we represent an efficient calculation of the denominator of (7) using the lexicographical splitting graph. As mentioned before, each node in this graph corresponds to one of the 0.5(D + 1)(D + 2) sequential linear regression models. We denote the prediction of the sequential linear regression function in R i, j at time t, by d {i, j} t
. In order to calculate the denominator of (7), we define G t {k} for each model and G t {i, j} for each node of the graph, as
Now, denoting the denominator of (7) by G t , we have
Also, we can express (8) as
where {k} represents the set of regions composing the kth lexicographical partition of the regressor space. Note that if
. Now, the observation in (12) and the hierarchical nature of lexicographical partitioning lead to a recursive calculation of (11) . We define an intermediate variable H on every node and calculate it as
We observe that using above recursion G t = H {0,D+1} t
. Following the definition of G {i, j} t , the sequential update of G {i, j} t can be expressed as
We
Note that at t = 0, we have to calculate G and H at all nodes, but at next rounds, when we observe x t , we just need to update G and H variables at the nodes, which include x t . Now we represent an efficient calculation of the final prediction of algorithmd t . Note that we can expressd t aŝ
In (16), we have calculated the denominator previously. We can calculate the numerator using an approach similar to the approach used to update G t and calculate G t+1 . The only difference between calculation of G t+1 and the numerator ofd t is that G 
Note that with these definitions,d t =H {0,D+1} t
/H
{0,D+1} t . The final algorithm is summarized in Table 1 . Note that using this efficient implementation of the combination of the models, instead of updating 2 D sequential piecewise linear models and their combination weights, at worst-case scenario we update D 2 /4 sequential linear models, combine them using D 2 /2 intermediate variables, and update half of these intermediate variables. Hence, the computational complexity of the proposed algorithm is of O(D 2 ).
Extension to m-dimensional regressor space and different loss functions
In this section, we extend our discussion to m-dimensional regressor space and different loss functions. Actually, extension to m-dimensional regressor space is straightforward.
Throughout the text, we constructed our algorithm using 1-dimensional regressor data for illustration purposes. In the extension to m-dimensional case, the only difference is that 
Simulations
In this section, we demonstrate the performance of our algorithm, which we denote by lexicographical models weighting (LMW), over the well-known data sets, California housing and Abalone [11] , and a synthetic scenario. Since the computational complexity of the algorithms is a critical issue in the big data applications, we have shown the computational complexity of all of the algorithms used in this section in Table 2 . 
In the table, m represents the dimensionality of the regressor space, D represents the number of splitting positions in the respective algorithms, and r represents the order of the corresponding filters and algorithms
Matched partitions
In the first setup, we compare the performance of our algorithm with other tree-based algorithms such as context tree weighting (CTW) [2] and other well-known nonlinear regression algorithms such as Volterra filter (VF) [12] and Fourier nonlinear filter (FNF) [13] . To this end, we created a scenario such that there is a piecewise linear relationship between desired data and regression vectors described by
where φ = [1; 0], π t is a sample function from a zero mean white Gaussian process with variance 0.1, and x {1} t and x {2} t are sample functions from two independent zero mean Gaussian processes with variance 1. We normalized the regressor vectors such that they are bounded to 1, i.e., |x 
space, as splitting positions. In order to make a fair comparison we set the order of FNF and VF algorithms to 3 and 2, respectively. The average of the normalized mean squared error prediction performance of aforementioned algorithms, over 100 different realizations of the described model, is shown in Fig. 4 . This figure shows that our LMW algorithm has superior performance both before and after the abrupt change of the model.
Benchmark real-life data sets
In the first experiment, the regressor space is 2 dimensional. In order to show that our algorithm also works good in 4 Performance of LMW, CTW, FNF, and VF algorithms for a nonstationary data set, generated by (19), with abrupt change of parameters at beginning of the second half the higher-dimensional regressor spaces, we tested our algorithm using the well-known data sets California housing and Abalone [11] , which have high-dimensional regressor space. We compared the performance of our algorithm with other well-known nonlinear regression algorithms Bezier spline adaptive filter (B-SAF) [15] , Catmull-Rom spline adaptive filter (CR-SAF) [15] , FNF [13] , CTW [2] , and VF [12] . In both "California housing" and "Abalone" experiment, we set the learning rates of the adaptive filters to 0.01. In order to make a fair comparison between these methods, we set the order of all the algorithms accordingly. For instance, we set the parameter of the LMW as D = 3 and the depth of the CTW as 2, to make the number of regions in the finest partitions of this algorithms equal. In Figs. 5 and 6, the normalized mean squared errors in all of the aforementioned algorithms are shown on the "California housing" and "Abalone" data sets, respectively. In both figures, we observe that the tree-based algorithms LMW and CTW have superior performance with respect to the other algorithms. However, we observe that the CTW algorithm and the LMW algorithm performance is almost equal in these two experiments as opposed to the previous experiments. Note that the LMW and CTW algorithms are both mixture of types algorithms. However, when the finest partition of these two algorithms includes equal number of regions, the lexicographical partitioning method used in LMW produces more partitions than partitioning technique used in CTW. Hence, in the case of prediction of a data sequence whose underlying partition is one of the lexicographical partitions but none of the partitions created in CTW, the LMW algorithm has better performance as in the previous experiments. However, if the underlying partition is one of the partitions of both LMW and CTW algorithms, then they perform in a similar way. 
Conclusion
In this paper, we consider the problem of online piecewise linear regression. We introduce an algorithm, which sequentially achieves the performance of the best piecewise linear model with optimal partition of the regressor space in an individual sequence manner. Our algorithm uses a "lexicographical splitting graph" to compactly represent a wide set of piecewise linear models over different partitions of the regressor space. Using this graph, we combine the piecewise linear models with a significantly low computational complexity. We show that this combination asymptotically achieves the performance of the best piecewise linear model over the optimal partition of the regressor space. We avoid any statistical assumption in the analysis of the performance of our algorithm; hence, our results hold for any individual sequence of data. In addition, we demonstrate the effectiveness of our algorithm over the well-known data sets in the machine learning literature. Our algorithm achieves this performance with computational complexity fraction of the state of the art.
