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ABSTRACT
Incorporating sparsity priors in learning tasks can give rise
to simple, and interpretable models for complex high dimen-
sional data. Sparse models have found widespread use in
structure discovery, recovering data from corruptions, and a
variety of large scale unsupervised and supervised learning
problems. Assuming the availability of sufficient data, these
methods infer dictionaries for sparse representations by op-
timizing for high-fidelity reconstruction. In most scenarios,
the reconstruction quality is measured using the squared Eu-
clidean distance, and efficient algorithms have been devel-
oped for both batch and online learning cases. However, new
application domains motivate looking beyond conventional
loss functions. For example, robust loss functions such as
`1 and Huber are useful in learning outlier-resilient models,
and the quantile loss is beneficial in discovering structures
that are the representative of a particular quantile. These
new applications motivate our work in generalizing sparse
learning to a broad class of convex loss functions. In par-
ticular, we consider the class of piecewise linear quadratic
(PLQ) cost functions that includes Huber, as well as `1,
quantile, Vapnik, hinge loss, and smoothed variants of these
penalties. We propose an algorithm to learn dictionaries
and obtain sparse codes when the data reconstruction fi-
delity is measured using any smooth PLQ cost function. We
provide convergence guarantees for the proposed algorithm,
and demonstrate the convergence behavior using empirical
experiments. Furthermore, we present three case studies
that require the use of PLQ cost functions: (i) robust im-
age modeling, (ii) tag refinement for image annotation and
retrieval and (iii) computing empirical confidence limits for
subspace clustering.
Keywords
dictionary learning, sparse representation, robust penalties,
piecewise linear quadratic, convex optimization
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Deriving predictive inference from data requires both ap-
proximating the generating process using a model, and esti-
mating model parameters from input data and the observed
responses. The generating process can be approximated as
yi ≈ f(xi; a) where xi ∈ RK is the input data sample, yi ∈ R
is the corresponding response, f is the assumed model and
a ∈ RK are the parameters. When f is linear, this rep-
resentation reduces to the classical linear model yi ≈ xTi a.
Given the vector of observed responses y ∈ RT , and input
data matrix X = [x1x2 . . . xT ] ∈ RK×T , the parameters a
can be estimated using linear regression, where the `2 loss
on the residual r = y −XT a is minimized. The complexity
of the linear model can be reduced by shrinking the small
entries in a to zero [21]. This approach gives a sparse lin-
ear model, where only a small fraction of the parameters
are non-zero (and hence active). Sparse parameters allow
improved model interpretability because of parsimony [].
From the viewpoint of statistical learning theory, sparsity
also improves the generalizability, and hence usefulness of
the model.
When the observations are high-dimensional, we can de-
note each observation vector as y ∈ RM , and assume that
it can be approximated using a sparse linear combination of
representative columns in the dictionary matrix D ∈ RM×K .
The parameter vector a, also referred to as the sparse code
of y, can be obtained by solving an optimization problem of
the form
min
a
ρ1(y −Da) + λρ2(a) (1)
where ρ1 is the loss function that measures the distance be-
tween y and Da, ρ2 is the sparsity regularizer on a, and λ
is the regularization penalty that controls the trade-off be-
tween loss and regularization. The choice of loss function
ρ1 corresponds to the noise or deviation model for the dis-
crepancy between the observed and predicted data. Sparse
models have had widespread applications in speech and au-
dio processing [19, 39, 18], image analysis and recovery [42,
14, 40], compressive sampling [12], blind source separation
[50, 28, 20], unsupervised [35, 10], supervised [22, 23, 24,
30], semi-supervised [47] and transfer learning [33, 31].
So far, we have assumed that a pre-defined dictionary D is
available for sparse coding. However, given a set of T obser-
vations, {yi}Ti=1, where T is sufficiently large, the dictionary
D can be adapted from the data itself, by jointly minimizing
the sum of T objectives in (1) over D and {a}Ti=1. Addi-
tional constraints may also be placed on the dictionary and
the sparse codes. Most of the existing dictionary learning
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Figure 1: The actual attrition and reconstructed attrition
of employees in a large organization obtained using quantile
regression at the quantiles τ = {0.25, 0.5, 0.75} [34]. The
estimates at τ = 0.25 and τ = 0.75 provides an empirical,
non-parametric confidence interval for the median estimate.
frameworks in the literature [1, 15, 16, 37, 43, 29] are cus-
tomized to the case where ρ1 is the `2 loss function. Some
applications where dictionaries inferred with the `1 misfit
loss have been effective include robust background model-
ing [38], emerging topic detection [25], and novel document
identification [26].
In this paper, we explore and develop a flexible dictionary
learning and sparse coding framework, allowing ρ1 to be a
member of a class of functions rich enough to address real-
world challenges. Such a class should include
1. robust penalties, for cases where data may be contam-
inated by outliers
2. asymmetric penalties, to allow differential treatment
of positive and negative elements of the residual vector
r = y −Da
3. block-assignable penalties, that can act differently on
specified subsets of the residual vector
All of these goals can be achieved by considering the gen-
eral class of piecewise linear quadratic (PLQ) penalties [36,
Definition 10.20], which comprise convex penalties whose do-
main can be represented as the union of finitely many poly-
hedral sets, relative to which the penalty can be expressed
as a general (convex) quadratic. This is a wide class that
contains robust penalties such as `1, Huber, and Vapnik,
asymmetric penalties such as quantile [27, 41], and quantile
Huber [5], as well as the classic ‖ · ‖2 penalty, which we re-
fer to as `2. Some important PLQ penalties are shown in
Figure 2. More details about our proposed framework are
available in Section 2. Note that learning a dictionary will
also be referred to as learning a sparse model in this pa-
per, and without loss of generality, we will assume that the
regularization ρ2 is the `1 measure.
1.1 Going beyond `2 loss functions
From a probabilistic viewpoint, if the elements of the
residual follow a Gaussian distribution, it is useful to impose
a squared error or `2 penalty, which is arguably the most
widely used loss function. However, if we expect outliers in
the data, a robust loss function should be imposed; and in
general, a proper choice of loss function is necessary to esti-
mate the parameters in a noise-robust manner, and in turn
lead to improved predictive power for future data. Some
straightforward examples are: (a) In econometrics where we
model the market value of the company as a linear combina-
tion of various accounting numbers [6] and there could be a
few bad years for the company due to events like economic
depression, (b) In image processing where a few pixels are
corrupted due to saturation noise from sensors.
Allowing the loss function ρ1 to be asymmetric gives us the
ability to penalize positive and negative components of the
residual r = y−Da differently. Quantile loss is a well-known
convex asymmetric function that has been used extensively
in regression. It is used to understand and predict the re-
sponse of a process at various quantiles. For example, the
time-varying attrition of a workforce in a company can be
posed as a regression problem over incentive variables, and
quantile regression allows us to predict the future attrition
at various quantiles [34]. For planning purposes, manage-
ment can use best-case and worst case attrition at high and
low quantiles, respectively. The actual attrition, along with
median, high (0.75) and low (0.25) quantile estimates over
a period of time for a particular company are provided in
Figure 1. In addition, predictions at quantiles 0.75 and 0.25
can be used to obtain the interquartile range [45], which is
a robust measure of statistical dispersion. This provides us
with non-parametric, distribution free confidence limit es-
timates. Using our proposed approach, dictionaries can be
obtained at various quantiles, which can be then used to
obtain such estimates for the predictions.
The case for using a block-assignable penalty for ρ1 may
arise when the observation y itself is heterogeneous. ρ1 then
needs to be constructed to penalize some elements of the
residual r differently than the others. For example, in image
analysis applications, the overall feature y obtained from an
image may be a combination of multiple features, each of
which require a different loss. There could also be situations
where a different noise model applies to each component of
y, and hence different loss functions are needed. This is the
case in predicting tags for images [], where y is a combination
of image level features (where `2 loss can be used) and user
tags (where `1 loss is required because of the possibility of
sparse errors).
1.2 Contributions
In this paper, we propose a dictionary learning framework
for the general class of piecewise linear quadratic (PLQ)
penalties, and show that the sparse code update problem
for any formulation with PLQ measurement, regularization,
and graph structure penalties can be solved with a recently
developed solver [4]. For the generalized PLQ approach
to the full dictionary learning problem, we implement a
block-coordinate scheme and prove convergence under the
assumption that the measurement PLQ penalty is differ-
entiable. Just as in the classic dictionary learning frame-
work, this requires alternating minimization in the sparse
codes A and dictionary D. For the latter problem, we use
block-coordinate descent to update the columns using an
efficient L-BFGS method with Barzilai-Borwein step-length
selection. It is important to note that while this method is
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Figure 2: Examples of PLQ penalties for dictionary learning,
from top to bottom: `1-penalty, huber, quantile loss (0.3),
quantile huber (0.3) [5], Vapnik, smooth insensitive loss.
general, when ρ1 is the quadratic loss, it converges in two
steps (which is almost as efficient as a closed-form update
rule).
To enable practitioners to develop and test new kinds of
PLQ penalties, we extended the interface of [2] to allow
(1) different PLQ penalties for different blocks of a resid-
ual vector, and (2) automatic Moreau-Yosida smoothing of
arbitrary PLQ penalties. The latter feature ensures conver-
gence of block coordinate descent, if applied to any (poten-
tially non-smooth) PLQ formulation. These extensions are
communicated as theoretical lemmas related to conjugate
representation calculus.
To illustrate the utility of the proposed approach, we ap-
ply the algorithm in three different real-world scenarios and
provide experimental evaluations. The first scenario con-
cerns the robust modeling of images corrupted by sparse
noise. In this case, we train a dictionary for sparse coding of
the patches, taking ρ1 to be the robust Huber penalty. The
dictionary is then used to reconstruct the patches, and this
allows much better noise rejection compared to recovery ob-
tained with ρ1 set as the `2 penalty. In the second case, we
consider the problem of refining human annotated tags in an
image data set. Since tags of similar images will be similar,
we perform a joint sparse coding of features and tags using
the mixed PLQ penalty, with `2 penalty for features and
Huber penalty for tags. The mixed penalty provides more
robust estimates compared to using `2 for both features and
tags, at varying levels of impulse noise. In the third applica-
tion, we evaluate the performance of subspace clustering us-
ing `1 graphs [10] in various data sets at multiple quantiles.
The performance of different quantiles around the median
can be used to evaluate empirical confidence bounds on the
median accuracy.
2. ALGORITHMIC FORMULATION
We begin by formulating a generalized batch dictionary
learning problem:
min
A,D
ρ1(Y −DA) + ρ2(A) + ρ3(A)
subject to A ∈ A, D ∈ D.
(2)
where Y = [y1y2 . . . yT ] is the observation matrix, A =
[a1a2 . . . aT ] is the corresponding sparse code matrix, ρ1 is
the misfit loss function ρ2 is the sparsity regularization, and
ρ3 encodes other prior information about the codes (for ex-
ample, graph structure). The constraints A ∈ A and D ∈ D
allow us to encode other prior information about the codes
and the dictionary; for example, the columns of the dic-
tionary may be normalized, while all codes may be non-
negative.
This problem is nonconvex, and is typically solved in a
block-coordinate descent fashion, where the dictionary D
and codes A are updated in turn, with the other held fixed.
Note that for fixed D, the problem of updating A fully de-
couples when ρ1 is the Frobenius norm, and every column
of A may be updated in parallel. This generalizes perfectly
for any loss function ρ1 that can be written as a sum of
penalties across columns; we assume our loss functions have
this property. We refer to this problem as the code update
problem. For fixed A, the problem of updating D requires
consideration of ρ1 only, together with the constraint D ∈ D.
We refer to this as the dictionary update problem.
In this paper, we propose a modeling framework and op-
timization scheme that is general enough to handle all of
these requirements, as well as simple constraints on A and
D. Specifically, we allow ρ1 to come from the class of piece-
wise linear quadratic (PLQ) penalties, or a mixture of sev-
eral PLQ penalties. Recently, [4] showed that a broad sub-
class of these penalties can be given a natural statistical
interpretation, and used their conjugate representation to
devise a generic interior point method for their solution.
This method also efficiently incorporates simple constraints
A ∈ A. We use this method to solve the code-update prob-
lem.
In the next section, we review the general class of PLQ
penalties, and characterize some properties of this class that
make it particularly useful for modeling specific applications.
We then specify the representations of penalties we present
in our experimental section. We then discuss our method of
solving the dictionary update problem, and consider conver-
gence of the entire scheme.
2.1 Piecewise Linear-Quadratic penalties
We briefly review the class of quadratic support (QS) func-
tions, referring the reader to [4] for a full exposition. Every
penalty in this class can be written as a convex conjugate to
a quadratic function on an arbitrary set:
Definition 2.1. A QS function is any function ρ(U,M, b,B; ·)
mapping from Rn to R = R ∪∞ having representation
ρ(U,M, b,B; y) = sup
u∈U
{〈u, b+By〉 − 1
2
〈u,Mu〉} , (3)
where U ⊂ Rm is a nonempty convex set, M ∈ Sn+ the set of
real symmetric positive semidefinite matrices, and b+By is
an injective affine transformation in y, with B ∈ Rm×n, so,
in particular, m ≤ n and null(B) = {0}.
If the set U is taken to be polyhedral, i.e. having the repre-
sentation
U := {u|Cu ≤ c},
then the associated QS function becomes piecewise linear
quadratic, and is written ρ(C, c,M, b,B; y).
The ability to represent PLQ penalties through the set of
structures (A, a,M, b,B) gives rise to a representation cal-
culus, where addition, affine composition, and other manip-
ulations can be done using the underlying structures. We
highlight three results that are particularly useful in encod-
ing variants of the code update problem.
Lemma 2.2 (Addition). Let ρ1(y) and ρ2(y) be two
PLQ penalties specified by Ci, ci,Mi, bi, Bi, for i = 1, 2.
Then the sum ρ(y) = ρ1(y) + ρ2(y) is also a PLQ penalty,
with
C =
[
C1 0
0 C2
]
, a =
[
a1
a2
]
, M =
[
M1 0
0 M2
]
, b =
[
b1
b2
]
, B =
[
B1
B2
]
.
This result is used both to combine measurement and reg-
ularization terms into a single representation.
Lemma 2.3 (Affine composition). PLQ penalties are
closed under affine composition, with
ρ(C, c,M, b,B;Dy + d) = ρ(C, c,M, b+Bd,BD; y).
This result allows automatic composition of simple build-
ing blocks with linear maps.
Lemma 2.4 (Product action). A PLQ ρ(y) = ρ1(y1)+
ρ2(y2), where y1 and y2 are sub-blocks of the vector y, is
easily written in terms of addition and affine composition;
namely
ρ(y) = ρ1(M1y) + ρ2(M2y),
where M1y = y1 and M2y = y2.
This last result makes it easy to use different penalties on
different variable or residual subsets, which is important in
some of our applications.
2.2 Optimizing PLQ penalties with polyhedral
constraints
Lemmas 2.2, 2.3 and 2.4 show that inference problems in-
volving sums, affine compositions, and coordinate-wise dif-
ferent PLQ penalties can at the end of the day be written
down as a minimization problem in the primal variable y
and the conjugate variable u. To this optimization prob-
lem we now add polyhedral inequality constraints Ay ≤ a,
obtaining the most general model problem:
min
y,u
ρ(C, c,M,−b,−B; y) s.t. Ay ≤ a.
Note that a simple evaluation of our function at a candi-
date point y requires partial minimization with respect to
the conjugate variable u. It may therefore seem that we
have made the problem more complicated; however, keep in
mind that (a) if we choose component PLQ penalties from
a wide set of common candidates, we have alternative rep-
resentations for ρ(y) at our disposal, and (b) the conjugate
representation has been introduced for the purpose of ob-
taining a minimum in y.
Through the conjugate representation, we are able to write
the Karush-Kuhn-Tucker system of optimality conditions for
the entire class of interest. KKT systems are often used to
characterize optimality of optimization programs and design
algorithms; the advantage of the conjugate representation is
that we have a uniform approach to characterizing a wide
variety of nonsmooth optimization programs. The details
are encoded within the representation, which is formed au-
tomatically from individual components using the calculus
we have described in the previous section. The KKT system
is
0 = BTu+Aw
0 = b+By −Mu−Aq
0 = CTu+ s− c
0 = AT y + r − a
0 = qisi , i = 1, . . . , ` , q, s ≥ 0 ,
0 = wiri , i = 1, . . . , ` , w, r ≥ 0 ,
(4)
where s, r are nonnegative slack variables that turn inequal-
ity constraints CTu ≤ c and AT y ≤ a into equations, while
q, w are the dual variables corresponding to the resulting
equality constraints. With (4) in hand, the problem can
be solved by relaxing the complementarity slackness condi-
tions (last two equations), and using a damped Newton’s
method to directly optimize the relaxed system. Full con-
vergence theory for problem without inequality constraints
is presented by [4], and [3] shows how constraints can be
included.
In the context of dictionary learning, any PLQ penalty
can be used for the sparse code update problem. Since we
directly solve the KKT system 4 using the method of [4],
we always have direct access to an optimality certificate;
namely the KKT system itself. However, these guarantees
only hold for the (convex) code update problem, and in the
next section, we discuss the overall (nonconvex) approach
to dictionary learning, and focus on the dictionary update
problem.
2.3 Block coordinate descent
We now consider the full nonconvex problem (2). A natu-
ral approach is to alternate between updating spare codes A
and the dictionary D, which is an instance of block coordi-
nate descent. When the penalties ρ1, ρ2 and ρ3 are smooth,
standard convergence results for block coordinate descent
can be obtained with e.g. [8, Proposition 2.7.1]). However,
in most sparse dictionary learning, ρ2 is taken to be non-
smooth, usually the `1 norm. In addition, we are interested
in a general theory that applies to the entire PLQ class.
Block-coordinate descent for a class of problems general
enough to accommodate our framework is studied in [44].
The main theorem of [44] still depends on a smoothness
condition for ρ1, and, unfortunately, as [44] points out, this
condition is in some sense sharp, because block coordinate
descent can fail to converge if only convexity in each block
is required.
We now present the main theorem for batch dictionary
learning in the PLQ setting.
Theorem 2.5. Suppose that ρ1 in (2) is differentiable, ρ2
and ρ3 are convex, and the sets D and A are convex. Then
block coordinate descent (alternating minimization in A and
D) converges to a stationary point of (2).
Proof. By assumption, ρ1 is differentiable on its effective
domain; furthermore, the entire objective is convex in A.
By [44, Lemma 3.1 and Theorem 4.1(b)], every cluster point
of the sequence generated from block-coordinate descent is
a stationary point of (2).
From the application perspective, we claim that the re-
quirement that ρ1 be smooth is not particularly limiting.
To understand why, recall that the behavior of a penalty at
the origin has the strongest influence on sparsity properties;
in particular, this is why the `1 penalty is a key choice for
ρ2. In contrast, ρ1 acts on residuals; the implication is that
choosing ρ1 that are non smooth (say at the origin) means
we will fit a lot of data points exactly. While this is po-
tentially useful in some applications, it is not in others; [5]
recently demonstrated that a smoothed version of the quan-
tile penalty called the quantile huber can outperform the
standard quantile penalty in the sparse regression setting.
The next natural question is, suppose we are given a PLQ
penalty candidate for ρ1 which is not smooth; is there a
disciplined procedure we can use to smooth it, and remain in
the class? Amazingly, it turns out that any PLQ penalty can
be easily smoothed using a Moreau envelope, and moreover,
application of this technique can be represented using the
same calculus we relied on in Lemmas 2.2, 2.3, and 2.4.
Recall that the Moreau envelope of a convex function g
can be defined as follows:
eγg(y) = min
x
1
2γ
‖x− y‖2 + g(x). (5)
From the definition, it is immediately clear that gρ(y) is well
defined, and is always lower than g, because y is feasible
in (5). Finally, it can be easily shown [36] that gρ(y) is
differentiable, with gradient given by
∇gγ(y) = 1
γ
(y − x¯),
where x¯ is the unique minimizer of (5), and γ is a smooth-
ing parameter. The Moreau-Yosida envelope function is also
know as the prox operator, and plays a major role in opti-
mization formulations for many signal processing applica-
tions, c.f. [11]. As γ ↓ 0, the envelope function converges to
g in an epigraphical sense.
The salient feature for us is that PLQ penalties are closed
under Moreau-Yosida smoothing, and the envelope function
is precisely captured by our PLQ representation, as shown
in [9, Proposition 4.11], reproduced here for convenience in
our notation:
Theorem 2.6. Let ρ(c, C,M, b,B; y) be any PLQ penalty.
Then the envelope function eγρ(y) is also a PLQ penalty
with representation ρ(c, C,M, b,B; y), where
M = M + γBBT .
This theorem allows us not only to smooth any member
of the PLQ class by a particular amount γ, but to obtain
the representation of the resulting function in closed form.
The power of this idea is shown by the following corollary:
Corollary 2.7. The envelope of the 1-norm, eγ`1, is the
huber function with threshold µ.
In particular, the ‘smoothing’ of the `1 to get the huber
is an idea that easily generalizes to the entire class, and is
captured by the conjugate representation calculus.
2.4 Dictionary update problem
In the previous section, we simply claimed to solve the
dictionary update problem
min
D
ρ1(Y −DA)
for a fixed set of sparse codes A. We now explain how we
solve this problem, and prove the convergence of our scheme.
In the least squares case, it is straightforward to implement a
block-coordinate optimization scheme on the columns of D,
obtaining closed-form updates as we loop over the columns.
In the general case, up pose that we wish to update the
j-th column of Dj . Letting aj denote the jth row of A, dj
denote the jth column of D, and D/j to denote the dictio-
nary with the jth column deleted, we it is easy to see that
DA−D/jA = djaTj .
For penalties ρ which decompose over the columns of the
residual Y −DA, the optimization formulation to dj is given
by
d¯j = min
d
ρ1(Yj − daTj ). (6)
with Yj = Y −D/jA. For the least-squares case, this update
problem has a closed form solution; and in the general case,
the structure of the problem is very simple: the kth entry of
dj,k is determined by solving a scalar optimization problem
dj,k = argmin
dk
ρ1(Yj(k, ·)− dkaj).
Since this is a 1-dimensional optimization problem, the Barzilai-
Borwein [7] line search method is equivalent to Newton’s
method in the quadratic case (after 2 steps). Motivated by
this, we use L-BFGS with Barzilai-Borwein line search to
solve (6). For quadratic ρ2, this method converges in two it-
erations per column, as expected, and for general smooth ρ2,
such as the Huber, it is also rapidly convergent. Since The-
orem 2.5 requires ρ1 to be smooth, block-column coordinate
descent converges by [8, Proposition 2.7.1].
The empirical convergence of the overall block-coordinate
descent scheme for the proposed batch dictionary learning
problem is shown in Figure 3, for a real-world data set.
Clearly, the `2 loss has the fastest convergence when com-
pared to Huber and quantile Huber (τ = 0.25), since it is
the most well-behaved among all the three.
3. EXPERIMENTS
Added flexibility in the choice of loss functions can make
sparse models more effective in several applications. In this
(a) `2 misfit loss (b) Huber misfit loss (c) Quantile Huber misfit loss (τ = 0.25)
Figure 3: Empirical convergence of the block-coordinate descent scheme for the proposed batch dictionary learning problem
for various misfit losses.
section, we present three different case studies that demon-
strate the importance of adopting a general framework.Though
more sophisticated applications of sparse models can be con-
sidered, our emphasis is on illustrating the flexibility and
robustness of the proposed framework in comparison to con-
ventional sparse modeling approaches. We conclude this sec-
tion by briefly discussing possible extensions to this work,
and relevant applications that can benefit from the general
framework developed in this paper.
3.1 Scenario 1: Robust Image Modeling
The statistics of natural images motivates the use of sparse
models to describe them [17], and makes it possible to re-
cover them from different forms of corruption. For simplic-
ity, we consider corruption by an additive noise, which can
happen during sensing or transmission. In such scenarios,
a generalizable model should ignore the underlying noise,
and describe only the relevant patterns in the image. Such
a robust model can then be used to denoise the image or
improve its quality. When the noise is Gaussian, the tra-
ditional sparse modeling framework, which uses an `2 loss
function, can be very effective in discovering patterns that
are masked by noise. However, when the noise model is non-
Gaussian, the sparse model learned using this procedure will
no longer be robust.
Consider the case where an image is corrupted by salt-
and-pepper noise, which manifests as randomly occurring
white and black pixels in the image. A typical noise re-
duction strategy for this kind of noise is to apply median
filtering. Therefore, we propose to use the Huber penalty as
the loss function, since it can learn median patterns in the
dictionary, thereby resulting in a robust model. However,
using an `2 loss function will infer noisy patterns, since it
tends to spread the noise through the pattern, and hence
the denoising performance using the dictionary will also be
poor.
Given an image I, we extract non-overlapping patches of
size 8 × 8, vectorize these patches, and stack them to form
a matrix denoted X. Adding salt-and-pepper noise at a
specific percentage is equivalent to randomly replacing the
percentage of pixels with a black or a white pixel. In this
experiment, we vary the noise level from 1% to 15% . We
learn dictionaries using different penalties, and compare the
reconstruction obtained using the learned sparse model with
the original clean image. When the model is robust, we ex-
pect that the impulse noise will not be a part of the dic-
tionary elements, and hence the reconstruction will be of
high quality. Note that we do not perform any explicit de-
noising, and only evaluate the quality of the reconstruction
from the model. We measure the peak-signal-to-noise ratio
(PSNR) for the noisy image, and the images recovered using
sparse models learned with `2 and Huber penalties. Figure
4 shows the results obtained for increasing levels of impulse
noise, and the robustness of the Huber penalty is clearly
evident from the higher PSNR values, as well as from the
improved visual quality.
3.2 Scenario 2: Refining Tags for Image Re-
trieval
Textual descriptors, or tags, are useful meta-data for im-
ages in retrieval applications. In large scale retrieval sys-
tems, it is typical to present a textual query to retrieve se-
mantically relevant images. Since a single semantic concept
can manifest into a wide range of visual representations, it
is often difficult to mine a database using just visual fea-
tures or tags. Furthermore, human annotation can be very
subjective and error-prone. The goal of automatic image
annotation is to predict new tags, and possibly refine exist-
ing noisy tags, based on information from visually similar
images. In this experiment, we will consider the problem of
refining the noisy tags of a novel image using a set of training
images. For each image, a tag vector is typically a binary
vector that indicates the relevance of each semantic topic
from a pre-defined vocabulary. Due to human errors, or the
limitation of prediction systems, some unrelated concepts
could be included in the image description, or important
topics could be left out. Sparse or low-rank models learned
using both visual features and the noisy tags can be very
effective in refining the semantic descriptors [46, 48, 49].
Given a set of training images, we use the Gist features
[32] to describe the visual content. The set of visual features
are stored in the matrix X, and their corresponding textual
descriptors are stored in the matrix B. Given a novel image
feature (Gist) y, and its noisy tag vector h, our goal is to
obtain a refined estimate h¯. We propose to exploit the cor-
relations between the features and tags, using sparse coding,
to perform tag refinement. Using the set of training exam-
ples, we construct the dictionary D = [XT γBT ]T , where
γ is the scaling factor used to balance the total energy of
features and tags. Similarly, the test sample is described as
z = [yT γhT ]T . By assuming that the features and tags are
clustered along subspaces, this structure can be discovered
PSNR = 25.32 dB PSNR = 20.46 dB PSNR = 18.25 dB PSNR = 15.18 dB PSNR = 13.35 dB
PSNR = 28.58 dB PSNR = 25.96 dB PSNR = 24.29dB PSNR = 21.54 dB PSNR = 19.71 dB
PSNR = 35.08 dB PSNR = 31.42 dB PSNR = 29.48 dB PSNR = 25.83 dB PSNR = 22.94 dB
Figure 4: Robust Image Modeling - Row 1 shows images corrupted by increasing levels of salt and pepper noise. Rows 2 and
3 show the images recovered using sparse models learned with the `2 and Huber penalties, respectively. In each case, the
corresponding PSNR (dB) value is also reported. The robustness achieved by considering a more appropriate loss function
when the corruption is non-Gaussian is clearly evident.
using sparse coding on examples:
min
a
‖z −Da‖22 + λ ‖a‖1. (7)
The refined tag vector can then be estimated as h¯ = Ba.
The formulation in (7) assumes that both features and se-
mantic descriptors can be recovered using the same set of
sparse coefficients. However, the `2 penalty is not robust,
and thus unsuitable for measuring the misfit in the recon-
struction of tag vectors. To improve the recovery, we use
different penalties for modeling visual features and tag vec-
tors:
min
a
ρ
(1)
1 (y −Xa) + ρ(2)1 (h−Ba) + λ ‖a‖1, (8)
where ρ
(1)
1 is the `2 penalty, and ρ
(2)
1 is the Huber penalty.
As discussed in Section 2, the proposed framework can use
the resultant mixed penalty to obtain sparse codes.
For our experiment, we used the Corel-5K data set [13],
which is a very commonly used comparative data set for im-
age annotation. There are 5, 000 images in total, and each
image is annotated with 1 to 5 keywords. We used 4, 500 im-
ages as training data, and evaluated the performance using
the rest. The total number of keywords in the vocabulary
is 260. We varied the level of noise in the test tags, by
randomly flipping {1%, 3%, 5%, 10%, 15%, 20%, 25%} of the
entries in each binary tag vector. We estimated the refined
tags using the both schemes described earlier, and computed
the average noise (%) in the refined tag vectors. Figure 5(a)
plots the performance obtained using the `2 penalty for the
entire residual, and the mixed `2−Huber penalty. As can
be seen, the robust variant using the mixed penalty pro-
vides improved recovery at all noise levels. Furthermore,
we corrupted the tag vectors of the training data also with
different levels of noise and studied the performance deteri-
oration (Figures 5(b) and (c)). We found that using mixed
penalties provided superior performance in all cases.
3.3 Scenario 3: Computing Empirical Confi-
dences for Subspace Clustering
Assuming that the data samples lie in a union of sub-
spaces allows us to perform unsupervised clustering using
sparse coefficients [35, 10]. By constructing a suitable graph
to describe the relationship between data samples, we can
analyze the eigen spectrum of the graph Laplacian to deter-
mine the underlying clusters. In particular, we can build an
`1 graph [10] for unlabeled data by solving for sparse codes
using the data samples as the dictionary, with the constraint
(a) 0% Training Noise (b) 5% Training Noise (c) 10% Training Noise
Figure 5: Tag Refinement using `2 (red) and mixed `2−Huber penalties (blue). Using appropriate robust penalties for the
tags result in improved recovery performance at all noise levels for training data.
(a) Ecoli (b) Wine (c) Breast Cancer
Figure 6: Evaluating the performance of subspace clustering using `1-graphs at various quantiles for different datasets. The
quantile-specific performances can be used to obtain empirical confidence limits on the median performance. The clustering
performance with `2 loss (blue) is also provided for comparison with quantile huber results (red).
that a sample cannot contribute to its own representation.
This procedure provides a non-local graph, as opposed to
other locality-based graph construction strategies such as k-
nearest neighbors. The coefficient matrix A ∈ RT×T from
sparse coding is used to construct the graph Laplacian as
(I−A)T (I−A), where I is the identity matrix. This model
is very effective in several scenarios, but using the `2 loss
function to obtain the sparse code matrix A makes it highly
non-resilient to outliers. Furthermore, it is not possible to
estimate confidence measures on the clustering performance
using the `2 loss function. We propose to employ the quan-
tile Huber penalty to overcome these shortcomings, and gen-
erate reliable clusterings. Using the τ th quantile to measure
the misfit is equivalent to allowing a fraction τ of the entries
in the residuals to be positive. Unless there is a complete
model misfit, the penalty will deteriorate gradually as we
consider quantiles away from the median. It was observed in
the previous case studies that using the Huber (0.5 quantile)
penalty makes sparse models robust to the outliers. In or-
der to derive empirical confidence intervals and understand
the reliability of clustering, we generate multiple `1 graph
based clusterings at different quantiles, and study their cor-
responding clustering performances.
In this experiment, we consider three datasets from the
UCI repository: (i) Ecoli, (ii) Wine, and (iii) Breast cancer
datasets. In each case, we build `1 graphs at multiple quan-
tiles between 0.1 and 0.9 and evaluate the clustering perfor-
mance as the % Accuracy. Figure 6 illustrates the clustering
performances for the three datasets. In each case, we report
the performance obtained by using the `2 penalty for com-
parison. In addition to improving the clustering accuracy,
using a more flexible loss function enables us to understand
the reliability of the clustering results. For example, in case
of the Wine dataset (Figure 6(b)), though the median per-
formance is high, the performance drops significantly as we
move away from the median quantile. This shows that the
clustering is very sensitive to the outliers, and small per-
turbations to the dataset might result in a sub-optimal per-
formance. This behavior can be attributed to the limited
availability of samples, or non-suitability of the chosen gen-
erative model. Though the union of subspace assumption
seems valid for this data, lack of high confidence suggests
that we choose different model assumptions for clustering.
4. CONCLUSIONS
Analyzing complex, high-dimensional data requires the
design of interpretable, robust and scalable models. The
proposed general framework has the inherent advantage of
allowing one to compute sparse codes and optimize dictio-
naries using a broad class of misfit losses. However, the
challenges in scaling this framework to large scale settings,
and the inability to perform warm-starts with interior point
methods make the design of online learning algorithms dif-
ficult. Using proximal methods, in lieu of interior point
solvers, is a possible approach to overcome these shortcom-
ings. In addition to enabling fast sparse code computation
using warm-starts and online dictionary inference, this will
allow us to go beyond sparsity regularization, and incor-
porate other penalties such as the nuclear norm (low-rank)
regularization. Another important extension is to evaluate
the proposed framework using graph penalties on the sparse
codes for batch learning. It will be useful to incorporate
similar penalties in online learning as well. We believe that
such a general and scalable framework can expand the ap-
plicability of sparse models in data analytics. Some impor-
tant application areas that can benefit by this development
include matrix completion for recommender systems, topic
modeling in text analytics, analysis of interactions in large
networks, semantic content analysis in images/videos and
data visualization.
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