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Abstract
In this thesis I explore a biologically inspired method of encoding continuous space
within a population of neurons. This method provides an extension to the Semantic Pointer
Architecture (SPA) to encompass Semantic Pointers with real-valued spatial content in
addition to symbol-like representations. I demonstrate how these Spatial Semantic Pointers
(SSPs) can be used to generate cognitive maps containing objects at various locations. A
series of operations are defined that can retrieve objects or locations from the encoded map
as well as manipulate the contents of the memory. These capabilities are all implemented
by a network of spiking neurons.
I explore the topology of the SSP vector space and show how it preserves metric in-
formation while compressing all coordinates to unit length vectors. This allows a limitless
spatial extent to be represented in a finite region. Neurons encoding space represented in
this manner have firing fields similar to entorhinal grid cells.
Beyond constructing biologically plausible models of spatial cognition, SSPs are ap-
plied to the domain of machine learning. I demonstrate how replacing traditional spatial
encoding mechanisms with SSPs can improve performance on networks trained to compute
a navigational policy. In addition, SSPs are also effective for training a network to localize
within an environment based on sensor measurements as well as perform path integration.
To demonstrate a practical, integrated system using SSPs, I combine a goal driven navi-
gational policy with the localization network and cognitive map representation to produce
an agent that can navigate to semantically defined goals.
In addition to spatial tasks, the SSP encoding is applied to a more general class of
machine learning problems involving arbitrary continuous signals. Results on a collection
of 122 benchmark datasets across a variety of domains indicate that neural networks trained
with SSP encoding outperform commonly used methods for the majority of the datasets.
Overall, the experiments in this thesis demonstrate the importance of exploring new
kinds of representations within neural networks and how they shape the kinds of functions
that can be effectively computed. They provide an example of how insights regarding




Writing this thesis would not have been possible without the support of many people.
I would like to thank my supervisor, Chris Eliasmith, for all of his support and guidance
throughout the years. I could not have asked for a better mentor and the outstanding work
he has put into cultivating a lab environment that is welcoming, fun, and challenging is
incredible. I can not overstate how fortunate I am to have been a part of the Computational
Neuroscience Research Group.
A huge thanks to all members of the CNRG lab, especially those I had the pleasure of
living with; Xuan, Pete, Jan, and Andreas. My time here has been amazing and I have
learned so much. I really appreciate all of the wonderful friends I have met over the years.
In particular I would like to thank Eric De Val for his enthusiasm and humour keeping me
sane and Julia Chernushevich for continually pushing me out of my comfort zone.
Last but certainly not least, I want to thank my family for always being there and the
immense support they have given me throughout all aspects of my life. I am extremely
grateful for my parents, Barb and Bill, for all that they have taught me and the help they
have provided, as well as for my siblings, Will, Rob, Matt, Andrew and Leah. A special
thanks goes out to Sally Siu for her endless encouragement and patience.
v
Dedication
To Sally, the love of my life, who has been here through it all
vi
Table of Contents
List of Figures xi
List of Tables xv
1 Introduction 1
1.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Background 4
2.1 Spatial Cognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Computational Neuroscience . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Models of Spatial Cognition . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 The Neural Engineering Framework . . . . . . . . . . . . . . . . . . 13
2.2.3 The Semantic Pointer Architecture . . . . . . . . . . . . . . . . . . 16
2.3 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Methods 27
3.1 Spatial Semantic Pointers . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.2 Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
vii
3.1.3 Example queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Shape of the Unitary Vector Space . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1 Representing Cartesian Space . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 2D Subspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Controlling Periodicity . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.4 Hexagonal Coordinate System . . . . . . . . . . . . . . . . . . . . . 48
4 Neural Experiments 56
4.1 Spatial Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.2 Hierarchical Spatial Semantic Pointers . . . . . . . . . . . . . . . . 60
4.2 Mental Imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Learning Associations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Spatially Tuned Neurons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5 Navigation System 77
5.1 Other Spatial Encodings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1.1 Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.2 Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.1 Optimal Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.2 Dataset Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.3 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.4 Hyperparameter Analysis . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
viii
5.2.6 Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.7 Generalizability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.8 Large Environments . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.9 Sub-Dimension Grouping . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.10 Spiking Neural Network . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2.11 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3 Learning SSP Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4 SSP Cleanup Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4.1 Loss Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.2 Spiking Neural Network Implementation . . . . . . . . . . . . . . . 117
5.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.5 Path Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.5.1 Dataset Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.5.2 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.5.3 Circular Convolution Network . . . . . . . . . . . . . . . . . . . . . 124
5.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.6 Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.6.1 Dataset Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.6.3 Spiking Neural Network . . . . . . . . . . . . . . . . . . . . . . . . 129
5.7 Integrated System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.7.1 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . 132
5.7.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6 General Encoding 136
6.1 Encoding Arbitrary Features . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1.1 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
ix
6.2 Encoding Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2.1 Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2.2 Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2.3 Smoothness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2.4 Function Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7 Conclusions 150
7.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.1.1 Exploring the effects of different axis vectors . . . . . . . . . . . . . 151
7.1.2 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . 152
7.1.3 Encoding Continuous Signals . . . . . . . . . . . . . . . . . . . . . 152
7.1.4 Applications on Real-World Robotics . . . . . . . . . . . . . . . . . 152
7.1.5 Detailed Modelling of Biological Systems . . . . . . . . . . . . . . . 152
References 154
APPENDICES 172
A Source Code 173
A.1 Packages for General Use . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.2 Scripts for Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
x
List of Figures
2.1 Brain Regions Involved in Spatial Cognition . . . . . . . . . . . . . . . . . 5
2.2 Place and Grid Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Head Direction Cell Activity . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Boundary Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Knight Movement Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6 Knight Movement Problem Graph Representation . . . . . . . . . . . . . . 25
2.7 Knight Movement Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Spatial Semantic Pointer Similarity . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Region SSP Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 Heatmap Visualizing Two Objects . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Example Queries of Items, Locations, and Regions . . . . . . . . . . . . . . 34
3.5 Geometric Interpretation of Determinant . . . . . . . . . . . . . . . . . . . 35
3.6 Unitary Vectors in 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.7 Unitary Vectors in 4D and 5D . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.8 Unitary Traversal in 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.9 Unitary Traversal in Higher Dimensions . . . . . . . . . . . . . . . . . . . . 40
3.10 Similarity Heatmap of 2D Axes . . . . . . . . . . . . . . . . . . . . . . . . 44
3.11 2D Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.12 Similarity Heatmap of Random 2D Axes . . . . . . . . . . . . . . . . . . . 46
3.13 Distance to Return . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
xi
3.14 Periodicity of Axis Vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.15 Projection to Hexagonal Coordinates . . . . . . . . . . . . . . . . . . . . . 48
3.16 Axis Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.17 Similarity Heatmap of Hexagonal Axes . . . . . . . . . . . . . . . . . . . . 51
3.18 Surface of Hexagonal Torus . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.19 Primary Axes of Hexagonal Torus . . . . . . . . . . . . . . . . . . . . . . . 52
3.20 Similarity Heatmap of Different SSP Formualations . . . . . . . . . . . . . 53
3.21 Gaussian Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.22 Similarity Deviation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1 Shifting Objects in Memory . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Memory Capacity and Accuracy . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Hierarchical Spatial Structure . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Hierarchical Representation . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5 Example Map to Learn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.6 Mental Image Scanning Model . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.7 Model and Human Performance . . . . . . . . . . . . . . . . . . . . . . . . 67
4.8 Place-Flavour Association Model . . . . . . . . . . . . . . . . . . . . . . . 70
4.9 Place Cell Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.10 Spatial Tuning of SSP Neurons . . . . . . . . . . . . . . . . . . . . . . . . 74
4.11 Place Cell Remapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1 One-Hot Encoding Example . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Tile Coding Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Radial Basis Function Example . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 RBF Center Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5 Legendre Polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6 Similarity of Encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
xii
5.7 Noise Resilience in Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.8 Navigation Task Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.9 Ground Truth Optimal Policy . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.10 Network Hyperparameter Analysis . . . . . . . . . . . . . . . . . . . . . . 91
5.11 Learned Policy Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.12 Learned Policy Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.13 Learned Policy Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.14 Performance Outside of Bounds . . . . . . . . . . . . . . . . . . . . . . . . 98
5.15 Large Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.16 Large Isolated Environment Results . . . . . . . . . . . . . . . . . . . . . . 101
5.17 Policy Visualization for Large Isolated Environment . . . . . . . . . . . . . 101
5.18 Large Connected Environment Results . . . . . . . . . . . . . . . . . . . . 102
5.19 Effect of Sub-Toroid Dimension . . . . . . . . . . . . . . . . . . . . . . . . 103
5.20 Spiking Policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.21 Average Return During Training . . . . . . . . . . . . . . . . . . . . . . . . 108
5.22 Learning SSP Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.23 Effect of Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.24 Learning SSP Parameter Heatmaps . . . . . . . . . . . . . . . . . . . . . . 114
5.25 Learning SSP Parameter Histograms . . . . . . . . . . . . . . . . . . . . . 115
5.26 MSE and Cosine Loss During Training . . . . . . . . . . . . . . . . . . . . 118
5.27 SSP Cleanup Memory Behaviour . . . . . . . . . . . . . . . . . . . . . . . 120
5.28 Path Integration Model Architecture . . . . . . . . . . . . . . . . . . . . . 122
5.29 SSP Path Integration Architecture . . . . . . . . . . . . . . . . . . . . . . 124
5.30 Path Integration Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.31 Localization Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.32 Localization Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.33 Spiking Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
xiii
5.34 Integrated System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.35 Integrated System Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.36 Goal-Finding Behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.1 Performance on all Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.2 Best Encoding on each Dataset . . . . . . . . . . . . . . . . . . . . . . . . 141
6.3 Pairwise Comparison of Encodings . . . . . . . . . . . . . . . . . . . . . . 142
6.4 Distance in Encoded Space . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.5 Decoding 2D Position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.6 Training Decode Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.7 Output of an Untrained Neural Network . . . . . . . . . . . . . . . . . . . 147
6.8 Learning Simple Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
xiv
List of Tables
4.1 Experiments for the desiderata for metric representations of space . . . . . 59
4.2 Task Control Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1 Generalizability Across Environment Layouts . . . . . . . . . . . . . . . . 97
5.2 Cleanup Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3 Path Integration Dataset Generation Parameters . . . . . . . . . . . . . . . 123
6.1 Hyperparameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137




The world around us is vast and complex. To understand ourselves and our surroundings
we must encode facets of this infinite world within our finite brains. One prominent
feature of our world is that everything we see around us exists at locations in space. It
is important to be able to reason about space for survival. An animal searching for food
will need to remember how to get to promising areas as well as remember places it has
already unsuccessfully checked. Learning shortcuts in an environment, navigating around
dangerous areas, and remembering the way back to shelter are all abilities that rely on an
internal representation of the vast outside world.
This internal representation must be very efficient as there is simply too much informa-
tion available to encode it all accurately. As a result, such a representation must capture
some features accurately and ignore or minimize others. The internal representation shapes
the class of functions that can be computed with it, and in turn, the kinds of behaviours
that can be expressed. Animals have been subject to millions of years of evolution and, be-
cause of the importance of spatial information, their brains almost certainly have developed
very effective spatial encoding strategies in this time.
Putting aside biological considerations, spatial reasoning is also important for robotic
applications, such as self driving cars or automated search and rescue missions. These
systems need to use sensory information to construct a map of the environment, estimate
their location within this map, and use this information to plan a trajectory to a given
goal. A growing area of research focuses on applying deep learning to solve these problems
[118, 187]. Given the overlap in problem domains, and the prominence of neural network
architectures in both kinds of system, it would be unsurprising if leveraging the structure
of biological representations may inform the design of better artificial systems. In addition,
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algorithms inspired by the brain and implementable with spiking neural networks allows
the capability to take advantage of certain kinds of neuromorphic hardware [114, 122,
123, 105]. This hardware is modelled after the brain, where all communication between
neurons is facilitated through discrete spike events that occur at any continuous point
in time. Communication is asynchronous allowing processing to be massively parallel.
Neuromorphic hardware is capable of performing computations at a fraction of the energy
cost of traditional computing paradigms [71, 16].
The goal of this thesis is two-fold, to help understand how spatial cognition could
be realized in a biological brain, and to apply what is learned from biology to artificial
systems. As such, this work is situated between computational neuroscience and machine
learning. Our journey begins in the realm of computational neuroscience, taking inspiration
from studies of the brain regions implicated in spatial cognition, as well as computational
models of higher-level reasoning. With this background in hand I propose a mathematical
foundation of a new kind of spatial representation. I initially explore this representation
in the context of biologically inspired models of spatial cognition and eventually consider
it for applications to machine learning for spatial tasks. I then consider non-spatial tasks
in machine learning, which is motivated by evidence that the areas of the brain previously
thought to be devoted to reasoning purely about physical space are much more general
[44, 171, 170].
Many connections between neuroscience and machine learning have already been found
[99, 109]. Methods for reinforcement learning modelled after the brain (specifically basal
ganglia and frontal cortex) have been shown to have advantages over standard approaches
[146]. One of the most striking connections is the similarity between Convolutional Neural
Networks (CNNs) and the primate visual system. CNNs are multi-layered neural networks
trained on images, and the features learned at different depths strongly correlate to the
neural responses at different levels in the human visual system [190]. There are many more
connections to explore and new pathways to take. My hope is that this work charts one
additional fruitful course through this research landscape.
1.1 Outline
The next chapter (Chapter 2) contains background material as it relates to this thesis. It is
divided into three main sections. The first (Section 2.1) covers findings in the neuroscience
literature as they relate to spatial cognition. This includes regions of the brain involved,
cell types that have been found to have spatially tuned response characteristics, and tasks
used to measure spatial cognition. The second (Section 2.2) provides background on the
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computational modelling methods that will be used and expanded upon in this work. The
third (Section 2.3) gives an overview of the relevant machine learning techniques that will
be used throughout this work.
Chapter 3 introduces Spatial Semantic Pointers (SSPs), a core method for spatial repre-
sentation used in this work. The motivation and mathematical formulation are presented,
including examples of the types of spatial operations that can be performed. This chap-
ter also describes methods for generating SSPs with different properties depending on the
application.
Chapter 4 describes a set of useful spatial operations and a series of experiments eval-
uating SSP performance on those operations. This chapter illustrates the ability of SSP
representations to be implemented in spiking neural networks. Examples include a model of
hierarchical spatial encoding, mental imagery, and association learning. Relations between
SSPs and spatially selective neurons in the brain are also explored.
Chapter 5 provides a series of experiments comparing the effectiveness of SSPs to other
spatial encodings typically used in machine learning on a variety of tasks. These tasks
define sub-components that are integrated into a single navigation system. This system
is capable of navigating a series of environments to the location of a desired goal object.
The agent is able to localize using visual cues and path integrate using both self motion
and vision. Given a semantically provided goal object, it is able to retrieve the location
of the object from memory and choose movement actions based on the estimated location
of itself and the goal object. Experiments are provided demonstrating the effectiveness of
this system.
Chapter 6 explores the use of SSPs as a general encoding method that can be applied
to more than just spatial information. Neural networks are trained with arbitrary contin-
uous features being encoded as input. Experiments are conducted on a diverse suite of
classification and regression benchmark datasets. This chapter also examines properties of
SSPs and other spatial encodings to provide insight into how neural networks learn to use
the representation.
Chapter 7 concludes the thesis with a summary of contributions and a discussion with





Spatial cognition deals with the ability to reason about spatial relationships. This includes
relatively simple abilities such as estimating distances or understanding the arrangement
of objects in front of you. It also includes spatial memory, such as remembering where
you parked your car or being able to mentally picture the layout of the neighbourhood
where you grew up. Both spatial memory and spatial reasoning combine to allow complex
navigational behaviour, such as finding your way around the Psychology building. Familiar
visual cues can help situate your location in a mental map being constructed on-the-fly.
Upon entering a previously visited environment, you can navigate more quickly based on
past experience as well as infer novel shortcuts.
Converging evidence points to structures in the medial temporal lobe region being
important for processing spatial information [65, 22]. In particular, the hippocampus,
entorhinal cortex, and retrosplenial cortex are important for allocentric spatial information,
and the posterior parietal cortex is implicated in processing egocentric information [25].
Neural recordings from animals performing spatial tasks give insight into the particular
functions different regions could be performing. A broad graphical overview of the con-
nectivity and cell types involved is shown in Figure 2.1. The individual classes of neurons
implicated in processing spatial information are described in more detail below. The ma-
jority of the data comes from studies in rodents, but advances in imaging techniques are
helping to bridge the gap to humans.
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Figure 2.1: Brain Regions Involved in Spatial Cognition. This diagram summarizes
decades of work analyzing connectivity between brain regions and the associated spatially




Place cells are a type of pyramidal neuron found within the hippocampus that fire when
the animal is within a particular region of space. This region of space is known as the cell’s
‘place field’. Place cells were first discovered by John O’Keefe and Jonothan Dostrovsky in
1971 [128] and most studies on these type of cells have been carried out in rodents. There
is also evidence for place cells in bats [151], monkeys [108, 111, 76], and humans [45].
Place fields are formed shortly after entering a new environment [188] and can be stable
for months when revisiting the same area [172]. In small environments, each place cell
tends to only have one corresponding place field, while in larger environments cells have
been observed to have multiple fields [134]. There is no apparent pattern or topography
to the place fields (the field location can not be estimated from the recording location in
the brain) [127]. When the environment is modified, many place cells will remap to new
locations with no clear structure guiding this remapping [121].
Fields are directional when the environment is limited (e.g., a long hallway), but in-
dependent of direction when it is open [112, 120]. The shape of a place field can be
non-circular and vary with changes in the environment [126]. There are also cells that
have been observed in monkeys that are very similar to place cells but instead of being
active when the animal is in a particular location they are active when the animal is looking
at a particular location. These cells have been called Spatial View Cells [149, 56].
Place cells demonstrate both pattern completion and pattern separation qualities [119,
148]. Pattern completion is the ability to retrieve a complete memory based on partial
information. Pattern separation is the ability to differentiate very similar memories as
distinct. Place cell remapping has been hypothesized to play a role in memory formation
by facilitating pattern separation [30].
Grid Cells
Grid cells are similar to place cells except that instead of having one or a few place fields
they have many place fields arranged in a regular hexagonal grid. These cells were first
discovered in 2005 by Edvard and May-Britt Moser [69]. Grid cells have been primarily
studied in the medial entorhinal cortex (MEC), but are also found in the presubiculum
(PrS) and parasubiculum (PaS) [18]. Grid cells next to each other tend to show the same
grid spacing and orientation, but the grid vertices are displaced by random offsets [157].
Cells recorded from a separate electrode at a distance from one another show different
grid spacings. The size of the firing field is correlated with the location of the cell, with
cells located more ventrally having larger firing fields and a greater spacing between the
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Figure 2.2: Place and Grid Cells. A rodent is placed in a square arena and can freely
move around while neurons are being recorded. In black is the trajectory of the rodent.
Every time the neuron of interest fires, a red dot is placed at the animal’s current location.
Shown on the left is a neuron that preferentially fires at a specific location in space and is
therefore classified as a Place Cell. Shown on the right is a neuron that fires in multiple
regions organized as a regular hexagonal grid and as such is classified as a Grid Cell. Image
from [119]. Reprinted with permission from Annual Review of Neuroscience.
vertices while cells in the dorsal area have smaller firing fields that are closer together [69].
Grid cells are organized into a finite number of discrete modules, where cells within a given
module all share similar scales and grid orientations [163]. Grid cells belonging to the same
module, as opposed to different modules, show similarity in their re-scaling properties in
response to changes in the environment. Figure 2.2 (a) depicts the spatial firing of a place
cell while a rodent forages in a square environment. Figure 2.2 (b) depicts the spatial firing
of a grid cell in a similar environment.
More recently, additional non-grid spatially periodic cells have been discovered in MEC
and PaS. These include neurons with firing fields that form periodic stripes at particular
orientations, known as band cells [98], as well as spatially periodic cells that form irregular
grids [97]. The PaS contains a greater proportion of spatially periodic cells than the MEC,
although the MEC contains a greater proportion of hexagonally symmetric cells [98].
Head Direction Cells
Head direction cells are neurons that preferentially fire when an animal’s head is facing a
particular direction in allocentric space. They were first discovered in 1984 by James Ranck
[142]. Each cell has a preferred direction that fires maximally, with firing rates decreasing
around 45 degrees away from the preferred direction [168]. The preferred directions are
uniformly distributed across the 360 degree space [169]. Even when an animal is sleeping
7
























Figure 2.3: Head Direction Cell Activity. Example of what the firing characteristics
of a typical head direction cell might look like. Shown on the left is the firing rate of the
neuron as a function of orientation in a fixed reference frame. The same data is visualized
with a polar plot on the right. The maximum firing rate occurs at approximately 150
degrees, which is considered this neuron’s preferred direction.
the firing activity of the head direction cells remain consistent with one another. The
activity drifts around but only represents a single direction at a given time [138]. A visual
depiction of the activity of these cells is shown in Figure 2.3.
Boundary Cells
Boundary cells preferentially fire when the animal is at a particular distance and direction
from an obstacle. These cells have been found primarily in the entorhinal cortex [160] and
subiculum [104].
More recently, some cells have been found that respond to all boundaries rather than a
particular location [78, 186, 79]. These have been identified in the anterior claustrum [78],
anterior cingulate cortex [186], and nucleus reuiniens [79]. In these same regions there are
cells that are only active if there are no nearby boundaries.
Boundary cells are sensitive to more than just perception, they fire based on self-motion
cues and the memory of a boundary [104, 144]. If an animal turns its head so that it no
longer sees the boundary, the cell will still fire, maintaining the representation of the
boundary that is out of view.
Neural responses of boundary cells recorded in rodents are illustrated in Figure 2.4.
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Figure 2.4: Boundary Cells. These images are created by discretizing the environment
into spatial bins and colouring each bin based on the firing rate of a particular neuron when
the animal is in that space. Blue corresponds to little to no activity, and red corresponds
to the maximum observed firing rate. Particular cells will fire based on the presence of
an obstacle in a particular distance and direction from the animal (top set of 8). Some
neurons will fire based on the distance to a wall at any orientation (bottom set of 8). Image
from [65]. Reprinted with permission from Elsevier.
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Speed Cells
An animal’s position changes over time as it navigates, so a measure of self-motion is
an important component for updating a representation of position. Speed cells have been
discovered in the MEC and are theorized to play a strong role in self-localization [96]. These
neurons are sensitive to the speed of the animal, regardless of the direction. Combined with
the head direction cells found in the same brain region, a velocity vector can be estimated.
Goal Cells
Studies in human navigation have identified neural activity correlated to distance to a
goal [7] and direction to a goal [27]. Neural recordings in bats have also isolated neurons
sensitive to the distance or direction to a goal [38]. Some neurons represent both distance
and direction to form a vector representation to the goal, including occluded locations that
must be maintained in memory [156].
2.2 Computational Neuroscience
Many decades of experimental work is being continuously integrated to paint an ever im-
proving picture of the neural circuitry involved in spatial cognition. A complementary
research goal is to construct models derived from these experimental results to test theo-
retical claims regarding the functions involved and to make testable predictions to guide
future experiments. This section highlights individual models that capture aspects of spa-
tial cognition, followed by more general techniques for constructing biologically plausible
neural models of various functions.
2.2.1 Models of Spatial Cognition
An important spatial ability for many animals is to be able to find their way back to
where they started from. One way to accomplish this is through keeping an up-to-date
representation of the current position relative to some origin by integrating self-motion
over time. This process is known as path integration. When returning to the start of
a trajectory, the shortest direction can be easily inferred from the starting and current
locations in a consistent frame of reference, instead of following the exact, potentially
winding path the animal took to get to the current location in the first place.
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There is strong evidence that grid cells are a key component in path integration as
mice with disrupted grid cell firing show impaired path integration ability. This was found
through experiments conducted on mice genetically modified to specifically disrupt grid
cell firing while leaving head direction and place cells intact [57].
It is widely believed that all of the cell types described in Section 2.1 are involved in
a path integration circuit although the exact mechanisms are not known. Many computa-
tional models have been proposed to attempt to explain the data observed as well as make
predictions for future experiments. Models of path integration can be broadly divided into
two categories; attractor models and oscillatory interference models.
Attractor Models
An attractor is any system where evolution of the state space over time tends towards a
smaller subspace. This subspace could be a single point, a set of points, or any continuous
manifold. A network of neurons can form an attractor when the connectivity causes the
dynamics of the state space to settle in a particular region or to form a particular temporal
pattern. Often a continuous attractor is approximated by a discrete set of attractor points
organized along the manifold of interest. In the limit as the number of neurons grows to
infinity, this attractor becomes continuous.
Early attractor models focused on modelling the head direction system [159, 195]. Here
neurons are arranged in a ring, with the location on the ring corresponding to the directional
tuning. Neurons with similar preferred directions are more strongly connected to each
other, while neurons with very different preferred directions inhibit each other. At steady
state, this connectivity allows a stable bump of activity to form somewhere in the ring.
When the connections between neurons are made slightly asymmetric, this bump of activity
will move around the ring in proportion to that asymmetry. In these models this asymmetry
is controlled through head motion cells.
The idea of a ring of neurons can be extended to a 2D sheet to represent spatial location
[154]. To eliminate boundary effects, this sheet can be connected across the boundaries in
a torus topology. Instead of explicitly arranging neurons in a sheet, populations of neurons
can be connected such that the state space they represent is a 2D surface with a means of
moving along this surface [31].
With the discovery of grid cells these 2D models were further modified to account for
the hexagonal structure in the neural activity by using a twisted torus topology [113, 66].
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Oscillator Interference Models
Another class of models posits that path integration can be achieved through the inter-
ference patterns of various oscillators. These ideas originated with the discovery of phase
precession in place cells [129] and later in grid cells as well [68]. When an animal is within
the place field of a neuron, the neuron will periodically emit short bursts of spikes. These
bursts are in phase with the theta oscillation, which is a large amplitude oscillation in
the local field potential that occurs during a variety of voluntary behaviours, including
running [189]. This oscillation is typically 7-12Hz in rodents [129] but appears to be more
varied and slower (2-8Hz) in humans [193]. As the animal moves through the field, the
phase at which the neuron spikes becomes progressively earlier in the theta cycle, to the
point where when the animal is in the center of the field, firing is anti-phase to theta [129].
One mechanism that can explain this effect is the interference of two membrane-potential
oscillators of different frequencies affecting the same neuron [129, 102]. The phase pre-
cession effect can arise when one oscillator has a relatively constant frequency while the
other is modulated by velocity. This effect can also be explained by injecting theta into
an attractor model [31].
Early models inspired by grid cells use sets of three speed-modulated oscillators sensitive
to speed in directions oriented 60 degrees apart [23, 58]. Each of these oscillations interact
with a baseline oscillation (assumed to come from theta). When a threshold is applied to
the interference, hexagonal grid-like patterns emerge, reminiscent of entorhinal grid cells.
Another approach is to use populations of interconnected neurons to form each oscil-
lator [198]. In this model, many velocity controlled oscillators and one baseline oscillator
insensitive to velocity are used. Each grid cell generally receives input from three of these
oscillators and the resulting firing pattern is spatially periodic. Velocity controlled oscillator
models can be reformulated in terms of Fourier theory and implemented with populations
of spiking neurons [132].
Although many models make use of theta oscillations, it has been shown that these
oscillations are not required for path integration [131]. Recordings from bats show grid cell
activity despite no characteristic theta oscillations [49]. Place cells still showed synchro-
nization to this non-rhythmic field potential, indicating that a phase code is still preserved
across species.
RatSLAM
Moving more into the domain of engineering, the RatSLAM [116] system takes inspiration
from the hippocampus to perform simultaneous localization and mapping (SLAM). A main
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component of RatSLAM is the ‘pose cell’ network which is used to represent the agent’s
state. Every node corresponds to a different position and heading direction (x, y, θ). The
spatial locations of the nodes are defined in a torus configuration (i.e. opposite faces are
connected to each other) so that every node has the same number of neighbors and there are
no edges. Connection weights between nodes follow a difference of Gaussians shape, with
nearby nodes having positive connections and further nodes having negative connections.
This forms attractor dynamics, where a small cluster of nearby nodes will remain active and
suppress activity outside of the cluster. Connection strengths are modulated by velocity
to allow a stable bump of activity to move throughout the network. When an agent moves
through an environment, the activation of particular pose cells will repeat periodically,
similar to the firing patterns observed in grid cells. Another component of RatSLAM is
‘view cells’. These are a group of nodes that each represent unique visual input and can
be thought of as analogous to place cells. When a visual stimulus is encountered that is
sufficiently different than any previous stimuli, a new view cell is created and associated
to the currently most active pose cell. If the visual stimulus closely matches a previously
existing view cell, energy will be injected into the pose cell network around the pose cell
associated to this view cell. This algorithm has been implemented to run in real time on
a robot.
While building individual models of various neural circuits is useful, it is also important
to have more general techniques for constructing and scaling neural models. The follow-
ing section describes a framework for building large scale spiking neural networks from a
mathematical description of the functions involved.
2.2.2 The Neural Engineering Framework
The Neural Engineering Framework (NEF) [47] is a method for building functional biolog-
ically plausible neural systems based on three principles (representation, transformation,
and dynamics). Within this framework arbitrary vectors can be represented by the activ-
ity of neural ensembles. This is done through a nonlinear encoding mechanism carried out
by the neuron tuning curves, and a weighted linear decoding of the neurons’ responses to
retrieve an approximation of the vector being encoded. A different choice of weights on the
decoding can allow arbitrary transformations to occur from the original input. Importantly,
all of this can be simulated with spiking neurons and takes place in a dynamical system
where timing effects and filters across connections play a role in the system behaviour.
The software package Nengo [12] implements the principles of the NEF and provides
a Python interface for constructing complex neural models. Nengo supports a variety of
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underlying neuron models but the most commonly used is the Leaky Integrate-and-Fire
(LIF) neuron [24].
Encoding in the NEF is computed using:
ai = Gi(αix · ei + Jbiasi ) (2.1)
where ai is defined as the instantaneous firing rate or ‘activity’ of the ith neuron, x is the
state variable being encoded, and ei is the encoder or ‘preferred direction’ of the neuron.
Each neuron also has a gain αi and bias J
bias
i . A non-linearity Gi corresponding to the
spiking or non-spiking neuron model is applied to the current. For a LIF neuron, this
function is described by:
G(J) =
1
τref − τRC ln (1− 1J )
(2.2)
where τref is the time constant of the refractory period, τRC is the time constant of the cell
membrane, and J is the current being injected into the cell.






where N is the number of neurons in the ensemble, di is the decoder for the ith neuron and
ai is the activity of that neuron as described by Equation 2.1. Alternatively, any function







A full connection weight matrix can be computed between two populations of neurons




i · αi · ei (2.5)
where Wi,j is the connection weight between the i-th neuron in the pre-population and the
j-th neuron in the post-population.
Decoders are obtained using an L2 regularized least squares optimization on a set of
state vectors and their corresponding neural activities:
D = (AAT + kσ2I)−1AXT (2.6)
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where D ∈ Rn×d is a matrix containing the d-dimensional encoders for each of the n
neurons, A ∈ Rn×k is a matrix containing the activity of each neuron for each of the k
sample points (calculated using Equation 2.1), σ is the standard deviation of Gaussian
noise to account for, I is an n × n identity matrix, and X ∈ Rd×k is a matrix containing
state vector inputs for every sample point.
In addition to connectivity between neurons, there are also important temporal dy-
namics that arise from the synapses between neurons. These synapses can be modelled
as a low-pass filter on the incoming spikes to the neuron. A commonly used model of a





where the synaptic time constant τ can be chosen based on measurements from the
brain region being modelled.
The 3rd principle of the NEF posits that neural representations can be treated as control
theoretic state variables, allowing the neural dynamics to be analyzed using control theory.
Consider a standard Linear-Time-Invariant (LTI) system describing the rate of change of
a state variable x given the current state and an input u:
ẋ(t) = Ax(t) + Bu(t) (2.8)
An equivalent neural LTI system can be constructed using a recurrently connected
network with a synaptic filter h(t):
x(t) = h(t) ∗ (A′x(t) + B′u(t)) (2.9)
Using the synapse model from Equation 2.7 with a synaptic time constant of τ the new
control matrices are as follows:
A′ = τA + I
B′ = τB
(2.10)
These matrices can be used in conjunction with the encoders and decoders to solve for
the connection weight matrices for the input and recurrent connections:
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Win = D
′ ·B′ · E
Wrec = D ·A′ · E
(2.11)
where Win ∈ Rnu×nx is the weight matrix for the input connection, Wrec ∈ Rnx×nx is
the weight matrix for the recurrent connection, D′ ∈ Rnu×du are the decoders from the
input population, D ∈ Rnx×dx are the decoders from the recurrent population, E ∈ Rdx×nx
are the scaled encoders for the recurrent population. du and dx are the dimensionalities of
the state space of the input and recurrent populations respectively, and nu and nx are the
number of neurons in those populations.
2.2.3 The Semantic Pointer Architecture
The Semantic Pointer Architecture (SPA) [46] is based on the NEF and describes a series of
modules and methods for constructing large-scale cognitive models with spiking neurons.
It proposes methods in which populations of neurons can represent what is referred to as a
‘semantic pointer’, a type of representation that is geared to supporting complex cognitive
function. The name ‘semantic pointer’ stems from the fact that these representations
contain semantic information, but can also be used as a ‘pointer’ to additional information
not embedded in the representation itself. Semantic pointers are vectors within a high-
dimensional vector space and are generated by using a compression operator. Similarity
between representations can be measured by the angle between the vectors. Individual
semantic pointers can be ‘dereferenced’ (or ‘decompressed’) to reconstruct compressed
information such as a high level sequence of actions, a low level motor plan, or a visual
image.
The SPA includes a particular Vector Symbolic Architecture (VSA), which allows
symbol-like processing to be implemented on a set of vectors. All VSAs must define three
operations that can be applied to a pair of vectors. One operation is a similarity function,
which gives a measure of how similar two vectors are, and is often interpreted as how
semantically similar they are. The second is a superposition function, which combines two
vectors into a single new vector representing both original vectors simultaneously. Lastly,
there is a binding function, which combines two vectors into a single new vector with a
distinct semantic meaning.
The SPA can use any VSA with superposition and binding operations that preserve
the dimensionality. However, the most commonly used VSA algebra for the SPA is based
on Holographic Reduced Representation (HRR) [140]. Similarity between two vectors is
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measured by their cosine distance (angle between them, smaller angle being more similar).
Superposition is performed by simply summing the vectors together. The binding method is
circular convolution. The main differences between the SPA implementation and standard
HRRs are: 1) All elements are implemented in (typically spiking) neurons, 2) Normalization
is often approximated or implemented with neural saturation in the SPA (as opposed to
ideal normalization in HRRs), 3) Clean up is computed through a matching and winner-
take-all or other neural mechanism (rather than via an ideal max function). In short, the
SPA tends to use a particular approximation to HRR operations. Nevertheless, algebraic
characterizations of manipulations involving circular convolution like those used in HRRs
are useful for understanding the computations.
An alternative algebra that has been used with the SPA is Vector-Derived Transforma-
tion Binding (VTB) [64]. This method has shown improvement over circular convolution
when representing deep structures with spiking neurons but has the disadvantage that the
binding operation is non-commutative.
Circular Convolution
Circular convolution is an operation that can be applied to two vectors in order to bind their
contents together. The circled asterisk symbol (~) is commonly used to denote circular
convolution and this will be the symbol used in this thesis as well. The discrete circular
convolution for two d-dimensional vectors is described by Equation 2.12.
(v ~ w)i =
d−1∑
j=0
vjw(i−j) mod d (2.12)
Each element in the output vector is the dot product of one input vector with a shifted
and reversed version of the other input vector. This operation can also be viewed as a
multiplication between a vector and a matrix, where the vector is one input, and the
matrix is a circulant matrix constructed from the second input. This interpretation is
depicted in Equation 2.13.
(v ~ w) = v ·

w0 wd−1 wd−2 . . . w2 w1
w1 w0 wd−1 . . . w3 w2







wd−2 wd−3 wd−4 . . . w0 wd−1




When two vectors are circularly convolved together, the resulting vector is highly dis-
similar to both input vectors (in terms of normalized cosine similarity).
The operation is also approximately reversible. When convolving two input vectors to
produce an output, the output can be convolved with an inverse of either of the inputs to
produce the other input. The approximate inverse of a vector for use in circular convolution
is defined as:
v−1 := (v0, vd−1, vd−2, ..., v1)
T (2.14)
This inverse is cheap to compute as it is a simple permutation of the elements. The
first element is kept the same and the order of all subsequent elements is reversed. The
inverse of the vector is also equivalent to the first row of the circulant matrix that would
be constructed to perform convolution with the vector.
In the special case where the vector is ‘unitary’ the approximate inverse is equal to the
true inverse. A unitary vector is defined as a vector that preserves the dot product under
binding. A vector x is unitary if it satisfies:
(w ~ x) · (v ~ x) = w · v (2.15)
Circular convolution can be implemented extremely efficiently in a neural network [63].
Convolution in the time domain is multiplication in the frequency domain. In this manner,
circular convolution between two vectors can be computed by taking the Discrete Fourier
Transform (DFT) of each vector, multiplying the coefficients together, and computing the
inverse DFT to obtain the output. Both the DFT and inverse DFT are linear operations
and can be implemented via the connection weights between ensembles of neurons. The
multiplication of the Fourier coefficients of the two inputs is a non-linear operation but can
still be implemented efficiently using the NEF [61].
Constructing Neural Cognitive Models
How concepts are represented in memory plays an important role for the types of cognitive
computations that can be performed. For example, if you were to play with some toy
blocks, one of which is a green circle, the other a blue square, how would you encode these
objects in memory? Simply encoding the individual concepts; ‘green’, ‘circle’, ‘blue’, and
‘square’ you would have lost information as to how these concepts were organized. Was
the circle green, was it blue, or was it a mix of the two? From simply summing the vectors
corresponding to each of these concepts together, there is no way to know. This is often
referred to as the ‘binding problem’ [176].
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VSAs offer a solution to this problem by constructing higher level concepts by binding
properties together. For instance, the example below depicts a memory containing a green
circle and a blue square using circular convolution:
M = GREEN~CIRCLE + BLUE~ SQUARE. (2.16)
Each symbol is chosen to be a random unit vector in a high dimensional space (e.g.,
512 dimensions). M corresponds to the memory, which will have a high dot product with
the vectors GREEN~CIRCLE and BLUE~ SQUARE, indicating that both of these
concepts are stored in this memory. A query can be computed on the memory by binding
with the inverse of one of the properties or objects. For example, binding with the inverse
of the vector for circle essentially asks the question ‘what colour is the circle?’:
M ~CIRCLE−1 ≈ GREEN + BLUE~ SQUARE~CIRCLE−1
M ~CIRCLE−1 ≈ GREEN + noise
(2.17)
The vector BLUE~SQUARE~CIRCLE−1 does not correspond to anything mean-
ingful (i.e., anything assumed to be stored in a clean up memory) and can thus be treated
as noise. Despite the noise, the output will be highly similar to GREEN in terms of dot
product. The output will also be dissimilar to all of the other objects and properties (due
to these vectors existing in a high dimensional space and having been randomly chosen).
In addition to a neural implementation of a VSA, the SPA contains many components
useful for constructing cognitive models. A stored representation will degrade after re-
peated operations as the noise accumulates. A common way to prevent this is to use an
autoassociative memory (often referred to as a cleanup memory) to transform a noisy rep-
resentation into a clean one [165]. Instead of just recovering the input, heteroassociative
memories can also be learned to map from one semantic pointer to another or to a different
representation [180]. Networks modelled from the circuitry of the basal ganglia can be used
to route information between different cortical areas and perform action selection [164].
From these basic building blocks more complicated models can be constructed. Exam-
ples include neural models of mental imagery [145], memory [26, 177, 82], language [34, 17],
and emotion [83]. One of the most prominent neural models using the SPA demonstrat-
ing the scaling capability of this approach is the Semantic Pointer Architecture Unified
Network (SPAUN) [48]. This brain model contains 2.5 million neurons and is capable
of performing 8 diverse tasks with instructions given visually and output performed with
a simulated arm. Recently this model has been expanded to 6 million neurons, with a




In contrast to methods focused on building models of human and animal cognition, as ex-
plored in the last two sections, many methods in machine learning are developed to perform
specific functions efficiently. In short, researchers in machine learning are less concerned
with how biological systems work, and more concerned with solving particular computa-
tional problems. More specifically, machine learning is a subfield of artificial intelligence
that focuses on constructing computational models that improve as they are given more
data. Often these models contain a series of parameters that are updated each time a new
data point is received. The current field of machine learning can be broadly divided into
three categories: supervised learning, unsupervised learning, and reinforcement learning.
At a high level, supervised learning is a method for approximating an unknown function
given the outputs of that function. This function is typically one that would solve some
task, such as giving a label to an image, steering a car to avoid a pedestrian, or choosing a
song that would make a listener happy. The definition is extremely broad and essentially
includes anything that takes an input and produces an output. The ‘true function’ can be
difficult to define, but there must be ways of generating individual data points that are
consistent with this function (e.g., images and desired labels). A model can be defined
with a set of parameters such that changing the parameters will change the output of the
model to a given input. The goal is to select the parameters of the model such that it
best approximates the true underlying function. Supervised learning deals with systematic
ways of changing these parameters (learning) to improve the approximation given enough
pairs of inputs and corresponding outputs. An ideal model will not only make accurate
predictions on data it was trained on, but also generalize to new data it has not seen before.
Supervised learning can be further divided into classification and regression. Classi-
fication is the process of categorizing an input into one of several possible classes (e.g.,
based on sensor measurements, will it be sunny, rainy, or cloudy tomorrow?). Regression
involves predicting a continuous value from an input (e.g., what will the temperature be,
how many millimeters of rain?).
Unsupervised learning is the process of learning a useful function from data that has
no explicit labels. One such example is clustering, where a series of inputs are grouped
based on similar features. Insight can be gained about the data by observing the clusters
that are found (e.g., clustering of songs may result in new sub-genres being discovered).
Another instance of unsupervised learning is training autoencoders [94]. Here the goal is
to simply reconstruct the input from a modified version of the input, such as a noisy input
[178] or lower dimensional embedding [94]. The result is a function that can clean up noise
or compute a compression and corresponding decompression.
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Reinforcement learning deals with learning a behaviour to maximize rewards over time.
At each time step the agent observes information from the world and must choose an action
to perform. After performing the action the agent may or may not receive a scalar reward.
This reward can be positive, or negative. The agent will continue to observe, produce
actions, and receive rewards either indefinitely (continual task) or until a terminal state is
reached (episodic task). The agent does not inherently know whether the reward it just
received is due to the last action it took, or due to a series of state transitions it made in the
past. In this manner it is different from supervised learning since the correct output is not
known, but it is not quite unsupervised since a reward signal is given to guide behaviour.
Typically the reinforcement learning problem is divided into two related sub-problems;
learning a policy to map from states to actions, and learning a value function to assign a
value to a given state under a particular policy.
2.3.1 Artificial Neural Networks
Artificial Neural Networks (ANNs) have been proven to be universal function approxima-
tors, meaning that ANNs can compute any computable function [36, 107]. With enough
neurons, appropriate connection weights between each neuron, and a nonpolynomial acti-
vation function, any continuous function can be approximated [103]. While this is good
news for ANN researchers, it does not solve the problem of learning the network parame-
ters. Furthermore, real-world applications always have restrictions on computational and
memory resources, so efficient computation of particular functions is often key. Unsur-
prisingly, then, some functions are easier to approximate than others given the current
techniques known to the machine learning community.
The most common way of parameterizing a feed-forward neural network is to select a
number of hidden layers (depth), the number of neurons within each hidden layer (width),
and a differentiable non-linear activation function to use between the layers. The train-
able parameters of the network become the weights between neurons in successive layers
(including the input and output) and biases added to each neuron in a hidden layer. Tech-
niques have also been used to learn the number of neurons in each layer [5], parameters of
the activation function [3], and the topology of the network itself [162].
Training
The parameters (weights and biases) of the network are updated systematically based on
the difference between the network’s response and the true desired response. Backpropa-
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gation [152] is a successful method for computing the gradients of each parameter based
on a chosen loss function. Knowing the gradient means knowing how a small change in
parameter values will affect the loss. It is important for every operation in the network to
be differentiable so that the gradient computation can be propagated from the loss on the
output all of the way back to the input weights.
There are many different optimization techniques to update the parameters based on
the gradient. While the gradient gives a direction in parameter space to move locally,
it does not give information on how far to move in that direction before the slope of
the space changes enough that this direction no longer results in improved performance.
Some optimizers make use of higher order derivative terms to get a better estimate of
the curvature of the space and are able to make more precice updates, but often at a
much higher computational cost [11]. Typically most optimizers are run iteratively with
a learning rate parameter determining how far of a step to take in the direction of the
gradient each iteration. Updates are often performed on smaller batches of data rather
than waiting to evaluate the whole dataset. This can help speed up the learning process by
providing more frequent updates. Often there are many similarities between datapoints,
so including them all on each update can result in redundant information. Commonly
used optimization algorithms include stochastic gradient descent [147], RMSProp [175],
and Adam [86].
Regularization
Even though neural networks are universal function approximators, that does not guar-
antee that they will approximate the function you want them to learn well, with finite
resources. Training is conducted on a finite dataset, and there can be infinitely many
functions that would perfectly match the data. The goal is to create a network capable of
generalizing to new data that has not been seen yet, so that the machine may provide an
accurate prediction without human assistance. One way to estimate how well a network
will generalize is to run it on a set of data with known labels that has not been used in
training. If the performance on the training set is good but the performance on the test
set is poor, this indicates that the model is overfit to the training set. Essentially the
parameters of the model are tuned in such a way that they memorize just the data samples
seen during training at the cost of ability to generalize.
One way to combat overfitting is to incorporate regularization. This can take many
forms, one of the simplest is to incorporate an early stopping mechanism in the training.
An additional set of data called a validation set is held out of the training set. Periodically
during training the model is evaluated on the validation set. At some point the performance
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on the validation set will begin to plateau or become worse, while the performance on the
training set continues to improve. This indicates that further training from this point is
only overfitting to the training set and that training should stop.
Another form of regularization is to reduce the size of the network. With less parameters
it becomes more difficult to fit the data without generalization capability, as the function
learned will be more smooth and many desired functions for real world applications tend to
be smooth. A penalty on the magnitude of the weights can also help match this smoothness
assumption [192]. Training with dropout [75] is another form of regularization that involves
setting the activations of a random subset of neurons to zero during training. Each iteration
a different subset is affected, forcing the network to learn a more redundant representation
in order to achieve good performance. This has the effect of preventing specific neurons
or groups of neurons from focusing on memorizing particular data points, allowing a more
general function to be learned.
2.3.2 Representation
An important branch of machine learning is representation learning (also called feature
learning). Both supervised and unsupervised methods can be used to learn a representa-
tion. The activations within the hidden layers of a neural network can be considered to
be a representation of the input. Some representations are more useful than others when
computing particular functions. For a classification task, if representations of the same
class are more similar to each other than they are to members of another class it becomes
easier to learn a classification boundary.
To illustrate the importance of representation, consider the following scenario. You
have a partial chess board with four pieces, two white knights and two black knights. The
goal is to swap the positions of the black and white pieces using the least number of moves
possible. No two pieces are allowed to occupy the same square and all moves must be
legal chess moves for a knight. The starting positions and available squares are depicted
in Figure 2.5.
From observing the problem as is, it can be difficult to form a solution. For the average
person it may take many steps of trial and error to solve the problem, and once solved
there is no easy way of knowing whether the solution uses the least number of moves.
A simple change in representation can make this problem much easier to solve. Instead
of a standard arrangement of the squares in a chessboard, a graph can be constructed
based on which squares can be accessed from one another via a single knight move. This
graphical representation is depicted in Figure 2.6. With this new way of framing the
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Figure 2.5: Knight Movement Problem. The goal is to swap the positions of the black
and white knights in the minimum number of moves. Solid black squares are considered
inaccessible.
problem, possible solutions become immediately apparent. One optimal solution is as
follows:
Move the white knight from c3 to b1 to make space for the black knights to get through.
Move the black knight along the path from c1 to d1, move the white knight from b2 to the
black knight original position of c1. Now the black knight on d1 can move into b2. The
black knight on b4 can move clockwise to its final position on c3, and the white knight on
b1 can continue clockwise to its final position on b4. This solution is visualized in Figure
2.7.
While no new information has been added to the problem, the system that is try-
ing to solve it (the human) is able to do so much faster. In fact, there can even be a
loss of information when transforming to this graph representation (without labels on the
squares, there are multiple chess board configurations that would produce the same graph
structure).
In a machine learning context, an analogous situation often arises. An algorithm may
have trouble solving a particular task, but with a change in representation the same algo-
rithm may succeed where it had previously struggled [67, 133, 141, 14]. Many techniques
can be used to generate representations with different properties.
The structure of the network can guide the types of representations learned. A network
with a smaller layer following a larger layer (bottleneck) will enforce a lower dimensional
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Figure 2.6: Knight Movement Problem Graph Representation. An edge between
two nodes indicates that a transition is possible with one move.
Figure 2.7: Knight Movement Solution. One possible set of moves to solve the problem
in the minimum number of moves (14). Easier to visualize and verify correctness of a
solution in the graph representation.
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representation. A convolutional neural network [95] encourages spatial invariance through
weight sharing, which affects the types of features learned.
Regularization techniques can be used to control the type of representation learned. A
penalty based on the L1 norm of the weights encourages sparse representations to be learned
[174]. Autoencoders can be trained to perform a nonlinear Principal Components Analysis
(PCA) on the input data [94]. By training each node of the hidden layer successively on the
residuals (error) of the reconstruction from the previous nodes, the final encoding will be
encouraged to learn distinct factors to represent with each node. Variational Autoencoders
are trained to represent inputs as a distribution over a latent space [87]. By applying
regularization to encourage the learned distribution to be standard normal during training,
the final space can easily be sampled to generate new data points. Generative Adversarial
Networks are another technique for learning a normal distribution to generate realistic data
[60].
When working with written text, it is often useful to learn word embedding repre-
sentations. These are representations of words as high dimensional vectors, allowing re-
lationships between words to be quantified by operations on these vectors. Methods for
learning these representations from a text corpus include GloVe [137] and Word2Vec [115].
Similarity between words can be estimated by their distance, and relationships between
pairs of words can be estimated by their vector difference if embedding representations
are learned appropriately [115]. Another way to develop word embeddings is to measure
human behaviour during a free association task, giving an estimate of how concepts are
related in the brain. Results from extensive studies on humans have been compiled into
the association matrices of USF Norms [124].
In the spatial domain, SLAM algorithms can be used to generate a map of the environ-
ment which can then be used by other subsystems to choose actions to execute. Often this
map is an occupancy grid labelling each point as an obstacle or free space with a particular
probability, but could also be a higher level abstraction such as a graph with free space
regions as nodes and edges as pathways between them. Many machine learning techniques
have been applied to SLAM, including learning spatial structure through sensor prediction
[100], unsupervised loop detection [54], and learning to plan on generated maps [194].
For a spatial representation it is useful to be able to preserve metric information such as
distance and direction between represented quantities. A sparse representation of locations
can help a network learn location dependent functions but at the same time a smooth
representation encourages generalization to nearby locations. There are often trade-offs
between different representations and a good representation is one which can balance those




This chapter describes the various methods of representing spatial information that will
be used throughout this thesis. The following section is based on the work from [92] where
Spatial Semantic Pointers (SSPs) are first introduced.
3.1 Spatial Semantic Pointers
3.1.1 Motivation
There is evidence for a wide variety of types of mental representation. Some mental
representations are well-described using discrete structures (e.g., graphs, trees, lists, and
so on). Others are well-described using continuous structures (e.g., images, maps, surfaces,
and so on). Here we propose a kind of mental representation of continuous structures that
is amenable to neural implementation.
Recently, there have been several proposals for how neural networks can represent dis-
crete structures. One family of approaches, called Vector Symbolic Architectures (VSAs),
defines algebras over high-dimensional vector spaces, and uses those algebras to encode such
structures. VSAs have been used to characterize a variety of cognitive behaviours, includ-
ing analogical reasoning [139], language processing [81], and concept encoding [35]. Most
VSAs are defined over continuous vector spaces, including Multiply Add Permute [MAP;
55], Holographic Reduced Representations [HRR; 140], and Vector-derived Transformation
Binding [VTB; 62]. When VSAs are used to model cognitive behaviours, they essentially
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define methods for characterizing continuous vectors as both continuous slots and contin-
uous fillers and define a method of binding fillers to slots.
In this work, we will use the Semantic Pointer Architecture [SPA; 46], which proposes
a means of neurally implementing VSAs for explaining cognitive behaviour in biologically
plausible spiking networks. This architecture uses aspects of VSAs for cognitive repre-
sentation, but the SPA also addresses visual processing, motor control, memory, decision
making, and cognitive control in ways that do not use VSAs. However, all of these ele-
ments of the SPA use representations called semantic pointers (SPs), which result from
compressing and decompressing information in cortex. As a result, we can think of VSA
algebras as proposing a family of operators that are well-suited for certain cognitive tasks.
However, as with most uses of VSAs, in past work the SPA addresses cognitive tasks
with a focus on representations of discrete structures (i.e., discrete slots in a represented
structure). Here we propose a method for encoding cognitive structures over continuous
spaces. We call this kind of representation “spatial semantic pointers” (SSPs). In this
section we propose and examine in some detail a specific kind of SSP implemented using
a particular “fractional binding” operator to encode real-valued quantities – although a
variety of other operators can be analogously defined.
The following sections of this thesis provide a mathematical definition of SSPs, and show
how SSPs can provide a natural means of generating and manipulating representations
that are useful for spatial cognition. We identify desiderata for spatial representation
that are useful for cognitive explanations. We then implement this representation both
mathematically and neurally, and perform simulation experiments to demonstrate that it
has a variety of useful properties, including: being able to query a memory for its spatial or
non-spatial contents, representing multiple objects and locations simultaneously, spatially
transforming memory contents without decoding them, and representing regions of space
of various shapes and sizes. The choice of VSA and binding operator used in this work
allows the representation and various transformations to be implemented efficiently by a
spiking neural network.
3.1.2 Representation
Our proposed representation generalizes the notion of vector binding to continuous spaces.
By analogy to fractional powers defining the multiplication of reals, we define fractional
bindings for vectors in a vector space. To explain, let us first consider binding a vector to
itself a discrete number of times. That is, let k ∈ N be a natural number, B ∈ Rd be a
fixed d-dimensional vector (i.e., semantic pointer), and ~ be a binding operator. We can
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repeatedly bind B with itself k − 1 times1 as follows:
Bk = B ~B ~ . . .~B︸ ︷︷ ︸
B appears k times
. (3.1)
This representation has been used in several cognitive models, for instance, to encode the
position (k) in a list in serial working memory [26]. We propose to generalize this to
continuous quantities (as opposed to discrete lists, for example) by permitting k to be real.
Allowing a real k means that the resulting vector Bk encodes a continuous quantity. Most
VSA operators can be interpreted in this manner (including MAP [55], VTB [62], and
HRR [140]), but not all (e.g., spatter codes [84]).
In the specific case of the SPA, we take the binding operator to be circular convolution
(as proposed by Plate) and the fixed d-dimensional vectors to be semantic pointers cho-
sen from the unit sphere. We then define our fractional binding operation by expressing





, k ∈ R, (3.2)
where F {·} is the Fourier transform, and F {B}k is an element-wise exponentiation
of a complex vector—analogous to exponentiation using fractional powers (e.g., b2.5)—
permitting k to be real.2 In the present thesis, we use unitary vectors for B due to the
fact that their length does not change with multiple bindings, and their inverse is equal to
their approximate inverse (see below).
This definition comes with many useful algebraic properties analogous to the relation-
ship between multiplication and exponentiation (e.g., b2.5b1.5 = b4), in particular:
Bk1 ~Bk2 = Bk1+k2 , k1, k2 ∈ R. (3.3)
In essence, fractional binding is to circular convolution as exponentiation is to multiplica-
tion. We exploit equation 3.3 to perform semantically meaningful operations (e.g., shifting
space) in our experiments.
Next, we extend this representation to multiple dimensions, which is the focus of our
experiments in this work. In general, we can represent points in Rn by repeating equa-
tion 3.2, n times, using a different base semantic pointer for each represented dimension
(i.e., for each axis), and then binding all of the resulting vectors together. For n = 2, we
1When k = 0 we get the identity vector corresponding to ~.
2 For natural k, equations 3.1 and 3.2 are mathematically equivalent.
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think of the representation as encoding a continuous 2-D spatial representation (e.g., the
location of objects on a map). In this case, the SSP that represents the point (x, y) is
defined as the vector resulting from the function:
S(x, y) = Xx ~ Y y, (3.4)
where X and Y are fixed semantic pointers, x and y are reals, and we are using fractional
binding as defined by equation 3.2.
Similarly, the SSP that represents a continuous region (e.g., a solid rectangle), specified




Xx ~ Y y dx dy. (3.5)
There are efficient ways to compute equations 3.4 and 3.5 with spiking neurons using the
Neural Engineering Framework [NEF; 47]. We use a publicly-available implementation in
several of our results in the next chapter.
A useful way of visualizing an SSP is to look at its similarity to other SSPs. Similarity
is defined as the cosine distance between two vectors. For vectors of unit length, this is
equivalent to the dot product. In the 1-D case, the dot product can be computed with the
axis vector raised to a set of exponents covering the range of interest. This visualization is
shown for two SSPs in Figure 3.1 (Left). Similarly, for a SSP representing a 2-D quantity,
the dot product can be computed with vectors representing positions spaced by ∆x and
∆y to tile the space and produce a heatmap as shown in Figure 3.1 (Right). The region
SSP can be visualized with a similarity heatmap as well, as shown in Figure 3.2.
To represent a single object occupying some location or region, we bind its semantic
pointer representation, OBJ , with the SSP from equation 3.4 or 3.5, respectively:
M = OBJ ~ S. (3.6)





OBJi ~ Si, (3.7)
with a distinct semantic pointer OBJi tagging each object.
Given a representation like that in equation 3.7, we can query it in a number of ways.
For example, to determine what object is at location (x, y) we can compute:
M ~ (Xx ~ Y y)−1 = M ~X−x ~ Y −y. (3.8)
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Figure 3.1: Spatial Semantic Pointer Similarity. Left: Visualization of 1-D SSPs. k is
the value of the exponent of the vector of interest, the x-axis on the plot shows the value of
the exponent for the vector that the dot product is performed with. Right: Visualization
of a 2-D SSP representing the location (3, -2). The two axes on the plot depict the values of
the two exponents of the vector the dot product is performed with. The colour corresponds
to the value of the dot product.
By the properties of binding and superposition, the resulting vector will have highest
cosine similarity (i.e., dot product) with the object at (x, y).3 Note that the inverse used
in equation 3.8 is approximate, but choosing X and Y to be unitary vectors guarantees it
is equal to the true inverse.
We can construct a heatmap of representations defined by equation 3.7, to visualize a
decoding of the objects back into the original continuous space. For instance, for m = 2
(i.e., two represented objects), taking the dot product of M ~OBJ−1i (M is from equation
3.7) with vectors representing positions spaced by ∆x and ∆y to tile the 2-D space, provides
the visualization of Figure 3.3.
In summary, fractional binding provides a scheme for encoding a set of n-dimensional
points into a d-dimensional SSP. This comes with an algebra for operating on these SSPs
in meaningful ways (e.g., querying, shifting, and so on). When combined with the meth-
ods of the SPA, we can spatially manipulate collections of objects in a spiking neural
implementation, as detailed in the experiments in the next chapter.
3This assumes d is sufficiently large, relative to m, as is typical for VSAs.
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Figure 3.2: Region SSP Visualization. Top Row: Shape of the region to integrate
over. The space is discretized into 512x512 pixels for an approximate computation of the
integral in Equation 3.5. Bottom Row: Heatmaps for the corresponding region SSPs.
Each SSP is a 512 dimensional vector.















Figure 3.3: Heatmap Visualizing Two Objects. Shown is a heatmap of the represen-
tation of two objects at different locations, as specified by equation 3.7. This plot is the
sum of the decoding for each object.
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3.1.3 Example queries
To illustrate the application of representing objects at continuous spatial locations using
SSPs we demonstrate a variety of example queries in Figure 3.4. A set of animals (objects)
at random spatial locations are encoded into an SSP using equation 3.7 as shown in Figure
3.4a. This is accomplished by binding the SP representing each object with the SSP
corresponding to its location, summing these values together, and then normalizing the
result.
Various queries can be made with this representation. Figure 3.4c (top) shows the
results of asking for the locations of different objects, decoded as a heatmap. If the object
exists at more than one location, the resulting SSP will be highly similar to all of these
locations (image on the far left). If the object does not exist at any location, the resulting
SSP will not be similar to any location on the heatmap (image on the far right). Figure
3.4c (bottom) shows the reverse is possible too: given a location, find out which objects are
at that location. If there are no objects at the queried location, the result can be treated
as noise and will not be similar to any object in the vocabulary (as shown in the far right).
Location queries can also be extended to regions of space, as shown in Figure 3.4b. If
the region encompasses multiple objects, all objects should be returned, as depicted by
the bar charts at the bottom. The region semantic pointers themselves are a single vector
that is formed by integrating over the spatial semantic pointers within the region and
normalizing the result, as described by equation 3.5. This process creates a vector that has
a high dot product (i.e., similarity) with all vectors within a particular area while having
a low dot product with vectors outside the region. Two example represented regions are
illustrated in the heatmaps at the top of the figure. It is important to note that due to the
normalization, the dot product with the region vector and a single point within the region
will decrease as the area of the region increases. The consequence of this fact is that the
optimal threshold for detection is a function of the area.
3.2 Shape of the Unitary Vector Space
The unitary vectors live in a very interesting subspace of all possible vectors. This section
will explore the shape of this space and illustrate how it can very naturally be mapped to
physical space in the real world.
A unitary vector is any vector where its corresponding circulant matrix is an orthonor-
mal matrix (all rows are orthogonal vectors with a magnitude of 1). This ensures that
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Where is the Fox?
4 2 0 2 4
Where is the Dog?
4 2 0 2 4
Where is the Badger?
4 2 0 2 4
Where is the Bear?
4 2 0 2 4
Where is the Wolf?











What is at (1.3, -1.2)?
Fox Dog Badger Bear Wolf
What is at (1.1, 1.7)?
Fox Dog Badger Bear Wolf
What is at (3.2, -4.1)?
Fox Dog Badger Bear Wolf
What is at (2.4, -2.1)?
Fox Dog Badger Bear Wolf










(c) Location and item queries
Figure 3.4: Example Queries of Items, Locations, and Regions. a) An example
memory encoded into an SSP. b) Region queries applied to the memory in (a). c) Object





Figure 3.5: Geometric Interpretation of Determinant. The magnitude of the de-
terminant of a matrix can be expressed as the volume of the parallelotope formed by the
vectors from the rows of that matrix.
multiplication by this matrix is a pure rotation and does not involve any scaling. The
determinant of this matrix will also have a magnitude of 1. If the determinant does not
have a magnitude of 1, successive multiplications will either shrink the magnitude of the
resulting vector to 0 or have it grow to infinity. The determinant of a matrix can be ex-
pressed geometrically as the volume of the parallelotope (n dimensional generalization of
the parallelogram)[33] formed by the vectors from the rows of that matrix. This relation
is visualized in Figure 3.5.
Since unitary vectors have a magnitude of 1, for the determinant to have a magnitude
of 1, every row in the circulant matrix must be orthogonal. This can be observed from the
fact that the area of a parallelogram is the length of the base multiplied by the height and
if the base and the connected side do not form a 90 degree angle, the height will be less
than the length of the side. Consequently, the parallelotope for a set of unitary vectors in
a circulant matrix is always a unit hypercube.
The constraint of a unitary vector forming an orthonormal circulant matrix can be used
to define the subspace where these vectors reside. Let v = [v1, v2...vd] be a unitary vector
in d dimensions. For the circulant matrix to be orthonormal, the following relations must
be true:
1. The dot product between any two vectors in the matrix must be zero.
2. The magnitude of each vector must be one.








v1+j v2+j ... vd+j
]
= 0 (3.9)
This relation holds for all integer values of i and j between 0 and d− 1 and i 6= j (also
defining vd+n as equivalent to vn).
The condition that the magnitude of each vector must be one (i.e., the sum of the
squares of all elements is 1), is expressed by:
d∑
i=1
v2i = 1 (3.10)







vivj = 0 (3.11)
Adding Equation 3.10 and Equation 3.11 reveals an interesting relationship between

































Figure 3.6: Unitary Vectors in 3D. The constraint x2 + y2 + z2 = 1 is shown in blue.
The constraint x + y + z = ±1 is shown in green. The constraint xy + yz + zx = 0 is
shown in purple. The space where all of these constraints intersect is shown in red. This
intersection contains all possible unitary vectors in three dimensions.
The sum of the individual elements in a unitary vector must equal to +1 or −1. This
constraint corresponds to these unitary vectors lying on one of two hyperplanes, each with a
normal vector [1, 1...1] and offset from the origin by ±[1/d, 1/d...1/d]. Since the magnitude
of each unitary vector is 1, they are also constrained to lie on a unit hypersphere. The
intersection of a hyperplane and a hypersphere is a hypersphere of one lower dimension.
This is easiest to visualize in three dimensions, where the intersection of a plane and a
sphere will form a circle. Figure 3.6 shows the space of all possible unitary vectors in 3D.
In general, orthogonality of the circulant matrix imposes bd/2c constraints on the space
of unitary vectors (half of the dimensionality, rounded down). This corresponds to the
number of unique equations formed by the dot product between the first row and all
other rows being zero (Equation 3.9). There are half as many equations as rows due to
the symmetry of the circulant matrix. Each equation forms a hypersurface, all of which
intersect the unit hypersphere. Note that Equation 3.12 is a linear combination of the
other constraint equations, so does not impose an additional constraint itself. Every unique
intersection of hypersurfaces forms a hypersurface of one less dimension. For a space of
dimensionality d, this means the dimensionality of the surface remaining after taking into
account all unique constraints is:
dsurface = d− 1− bd/2c = b(d− 1)/2c (3.13)
This same conclusion on the dimensionality of the unitary vector surface can be reached
from looking at the degrees of freedom in the Fourier coefficients. Each coefficient is a
complex number with a magnitude and phase. The magnitudes are all restricted to be 1,
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Figure 3.7: Unitary Vectors in 4D and 5D. Shown is the projection of the space
into 3D (two views of the same data are shown for each dimensionality). The constraint∑d
i=1 v
2
i = 1 is shown in blue. The constraint
∑d
i=1 vi = ±1 is shown in green. Unitary
vectors with a positive constant and Nyquist coefficient are shown in purple. All other
unitary vectors are shown in red. In 4D each unitary region is a circle, in 5D each region
is a torus.
so the only degree of freedom for each element is the phase. Another constraint is that
the inverse DFT of the Fourier coefficients must result in a real vector (i.e. no imaginary
part). This constrains the coefficient for the constant term to be real (±1). In addition, the
phase of the negative frequency terms must be the complex conjugate of the corresponding
positive frequency term. This constraint removes half of the remaining degrees of freedom.
For the special case of even dimensionality, there is an additional term that represents the
sum of the positive and negative Nyquist frequencies [32]. This term must be real for the
result of the inverse DFT to be real, effectively removing one continuous degree of freedom
when the dimensionality is even. Overall this results in b(d− 1)/2c degrees of freedom in
the frequency domain, matching the dimensionality derived from the spatial domain. It
is important to note that this is the continuous dimensionality of the space. The sign of
the constant coefficient adds an additional binary dimension, and the sign of the Nyquist
coefficient adds another binary dimension for vectors with even dimensionality. This can
be observed in the disjoint spaces of unitary vectors in Figure 3.6 and 3.7.
Only one of these disjoint spaces is useful for SSPs, the one in which the constant and
Nyquist coefficients are positive. If one of those components is negative, each application
of self convolution will flip the sign, causing the result to jump back and forth between two
regions. This becomes a problem when fractional binding is used, as partial convolutions
will leave the result between the two spaces (the resulting vector will have both real and
imaginary parts, and when the imaginary part is discarded, it will no longer be unitary).
Figure 3.8 shows this effect in 3 dimensions. Fractional binding in the ‘good’ part of the
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Figure 3.8: Unitary Traversal in 3D. Paths covered by the fractional binding of various
unitary vectors. The first three plots show Xk for k ∈ [0, 2] , the final plot shows Xk for
k ∈ [0, 16]. Where F {X} = [c0, c1, c2]. c0 is the constant Fourier coefficient, c1 is the
positive frequency coefficient, and c2 is the negative frequency coefficient, set to be the
complex conjugate of c1. Red: c0 = 1, c1 = e
iπ
3 . Green: c0 = 1, c1 = e
−iπ
8 . Teal:
c0 = −1, c1 = ei
π
3 . Purple: c0 = −1, c1 = ei
π
8 .
space always results in a vector in the same space, while fractional binding from the other
space creates a trajectory that follows a sinusoid between the two spaces. Another way
of understanding this phenomenon is that the ‘partial convolutions’ of fractional binding
draws from a continuous set of orthonormal matrices between the origin and the target
rotation. If the vector being raised to a non-integer power is not in the ‘good’ part of the
space, the orthonormal rotation matrix used will contain complex numbers with non-zero
imaginary components, as it exists somewhere between the unitary regions of the complex
space that intersects the reals.
The effect of circularly convolving two vectors together is an element-wise multiplication
of their Fourier coefficients. Since the magnitude of every coefficient is 1, the result is a
shift in the phase of each coefficient. The current phase corresponds to the location of the
vector, which in 3D space is along a circle. When the phase is shifted by 2π, the result
will be equivalent to the original vector. In the general case, the shape of the space where
the unitary vectors exist will be an n-torus, where n = b(d− 1)/2c. This can be seen most
easily in the frequency domain where the possible values of each Fourier coefficient traces
out a circle. The Cartesian product of n circles forms an n-torus [185]. In fact, the circle
itself is defined as a 1-torus.
Any individual point on this torus can be used to define a direction and magnitude
in that direction. The direction is defined by the vector formed from the phases of each
positive frequency Fourier coefficient, and the magnitude is the length of that vector.
Examples of trajectories in a fixed direction along the torus in higher dimensions are
39
Figure 3.9: Unitary Traversal in Higher Dimensions. Each plot shows X0 to X5
where X is a random unitary vector in the ‘good’ subspace. The trajectories appear to be
coiling around themselves due to being projected to 3D for viewing. The trajectories have
constant curvature and do not self-intersect in their true space. In higher dimensions, the
trajectories appear to be smaller because the component magnitudes tend to be smaller.
shown in Figure 3.9.
The origin of this space is the point [1, 0, ..., 0]. This vector defines no magnitude
or direction, analogous to the origin in standard Cartesian space. The circulant matrix
formed by this vector is the identity matrix, which leaves the original vector unchanged
when multiplied. Any SSP raised to the power of 0 will result in this origin point (analogous
to any vector in standard Cartesian space multiplied by 0 will return the origin point).
One interesting property of all of the good unitary vectors lying on the surface of a
hypersphere is that the mean of any number of unique unitary vectors will itself not be a
unitary vector. This is due to the fact that the mean must lie within the hypersphere, and
will no longer be on the surface.
3.2.1 Representing Cartesian Space
The n-torus that the unitary vectors reside on is a generalization of a special kind of torus
known as a Clifford torus [181, 88]. A Clifford torus resides in R4 and is the Cartesian
product of two circles with their own independent embedding spaces in R2. It can also
be derived using complex coordinate spaces using two circles in separate instances of C1
forming a torus in C2, which is topologically equivalent to R4 [10]. This can be generalized
to an n dimensional torus by taking the Cartesian product of n circles of the form S1k =





iφ1 , eiφ2 , ..., eiφn) (3.14)
This matches the space of unitary vectors, where eiφk is the value of the kth Fourier
coefficient of the DFT of the unitary vector. This proves that the space is topologically a
torus, but in order to prove that it is specifically a Clifford torus it needs to be shown that
each circle exists in its own independent embedding space. In other words, the plane that
contains each circle must be orthogonal to all of the other planes.
One way to prove this is to show that any vector that lies in one circle has a dot
product of zero with all other vectors that span any other circle. For an N dimensional
space, there will be b(N − 1)/2c circles denoted S1k . Each of these circles is defined by the
Fourier coefficients of an N dimensional vector all set to 1 except for the coefficients at
index k and N + 1− k; for 1 ≤ k ≤ b(N − 1)/2c. The coefficient at index k is set to ei2πφk
and the coefficient at index N + 1 − k is set to be the complex conjugate, e−i2πφk , where
0 < φk < 2π. Let uk be an N dimensional vector that exists in the plane of the circle S
1
k .
The objective is to show that:
ua · ub = 0 ∀a 6= b (3.15)
To do this we need to define an equation that represents vectors in the plane of each
circle. The vector difference of any two unique points within a plane will produce a vector







Xp · ei2πpn/N n = 0, 1, . . . , N − 1 (3.16)
where the Fourier coefficients Xp (p = 0, 1, . . . N − 1) are defined as described above. The
point o = [1, 0, ..., 0] exists in every circle, as its Fourier transform produces [1, 1, ..., 1].
Subtracting this point from Equation 3.16 will produce a formula for all directions that lie















Yq · ei2πqn/N − on
)
= 0 (3.17)
where Xp are the Fourier coefficients of ua and Yq are the Fourier coefficients of ub. Every
element of on is 0 except for o0 = 1 so that term can be extracted out of the sum. When
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n = 0 the complex exponential term evaluates to 1 and can be removed. The 1/N can be























Focusing for now on just one interior sum, we notice that it is close to a geometric










where Xa is e
i2πφa and X∗a is the complex conjugate, e
−i2πφa .
The term ei2πm is equal to 1 for all integer values of m, making the numerator in the
fraction equate to 0. The denominator is non-zero since n/N cannot be an integer, because





= (Xa − 1) · ei2πan/N + (X∗a − 1) · e−i2πan/N (3.20)
The same process can be repeated for the analogous term containing Yq. The following
simplification can be made for the terms brought outside of the main sum from Equation









= (Xa − 1 +X∗a − 1)(Yb − 1 + Y ∗b − 1) (3.21)




(Xa − 1) · ei2πan/N + (X∗a − 1) · e−i2πan/N
) (
(Yb − 1) · ei2πbn/N + (Y ∗b − 1) · e−i2πbn/N
)
+
(Xa − 1)(Yb − 1) + (X∗a − 1)(Yb − 1) + (Xa − 1)(Y ∗b − 1) + (X∗a − 1)(Y ∗b − 1) = 0
(3.22)
Rearranging the terms within the sum, it is clear that the terms outside the sum can
be brought in as they correspond to the components where e0 = 1. The sum can then be
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Each of these terms forms a geometric series which allows them to be simplified. The
Xa and Yb terms within the sums are constant, so they can be factored out:

























The terms in every numerator have an integer multiple of 2π in the exponent, so they








must all be non-integer. Since a ≤ N/2 and b ≤ N/2 and a 6= b, their sum must be strictly
less than N . Similarly, the absolute value of their difference and negative sum must be
strictly less than N . Since a 6= b, their difference cannot be 0. Therefore all denominators
will be non-zero, and the entire left side of the equation will evaluate to 0. This proves
that all circles S1k exist in an independent R2k, meaning their Cartesian product is a Clifford
n-torus.
An extremely useful property of the Clifford torus is that the space is flat (has zero
Gaussian curvature); this means that the geometry on the surface is equivalent to Euclidean
geometry [185]. In other words, all of the standard properties of Euclidean geometry will
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Figure 3.10: Similarity Heatmap of 2D Axes. Each plot shows the value of the dot
product of Xx ~ Y y with X0 ~ Y 0 with different values of φk. 5D axis vectors are used,
resulting in two parameters required to fully define each vector.
hold locally (e.g. parallel lines will never intersect, the sum of angles in a triangle will be
π radians, etc). As a result, using a SSP representation that lies on such a torus maps well
to our standard Cartesian system and is thus a natural, though high-dimensional, way to
represent space.
3.2.2 2D Subspace
To represent a 2D coordinate as an SSP, a 2D subsurface of the n-torus of unitary vectors
will be used. Each axis vector of the SSP representation defines a 1D curve and a scaling
along that curve. Two axis vectors will define a 2-torus based on the Cartesian product
of their curves, fully embedded in the n-torus. Axis vectors must have a dimensionality of
at least 5D to represent 2D space. In this case there is only one possible surface to use,
although the mapping between this surface and the 2D coordinates it represents can be
arbitrarily rotated and scaled. An illustration of different mappings based on the choice
of axis vectors is shown in Figure 3.10. Views of the surface formed by the first mapping
from that figure are shown in Figure 3.11. An axis vector can be fully defined by its choice
of positive frequency Fourier coefficients, eφk . With −π < φk < π, movement of one unit
in the 2D direction that the axis represents corresponds to moving φk radians along circle
S1k . In other words, a smaller magnitude of φ corresponds to a shorter distance along the
torus, and a larger magnitude a longer distance. The sign determines the direction.
In 7 or more dimensions, there are multiple choices of what 2-torus subspace to use.
As the dimensionality increases, random choices of axis vectors will tend to be nearly
orthogonal. In addition, the distance required to move in order to return to the same point
in the manifold increases dramatically. Heatmaps from random axis vectors of different
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Figure 3.11: 2D Surface. Locations represented as 5D SSPs. Different views of the space
projected into 3D. The x-axis of the space being represented is shown in blue and the
y-axis is shown in red. The two plots on the left show the encoding of locations between
0 and 1. The two plots on the right show the encoding of locations between -0.5 and 0.5.
dimensionalities are shown in Figure 3.12.
3.2.3 Controlling Periodicity
Travelling in any direction on a torus from one location will eventually return back to the
same location. The distance travelled before the same location is reached is dependent on
which direction is taken. Figure 3.13 shows a visual representation of this fact.
The values of φk for an axis vector define the distance along each orthogonal circle that
the representation moves for each circular convolution. Taken together, this will form a
particular distance and direction of travel within the entire space. The number of circular
convolutions required is dependent on the smallest period T such that φkT = 2πN for all k,
where N is a non-zero integer. In this manner the values of φk can be selected to achieve a
desired periodicity. Examples of axis vectors with specified periodicity are shown in Figure
3.14. Note that if the ratio of two φk values is irrational, the representation will never
truly repeat (although limits of machine precision make truly irrational phases impossible
to implement). While they will in theory never repeat, for all practical purposes they will
eventually be close enough to the original vector that the difference is indistinguishable
from noise.
For some applications it may be useful to control how soon the representation repeats.
For example, if the metric of interest is periodic in nature (such as the direction an animal
is looking), then periodicity can be used to ensure that states that should be treated the
same are represented the same (e.g. 0 degrees and 360 degrees). For many applications,
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Figure 3.12: Similarity Heatmap of Random 2D Axes. Each plot shows the value of
the dot product of Xx ~ Y y with X0 ~ Y 0. Values of φk are drawn uniformly at random
from −π < φk < π for each axis. As the dimensionality increases, the chance that the
curves corresponding to each axis vector are orthogonal increases. The distance required
to move in order to return to the same point in the manifold also increases.
Figure 3.13: Distance to Return. Flat depiction of a torus. Shown in magenta on each
of the three rightmost figures is a single straight line that passes through a point in green.
Opposite edges are connected. The length of a line from any point until it returns to the
same point depends on its orientation.
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Figure 3.14: Periodicity of Axis Vectors. Each plot shows the value of the dot product
of Xx with X0. Values of φk are chosen such that all φk · x are an integer multiple of
2π only when x is an integer multiple of the desired period. 256D axis vectors are used
for all cases. The period can be any real number greater than or equal to 2. Top: φk
drawn uniformly at random from the values 2πn
T
where n is a non-zero integer that satisfies
|2n| ≤ T . Bottom: φk drawn from ±2πT
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Figure 3.15: Projection to Hexagonal Coordinates. Illustration of transforming co-
ordinates in 3D to hexagonal coordinates in 2D. Left: Plane in 3D. Middle: Perspective
aligned to the normal vector of the plane. Right: Coordinate system of the plane with
principal axes of the 3D system overlaid.
repetition is not desirable. One way of selecting phase offsets to minimize repetition is to
choose them randomly.
A mix of periodic and effectively aperiodic axes can be used in the same representation,
allowing some dimensions to wrap around while others do not. This is one way of repre-
senting 2-D position and heading direction simultaneously in a single semantic pointer.
3.2.4 Hexagonal Coordinate System
Inspired by the hexagonal structure of grid cell activity, another way of representing a
2D coordinate is as a 3D coordinate on a hexagonal grid. Here each of the dimensions is
corresponding to moving in the direction of one of the three principal axes of a hexagonal
coordinate system.
One way to interpret a hexagonal coordinate system is as a standard 3D coordinate
system projected onto a 2D plane. By choosing the plane to have a normal vector of[
1 1 1
]
, movement along any of the principal axes in the 3D system corresponds to
moving along the 120 degree apart principal axes in the hexagonal coordinate system. A
visualization of this relation is shown in Figure 3.15.
In the original SSP formulation, two high-dimensional vectors, X and Y , are chosen to
define the encoding. In the modified formulation for a hexagonal coordinate system, three
high-dimensional unitary vectors, X, Y , and Z, are used. The convolutional exponents
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for each of these vectors are determined by transforming a given 2D coordinate into a
3D coordinate constrained to lie on a 2D plane. This transformation is carried out by
multiplying the 2D coordinate by a 2×3 matrix. This matrix is formed by stacking two
orthogonal unit vectors that lie on the plane. The hexagonal SSP formulation is:
S3(x, y) = X












It is important to note that there is no additional computational cost associated with
defining the representation using three axis vectors, as an equivalent two axis vector system
can be constructed and used instead. The axis vectors of this equivalent system are defined
as:







Y2 = S3(0, v
−1)
(3.26)
where v is a scaling factor between the two and three axis systems. These vectors can be
thought of as spanning a 2D subspace of the 3D space being represented. Since the original
three axis vectors are chosen randomly, this operation can also be interpreted as a change
in the distribution where possible axis vectors are sampled from and the new X and Y
vectors are no longer independent.
The scaling factor between the two systems can be calculated using the geometric
relations depicted in Figure 3.16. The x and y axes of the 2D system are shown in blue
and orange, with the plane that they form shaded in light blue. The normal vector to this
plane is shown in green. The x, y, and z axes of the 3D system are shown in purple, brown,
and pink. From the cube in Figure 3.16 (Middle), the length of the diagonal on a face is√
2 which leads to α = tan−1 (1/
√
2). This angle is the same as the angle between the y
axis in 2D space and the z axis in 3D space, as can be seen from rotating the perspective
to Figure 3.16 (Right). This leads to v = 1/ cosα =
√
3/2. This scaling factor is required
in Equation 3.26 because moving one unit in the 2D system corresponds to moving v units
in the 3D system.
Another way to arrive at the same result is to compute the singular values of the matrix
formed by stacking three 2D unit vectors corresponding to the principal axes of a hexagonal
coordinate system. Each of these axes will be 2π/3 radians apart:
A =
[
cos (θ) cos (θ + 2π/3) cos (θ + 4π/3)












Figure 3.16: Axis Transformation. Geometry of the axis transformation for hexagonal
coordinates. v is the scaling between the two systems. All lines of the same colour are
parallel.











where all singular values are equal to v as calculated above. In general, when mapping N










N/2 ∀N > 2 (3.29)
A proof of this relation can be found at [155].
Heatmaps from a low dimensional hexagonal SSP system of various scales and orien-
tations is shown in Figure 3.17. In these examples, each of the three axes are from an
independent circle S1k with the same value of φ for each (i.e. equal scaling in all direc-
tions). Projecting onto a 2-torus from the 3-torus using Equation 3.26 produces hexagonal
symmetry in the space. Visualizations of the encoded space for φk = π/2 are shown in
Figure 3.18 and 3.19.
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Figure 3.17: Similarity Heatmap of Hexagonal Axes. Each plot shows the value of
the dot product of Xx ~ Y y with X0 ~ Y 0 with different values of φ and θ. Three 7D
unitary vectors are transformed to a 2D hexagonal coordinate system using Equation 3.26
with a rotation of θ in the coordinate transformation matrix. These three unitary vectors
are set to orthogonal directions with a magnitude of φ.
Figure 3.18: Surface of Hexagonal Torus. The primary axes of the hexagonal coordinate
system are shown in red, blue, and yellow. Shown in green is the encodings of a patch of
space with x and y coordinates between -0.5 and 0.5. Each plot shows a different view of
the same 7D data.
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Figure 3.19: Primary Axes of Hexagonal Torus. Different views of the same data from
7D SSPs. Each colour corresponds to one primary axis of a hexagonal coordinate system.
The green overlay on the far right image is the surface of the entire space.
SSP Formulation Comparison
One way to measure the effectiveness of an encoding method is to compare the repre-
sentation of a location to all other locations. Ideally if the representations are similar,
the locations should be similar (i.e., nearby) and if the representations are different, the
corresponding locations should be different. Similarity is measured as the cosine distance
between two vectors. A comparison of the similarity heatmaps generated from the square
and hexagonal approaches encoding the coordinate (0, 0) is shown in Figure 3.20.
In the original formulation there are clear noise patterns aligned with the axes, visible
in both a single choice of axis vectors as well as averaging across many choices. For the
hexagonal formulation, there is less distinct structure in the noise pattern and only when
averaged across many choices of axis vectors does a faint hexagonally symmetric pattern
arise. When comparing the heatmaps to an ideal Gaussian fit, the original formulation
results in an RMSE of 0.043 while the hexagonal formulation has an RMSE of 0.019. A
1D slice of this Gaussian fit is shown in Figure 3.21.
Another way to visualize this difference is to calculate the average deviation of the
similarity score from 0 as a function of radial distance from the origin. The hexagonal
projection case smoothly approaches the noise floor while the original method has larger
oscillations before settling out. These findings are shown in Figure 3.22.
Relation to Grid Cells
SSPs and grid cells have many features in common. The most striking is the periodic
nature of both representations. Another is the multiple scales at which this periodicity
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Figure 3.20: Similarity Heatmap of Different SSP Forumalations. Left: Original
SSP formulation with two axis vectors 90 degrees apart. Right: Hexagonal SSP formula-
tion with three axis vectors 120 degrees apart. Top: Heatmaps for a single set of random


























Figure 3.21: Gaussian Fit. Matching the shape of the SSP similarity map (blue) to a
Gaussian function (orange). A Gaussian with σ = 1/
√
2 was the closest fit in all cases.
All axis vectors are 256D. The mean is across 32 randomly generated axis vectors. The
two plots on the left depict a single sample of square axes and hexagonal axes. RMSE is
calculated across the 2D space, discretized into 256x256 bins. Shown is a 1D slice of that
space.

















Figure 3.22: Similarity Deviation. Shown as a function of radial distance from the
origin. Calculated with 256D vectors generated as Hexagonal or Square SSPs. Shaded is
the confidence interval of the mean.
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occurs. Since all circles S1k that form the unitary vector space for SSPs are independent,
any grouping of 3 circles can be used to construct a hexagonal torus that is orthogonal to
the rest of the space. In this manner, for unitary vectors of dimensionality d, the space can
be decomposed into bb(d− 1)/2c/3c orthogonal hexagonal tori. Each hexagonal torus can
be defined to have a different orientation and scale (e.g., for 256D vectors, there would be 42
different orientations and scales). Any neuron with a preferred direction (encoder) aligned
to the vector corresponding to a position on one of the tori will have a set of hexagonal
place fields aligned to the orientation and scale of that torus. More detail on constructing
spiking neural networks that represent SSPs that exhibit spatial tuning properties found
in the brain is described in Section 4.4.
Theoretical work has shown that grid cells are extremely efficient at encoding spatial
information relative to a place cell code [161, 110]. An SSP implemented using neurons




This chapter focuses on implementing spatial functions in spiking neural networks with
SSPs. The first section describes a set of operations that are important for any spatial rep-
resentation to be able to perform, along with experiments demonstrating the effectiveness
of spiking neural networks implementing these operations. The next two sections present
models of tasks demonstrating two ways in which SSPs can be used for spatial memory.
The final section describes how an SSP representation is very naturally implemented by
populations of neurons with spatial tuning properties found in the brain.
4.1 Spatial Operations
For a spatial representation to be useful it must be amenable to spatial operations that can
manipulate the representation to perform a function. A set of nine desirable operations as
well as performance on those operations is shown in Table 4.1. The experiments performed
to obtain these results are described below. Each experiment is conducted with both
mathematically ideal operations and through a spiking neural network implementing the
underlying function. Doing so provides a demonstration of how easy or difficult it is to
implement the relevant operation in a biologically plausible substrate.
Query a single object
A query for the location of an object can be performed as follows:
S = M ~OBJ−1. (4.1)
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where M is the memory vector, OBJ is a vector corresponding to the object of interest, and
S is the SSP representing the location of the object. Accuracy is computed by decoding
this high-dimensional vector, S, into the 2-D coordinate it represents and comparing it to
the true location.
Query a missing object
Given a memory containing objects, query an object that does not exist (using equa-
tion 4.1). The correct behaviour is a result that is highly dissimilar to all locations within
the domain of interest. This is determined by the dot product of S and every SSP being
less than 0.1.
Query a duplicate object
Given a memory containing many objects with some duplicates, query an object that
appears twice. The correct behaviour is to return a spatial semantic pointer that represents
both locations of this object.
Query a location
Use equation 3.8 with the location for one of the objects in memory. The correct behaviour
is to return a semantic pointer for the object at that location.
Query a region
On each trial a circular region is created with a radius between 1 and 3 units and centered
at a random location. An SSP is constructed for this region using equation 3.5. The inverse
of this SSP is convolved with the memory to obtain a semantic pointer representing all
objects in the region. Accuracy is computed by adding the number of objects correctly
detected in the region to the number of objects correctly not detected from outside the
region and then dividing by the total number of objects in the memory.
Shift a single object in a group
Moving a single object within a group can be accomplished by adding the object of interest
convolved with a vector that is the difference between the start and end positions, as shown
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4 2 0 2 4
Single Item Moved
4 2 0 2 4
All Items Moved
Figure 4.1: Shifting Objects in Memory. Left: The original memory. Middle: Shift-
ing the top left object. Right: Shifting all three objects.
in equation 4.2. Accuracy is reported for all objects as well as just the object that was
moved.
∆M = OBJ ~ ∆S. (4.2)
Shift a whole group
The memory is convolved with an SSP that corresponds to a random displacement, which
leverages the property of equation 3.3. An object query is then performed for each object
in the memory and the result is considered correct if it moved by the displacement amount.
A heatmap visualizing the result of the two shifting operations is shown in Figure 4.1 for
a group of three identical objects.
Readout the (x, y) location from an SSP
For the non-neural case, location is extracted from the maximum point in the heatmap. In
spiking neurons, a heteroassociative memory is optimized to map from a 512-dimensional
SSP to a 2-D location.
Construct an SSP from the (x, y) location
This can be computed directly from equation 3.4. For the experiment using spiking neurons
each axis is first computed separately and then convolved together. Correctness is measured
by extracting the maximum point in the heatmap of the resulting SSP and comparing this





Query single object 99.1% 95.7%
Query missing object 99.4% 96.7%
Query location 97.3% 94.7%
Query duplicate object 97.4% 95.3%
Query region 90.4% 73.5%
Shift single object in group (all objects) 75.7% 67.3%
Shift single object in group (moved object) 100.0% 100.0%
Shift whole group 97.8% 96.7%
Readout (x, y) location from SSP 100.0% 94.1%
Construct SSP from (x, y) location 100.0% 99.0%
Table 4.1: Experiments for the desiderata for metric representations of space.
Accuracy is calculated using SSP representations containing 2 to 24 items. When the
output is an item, it is considered correct when the output vector is more similar to the
vector for the correct item than to any of the 48 other items in the vocabulary. When the
output is a location, it is considered correct when the result is within 0.5 units of the true
location (locations chosen randomly across a 10 by 10 unit domain).
4.1.1 Results
All spiking neural network experiments used leaky integrate-and-fire (LIF) neurons and
the NEF to implement the necessary transformations. In all trials 50 neurons were used
per dimension to represent the memory and to compute circular convolutions.
The results of the experiments for each of the desideratum are shown in Table 4.1. As
can be seen from the table, the SSP representation is able to address the desiderata quite
well, both in purely mathematical and neural implementations. The worst performance
is evident in the shifting of a single object in a group. Specifically, the accuracy of the
representation for the objects that were not shifted decreases, while the accuracy for the
shifted object increases. This is due to normalization effects making the moved object be
re-encoded with a larger relative magnitude than the rest of the items. Using a scaling
factor proportional to the number of items in the memory mitigates this effect (improves
accuracy from 75.7% to 97.8%), but in general the number of items within a memory is
not always known without first retrieving items from memory, and equation 4.2 is agnostic
to the other contents of the memory.
To better characterize the capacity of a single memory using this representation we
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performed queries on memories with progressively larger numbers of items encoded (see
Figure 4.2). The shape of the curve is very similar for both location and object queries
since the decrease in the dot product is mostly a result of the normalization of the memory
to a unit vector. The standard deviation for the dot product of two random vectors in a
unit hypersphere is
√
1/D where D is the dimensionality of the space. The mean is zero,
so for 512 dimensions this results in a 3-sigma threshold similarity of 0.133. SSPs that
represent coordinates within a finite domain will span a smaller subspace of the hyper-
sphere, so their threshold will be a little higher. Specifically, we estimated the threshold
by generating 10,000 random SSPs from a 10 × 10 2-D domain and computing the dot
product between every pair. The mean is approximately zero, and three standard devia-
tions is 0.154. Consequently 99.7% of queries will be above this value for items actually
in the memory. The accuracy plots show the importance of dimensionality on accuracy of
decoding memories.
4.1.2 Hierarchical Spatial Semantic Pointers
As more semantic pointers are represented by a population of neurons, it becomes more
difficult to retrieve any semantic pointer accurately. One solution to this problem is to
encode the relations represented by these semantic pointers hierarchically [46]. This can
be done by grouping related objects together in their own ‘sub-map’ and having a single
semantic pointer represent this ‘sub-map’. This can be seen as analogous to the notion of
‘chunking’ in the psychology literature, where items are grouped together and treated as
a single item to improve recall [59]. A heteroassociative memory can be used to map the
pointer representing the group to the detailed contents of the group itself. This technique
of hierarchical encoding is capable of representing human-scale language as demonstrated
by [34]. The authors were able to successfully encode and decode the main lexical relations
in WordNet, a database which contains over 100,000 terms [117], in a compact spiking
neural network. The large-scale heteroassociative memories required for this kind of model
can also be learned over time [180]. One important design choice in this work was to
use unitary vectors for ‘role’ vectors when encoding complex sentence structures. This
improved the accuracy in which sentence constituents could be extracted [35]. In the case
of SSPs, all locations are already unitary vectors.
One example of a hierarchical spatial structure of different scales is depicted in Figure
4.3. Here somebody familiar with the cities listed on the map would likely know the
general layout of landmarks within the city, as well as structures of neighbourhoods and
the interior layout of some of the buildings. It would be impractical to encode the relative
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Figure 4.2: Memory Capacity and Accuracy. Plotted as a function of the number of
items in the SSP for ideal and neural implementations while varying the dimensionality.
Top panels show the item and location capacity (dotted line is the 3-sigma similarity

















Figure 4.3: Hierarchical Spatial Structure: Spatial relations can be naturally organized
hierarchically. Items on a higher level map are associated to the spatial arrangement of
items in a lower level map.
an apartment in Toronto. These layouts are naturally better remembered as sub-maps,
hierarchically arranged at appropriate scales. This is not to say that you could not deduce
the relative layout of buildings across cities, but it would require a significant amount of
mental effort akin to traversing up and down spatial hierarchies to align very different
maps. The less traversal required, the easier the task, but any relationships across the
hierarchy can still be retrieved.
With each sub-map only responsible for maintaining locations of several items, retrieval
from the sub-map can be highly accurate. A comparison between the standard approach
and a hierarchical approach is shown in Figure 4.4. RMSE is computed from the decoded
2D coordinate of the resulting SSP. Item locations are chosen randomly within a 10 by
10 square area. Both cases are implemented using a spiking neural network that retrieves
the location of a given item as an SSP. For the standard case, a single memory containing
bound pairs of all items and locations is convolved with the inverse of the queued item.
For the hierarchical case, sets of items (four for this experiment) are grouped together to
form a higher-level semantic pointer. Sets of four of these higher-level semantic pointers
are grouped together to form the next level. This process repeats until there is only a
single semantic pointer that represents the entire hierarchy.
The method of constructing hierarchical semantic pointers is similar to [35] where a
distinction is made between a fixed ID semantic pointer representing a concept (e.g., Uni-
versity of Waterloo campus) and a more flexible semantic pointer representing the contents
of that concept (e.g. properties of the buildings on campus, which may be updated over
time). This allows the contents of the concept to change without needing to change ev-
ery reference to the concept. A heteroassociative memory is used to map between an ID
semantic pointer and a content semantic pointer. The semantic pointers in the hierarchy
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IDk+1,n×m+i ~ Sk+1,n×m+i +
k−1∑
j=1
Lj ~ Fj,k,n (4.3)
where OBJk,n is the content semantic pointer for the n-th object at the k-th level
in the hierarchy, m is the number of objects grouped together (4 in this experiment),
IDk+1,n×m+i is the ID semantic pointer for an object one level lower and Sk+1,n×m+i is the
SSP corresponding to its spatial location, Lj is a semantic pointer ID of the j-th level (e.g.,
city), and Fj,k,n is a semantic pointer corresponding to the value of that level for the current
object (e.g., Waterloo). The first sum in the equation corresponds to information further
down in the hierarchy (more specific), and the second sum corresponds to information
higher up (more general).
The hierarchical query is performed as follows:
P ≈ H(H(Q) ~ L−1) ~Q−1 (4.4)
where Q is an ID semantic pointer for the queried object, P is an SSP respresenting the
location of that object, L is semantic pointer corresponding to the level in the hierarchy
that contains the object (e.g., province, city, neighbourhood, etc), H is a heteroassociative
memory that maps from an ID semantic pointer to a content semantic pointer containing
more detailed information.
4.2 Mental Imagery
A classic experiment on spatial cognition is mental map traversal [93]. In the standard
setting, a human subject is given a map to study with various landmarks at different
locations. An example of what this map might look like is shown in Figure 4.5. After
the subject has had sufficient time to memorize the layout, the map is taken away and
they are asked to mentally visualize the map. They are told to ‘zoom in’ on a particular
landmark so that their mental image does not contain the whole map, but just that part
of it in detail. They are then asked to move their mental view to another landmark on the
map. From the behavioural data observed, there is a clear linear relationship between the
time it takes a subject to imagine the new landmark and the physical distance between the















Figure 4.4: Hierarchical Representation: Performance of a spiking neural network
retrieving the location of a given item from either a standard representation or a hierarchical
representation. Locations are chosen randomly from a 10× 10 space.
Figure 4.5: Example Map to Learn. Simple map with various landmarks at different




A spiking neural model of this task is constructed using Nengo. A diagram of the network
structure is shown in Figure 4.6. This network is similar to the SSP image scanning network
presented in [106] with a focus on facilitating quantitative comparisons to human data. In
this experiment there are 7 distinct objects on each map (locations chosen randomly).
Each trial begins with the Memory population of neurons representing a semantic pointer
that contains each of these 7 objects bound to the SSP for their locations. The Current
Location population is set to be the SSP of one of these objects (chosen randomly), and
the Queried Object population is set to be the semantic pointer corresponding to the cued
object to move towards. At this point the simulation of the trial begins, and it ends once
the Imagined Object population represents a semantic pointer that is sufficiently close
to the Queried Object. An estimate of the goal location is retrieved from memory by
circularly convolving the contents of the memory with the inverse of the queried object.
The direction is then computed from the current location towards the goal location. This
direction is represented as an SSP encoding a point on a circle with a fixed radius (0.125
in the data shown). The direction SSP is convolved with the current location SSP, and
then connected back to the current location. This causes the representation of the current
location to move over time based on the direction. The Current Location population is
divided into 6D sub-populations that each represent a different orthogonal hexagonal sub-
torus of the SSP space. Encoders of each sub-population are chosen to be only aligned with
points on the manifold that correspond to valid SSPs. Each sub-population is recurrently
connected to form an attractor network.
In this manner, a potentially noisy state vector will be mapped to the closest point
on this attractor surface, effectively cleaning up noise in the SSP. The Imagined Object
population contains the output of the Memory being convolved with the inverse of the
Current Location, corresponding to a mental image of the objects at the current location
during the scanning process. For the simulations, 512D semantic pointers are used and
each neural population contains 50 spiking LIF neurons per dimension.
4.2.2 Results
Timing data from the model is compared to timing data measured from humans. The
human data used comes from the original paper describing the experiment [93]. When
recording reaction times in an experiment with humans or other animals, part of the delay
will be due to the mental processes involved in solving the task, but there will also be a
delay due to encoding the instructions and producing a response. For example, if someone
65
Figure 4.6: Mental Image Scanning Model. Diagram of the model that performs the
image scanning task. On each trial the queried object as well as a memory for the layout
of all objects is provided to the network as input. At the beginning of the trial, the current
location is set to be the location of an object that is not the goal. Each time-step the
queried object is compared to the readout of the imagined object population. If the dot
product is above a threshold (0.45) then the trial ends and the time is recorded.
is told to press a button based on what they see on a screen, their brain needs to first take
time to process the visual input, then make a decision based on the task, and then send a
motor command to their hand to carry out the actual movement that pushes the button
that they chose.
Computational models such as the one presented here often focus on just modelling the
mental processes involved in the task itself rather than the other peripherals required to
perform the task in real life. When comparing timing data between model and experiment,
this difference needs to be taken into account. A common assumption is a fixed time delay
added to the response of the model. In this case, a reasonable delay can be computed
from the human data itself. Looking at the trend-line in the human data at a distance of
0cm, the corresponding reaction time is 0.96s. Since there is no task related computation
required when the distance is 0cm (task is already solved), the only delay will be from
beginning the task and issuing a response. This fixed offset of 0.96s is added to the model
output to account for this delay.
One free parameter in this model is the mapping of centimeters onto the unit-less values
of the binding exponent for the SSP. While this value can be tuned to improve the fit to the
human data, it can only provide a linear degree of freedom and the final value used makes
a prediction of the scaling used for this task which can be tested in similar experiments.
In Figure 4.7, a mapping of 4.2cm to 1 unit in the binding exponent is used to produce the
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Figure 4.7: Model and Human Performance. Simulated time for the model to complete
the task compared to reaction time on the task for humans. The human data is from the
original experiment [93]. The model data has an r2 of 0.88 and the human data has an r2
of 0.97.
model data. The same linear relationship between mental distance and processing time
can be observed in both datasets.
4.3 Learning Associations
The task we have chosen to test the ability of SSPs to be used for spatial associations is
based on the rodent version of the cued paired associate task [37]. Here a rat is trained to
make associations between a cued flavour and the location in a square arena where food
pellets of that flavour are located. The food can be in one of many sand wells that cover
the arena and the rat must dig in the sand to get to the food. In this manner there is
no visual indication of the location of the food, the rat must either try every location or
remember the correct location based on the cue. Each unique flavour cue corresponds to
one fixed location in the environment.
This experiment typically consists of two phases. The first is a sample phase, where on
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each trial only a single sand well is uncovered. When the rat digs in that well it receives
food of the associated flavour. After the sample phase, a test phase is conducted where all
sand wells are accessible and the rat is cued with a particular flavour at the beginning of
the trial. The rat must go to the location associated with that flavour to find food, as all
other sand wells will not contain food.
The model we construct to perform this task explores a different way in which the loca-
tions of objects can be remembered using SSPs. Instead of a compressed vector represen-
tation, the associations can also be stored in the connection weights of a heteroassociative
memory. The distinction here is a subtle one, as an associative mapping between two rep-
resentations is computed in both cases. In the present model, the activity of a population
of neurons represents a particular attribute (such as flavour) and the connection weights
from this population to another perform a specific associative mapping (e.g., compute the
location of any given flavour). For the compressed vector representations used in previ-
ous models, circular convolution provides a general associative mapping but requires two
inputs. The first is the associations themselves (semantic pointer containing bound pairs
of flavour and location) and the second is particular attribute (e.g., flavour) that is being
mapped to a different attribute (e.g., location).
4.3.1 Model
A spiking neural model of this task is constructed using Nengo. The structure of the model
is shown in Figure 4.8. There are three main branches in this model. The first (green in
the diagram) learns to associate flavours with locations, so that given a flavour cue, the
model will produce a representation of the location where this flavour was experienced. The
second (blue in the diagram) learns to associate locations to flavours, so that a location
cue will elicit the flavour that was experienced there. This second branch is not required
for the task, but is useful for verifying that the association can be learned both ways.
The third (orange in the diagram) is a set of neural populations that implement a simple
control system. This controller computes the error between the desired position and the
current position in the environment and uses this error to produce a velocity output. The
environment block contains a simple simulated world for this task. It consists of a square
arena (10×10 units) with randomly placed sand wells and a velocity controlled agent. The
only input to the environment is a 2D velocity signal. The outputs are a 2D position and
a 7D flavour signal. The flavour sensor is activated when the agent is within a 0.1 radius
of a sand well, and the value is injected into the Current Flavour population. The 2D
location is converted into a 25D SSP and injected into the Current Location population.
Each neural population contains 50 spiking LIF neurons per dimension.
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The Task Control node routes various information depending on the phase of the task,
shown in Table 4.2. During the sample phase, the working memory populations contain
sensory information, and associations are learned between flavours and locations. During
the test phase, the working memory populations contain cued information, and the associ-
ated output is represented in the recall populations. The Recalled Location is decoded to
a 2D position and routed to Desired Position, causing the agent to move towards the sand
well where it experienced the cued flavour.
Each working memory population is connected to an association population. This
connection is simply a communication channel but with an unsupervised learning rule
applied. The learning rule is a vectorized version of the Oja rule [125]. It is implemented
in Nengo as the Voja [180] learning rule:
∆ei = κai(x− ei) (4.5)
where ei is the encoder of neuron i, ai is the filtered activity of that neuron, κ is a
scalar learning rate, and x is the input vector encoded by these neurons. The effect is that
encoders of the post-population align to more strongly match inputs of the pre-population.
The encoders are initially set to random points on a unit hypersphere and the intercepts
for these encoders are set to 0.5 (i.e., their firing threshold is reached when the dot product
of the input x and the encoder is greater than 0.5).
The association population is connected to the recall population. The connection
weights are initialized randomly, but are modulated by a Prescribed Error Sensitivity
(PES) [13] learning rule:
∆wi,j = καjej · Eai (4.6)
where ∆wi,j is the change in the connection weight from pre-neuron i to post-neuron
j, κ is a scalar learning rate, ej is the encoder of a post-neuron and αj is the scaling on
that encoder, ai is the activity of a pre-neuron, and E is the vector quantity to minimize.
This connection is learned in a supervised fashion using information from an error
population. This error represents the difference between the recall population and the
currently experienced sensory information. While the learning rule is active, the weights
are updated to minimize this error. In the model these learning rules are active whenever
any flavour signal is being sent from the environment.
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Figure 4.8: Place-Flavour Association Model. Diagram of the model that performs the
association task. Coloured rounded boxes are populations of neurons. The dimensionality
of the signal being represented for each population is shown in the parentheses. The green
dotted lines indicate which population provides the error signal for the PES learning rule
on a connection. The red dotted lines indicate inhibition of learning rules when learning is
turned off. The Environment node represents the simulated world, where the state contains
a 2D position signal as well as a 7D flavour signal which is active when the agent is near
a flavour well. The position is updated over time based on a 2D velocity signal. The Task
Control node routes incoming information to different outputs depending on the phase of




Desired Position Open Sand Well Recalled Location
WM Location Current Location Recalled Location
WM Flavour Current Flavour Cued Flavour
Learning On Off
Table 4.2: Task Control Routing. Inputs to the Task Control node are routed to different
outputs depending on the phase of the task (sample or test). Additionally, learning rules
are active during the sample phase but are inhibited during the test phase.
4.3.2 Results
The simulation is conducted in two phases similar to the animal experiment. During the
sample phase, each location is visited once in succession, with the agent spending 2 seconds
at each location while receiving the corresponding flavour signal. During the test phase,
the agent is cued with a random flavour signal which drives the motor system to move the
agent to the corresponding location. The model is able to successfully learn this task from
a single trial of each place-flavour pair, matching observed behaviour in rodents [37].
When an association is learned between a location and a flavour, a small set of neurons
become highly active whenever the agent is in that location and silent elsewhere. This
is caused by the Voja learning rule aligning encoders to be more sensitive to the current
location. Since location is represented by an SSP, further away locations are nearly orthog-
onal, causing even less activity outside the place field in these neurons after learning. This
alignment will only happen to neurons that are spiking at this location. Neurons that are
not driven enough to spike will not undergo any change. This place cell learning effect is
shown in Figure 4.9. The encoders of this population (Location Association) are initialized
randomly on the unit hypersphere in 25 dimensions. Some of these neurons will be more
sensitive to particular regions of space than others, with the shape often being irregular
and disjoint (top row of Figure 4.9). Those that are sensitive enough to spike while the
agent is experiencing a flavour will become more strongly tuned to the associated location,
further increasing their sensitivity to this location and forming a clear place field (bottom
right of Figure 4.9).
71
Figure 4.9: Place Cell Learning. The heatmaps are generated by taking the dot product
of each neuron’s encoder with the SSP representation of a grid of locations covering the
space. Intensity is the value of the dot product above a threshold of 0.25. Each column is
a different neuron from the population (Location Association). The top row is taken from
when the network is first initialized. The bottom row is after learning the place-flavour
associations.
4.4 Spatially Tuned Neurons
To further demonstrate the biological relevance of SSPs, in this section we show that
SSPs are naturally implemented in a spiking neural network using neurons with tuning
properties matching those found in the hippocampus and medial entorhinal cortex. We do
this by choosing the encoders (i.e., preferred direction vectors) of individual cells to reflect
observed tuning of these neurons. The encoder of a neuron determines which part of the
state space it is sensitive to. Specifically, the larger the dot product between the encoder
and the state space vector, the more the neuron will fire.
An SSP of dimensionality d can be organized into n = bb(d − 1)/2c/3c orthogonal
hexagonal tori. The orientation of the principal axes and the scale of each torus can be
configured using Equation 3.26. One way to think of this surface is as a separate set of n 2D
manifolds (hexagonal tori) where a single location has a correspondence to a single point
on each manifold. A fixed translation of the true 2-D locations results in a fixed translation
on each of the tori, where the distance and direction of this translation is dependent on
the orientation and scale on the particular torus. Due to the tight correspondence between
points on these different manifolds, the full space they can cover is still a 2-D surface.
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Each torus exists in a 6-D space orthogonal to all other tori, so there exists a coordinate
frame where the simple concatenation of the coordinates for each of the n points results in
the point on this larger 2-D surface. Setting an encoder in this coordinate frame to align
with a position on just one torus with zeros everywhere else will make the neuron only be
sensitive to the orientation and scale of that torus, as the dot product will be zero with
the n − 1 other points. This will produce grid cell firing patterns. The phase of the grid
cell will depend on which point on the surface is chosen. Band cells can be created in a
similar manner. Instead of aligning the encoder with a point on the surface, it is aligned
with one of the three principal axes. Neurons resembling place cells can be created by
aligning the encoder across a multitude of the tori. The firing field will still technically
be periodic in this case, but the distance required to travel to repeat would be the lowest
common multiple of all of the scales. A neuron can also fire at multiple distinct places by
aligning the encoder to be the midpoint of those places.
Firing patterns of individual neurons in an ensemble representing the location of an
agent are shown in Figure 4.10. Each image corresponds to a single neuron. In grey are
the trajectories of the agent. When the neuron of interest spikes, a red dot is placed
on the image at the agent’s current location. Another method for generating an SSP
and corresponding encoders to obtain similar results is detailed in [41]. In that work the
problem is formulated in terms of sets of 3 plane waves in the frequency domain oriented
120 degrees apart. Each sub-ensemble contains plane waves at a different frequency and
global rotation. This ends up being a frequency domain formulation of a hexagonal torus.
The orientation of the grid cells or band cells within a particular sub-toroid of the
SSP manifold must align with the principal axes that defined that toroid. If each toroid
has a unique scale, this means that all neurons that represent a particular scale will have
the same set of three orientations, 120 degrees apart. This matches observed data from
rodents where grid cells exist at discrete scales and within a particular scale all firing fields
are aligned to the same orientations [163].
Place Cell Remapping
Place cells are known to be re-used across different environments and exhibit random place
field remapping [121, 52, 80]. Neurons that have a place field in one environment can also
have a place field in a different environment, and the relative distances between the place
fields of two neurons will differ across environments. There are also cells that will fire in
one environment, but not another.
This remapping phenomenon can be modelled using SSPs. One way to represent dif-
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Figure 4.10: Spatial Tuning of SSP Neurons. Top: Neurons with grid cell-like re-
sponse. Middle: Neurons with band cell-like response. Bottom: Neurons with place
cell-like response.
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ferent environments is with a different set of axis vectors to define the space. The axis
vectors could be determined based on features of the environment that distinguish it from
other environments. A neuron tuned to a particular direction in a high-dimensional space
may be sensitive to one location using one axis vector system while simultaneously being
sensitive to a different location under a different system. In this manner no connection
weights need to be changed for this neuron to act as a place cell in both environments.
This is in line with the neuroscience literature that suggests that place fields are present
upon first exposure to a new environment (they appear within a few minutes and are stable
for several days), indicating that learning is either extremely rapid or that no connections
need to be changed [70].
An experiment is conducted demonstrating place cell remapping using a 512D SSP
representation. There are 10 different environments, each with a set of randomly generated
axis vectors. A population of 2,560 neurons represent the location of an agent. For each
neuron, the preferred direction in the state space (encoder) is set to be the average of 10
different SSPs, one from each environment with locations randomly chosen. For each SSP
chosen, there is a chance that the location it represents is outside of the bounds of the
environment, to capture the phenomena that some place cells do not show activation in
every environment [121]. Every neuron is recorded while the simulated agent explores each
environment. The trajectory through the environment is set to be a space filling Hilbert
curve so that all regions of the environment are explored in an efficient manner. The spatial
tuning of a subset of neurons is shown in Figure 4.11. Despite the encoders being defined
to span multiple environments, within an individual environment the neurons maintain a
single stable place field. The same neuron can have place fields in the other environments
and the remapping is random (i.e., the relative location between two place fields in one
environment is not consistent with the relative location between the same two place fields
in a different environment).
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Figure 4.11: Place Cell Remapping. Shown are the firing rates (Hz) for three neurons in
three different environments. The images are created by dividing the space into 40 evenly
sized bins in the x and y directions (total 1600 bins). For every neuron and every bin, the
average firing rate is computed for that neuron when the agent’s position is within the bin.
A separate experiment is run for every environment using the same population of neurons.
In every experiment the population of neurons represents an SSP, but each environment is




This chapter introduces components of a navigation system and provides experiments
demonstrating the performance of neural networks implementing each component. Each
component performs a different task (localization, path integration, memory retrieval, and
action selection) and they are combined together to form an integrated system capable of
navigating to semantically defined goals.
5.1 Other Spatial Encodings
To demonstrate the effectiveness of the methods used here, we have identified several stan-
dard methods to provide benchmark comparisons. Listed below are several alternative
encoding methods, chosen based on prevalence of use in machine learning tasks. Experi-
ments training neural networks for spatial tasks in the upcoming sections will be performed
with these methods in addition to SSPs.
2D Coordinates
This method simply uses the 2D coordinates directly with no additional encoding mecha-
nism. It provides a benchmark for all other methods to compare against.
One-Hot Encoding
For one-hot encoding, the environment is discretized into a grid. Every element has the
value of 0 except for the element which corresponds to the closest grid point of the 2D
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Figure 5.1: One-Hot Encoding Example: In this example the 2D space is discretized
into 16 bins in the x and y directions, for a total of 256 bins. A location is represented by
a 256D vector, where all elements are 0 (depicted as white squares) except for the element
that covers the location of interest which is 1 (depicted as a black square).
location; this element has a value of 1. A visualization of this encoding is depicted in
Figure 5.1. This encoding provides an extremely sparse representation of the input.
One-hot encoding is used in many applications, including mapping environments [72],
DNA motif prediction [29, 85], and text encoding [196, 197].
Tile Coding
Tile Coding [4, 167] is a natural extension to one-hot encoding that helps with generaliza-
tion. The environment is discretized into a series of overlapping grids, with each grid offset
by a different amount. For each grid, the element closest to the encoded location is set
to 1, and all other elements are set to 0. An illustrative example is shown in Figure 5.2.
Due to the different offsets of the grids, a more precise location can be decoded from the
combination of grids than from any individual grid. The offsets also enable any function
learned from this representation to be able to generalize to nearby spaces. This is due to
the similarity of encoding at nearby locations.
The parameters involved in this encoding are the number of tilings, the number of bins
in each tiling, and the amount of space that each tiling spans. The total dimensionality is
ntilings · nbinsx · nbinsy .
Tile Coding has been used in many applications, most notably in the domain of rein-
forcement learning [167]. Example applications include hierarchical control of traffic signals
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Figure 5.2: Tile Coding Example: Three overlapping discretizations of the environment
are shown in different colours. The shaded square corresponds to the element of each grid
containing the location being represented. The resolution of the encoded position is based
on the size of the region where all shaded squares overlap. For 3 tilings with 9 bins in the
x and y directions, a 243D vector is used.
[2], camera modelling for 3D sensing [184], robot soccer [166, 89] and multiagent learning
[183, 90].
Radial Basis Functions
This encoding mechanism applies a series of 2D functions with varying center locations to
the 2D coordinate. Any radial function (i.e., output is based on the distance to the center)
can be used, but a Gaussian is the standard choice. The centers are distributed across
a 2D domain of interest. Some number, N , of Gaussians are chosen, resulting in a N -D
encoding for every point. The standard deviation of each Gaussian can either be fixed for
each function or follow a chosen distribution. This can be seen as analogous to a place cell
code, where each cell has a preferred location (center) and a receptive field (radius). An
illustration of this encoding is shown in Figure 5.3.
There are many different ways to choose the locations of the centers for each Gaussian.
One simple method is to evenly tile the space by placing the centers at nodes on a 2D grid.
This ensures that the space is fully covered, but with the disadvantage that the number
of centers cannot be arbitrary (e.g., to evenly cover a square environment, the number
of centers must be selected as a perfect square). Another method that gets around this
restriction is to select the centers uniformly at random across the 2D domain of interest.
The disadvantage here is that the density of centers tends to not be evenly distributed, with
clumps of many centers in some regions and very few in others. A solution to this problem
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Figure 5.3: Radial Basis Function Example: The black dot corresponds to the location
being encoded. Each coloured circle represents one dimension of a 16D encoding. The
center of the circle is the center of the 2D Gaussian and the radius of the circle is the
sigma value for that Gaussian. The opacity corresponds to the activation of each function.
is to choose centers based on locations along a space-filling curve, such as the Hilbert Curve
[73]. Since the 2D space can be approximated by a 1D curve, samples can be chosen in
1D and interpreted as a distance along the curve. A 1D region can be subdivided into
any number of equal subregions, allowing any number of centers to be chosen. Here the
center locations are evenly spaced across a Hilbert curve of order 6 with small amounts of
Gaussian noise added to each location to provide some randomness. A comparison of the
locations of 2D points generated from a uniform distribution and a Hilbert curve is shown
in Figure 5.4.
RBF encoding is used in many applications, including learning spatial relationships
between objects [150], facial recognition [50, 9], and learning actions from motor primitives
[173].
Legendre Polynomials
This method is inspired by Functional-Link Networks [133] where the dimensionality of
the input is expanded by mapping it through a set of functions before being applied to a
neural network. One commonly used class of functions in these networks is the Legendre
polynomials [153]. These are a set of orthogonal polynomials, the first few orders of which
are shown in Figure 5.5. The constant term (order 0) is not used for the encoding as it is
invariant to the input, and bias parameters are already present in the neural networks used.
80
















Figure 5.4: RBF Center Distributions
For a location input, the x and y coordinates are considered features and are each mapped
through a set of Legendre polynomials up to some maximum order. The input coordinates
are scaled by the bounds of the space to be between -1 and 1, ensuring the output is also
within that range. The outputs from each polynomial are concatenated together to form
the encoding.
Networks using a Legendre polynomial encoding have been used for structural system
identification [153], chaotic time series prediction [182], and encoding sliding windows of
time in a recurrent neural network [179].
Learned Encoding
This method learns an N dimensional encoding using backpropagation. An additional
fully connected layer is added to the beginning of the network. This additional layer is
trained simultaneously with the rest of the network on whatever task is being performed.
If encoding is required for multiple inputs to the network, the weights are shared across all
of those inputs, to ensure a consistent encoding is used.
Random Linear Transformation
In addition to these common encoding mechanisms, two random methods are used as
well, to construct a baseline. For this method the 2D coordinate is multiplied by a fixed
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Figure 5.5: Legendre Polynomials
randomly generated 2 × N matrix to produce an N dimensional vector. The purpose of
this encoding is to provide a comparison where the information is essentially unchanged
but the dimensionality matches the other encodings.
Random Mapping
This method is meant to give a baseline level of performance as well as measure the
tendency of the training method to overfit. The original 2D coordinate is randomly mapped
to an N dimensional vector. This mapping is done by treating the bits in the floating
point representation of the 2D coordinate as a seed to a random number generator that
will produce an N dimensional unit vector. This process effectively treats every 2D point
as unique with no relation between the encodings of nearby points. This violates the
smoothness assumption made by most machine learning algorithms so any function learned
using this representation is not expected to generalize. It will however give a reasonable
worst case to anchor the results of the other encoding mechanisms against.
5.1.1 Decoding
It is useful to be able to reconstruct the 2D coordinate given an encoding. One efficient
and general way to approximately reconstruct the encoded position is to use a lookup table
as the decoder. Given the assumptions of a) smoothness between nearby representations
and b) uniqueness of encoding (i.e., different coordinates should map to different repre-
sentations), a lookup table for decoding can be constructed. For any encoding, this table




























































































































































































Figure 5.6: Similarity of Encoding. Each row depicts a different location being encoded.
The location is indicated by the green dot in the far left column. The blue square indicates
the bounds of the encoding if one is required. Each other column displays the similarity
heatmaps for a different encoding method on each location.
region of interest. The encoding vectors produced are then normalized so that computing
the dot product is equivalent to the cosine similarity. To approximately decode any 2D
coordinate from a given representation vector, a tensor dot product is computed between
the representation vector and the table. The output is an N×N matrix, where the index of
maximum value can be used as an index into the coordinate table to find the approximate
2D coordinate.
One advantage of SSPs over the majority of other methods is no explicit domain limit
needs to be specified. Any real number may be encoded as an SSP. Other encodings, such
as tile-coding, can only represent values that fall within fixed bins, with the bin size and
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location determined by specified boundaries. Any value outside the boundary can either
not be represented, or is instead represented by the closest tile on the boundary, meaning
everything in a particular direction outside of the boundary is mapped to the exact same
representation. This effect is depicted in Figure 5.6, where the similarity of an encoded
location is shown compared to all other locations. Some locations depicted are outside of
the defined bounds of the encoding.
The following experiment tests the accuracy of decoding from each representation based
on the size of the domain and the level of noise applied. For methods that require a
boundary, the boundary is set to the edges of the space, so that all coordinates sampled will
be within the boundary. The SSP representation used remains the same in all conditions.
The only difference is that the decoding method only considers values within the domain.
The ground truth decoding in all cases is conducted through a nearest neighbour match of
a dense tiling of the space (0.0625 units apart). Input coordinates are sampled from this
tiling. If the noisy coordinate is still a closest match with the input coordinate, the point
is considered to be decoded correctly. If it matches with a different unit on the grid, the
error is based on the distance of the best match to the input coordinate. Results are shown
in Figure 5.7. The increase in error for one-hot encoding and tile-coding for larger spaces
is due to the fact that their resolution decreases as the space becomes larger. Due to the
fixed dimensionality constraint of the experiment, each tile in a larger space occupies a
larger area. A similar effect occurs for the RBF encoding. As the space gets larger, the
widths of the Gaussians must get larger to compensate, effectively degrading the precision
of the representation. If the widths do not get larger, the accuracy degrades even faster
with the size of the space, as regions of the space can no longer be covered with a fixed
dimensionality. With very wide Gaussians the slope is shallow, so small perturbations due
to noise will cause a larger change in the position estimate. The discrete methods (one-
hot and tile-code) are highly resilient to noise, but offer only a finite level of precision,
based on the dimensionality of the encoding and the size of the space. The continuous
methods are highly precise when there is no noise, but performance degrades more quickly
as noise is added. The RBF and Legendre methods become more sensitive to noise as
the domain increases, while the error in the SSP method remains constant through this
domain increase. For the smallest spaces RBF and Legendre offer the best performance,









































Figure 5.7: Noise Resilience in Decoding. Decoding error as a function of noise level
and size of the environment. Normally distributed noise is applied to each encoding with
a mean of zero and a variance of σ. RMSE is computed on the difference of the original
coordinates and the decoding from the noisy representation. The size is the side length of a
square environment. Continuous encodings (SSP, RBF, and Legendre) are 256D. Discrete
encodings (One Hot and Tile Code) are 4096D.
5.2 Navigation
This experiment involves generating a policy for use in a navigation task and is an extension
of the work published in [91]. The objective is to train a network to generate the correct
action to take for any state in an environment, where the correct action is defined as
the direction the agent should move in order to get to a goal location the fastest. The
environments are defined over 2D space and contain regions that are either free space or
obstacles. The agent can only move through free space and collides with all obstacles.
The network receives three inputs; the encoding of the current location, the encoding
of the goal location, and a context vector corresponding to the current environment. The
output of the network is a 2D vector corresponding to the direction to move from the current
location to get to the goal. The network is a feed-forward neural network trained with back-
propagation with the Adam optimizer. A diagram of the network architecture is shown in
Figure 5.8. Note that since two locations are being encoded, when the ‘learned encoding’
method is used the weights and biases are shared across the two encoded locations. This
ensures that a single encoding function is learned.
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Figure 5.8: Navigation Task Diagram. Neural network that performs the navigation
task. Current Location and Goal Location are each 2D inputs that are mapped through an
encoding function. The encoded inputs are concatenated with a context signal unique to
each environment, forming the input of a multi-layer feed-forward neural network. After
one or more hidden layers, a 2D output layer represents the predicted direction to move to
reach the goal from the current location.
5.2.1 Optimal Policy
In order to facilitate supervised training, an optimal policy needs to be computed to supply
the training signal. The policy is defined as an action to take for every point in the space.
The space is divided into a 64× 64 grid so that a tabular policy may be used. Each cell in
the table contains a 2D value corresponding to which direction the agent should move from
that location to get to the goal. The optimal policy for a given goal location is computed
using a modified version of Dijkstra’s [39] search algorithm and is described in Algorithm
1.
This algorithm produces reasonable looking policies, but still can exhibit ‘wall-hugging’
behaviour that would not be ideal for an agent interacting with the real world. To remedy
this problem, an energy function is superimposed on the policy to bias the solution to keep
some distance from the walls. This is accomplished by adding a 2D Gaussian to each node
with a wall, where the height of the Gaussian corresponds to an outward direction vector
(the direction is always outward from the center, and the magnitude is proportional to the
value of the Gaussian at each point). This gives an additional flow field that is summed
with the policy flow field to create a policy biased to avoid walls. A visual depiction is
shown in Figure 5.9.
The policy is conditional on the goal, so a different flow field is computed for every goal
location in the dataset.
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Algorithm 1 Optimal Policy
1: Let nodes be a discrete set of locations tiling the space
2: Let expanded be an initially empty list of nodes sorted by distance
3: for each node in nodes do
4: node-dist =∞
5: node-dir = (0, 0)
6: end for
7: Start with the node for the goal, set its distance to 0 and place it on a queue
8: while queue is not empty do
9: Pop the next element in queue as current-node
10: Add current-node to expanded
11: for each adj-node adjacent to current-node do
12: if adj-node is not a wall and adj-node-dist > current-node-dist+ 1 then
13: Add adj-node to queue
14: for each exp-node in expanded do
15: if There exists a non-occluded straight line from adj-node to exp-node then
16: Set adj-node-dir to be the direction of the line











Figure 5.9: Ground Truth Optimal Policy. The colour of each pixel corresponds to the
optimal direction to move from that location to get to the goal shown. Left: Result of the
shortest path algorithm. Right: Shortest path algorithm with the additional objective of
avoiding walls.
5.2.2 Dataset Generation
A series of environments are randomly generated, across two different styles. The first style
is labelled ‘blocks’ and consists of a mainly open world with various clusters of obstacles
placed within. The second style is labelled ‘maze’ and consists of narrow corridors that
form a maze-like structure (see Figure 5.12 for an example of each environment style). In
both cases there is always an unimpeded path from any free space to any other free space.
If during the generation of the environment any regions of isolated space form, the smallest
region is fully filled in with obstacles.
The environments are defined over a coarse occupancy grid of 13× 13 cells. Although
the obstacles are only defined at integer locations, the agent as well as the start and goal
locations can occupy any continuous free spatial location within the environment.
A total of 100 unique environments are generated. Due to the computational complexity
of generating an optimal action for a given location, the policies are computed across a
discretization of the environment, allowing previous results to speed up computation of
future results. For each environment, 100 goal locations are sampled from the free space
locations on a 64 by 64 grid. For each of these goals, the optimal policy is computed for
every free space in the grid. The first 75 goals in each environment are used in the training
set, and the final 25 goals only appear in the test set.
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5.2.3 Performance
One way to determine how close the learned policy is to the desired optimal policy is to
use the Root Mean Squared Error (RMSE) of the output. Since the policy output is a
2D direction vector there are a variety of ways to compute this error. One way would
be simply compute RMSE on the output and target vectors directly. An issue with this
method is that the magnitude of the vector will play a large role in the error. For this task
the direction of output is all that matters for determining success. One way to remove any
error caused by magnitude discrepencies is to normalize the output before computing the
RMSE. This gives a more relevant result, but there is still room for improvement. The 2D
output can instead be converted into the 1D angle in radians that it represents. The error
can now be defined as the angular distance between the output and the target. One point
on a circle can be reached from another by either moving clockwise or counterclockwise,
and the distance in general is different depending on which way is chosen. For this metric
we are always interested in the smaller of the two angles. A general way to obtain the
smallest angular distance between two angles is shown in Equation 5.1.
θe = min(|θp − θt − 2π|, |θp − θt|, |θp − θt + 2π|) (5.1)
Where θe is the error, θp is the predicted angle, and θt is the target angle. Both
the predicted and target angle are constrained to be between −π and π. This equation
enforces the error to be within the same range. This equation can be vectorized in Python
to compute the error for all data points efficiently. The Angular RMSE metric used in
experiments follows this error calculation and the result is reported in radians.
5.2.4 Hyperparameter Analysis
One downside to using deep learning approaches to train a network is that there are
often many hyperparameters that influence the final performance. Although the focus
of this work is not on the training of these networks, care must be taken so that the
hyperparameters used produce reasonable results. Therefore, a hyperparameter analysis is
conducted on four parameters: the number of hidden layers, the number of units in each
layer, the batch size, and the learning rate. Results are shown in Figure 5.10. Overall
the best performance was observed for a learning rate of 0.001. The batch size had very
little effect on the final result. Performance improved with the number of hidden units and
hidden layers, with the best results obtained for the largest values tested.
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Increasing the hidden size and number of layers further will likely continue to improve
performance as long as more regularization is applied to account for increased model com-
plexity (e.g., more training samples). Since the goal is to compare relative performance
of different methods rather than absolute performance, model complexity and training set
size are limited. This limit allows models to be trained faster and more models to be run
in parallel, resulting in more experiments that can be performed in a given time frame. All
encoding methods showed a similar dependence on these hyperparameters, so a comparison
can be performed at any fixed hyperparameter setting.
For the SSP encoding methods the scaling from environment coordinates to the ex-
ponent of the axis vectors can affect performance. Similarly, the width of the Gaussian
functions used in the RBF encoding are important. The other encodings used can be fully
defined based on the size of the environment and the dimensionality of the encoding. A
parameter sweep from 0.1 to 1.5 is conducted across these two parameters. The minimum
loss is observed for an SSP scaling of 0.5 and for a σ of 0.75 for the Gaussian basis. These
values will be the defaults for all experiments.
5.2.5 Results
Experiments were conducted across a variety of spatial encodings. Three SSP variants
are used; the standard formulation with two randomly chosen axis vectors, the hexagonal
formulation with three randomly chosen axis vectors, and a version using a single axis
vector encoding x and y separately and concatenating the result together (as opposed to
circularly convolving them together). Results are shown in Figure 5.11. This plot and all
other bar charts in this thesis will use the standard of displaying the 95% confidence interval
of the mean, and all t-tests for statistical significance will use the standard of four stars
for p < 0.0001, three stars for p < 0.001 two stars for p < 0.01, and one star for p < 0.05.
Visualization of the learned policy compared to the optimal policy is shown in Figure 5.12.
In each case the dimensionality of the encoding is set to 256 (except for the 2D encoding
methods where it remains at 2) and the network size and training hyperparameters are
held constant across runs. The context signal is set to a 256D random unit vector unique
to each maze layout. When concatenated with the 256D encoding of the current location
and 256D encoding of the goal location, the total size of the input vector is 768 (or 260 for
the 2D encoding methods). Two hidden layers with 2048 neurons each are used. A ReLU
activation function is used before each hidden layer. The output is a linear readout from
the last hidden layer.
The network is implemented in PyTorch [135]. It is trained using the Adam optimizer
[86] with a learning rate of 0.001 for 50 epochs on a training dataset of 100,000 data
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Figure 5.10: Network Hyperparameter Analysis. Results shown are averaged across
experiments with SSP, Hex-SSP, RBF, Tile-Code, and One-Hot encodings. In each case
the other hyperparameters are held constant while the hyperparameter of interest is varied.
The default values used are a two layer network, a hidden layer size of 256, a batch size of
512, and a learning rate of 0.001.
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points. Initial experiments were run for 500 epochs, but performance on a validation
dataset plateaued by 50 epochs, indicating that any additional training would only result
in overfitting. All results shown are from a mutually exclusive test dataset of 100,000 data
points. The test dataset is set up in such a way that any tuple of (start location, goal
location, context) that appears in the training set cannot appear in the test set.
The SSP methods outperform all other methods, with the hexagonal formulation con-
sistently achieving the best score. The independent SSP method, which encodes x and y
as separate 1D SSPs does not perform as well as the other two, indicating that combining
the coordinates into a single encoding defined across the 2D surface is beneficial for this
task. Despite worse performance compared to the other SSP methods, the independent
encoding is still competitive with the other top encodings.
For a policy trained on 25 unique mazes, Hex SSP produced an RMSE of 0.4298 (SD
0.0048), SSP 0.4365 (SD 0.0035), Ind SSP 0.4388 (SD 0.0038), and the next best encoding
is RBF with an RMSE of 0.4400 (SD 0.0037).
5.2.6 Capacity
The number of unique environments that a single model is able to successfully learn to
navigate is a measure of its capacity.
To test the capacity afforded by different encodings, a model is trained on a varying
number of environments to see at which point the performance of the model breaks down.
Results are shown in Figure 5.13.
The rate at which the task becomes more difficult as the number of environments
to learn increases appears to be similar for all encoding methods. This indicates that
none of the encoding methods inherently provide an advantage over the others in terms of
learned policy capacity. Any limitation will be dependent on the neural network used, the
number of samples in the dataset, and the environment context vector (held constant in
all experiments).
Interestingly, even the random encoding method showed some dependence on the num-
ber of environments to learn. Even though the train and test sets are set up such that
no tuple of (start, goal, context) is allowed to appear in both datasets, it is possible that
due to random chance some samples partially overlap. For example, consider the training
sample (start = bottom left, goal = anywhere, context = environment A, target = up
and to the right) and the test sample (start = bottom left, goal = anywhere, context =
environment B, target = up and to the right). Although the random encoding has no way
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Figure 5.11: Learned Policy Performance. Test set performance of models trained with
different encoding methods to compute a navigational goal-directed policy. Descriptions
of the encoding methods used are as follows: Hex SSP: Encoded using random axis
vectors for a hexagonal coordinate system. SSP: Encoded using random axis vectors for a
standard 2D coordinate system. Ind SSP: x and y represented as separate 1D SSPs and
concatenated together. RBF: Gaussian radial basis functions. LG: Legendre polynomials.
TC: Tile-Coding. OH: One-Hot encoding. Learn: Learned encoding. Learn-N: Learned
encoding with inputs normalized. 2D: Directly using 2D inputs. 2D-N: Directly using
normalized 2D inputs. Rand-P: Fixed linear transformation to project 2D input into the


































Figure 5.12: Learned Policy Visualization. Each pixel is coloured based on the output
of the policy for that location as input. For each environment the goal is set to be the
same location.
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Figure 5.13: Learned Policy Capacity. Performance of a learned navigation policy
based on spatial encoding and the number of different environments the network must
learn. Each encoding is 256D (with the exception of the 2D coordinates directly case). The
neural network is trained with Adam (learning rate of 0.001) for 50 epochs on a dataset
of 100,000 training samples. There is a single layer with 256 hidden units and ReLU
activations between the input layer and hidden layer. Each experiment was performed 5
times with different random number seeds.
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of understanding where the start and goal are relative to each other, during training it can
learn to associate a particular location (e.g. bottom left) with an output direction that is
on average correct with that location (e.g. move up and to the right) regardless of where
the goal is located or what the layout of the environment is. While the task is extremely
difficult, the network is still able to learn something. This ‘best output on average’ becomes
more difficult as more environments are added because it is less likely that the samples
partially overlap when the possible space to draw samples becomes larger and only a fixed
number of samples are drawn.
5.2.7 Generalizability
Environment Type
With a larger network and enough training data, it is possible for the performance of the
‘learned’ encoding method to match that of the SSP encoding. The question arises as to
whether this learned encoding generalizes to other environments as well as the fixed SSP
encoding. To test this, an encoding is first learned by training on one type of environment.
After sufficient performance is achieved, the weights and biases of the learned encoding
layer are saved and then loaded into a new model to be trained on a different environment.
The parameters of the encoding layer are frozen (i.e. not allowed to be updated with
gradient descent), while the hidden layer can still be learned. The new model now has
the exact same amount of trainable parameters as the SSP model. There are two training
conditions for the encoding parameters, one trained on ‘blocks’ environments and one
trained on ‘maze’ environments. The encoding trained on each of those conditions is then
used to train a policy on a different set of ‘blocks’ or ‘maze’ environments. Results are
shown in Table 5.1, along with the SSP method for comparison.
In general the scores are better on the maze environments than the blocks. This may
seem counter-intuitive as the maze environment seems more difficult to solve than the more
open blocks environment. The reason for this is that the RMSE is measured based on the
deviation from the optimal policy and open environments permit more subtle changes in
what the best direction to move is based on the goal. For a corridor in a maze, there are
essentially only two directions to move, so learning to choose correctly based on the goal
becomes much easier. For the blocks environment, a subtle shift in the goal location could
make the optimal path take a different direction around an obstacle than it did before. A
policy that goes the longer way to get to the goal will still reach the goal, but the RMSE
measured will be higher.
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Training Testing RMSE
Blocks Blocks 0.472 (0.022 SD)
Blocks Maze 0.531 (0.014 SD)
Maze Blocks 0.461 (0.021 SD)
Maze Maze 0.443 (0.012 SD)
SSP Blocks 0.407 (0.004 SD)
SSP Maze 0.360 (0.006 SD)
Table 5.1: Generalizability Across Environment Layouts. Encoding performance
based on the style of the environment. Encoding parameters are learned on the training
environment and hidden layer parameters are learned on the testing environment. Results
shown are for a policy that operates on 10 unique environments.
The encoding learned from training on blocks environments performed best when used
on blocks environments, and the encoding learned from training on maze environments per-
formed best when used on maze environments. This is not too surprising, but it illustrates
the fact that this learned encoding is dependent on the distribution of data it is trained
on. There is no incentive for the encoding to be useful in a larger class of problems; any
ability to generalize will have to come from similarities in the data across tasks or specific
regularization techniques applied. SSPs on the other hand are designed to represent spatial
information with no specific task in mind. In this sense they are not biased by a particular
dataset or task, allowing the encoding to be used more generally. For this particular case,
SSPs produced 11.7 % less error on blocks environments and 18.7 % less error on maze
environments compared to the learned encoding method.
Encoding Bounds
A natural advantage of using a SSP encoding of space is there are no explicitly defined
limits of the space that need be represented. When using a method such as Radial Basis
Functions or Tile-Coding, boundaries must be chosen for the space to be represented.
Any region outside of the boundary cannot be encoded effectively without changing the
representation to include additional basis functions or tiles. In contrast, SSPs can represent
any location and the dimensionality of the SSP does not have to increase to incorporate
more space.
To illustrate this point, experiments were conducted where the encoding is designed for
a particular region of space, but the network learns from a larger region that goes outside of
these bounds. In this experiment the encodings were designed for a space of half the width
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Figure 5.14: Performance Outside of Defined Bounds. Encoding methods are trained
on a larger space than they are designed for.
and half the height of the entire maze. For SSPs, the only available parameter to change
is the scaling of the coordinates used as the convolutional power. The scaling that is used
in all previous experiments was increased by a factor of two, to indicate being chosen for
a smaller space (i.e., moving one unit with this new scaling is equivalent to moving two
units with the old scaling).
As can be seen in Figure 5.14, the SSP encoding methods outperform all other methods
by a large margin.
5.2.8 Large Environments
This section explores the effectiveness of the different encoding methods on significantly
larger single environments.
Computing the exact optimal policy for an arbitrary maze layout becomes computa-
tionally intractable when the environment is large. One way to overcome this issue is to
construct the larger environment out of smaller known environments from the previous
experiments instead of creating an entirely new larger one. The 100 environments can be
tiled into a 10 by 10 grid to create a single environment that is 100 times larger. This
method can leverage the fact that the optimal policy is already known for all start and goal
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locations within each tile. This experiment is similar to the previous task except instead of
re-using coordinates with a different context across sub-environments, all coordinates are
unique to a particular sub-environment. The uniqueness of the coordinates provides the
context implicitly, so no context signal needs to be provided. Adding the context signal
back does little to help performance. Results are shown in Figure 5.16. A visualization of
the policy on a particular maze is shown in Figure 5.17.
Another variation of the larger environment used in these experiments allows start
and end positions to be anywhere. This is achieved by creating passageways between
neighboring tiles. Every tile is connected to at least one neighbor and can have up to four
connections. An additional constraint is used, ensuring that there exists a path from any
free space location to any other free space location. This forms a hierarchical maze, as
shown in Figure 5.15. A ground truth policy is computed for this higher level maze which
is used to determine which passageway to use to exit the current lower level maze to get to
a goal in any other lower level maze. This hierarchical structure allows the computation of
the ground truth optimal action from any location to any other location to be tractable.
A training dataset is generated using 500,000 samples along with a test set of the same
size. Results are shown in Figure 5.18.
The overall performance of every method is much lower compared to the smaller en-
vironment case. This is to be expected as the task is much more difficult and meant to
push each method toward its limit. A significant amount of generalization is required to
solve this task. There are over 1010 possible start and goal locations, which is many orders
of magnitude larger than the training set. The SSP encoding methods perform the best
overall, with a larger margin over the other methods than in the smaller environment case.
The experiments were performed both with and without a context signal being given
for the current sub-environment. The context signal had very little effect, suggesting that
being at a different location is context enough for the network to learn how to behave.
5.2.9 Sub-Dimension Grouping
This experiment explores how the subdivision of the unitary vector space into orthogonal
tori affects performance of the policy network. The parameter of interest is the sub-
dimension τ which corresponds to dividing aN -dimensional space into T = bb(N−1)/2c/τc
orthogonal τ -tori. Each τ -torus is projected onto a 2-torus by mapping the orthonormal
unit vectors of the τ -dimensional coordinate system to evenly spaced points on the unit
circle in 2D. Each torus is defined by a single φ value that is used for each of its τ dimensions.
Values of φ as well as the angle of the projection (rotation offset of the unit circle points
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Figure 5.15: Large Environment. Arranging 100 smaller environments into a 10 by 10
grid to form one larger environment. Pathways between neighbouring environments are
created if there are no obstacles at the midpoint of the walls in both environments. The
paths in the higher level maze formed by these connections are highlighted on the right.
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Figure 5.16: Large Isolated Environment Results. Two environment sizes are tested,
one containing 5 × 5 and the other 10 × 10 smaller sub-environments. Start and goal
can only appear within the same sub-environment. No context signal is given, but sub-
environment coordinates do not overlap. Encoding dimensionality is 1024 and the network












Figure 5.17: Policy Visualization for Large Isolated Environment
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Figure 5.18: Large Connected Environment Results. Experiments were run on a
hierarchical maze of size 130 by 130 units, discretized into 640 by 640 cells. The start
and goal location can appear in any free space cell. Reported are results on a testing
dataset consisting only of samples that did not appear in the training dataset. Encoding
dimensionality is 256 and the network hidden size is 1024. Each variation is repeated 10
times with a different random number seed.
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Figure 5.19: Effect of Sub-Toroid Dimension. Results of training a policy on a 25 maze
task. A 1024D SSP encoding is used where sub-toroid dimensionality is varied. Training
is performed on a dataset with 250,000 samples for 100 epochs with the Adam optimizer
at a learning rate of 0.001. Network hidden size is set to 2048 with a dropout fraction of
0.1. Each condition is trained 10 times with different random number seeds.
in 2D) are chosen randomly for each τ -torus. For the special case of τ = 2 the mapping
is simply a random rotation of the 2D coordinate frame. Results are shown in Figure 5.19
for 1 ≤ τ ≤ 10.
Interestingly, the variant of the encoding which performed the best is τ = 3 which
corresponds to a subdivision of the space into hexagonal tori. This is the same SSP
formulation that enables grid-cell-like firing patterns when implemented in a spiking neural
network. The representation that most closely matches the observed data from animals
also provides the best encoding for an artificial neural network to learn this navigation
task.
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5.2.10 Spiking Neural Network
The navigational policy can be implemented as a spiking neural network. Although spikes
are non-differentiable, a smoothed rate based approximation of the neural response func-
tion that is differentiable can be used during training [77]. The software package NengoDL
[143] contains useful tools for applying deep learning techniques to training spiking neural
networks. This package allows a model specified in Nengo to be trained with backpropaga-
tion by converting the neurons in the network to a LIF rate approximation during training,
and back to spiking for testing.
A feedforward network with 2 layers and 2048 neurons per layer is used. The time
constant of the synapses between the spiking neurons is 0.001. This network is trained on
5,000,000 samples of (start, goal, context) across 10 unique environments. An L2 penalty
is applied to the network weights during training with a factor of 10−5 applied to this
penalty when combined with the mean square error loss of the network output. A 256D
SSP encoding is used with a sub-toroid dimensionality of 3. Each sample has Gaussian noise
with σ = 0.2 added to all coordinates before they are encoded, and additional Gaussian
noise with σ = 0.01 added to the encoded coordinate. Training is conducted for 100 epochs
using the Adam optimizer with a learning rate of 0.001.
Visualization of network performance is shown in Figure 5.20. The output is the 2D
direction decoded from spikes filtered by a synapse with a time constant of 100ms over a
30ms period. The angular RMSE across all environments is 0.2714, compared to 0.2165
for the non-spiking case with the same training parameters. This difference in performance
is expected as training is conducted with the non-spiking approximation of each neuron.
Both methods obtain an effective policy for solving the navigation task.
5.2.11 Reinforcement Learning
To demonstrate that these navigational policies can be learned in an online fashion, an
experiment is conducted using reinforcement learning. Due to the additional computational
costs associated with current approaches to reinforcement learning, analysis is restricted
to a single environment. There is no theoretical reason why the results would not scale
to multiple environments, but it would likely require more training to achieve the same
performance. For this task, the start and goal locations can be set to any position that is
free space within the environment.
The state space consists of two SSPs concatentated together, one for the agent’s current
location, and one for the goal location. No context signal is given as training occurs within
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RMSE: 0.2188 RMSE: 0.2696 RMSE: 0.2318 RMSE: 0.2907
Figure 5.20: Spiking Policy. Visualization of spiking neural network policy performance
on four unique environments. Top: Ground truth. Colour of each pixel indicates the op-
timal action for that location. Bottom: Policy output. Angular RMSE for the particular
goal in each environment is shown above the image.
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a single environment and this signal will always be static. The action space is a 2D vector
corresponding to the velocity of the agent in the x and y directions. Each time-step the
agent can move a maximum of 0.1 units in any direction. The environment is a square of
10 units by 10 units with interior obstacles.
Training
The agent is given a reward of +1 whenever it reaches a goal, and a reward of -0.001
for every time-step in which it is not at the goal. This small negative reward each step
encourages the agent to learn shorter paths to the goal. The task is episodic, with a
maximum of 100 time-steps per episode.
A randomly initialized agent is highly unlikely to stumble across a goal that is far away.
If the goal is never reached during an episode, not much can be learned from that data.
Training episodes will effectively be wasted until one in which the goal is close enough
is used. To speed up training, a curriculum learning approach has been applied [15].
The distance between the start location and the goal location provides an estimate of the
difficulty of solving the task. Instead of a random difficulty each episode, the difficulty of
the task is gradually increased over the course of training. This allows early policies (i.e.
closer to random policies) to be trained on tasks that they can solve. Once the easier task
is learned to a sufficient degree, the policy is in a regime where the more difficult tasks
become easier to learn. For this task the maximum distance that a goal location can be
from the start location is 1 unit when training begins and increases by 1 unit every 50,000
training steps.
Another common method for improving training is reward shaping [101]. The imple-
mentation of this technique used here is as follows: instead of just receiving a positive
reward when the goal is reached, positive reward is given the closer the agent gets to the
goal. Even if the goal is never reached, a policy that gets close to the goal will receive
higher reward than one which ends up further from the goal. This helps to guide the space
of policies explored during training to be in a more promising regime. For this task the
agent receives an additional positive reward each step that reduces the Euclidean distance
to the goal and a negative reward for each step that increases this distance. These pseudo-
rewards are balanced such that moving towards the goal and then back by the same amount
produces a net zero return. This prevents undesired behaviours from being learned, such
as circling the goal or moving back and forth near the goal instead of moving to the goal
to finish the episode.
The reinforcement learning algorithm used in this experiment is Twin Delayed DDPG
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(TD3) [51]. This algorithm has been shown to achieve state of the art performance on
many continuous control tasks. A TensorFlow [1] implementation from Stable Baselines
[74] is used. The networks for the actor and two critics each consist of two layers with 2048
units and ReLU activation functions.
Results
The average return at various stages during training is shown in Figure 5.21. The return
for a given episode will only be positive if the goal was found, and the closer the value is
to +1 the quicker it was found. Both reward shaping and curriculum learning help when
training the network and the best results are achieved when applying both methods. For
some runs the return peaks earlier in training and then begins to decay. This is a common
issue that can arise when a combination of function approximation, off-policy learning,
and bootstrapping are used [167], as is the case for the TD3 algorithm. This effect is less
pronounced in the reward shaping conditions, likely due to the ease at which an accurate
value function can be learned with this additional reward.
5.3 Learning SSP Parameters
So far SSPs have been used to provide a fixed encoding. This section explores how the
encoding can be learned instead by modifying the parameters that define the transforma-
tion. The standard definition is to use a set of P axis vectors of size N (where typically








where Xp is an axis vector and xp is the corresponding element of the input feature.
Each Fourier coefficient of Xp is raised to the power of xp and coefficients across axis vectors
are multiplied together in an element-wise fashion (Hadamard product).
This transformation is defined by the axis vectors, which can be parameterized by the
exponents of their Fourier components, φk. This parameterization is defined by Equation
5.3:
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Figure 5.21: Average Return During Training. Four conditions are used, standard
training on the task, training with reward shaping (RS), training with curriculum learning
(CL), and using both modifications. Each condition is repeated 10 times. The average
return is calculated every 10,000 training steps across 100 evaluations of a deterministic
policy. Each evaluation uses the full space for start and goal locations regardless of difficulty














where vn is the n-th element of the output vector of size N , xp is the p-th element of the
input vector of size P , φp,k is the exponent of the k-th Fourier coefficient of the p-th axis
vector. For the output to be a unitary vector defining an SSP, φ0 = 0, φk = −φN−k, and
for even N , φN/2 = 0. These restrictions result in each axis vector having T = b(N − 1)/2c
parameters. In general, for a P -dimensional coordinate being mapped to an N dimensional

















with an extra + (−1)
n
N
term for even N . This equation can be further simplified using



















This formulation contains only real numbers and can be computed efficiently with
vectorized operations, allowing it to easily be integrated into deep learning systems. In
order to backpropagate through this function, the Jacobian needs to be defined (partial
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With the Jacobian defined, the SSP function can be integrated as a learnable component
in any ANN.
Experiments are conducted on the policy learning task where the SSP encoding is
learnable along with the parameters of a hidden layer. The networks are trained for 100
epochs on a dataset of 250,000 samples across 25 unique environments. A dropout fraction
of 0.1 is applied to the hidden layer during training and an L2 penalty is applied to the
weights to prevent overfitting. The encoding dimension, context vector, and hidden size is
set to 256. Results are shown alongside fixed encodings and a standard learned encoding
in Figure 5.22. Learning the SSP encoding parameters provides improvement over learning
a standard encoding layer (weights, biases, with ReLU activation). There are also fewer
parameters involved in this transformation:
pfc = (nk−1 + 1) · nk
pssp = (nk−1) · b(nk − 1)/2c
(5.9)
where nk is the number of neurons in the current layer, nk−1 is the number of neurons in
the previous layer, pfc is the number of parameters for a fully connected layer, and pssp is the
number of parameters for an SSP layer. The learned SSP encoding also provides improved
performance over a randomly generated SSP and a randomly generated SSP with grid-
cell-like structure. This improvement is only seen if appropriate regularization is applied
during training, as the learned SSP method can easily overfit to the training data. Figure
5.23 shows the results for all four methods with and without regularization applied. The
learned SSP method performs disproportionately worse than the other methods on the test
set without regularization, but performs best overall with it. Two variants of regularization
are applied to the learned SSP method. The first applies the L2 penalty only to the weights
of the network, the second also applies an L2 penalty to the φ parameters as well. The first
method is shown in the plot, the second method resulted in a slightly higher mean RMSE
(.414 vs 0.418) but the difference between the two methods is not significant (p = 0.062).
There are also interesting differences in the structure of the SSPs that are learned in this
task. Heatmaps of the SSPs learned with and without regularization are compared to two
fixed methods in Figure 5.24. Qualitatively, the random fixed SSP (row A) and the learned
SSP without regularization (row C) are quite similar. These encodings also obtain similar
performance on the test set. Another way of visualizing an SSP is through histograms of
110



















Figure 5.22: Learning SSP Parameters. Test set performance of a network with learn-
able SSP parameters compared to fixed SSPs and learned encoding weights. Each network



































Figure 5.23: Effect of Regularization. Performance on the training and testing sets
with and without regularization is applied. Top: No regularization applied. The learned
SSP method performs disproportionately worse on the test set than the other methods, in-
dicating stronger overfitting. Bottom: Dropout and weight decay applied during training.
Performance on the test set is similar to performance on the training set for all methods.
The learned SSP method performs the best in this case.
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the φ parameters as shown in Figure 5.25. Each of the T pairs of parameters φx,k and φy,k
are plotted on the same image with Gaussian smoothing. This gives an indication of the







A histogram of this value is plotted in the far right column of Figure 5.25. The ran-
dom fixed SSP (row A) and the learned SSP without regularization (row C) continue to
show many similarities with this visualization. The parameter images appear unstruc-
tured and the magnitude histograms have similar shape (corresponding to what would be
expected from a random distribution on a 2D space). The fixed grid SSP (row B) and
learned SSP with regularization (row E) both exhibit more structure in their parameter
images, although different from each other. The fixed grid SSP has an even distribution
of magnitudes (by design) which is reflected in the histogram. There is a sharp cutoff in
the regularized methods, with the highest density of magnitudes around 0.45 and none
below 0.41. One explanation for this phenomenon is that values below this threshold are
not very useful for solving the task. A lower value of φ corresponds to a larger spatial
scale. The environment being trained on is fixed in size, meaning large spatial scales big-
ger than the environment itself will not be very useful. Even in the version where the L2
penalty was applied to the φ values in addition to the weights (row E) this threshold still
shows up. Despite near-zero values incurring a lower cost, no parameters end up in this
region, indicating that every parameter is beneficial in some way to solving the task. As
expected, there is a clear bias towards smaller magnitudes in general, but there are still
many parameters with larger magnitudes, indicating that a mix is beneficial.
5.4 SSP Cleanup Memory
When multiple semantic pointers are bound together, there is always a degradation of
representation in order to represent the information in a fixed dimensional space. This
degeneration can be seen as a form of noise and accumulates with successive binding.
With enough noise built up the system may perform poorly. To prevent this failure mode,
it is important to be able to clean up a noisy representation. In the integrated system
described later in this chapter (Section 5.7) a cleanup memory will be important when
extracting the location of a specific object from a memory containing many objects.
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Figure 5.24: Learning SSP Parameter Heatmaps. Each row corresponds to a method
of generating SSPs, and each column is a different instance of that generation method. A:
Fixed SSP. Values of φ are chosen uniformly at random between −π and /pi. B: Fixed Grid
SSP. Values of φ chosen by splitting the space into hexagonal toroids with random angles
and scales. C: Learned SSP. Values of φ that are learned by a policy network. D: Learned
SSP (Regularized). Values of φ that are learned by a policy network with regularization
to prevent overfitting. D: Learned SSP (Regularized φ). The L2 is applied to the values
of φ as well as the weights.
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Figure 5.25: Learning SSP Parameter Histograms. Each row corresponds to a method
of generating SSPs. The first three columns are Gaussian smoothed 2D histograms of the
φ values of three different instances of each generation method. The far right column is a
histogram of the magnitudes for each pair of φx,k and φy,k. A: Fixed SSP. B: Fixed Grid
SSP. C: Learned SSP. D: Learned SSP (Regularized). E: Learned SSP (Regularized φ).
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One way to achieve this goal is to train a feed-forward neural network to map from
the noisy encoding to a clean version. This can be done using supervised learning on
pairs of noisy and clean vectors. The resulting function can be thought of as pulling
the representation from any value in Rd to a subspace corresponding to valid SSPs in
the domain that was trained over. The cleanup function f provides a mapping from an
approximate SSP Ŝ to a valid SSP S.
f : Ŝ→ S (5.11)
Two methods of adding noise are independently used. The first is to simply add nor-
mally distributed noise to the vector. The second method involves constructing a memory
containing several semantic pointers bound together. Each semantic pointer is a random
item vector bound to a random SSP within the region of interest. A query is then per-
formed on the memory by binding to the inverse of one of the random item vectors. The
output is a noisy version of the SSP corresponding to the location of that item in mem-
ory. For every item in the training set, a new memory is created and a different query is
performed. Using this method, the noise profile of the vectors in the training set will more
closely match the expected noise profile of the vectors that the cleanup memory will be




Sd(xi, yi) ~Oi (5.12)
where M is the memory vector, N is the number of objects stored in the memory, Sd(x, y)
constructs a d-dimensional SSP representing the location (x, y) as defined in Equation 3.4,
and Oi is the ith object vector.
Ŝi is a noisy version of the ith SSP. This noise can be generated from querying a memory
for the location of the corresponding object:
Ŝi = M ~O
−1
i (5.13)
where M is a memory vector constructed by Equation 5.12. Another option is to simply
Gaussian noise to the original SSP:
Ŝi = Sd(xi, yi) +Nd(~0, σI) (5.14)
where σ is the standard deviation of the noise. A combination of both noise types can also
be used.
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The item vectors are generated from a d-dimensional multivariate normal distribution
of zero mean, unit variance, and no covariance. The vectors drawn from this distribution
are then normalized:






A standard loss function to use for supervised learning is mean squared error (MSE).
Another loss function that has useful properties for this task is cosine distance. This loss is
defined as the cosine of the angle between the output vector and the target vector. For high
dimensional vectors corresponding to a semantic meaning, similarity is often measured as
cosine distance, which makes this loss function a natural choice for this task. Since semantic
pointers are normalized to be unit length, matching the magnitude of the output is not
as important as matching the direction. While mean squared error incurs a penalty for
magnitude differences, cosine distance does not. Both loss functions will report zero error
when the prediction and the target match, but the path that is taken to get there is
different. When plotting both loss functions while training, it becomes evident that there
is a local minimum for the MSE that training with a cosine loss gets through. In contrast,
when training using MSE, the cosine loss tends to follow monotonically, indicating that
there was no local minimum in the cosine loss trajectory that training with MSE gets
through. Visualization of this effect when training with stochastic gradient descent is
shown in Figure 5.26. Therefore the cosine loss is used in subsequent training.
5.4.2 Spiking Neural Network Implementation
A cleanup memory can also be implemented efficiently in a spiking neural network. This
functionality is achieved by setting the connection weights between two populations of
neurons appropriately. The first population represents the noisy SSP, and the second will
have a clean representation. The encoders of the neural population representing the clean
SSP are set to be a mix of band cells, grid cells, and place cells. The decoders from the
noisy population are calculated using the least squares optimization in the NEF (Equation
2.6). A set of samples of noisy SSPs and corresponding clean SSPs are used to form the
activity matrix and state vector matrix respectively.
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Trained with MSE Loss
Trained with Cosine Loss
Figure 5.26: MSE and Cosine Loss During Training. Using the cosine loss for back-
propagation results in superior performance on both loss metrics than using MSE loss for
backpropagation. There appears to be a local minimum in the MSE that training with
cosine loss is able to get past. Shown are 5 runs of each condition with different random
number seeds for both dataset generation and random axis vectors to use. Results are for
a 512D encoding, trained with stochastic gradient descent over a space with coordinates
ranging from -5 to 5.
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5.4.3 Results
Experiments are conducted using networks with 25 neurons per dimension on 256D SSP
representations. Noise is generated by extracting the location of an object in a compressed
memory containing 7 objects bound to locations. Additional Gaussian noise with σ = 0.005
is added to each of the 256 dimensions. The artificial neural network is trained on 14,000
pairs of noisy and clean SSPs. The spiking neural network is optimized using the same
training set to act as sample points in the least squares optimization. As can be seen in
Figure 5.27, the cleanup provides a substantial improvement over the noisy representation.
The RMSE of the noisy vectors compared to the ground truth is 1.179. The spiking cleanup
reduces the error to 0.734 and the ANN cleanup to 0.572. In terms of cosine distance, the
noisy vectors produce an error of 0.648 with respect to the ground truth. The spiking
cleanup reduces this error to 0.260 and the AAN cleanup to 0.072.
Another useful measure is how easily a 2D coordinate can be decoded from the repre-
sentation. One way to approximately decode location is to find the location of the peak in
the heatmap. Decoding in this manner, the peak of the result of the cleanup is within 0.5
units of the true peak 96.2% of the time for the spiking cleanup, and 97.6% of the time for
the ANN cleanup. Interestingly, the peak in the noisy representation is within this thresh-
old 99.8% of the time. While the noise due to compression degrades the representation in
terms of both RMSE and cosine distance, the peak in the heatmap is strongly maintained.
This peak corresponds to which SSP the representation is most similar to, regardless of the
strength of that similarity. While both cleanup methods move the representation closer to
the desired representation, they also move it closer to different SSPs as well, degrading the
ability to decode the 2D coordinate in some cases. This indicates that while this cleanup
function is extremely helpful, there is still much more room for improvement. These results
are summarized in Table 5.2.
It is important to note that the primary use of cleaning up a noisy SSP is to be able to
use the representation as a high dimensional vector in other areas of the network, rather
than to simply decode to a 2D coordinate. Operations such as circular convolution to shift
the representation or bind it to another object rely on the representation being closer to a
valid SSP rather than a vector that is just easier to decode.
5.5 Path Integration
Path integration involves the updating of a current position estimation over time given
self-motion cues. These cues can come from motor commands as well as sensory input. In
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Ground Truth Noisy Input Spiking Cleanup ANN Cleanup
Figure 5.27: SSP Cleanup Memory Behaviour. Similarity heatmaps of the ground
truth SSP (far left), the noisy input to the network (middle left), the result of the spiking
cleanup (middle right), and the result of the artificial neural network cleanup (far right).
Each SSP is 256D and is generated by subdividing the space into orthogonal hexagonal tori
with random orientations and scales. The spiking network is presented each noisy input
in succession for 100ms each. Shown is the average decoded value across a 90ms period
starting 10ms after stimulus onset.
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Metric Noisy Input Spiking Cleanup ANN Cleanup
RMSE 1.179 0.734 0.572
Cosine Distance 0.648 0.260 0.072
Peak Decode Accuracy 99.8% 96.2% 97.6%
Table 5.2: Cleanup Performance. Results are from a 256D SSP. Noise is applied by
constructing a normalized semantic pointer containing 7 item-location pairs bound together
and circularly convolving with the semantic pointer for one of the items. Each item is
represented by a random unit length 256D vector. Results are from a test set generated
using items not present in the training set. Locations for the SSPs are chosen uniformly
at random from a 10 by 10 space. RMSE and Cosine Distance is computed based on the
ground truth SSP. Peak Decode Accuracy is the percentage of the maximum point in each
of the heatmaps that is within 0.5 units of the ground truth 2D coordinate.
this experiment the 2D velocity of the agent is given at every time-step. The experiment
follows the format of [8] where the velocities are given as an input to an LSTM that is
trained to update its hidden representation such that an encoding of the current location
can be read out at every time step. This will be important in the final integrated system
for updating the internal representation based on velocity commands from a navigational
policy.
The model architecture is shown in Figure 5.28. This model is based on the path
integration model from [8] but written in Pytorch instead of Tensorflow and supports
experimentation with different spatial encoding mechanisms. The LSTM uses the standard
implementation in Pytorch [135], with four gates and sigmoid and tanh nonlinearities. The
equations that define this LSTM are shown below:
it = σ(Wiivt + bii +Whiht−1 + bhi)
ft = σ(Wifvt + bif +Whfht−1 + bhf )
ot = σ(Wiovt + bio +Whoht−1 + bho)
gt = tanh (Wigvt + big +Whght−1 + bhg)
ct = ft  ct−1 + it  gt
ht = ot  tanh (ct)
(5.16)
The velocity input at time t is vt. The hidden state (ht) and cell state (ct) are updated
at each time step. There are four gates, input (it), forget (ft), output (ot), and cell (gt).
















Figure 5.28: Path Integration Model Architecture. An LSTM followed by a readout
layer transforming the hidden state into an encoded position. The same architecture is
used for all encoding methods.
The output of the LSTM is passed through a linear layer to compute the estimate of
the representation for the current location.
et = We · ht + be (5.17)
Since path integration is relative to the starting point, one additional component is
added to the network to compute this starting point for the first step of the trajectory.
This is done through a set of weights applied to the encoding of the initial position of the
trajectory and serves to initialize the hidden state and cell state of the recurrent network
performing the path integration. These weights are learned through backpropagation along
with the rest of the network.
c0 = Wc · S(x0, y0)












Table 5.3: Path Integration Dataset Generation Parameters
5.5.1 Dataset Generation
Data is generated from a simulated agent in an square enclosure with no obstacles. The
state of the agent is given by its (x, y) position and heading. At every time-step the agent
will move forward and turn with a particular speed. The linear speed is drawn from a
Rayleigh distribution with scale parameter αlin and the angular speed is drawn from a
normal distribution with mean µang and standard deviation σang. These distributions were
chosen as they produce trajectories similar to real rats foraging in an environment [144].
Collisions with the boundary are avoided by slowing down the linear speed and increas-
ing the angular speed when the agent approaches a boundary. This causes the agent to
turn around before colliding. The agent is considered as approaching the boundary when
it is within a distance of dp to any wall. While the agent is within this bound, its linear
speed is slowed down by multiplying by the factor plin and its angular speed is changed by
pang in the direction corresponding to the smallest rotation needed to face away from the
closest wall.
All of the parameter values used to generate the dataset are based on the work from
[8] and shown in Table 5.3. T is the length of time for each trajectory, Lwall is the length
of each wall in the square arena, and dt is the simulation time-step. Unless otherwise
specified, a dataset containing 7500 unique trajectories is used for each experiment. The
starting position of the agent is chosen uniformly at random for each trajectory.
5.5.2 Training
For training, trajectories of 100 time-steps are sampled from the dataset. Each time-step







Figure 5.29: SSP Path Integration Architecture. Input velocity is encoded as an SSP
and then circularly convolved with an existing position SSP to update the position. This
update occurs every time-step.
issued to get to the next point in the trajectory. Batches of 10 trajectories are used for
each optimization step. A dropout rate of 50% is used on the fully connected linear layer
during training. These parameters were chosen to match those used in related work on a
similar task [8].
The output of the network is a sequence of vectors corresponding to the encoded position
at each step in the trajectory. The loss is computed between these output encodings and the
true encodings generated from the (x, y) position from the trajectory. The loss function
used is the sum of the mean squared error and the cosine distance between the model
estimate and the true target. Weights and biases are updated using backpropagation with
the RMSProp optimizer [175].
5.5.3 Circular Convolution Network
The previously described approaches use an artificial neural network as a function approx-
imator to compute path integration. In the case of an SSP representation, this approxi-
mation is not required as the true function can be derived. Integrating a velocity signal to
update a position representation can be described as a circular convolution of the current
location with the velocity encoded as an SSP. This operation shifts the represented location
in the direction of the velocity. A recurrent network that computes this path integration




The circular convolution network requires no training. Each other network is trained
for 1500 epochs on a dataset containing 7500 trajectories with 100 time steps in each.
Performance on an independent testing set of 1000 trajectories is shown in Figure 5.30.
Unsurprisingly, the circular convolution network performs the best. This is due to the
fact that an SSP can represent any continuous coordinate precisely and circular convolution
provides the exact update needed to move this representation based on a displacement (ve-
locity multiplied by the time step). The small amount of error recorded can be attributed to
measurement error from decoding the representation into a 2D coordinate for comparison
to the ground truth.
Decoding is accomplished by using a dense nearest neighbors lookup by discretizing
the environment into 16,384 (128 × 128) locations. The environment has a length of 2.2
units, meaning each bin covers a 0.017 unit square. The maximum measurement error
occurs when the true value of the location is on the corner of one of these squares, which
corresponds to an error of
√
(2× (0.017/2)2) = 0.012. Any error above this value can be
attributed to the network itself. For the 2D method there is no decoding required, so all
error is from the network.
The Hex SSP encoding provides the best performance of the neural network approaches.
Surprisingly, the 2D method does not work as well as Hex SSP or RBF despite having a
simpler underlying function to learn. This is likely due to the fact that this function needs to
be learned precisely, as deviations in any dimension of a 2D output has a larger impact than
deviations in any dimension of a 256D output. While the Legendre method can represent
positions precisely, the transformation required to move between nearby positions is likely
difficult to learn due to the fact that each component in the representation changes with a
different frequency and there are many high frequency components. The SSP encodings can
represent positions precisely, are resilient to perturbations due to an imperfect network, and
have a consistent transformation to nearby representations. These properties all contribute
to successful path integration performance.
5.6 Localization
The goal of the localization task is given a set of measurements of the environment from an
agent, determine the location of the agent in the environment. The sensor measurements
come from a low resolution RGB-D camera (provides colour and depth at each pixel the
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Figure 5.30: Path Integration Results. Each network is evaluated on 1000 random tra-
jectories 100 time steps in length. RMSE is calculated based on the difference between the
true location and the decoded output representation for every time step in all trajectories.
‘CC SSP’ refers to the circular convolution network. All other methods refer to a network
trained as described in Section 5.5.2. 256D encoding is used for all methods except ‘2D’
which produces 2D coordinates directly.
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agent can see in the simulated environment). The output location will be given using the
encoded location. This will be used in the final integrated system to allow sensor inputs
to construct an internal representation of position that can also be updated through path
integration and used by a policy for computing actions.
To solve this task, a feed-forward artificial neural network is trained using supervised
learning. Data points are pairs of measurements and corresponding encoded location.
5.6.1 Dataset Generation
Multiple environment layouts are randomly generated, using either the ‘blocks’ or ‘maze’
structure. A colour function assigns an RGB value to every obstacle in the environment.
For this experiment, this is accomplished through one Gaussian function for each colour
channel, centered at 3 different points in the environment, emulating overhead light sources.
This colour information is added to help distinguish different parts of the environment.
Due to the simplicity of the 2D environment, many geometrical features are replicated
in different areas (i.e., all horizontal hallways will give the same reading). Adding colour
increases the complexity of the environment and helps to distinguish between different
areas within the environment. For each environment, a set of random locations are chosen
from the free space regions. The agent is placed in this state and then measurements are
taken from each of its sensors. The measurements are the distances to the nearest obstacle
and the colour of that obstacle, along each of 36 directions evenly spaced around the agent.
Each sample in the dataset consists of the vector of sensor measurements, the ground truth
encoding for that x-y location, and an ID vector for the environment being used (context).
5.6.2 Results
Experiments are run across 10 different environments. Models are trained for 50 epochs on
a training set of 100,000 samples using the Adam optimizer with a learning rate of 0.001.
The network hidden size is 2048 units and the output encoding is 256D (except for the
baseline 2D method). A dropout fraction of 0.1 is used for regularization during training.
A unique set of 5000 data points is used for validation. Results on a separate 10,000 data
point test set are shown in Figure 5.32. All of the continuous encoding methods perform
similarly on this task, with the Legendre method performing the best overall.
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Figure 5.31: Localization Task. Left: Agent positioned in the environment with distance
sensors shown. Middle: Distance readings from each sensor. Right: Localization network
structure.
















Figure 5.32: Localization Results. Training a network to output an encoding of the
agent’s current location based on 36 sensor readings. Each network was trained on 10
unique environments with a context signal to distinguish them. Each network has 2048
hidden units and a 256D output.
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5.6.3 Spiking Neural Network
A spiking neural network can be trained on this task using the same techniques as the
spiking policy network. A feedforward network of 4096 LIF neurons is used. This network
is trained on 3,000,000 samples of sensor measurements and corresponding SSPs across 10
unique environments. An L2 penalty is applied to the network weights during training
with a factor of 10−5 applied to this penalty when combined with the mean square error
loss of the network output. Training is conducted for 25 epochs using the Adam optimizer
with a learning rate of 0.001.
Testing is accomplished by placing the agent at a location and injecting sensor mea-
surements from that location into the network for 30 time-steps (30ms). The output spikes
are filtered with a synaptic time constant of 0.1 and decoded as a 256 SSP. This procedure
is repeated for a series of free space locations, with a visualization of the results shown in
Figure 5.33. Each data point is coloured based on the ground truth location and is plotted
at the decoded location. The RMSE of the decoded coordinates across all environments is
0.1097 for the spiking network and 0.0711 for the equivalent non-spiking network.
5.7 Integrated System
The localization, path integration, policy network and spatial reasoning afforded by SSPs
can all be connected together to form an integrated system that allows an embodied agent
to solve spatial navigation tasks. A spatial task that uses all of the components described
in the previous sections is navigation towards semantically defined goals. Specifically, the
agent is given an object to find, such as a guitar or a basketball, and it needs to issue motor
commands to move in its environment to reach this object. This requires a representation
in memory of each potential object associated to its location. The agent needs a way of
localizing itself in the environment, in order to know where it is in its current mental map.
It is also beneficial for the agent to be able to update its estimate based on self motion
cues. Given an estimate of the location of the object of interest and the location of itself,
the agent needs to produce a motor command that will move it towards the desired object.
In general this policy can be more complicated than simply moving in the direction of the
goal, as there may be obstacles blocking that path. The policy needs to take into account
the shape of the environment and the pathways available between different regions. A
diagram depicting the integration of components for this task is shown in Figure 5.34.
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Figure 5.33: Spiking Localization Visualizing results on four different environments.
Top: Ground truth. Each free space in the environment is coloured based on the x and y
location. Bottom: Network output. The network is given a set of sensor readings from
each location in the ground truth and produces as estimated location. A point is plotted
















Figure 5.34: Integrated System. Every time-step the agent is given a series of vision
sensor measurements from its current location, a context signal corresponding to which
of several environments it is in, a representation of a cued goal object, and access to
a memory containing a compressed semantic pointer representation of objects and their
locations. The agent estimates its own location based on sensor data and context cues. This
location estimate is combined with estimates from past time-steps updated through path
integration. The agent computes its estimated goal location through memory retrieval and
cleanup. Both location and goal estimates are fed into a policy network which computes a
desired action. The action is taken in the environment and the sensor readings in the next
time-step will be from the agent’s new location.
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5.7.1 Simulation Environment
In this work a simulated world is created for the agent rather than using a real-world robot.
The use of simulation allows rapid iteration of design, parallel execution of experiments,
accurate measurement of performance, and easily reproducible results.
The environment is written in the Python programming language. Python was chosen
as it is the same language that Nengo and popular deep learning libraries such as PyTorch
and TensorFlow are written in.
The simulation environment is designed as a stand-alone Python package that is open-
source. This allows other researchers to use the simulator for their own projects or to
create their own agents to compare to this work. Wrappers are provided for the popular
OpenAI Gym [21] framework for reinforcement learning.
A variety of configuration options are available for this 2D environment. For the ex-
periments below, the agent is configured for holonomic (i.e., unconstrained) movement and
controlled by a 2D velocity command. Gaussian noise with σ = 0.25 is applied to the
velocity signal at each time step. Sensor input consists of 36 RGB-D measurements from
evenly spaced directions around the agent.
5.7.2 Performance
A 512D SSP is used for the internal representation. This SSP is generated by choosing
random orientations and scales for the 85 orthogonal hexagonal toroids that make up the
space. The policy network contains 2 hidden layers of 2048 neurons each. It is trained with
Adam for 100 epochs on a dataset of 500,000 sample points. Regularization is achieved
through a dropout fraction of 0.15 and noisy inputs. Each sample has Gaussian noise
with σ = 0.2 added to all coordinates before they are encoded, and additional Gaussian
noise with σ = 0.01 added to the encoded coordinate. The localization network contains
1 hidden layer with 4096 neurons. It is trained with Adam for 100 epochs on a dataset of
500,000 sample points using a dropout fraction of 0.15. The cleanup network contains 1
hidden layer with 512 neurons. It is trained with Adam on 14,000 pairs of noisy and clean
vectors. The context signal for each of the environments the networks are trained on is a
256D random unit vector. In total, the network contains 8704 neurons.
Evaluation is performed across 10 different environment layouts. On each trial, the
agent is placed at a random location in one environment with 10 different goal objects at
random locations. The agent is cued with a semantic pointer for one of those goal objects
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and the agent must then move to the location of that object. A trial is considered suc-
cessful if the agent reaches the goal object within 1000 time-steps. Additional experiments
are conducted replacing the localization and cleanup components with ground truth infor-
mation to give an indication of the error induced by their neural network approximation.
Results for 500 trials on each environment are shown in Figure 5.35. An example of the
agent’s behaviour based on the cued goal is shown in Figure 5.36.
A variant of the navigation system with all components implemented in spiking neurons
is tested on the same task. Performance of the spiking network is similar to the standard
neural network implementation. Counter-intuitively, replacing the localization component
with ground truth position information leads to a slight decrease in performance. One
explanation for this phenomena is that the localization network tends to have a bias towards
returning estimates towards the center of hallways (see Figure 5.33) and the optimal actions
for locations near the center are more directed towards the goal. It is likely that the learned
policy is weaker when right up against a wall and could lead to the agent being stuck, while
an imprecise localization can provide an input to the policy in a more well-learned regime,
causing a better action to be chosen. Using a more accurate cleanup memory leads to an
overall increase in performance. This is expected as even a perfect policy will fail if given
an incorrect goal. The performance of the overall system is dependent on each component,


























Figure 5.35: Integrated System Results. For the first condition, all components are
implemented by a spiking neural network. In all other cases the policy is a standard
artificial neural network. The cleanup memory and localization function are either a neural
network (NN) or provide the ground truth (GT). Each data point is the mean success rate
across 500 trials of a particular environment.
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Figure 5.36: Goal-Finding Behaviour. This example shows the behaviour of the agent
depending on which food item it is told to find. 10 trials for each goal are overlaid on the
environment. The colour of the trajectory corresponds to which goal was cued. On each




Researchers have recently proposed that the brain areas involved in spatial memory are
used for encoding more than just physical space and can represent and compute across
more abstract spaces as well [44, 43, 158]. Studies in humans have implicated medial
temporal lobe regions involved in navigating musical space [171], social space [170], and
associational space [191]. Rats trained to use a joystick to manipulate sound exhibited
frequency selective neural responses in the hippocampus and entorhinal cortex analogous
to place cells and grid cells [6]. Memory techniques such as the ‘method of loci’ [20] allow
semantic memories that do not normally have a spatial component to be encoded within a
spatial context. This has been shown to dramatically improve recall for long lists of items.
6.1 Encoding Arbitrary Features
The SSP encoding method is not limited to spatial information, it can be applied to any
metric quantity. This section will explore the effectiveness of using SSPs as a more general
encoding mechanism for any continuous feature by using it across a variety of machine
learning problems that have continuous inputs.
The Penn Machine Learning Benchmarks (PMLB) contain a growing set of over 285
curated benchmark datasets for evaluating and comparing machine learning algorithms
for supervised classification and regression [130]. These datasets come from a wide range
of application areas, including biomedical studies, image classification, spam detection,
astronomical data, and many more. The number of datasets and variety of domains makes
these benchmarks a good choice for testing the generalizability of the SSP encoding method.
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Hidden Layer Size 512
Learning Rate 0.001
Max Epochs 600
Solver (>1000 samples) Adam
Solver (<1000 samples) L-BFGS
Table 6.1: Hyperparameters
The datasets in PMLB contain a mix of categorical and continuous features. Since SSPs
are designed for continuous information, analysis is restricted to the subset of datasets
that contain only continuous features. This results in 51 datasets for classification and
120 datasets for regression. The average number of samples in the regression datasets are
about five times more than in the classification datasets. To save on computation, the
regression datasets used are further trimmed down by selecting only those datasets that
contain 10 or less features, resulting in 71 datasets. Overall, 122 datasets are used in the
experiments.
6.1.1 Experiments
A standard pre-processing method for all domains is to scale the input features to have
zero mean and unit variance. This pre-processing method is applied to all datasets. For
the ‘Normalized’ case, this result is then fed into a neural network to be classified. For
the ‘SSP’ case, each feature is encoded into a one dimensional SSP and then fed into the
neural network. To ensure a fair comparison, the hyperparameters of the neural network
structure and its training are held constant across both cases. These hyperparameters are
shown in Table 6.1. The neural network implementation used in these experiments is the
MLPClassifier and MLPRegressor from scikit-learn [136].
The size of the datasets in PMLB are not consistent and vary from 42 samples to
1,025,010 samples, with a mean of 22,669 and median of 500. 75% of the data is used for
training and 25% is held out for a test set. To ensure consistency, the same training and
test split is used across all experiments. For smaller datasets, the L-BFGS solver can often
converge faster and perform better than Adam [19]. L-BFGS is used on all datasets with
less than 1000 training samples, and Adam is used on all others. When training, 10% of the
training data is held out as a validation set and early stopping is used if the performance
on this validation set does not improve for 5 epochs. Training ends when either the early
stopping criteria has been met, or after 600 epochs.
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To form a baseline to situate these results, experiments are also run using One-Hot En-
coding, Tile Coding, and Gaussian Basis Functions. Each feature is encoded independently
using a 256D version of the encoding, ensuring that the dimensionality of each encoding
for a particular dataset is the same. These encodings need to be defined over a fixed size
space. The bounds are chosen to be at a distance of three times the variance around the
mean. This encompasses 99.73% of normally distributed data. Features outside of these
bounds can still be represented, although not as accurately.
Fixed Dimensional Encoding
Another way to encode features is to use a different axis vector for each feature value and
then circularly convolve all of these vectors together. This is the method that is used in
the previous chapters and results in an encoding with a dimensionality independent of the
number of features. This encoding method can also be further modified in an analogous
manner to the hexagonal SSP encoding. The transformation that maps the 3-D hexagonal
coordinates to a 2-D plane can be extended to an N dimensional subspace embedded in an
N + 1 dimensional space. One way to formulate this transformation is to linearly project
the positive axis-aligned unit vectors of the N + 1 dimensional space to N + 1 points in N
dimensional space. A natural arrangement is to use a simplex, which is the generalization of
the notion of a triangle to arbitrary dimensions [33]. This is an N dimensional shape which
contains N + 1 vertices. For a regular simplex, all side lengths are equal (distance between
any two vertices is constant) and all vertices are equidistant from the centroid. These
properties make the vertices of a regular simplex correspond to the largest arrangement of
equal hyperspheres that can be in contact with one another.
Modifying the hexagonal SSP equation (3.25) to arbitrary feature dimensions produces
Equation 6.1.















Where f is the N dimensional feature vector to be encoded, g is the feature vector
linearly transformed into N + 1 dimensional space via the A matrix. The A matrix is
formed by stacking the coordinates of the vertices of an N dimensional regular simplex to
form an N × (N + 1) transformation matrix. The simplex is designed to have a centroid
at the origin and the distance from the origin to any vertex is 1. Xi ∈ X is a set of N + 1
random unitary vectors of dimensionality d.
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Encoding Size





One Hot 256× f
Tile Code 256× f
Normalized f
Table 6.2: Encoding Sizes
In the results section, the method where each axis represents an orthogonal feature is
referred to as ‘Combined SSP’ (C-SSP in the plots) and the method using the vertices
of a regular simplex is referred to as ‘Simplex SSP’ (S-SSP in the plots). An additional
variant is using a single axis vector to encode each feature independently, but instead of
generating this vector randomly it is generated from first defining a Hex SSP in 2D space
and then just using one of the two resulting axis vectors. This variant is referred to as ‘Hex
SSP’. The encoding size for each method relative to the number of continuous features, f ,
is shown in Table 6.2.
6.1.2 Results
For the classification datasets, the metric reported is the mean accuracy of the network






where yi is the target and ŷi is network’s prediction of the target for sample i and ȳ is
the mean of all n target values. The maximum score possible is 1.0. A model that would
always predict the mean value of the target would achieve a score of 0.0. The score can
be negative for models that perform worse than simply predicting the mean. Results are
shown in Figure 6.1. As a form of outlier rejection, negative scores on the regression
datasets are clipped to zero when generating the plot.
For the classification datasets many encodings perform similarly well; with the SSP, Hex
SSP, RBF, and Normalized performing the best on average. For the regression datasets, the
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Figure 6.1: Performance on all Datasets. Left: Classification datasets. Right: Re-
gression datasets.
same four encodings perform the best, but with more variance. Since these results combine
scores from a variety of different datasets, they can be hard to interpret. For example, on
some datasets an improvement of 1% accuracy could be considered a major improvement,
but on others that same difference could be considered just noise. The variance in the
scores from the regression datasets are higher than classification. One strong contributor
for this variance is that there are negative scores on some datasets for each encoding, and
for which dataset this occurs is dependent on the encoding itself.
Another method of analysing the results to work around the issues outlined above is to
see which encoding performed the best on each dataset. In general when choosing among
methods for a particular problem, the method that works best on that problem will be
selected, regardless of how well it works on unrelated problems. Results using this metric
are shown in Figure 6.2. Pairwise comparisons of the Hex SSP encoding to other top
encodings across both classification and regression datasets are shown in Figure 6.3. The
SSP encodings where each feature is treated as independent outperformed both methods
where features were mixed into a single fixed dimensional vector. One potential explanation
for this finding is that when these different features are combined into the same manifold,
any function that is learned must be sensitive to all features. Often there are features
that are more important than others, and some features have little to no importance at
all. A change in any feature will cause the value in every dimension of the representation
to change, making it more difficult to ignore unimportant features. Unlike representing
physical space, each feature used is of a different kind. For example, one feature might be
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Figure 6.2: Best Encoding on each Dataset. Number of datasets for which each encod-
ing outperformed all other encodings. Displayed with bootstrapped confidence intervals.













Hex SSP C-SSP Hex SSP S-SSP Hex SSP RBF Hex SSP TC Hex SSP OH Hex SSP Norm
Figure 6.3: Pairwise Comparison of Encodings. Pairwise results comparing the Hex
SSP encoding to the other methods.
a length, another a colour, and another time. Naively forming a metric space across these
disparate features may not be as effective as first scaling and shifting them based on the
domain or the class of function that needs to be computed. Another disadvantage of the
dependent encodings is that information is lost when compressing the features to a fixed
dimensional space. The more features present in the dataset, the greater the effect of this
compression.
To give an indication of the variability of these results, bootstrapped confidence intervals
[42] are calculated. This procedure produces an estimate of the true mean of a distribution
where the number of samples are limited. Since a large number of datasets are used and
there are many encodings tested for each dataset, it is not feasible to re-run the experiments
using a multitude of unique random number seeds. Data points available are subsampled
with replacement to produce many estimates of the mean. In this case there are 9 different
runs available. Sets of 3 runs are sampled 100 times to produce the confidence interval
about the mean. As can be seen in the figures, the findings are quite robust to random
variation.
Overall the Hex SSP encoding is the best choice to use on the majority of these datasets
compared to any other encoding tested. This however does not mean that it should always
be chosen, as the results are problem dependent. An interesting line of future work would
be to discover the properties of a dataset that make it more amenable to one encoding
method over another, and predict which encoding will perform the best on a new dataset




This section explores various properties of SSPs compared to other encoding methods to
gain insight into why SSPs are effective on so many problems.
6.2.1 Distance
High dimensional spaces can be very difficult to visualize, but the distances between rep-
resentations in the encoded space can help give insights into how that space behaves. Two
common distance measures to use are Euclidean distance (straight line distance between
two vectors) and Cosine distance (angle between two vectors).
Figure 6.4 shows the two distance metrics for each encoding. The plots are generated
by computing the distance from the representation of the origin to a series of points along
a line that crosses the origin. Ideally the distance will be zero at the origin and increase
monotonically the further the point is from the origin. Symmetry in the distance measure
in both directions from the origin is also desired.
For SSPs, further away locations are nearly orthogonal, but for the other methods they
are exactly orthogonal. Though this may be a disadvantage for some uses of the represen-
tation, a threshold can be applied to make detecting further away distances just as easy.
All of the continuous encodings behave approximately linearly near the reference point.
The discrete encodings do not have the resolution to be linear, but maintain monotonicity.
The SSP methods produce a symmetric distance measure. From a given starting point,
representing a location d units away in a particular direction is always the same distance
as the representation for a location d units away in the opposite direction. This is true for
both the Cosine and Euclidean distance metric. This also holds for any starting location,
not just the origin as shown in the figure. In addition, if two points are offset by the
same displacement, their distance in the represented space will remain the same. These
properties are summarized in Equation 6.3:
D(S(x), S(x+ a)) = D(S(x), S(x− a))
D(S(x), S(x+ a)) = D(S(x+ b), S(x+ b+ a))
(6.3)
where D is the distance metric (Euclidean or Cosine), S is a function that converts a
vector to an SSP, and x, a, and b are vectors of the same dimensionality. These relations
hold for the Euclidean distance metric due to the fact that SSPs map points onto a Clifford
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Figure 6.4: Distance in Encoded Space. For each encoding, the distance from the
representation for (0, 0) to points along the line from (-5, 0) to (5, 0) is computed. The
two distance measures reported are Euclidean (straight line distance between two vectors)
and Cosine (one minus the cosine of the angle between two vectors). 256D encodings are
used. The plotted Euclidean distance for Tile-Code is scaled down by
√
ntiles to be aligned
visually with the other encodings.
144
torus, preserving spatial relations. In a similar manner, since movement in a particular
direction along this manifold corresponds to moving along an arc of constant curvature,
the cosine distance will be directly related to the distance moved in the input space. None
of the other methods used have these properties.
Consistent distance properties at different locations could help in learning operations
that generalize to different parts of the space. An example of such an operation is shifting
the represented location via circular convolution. Convolving the same vector with any
location causes the same shift. For the other encodings, any shift operation will have to
perform a different computation at each location.
6.2.2 Decoding
It is useful to be able to reconstruct a 2D coordinate from the higher dimensional repre-
sentation. For example, a system may perform computations in the higher dimensional
space, but need to control an actuator or visualization system with a lower dimensional
signal. To quantify the ability for each representation to be decoded, a neural network is
trained on pairs of encoded coordinates and raw 2D coordinates to learn how to decode
each method. Results are shown in Figure 6.5.
6.2.3 Smoothness
When observing the output of the decoding network as it trains, it is evident that some
encodings already produce a smooth manifold in the output from the beginning, and train-
ing is mostly a matter of stretching and flattening the result to match the ground truth.
This process can be seen in Figure 6.6.
Starting with an output that is already smooth may be an indication that the neural
network will have success in learning the desired transformation. Visualization of the
output of each encoding when presented to a randomly initialized neural network is shown
in Figure 6.7. In this case there are 512 hidden units and 2 output units. Output is coloured
based on the location of the input coordinate, so that similar colours share similar locations.
To give a baseline for the encodings, the 2D coordinates are also fed into a random network
and visualized alongside the other methods.
As can be seen qualitatively, the 2D, SSP, and RBF produce smooth outputs, while the
One-Hot, Tile-Code, and Legendre methods do not.
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Figure 6.5: Decoding 2D Position. The network is trained to output a 2D position from
a 256D encoded input. Trained with coordinate values between -5 and 5. Left: The test
loss after 50 epochs training with Adam. Right: Zoomed in results of the top 3 encodings.
Figure 6.6: Training Decode Network. Output of the network at different stages of
training to decode an SSP to the corresponding 2D coordinate (values between -1 and 1).
Output is coloured based on the location of the input coordinate by modifying the RGB
channels. Value of the blue channel corresponds to x position, value of the red channel
corresponds to y position.
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Figure 6.7: Output of an Untrained Neural Network. Each encoded point is run
through a neural network with 512 hidden units, 2 output units, and ReLU activation
functions. Output is coloured based on the location of the input coordinate by modifying
the RGB channels. Value of the blue channel corresponds to x position, value of the red
channel corresponds to y position.
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6.2.4 Function Learning
Another useful property is the ease with which simple functions can be learned. More com-
plicated functions can often be defined in terms of simpler building blocks. If the smaller
components are difficult to learn, it is likely that a function defined by a combination would
be difficult as well.
Three simple functions of two points are considered for this experiment: the distance
between the two points, the relative direction between the points, and the location of the
midpoint. Two variations of presenting the input to the network are considered. The first
is summing the encoded values together, the second is concatenating them. Results are
shown for various 256D encoding methods in Figure 6.8. In all cases a neural network with
512 hidden units and ReLU activation functions is trained for 50 epochs using the Adam
optimizer. A dataset of 10,000 training and 10,000 test samples is used. Training and test
loss converged for all cases. Each variant of the experiment is run 5 times with different
random number seeds for both the dataset generation and the encoding definition.
The networks trained using SSP encodings produce superior results in comparison to
the other methods. This gives an indication that a neural network using SSPs will likely
outperform the other methods on more complex functions that can be built from these
simple functions as well. In addition to the desired function being learned, there is an
inherent ‘decode’ required to produce the output. Based on the results in Figure 6.5 (note
the scale of the y-axis) all encodings are able to perform this decode fairly accurately, so
the majority of the discrepancy in the results is likely due to learning the desired function
itself.
One explanation for why SSPs perform so well on these simple functions is because the
consistent relationship between encoded locations encourages more general computations
to be learned, as opposed to trying to memorize the dataset. For example, moving continu-
ously from the SSP representation of one location to another corresponds to moving along
an arc on a torus. Therefore, the mean of two representations will be on a point interior
to the torus, where the closest location on the arc itself to this point is the exact middle
of the two representations. In this manner, one way to learn how to compute the mean
of two points is to learn an attractor to the hypersurface that all encoded points reside
on. This same attractor can be applied to any points in the space. In contrast, the high
dimensional surface that the other encodings lie on is irregular or non-continuous, making
such a general function difficult to produce. The SSP methods showed the greatest im-
provement over other methods on the midpoint task, which could be due to this property






























































Figure 6.8: Learning Simple Functions. A network with 512 hidden units is trained to
compute functions of two encoded coordinates. Each encoding converts the 2D coordinate
to a 256D vector. Top: The encoded coordinates presented to the network are summed
together to produce a single 256D vector. Bottom: The encoded coordinates are con-
catenated together to produce a 512D input vector. Left: The network must produce the
distance between the two 2D coordinates. Middle: The network must produce the direc-
tion between the two 2D coordinates. Since the coordinates are considered unordered, the
direction is a value between 0 and π. Right: The network must produce the coordinate




In this thesis I have introduced spatial semantic pointers (SSPs), a method of representing
continuous valued information as a semantic pointer. This allows continuous quantities
to be used within the Semantic Pointer Architecture (SPA); a theory which describes
how models of higher-level cognition based on compressed vectors can be implemented
in a biologically plausible neural network. I have demonstrated that SSPs provide many
useful properties for a spatial representation, including the ability to represent multiple
locations simultaneously, represent regions of space, and shift items in a memory. A spiking
neural network can efficiently implement SSPs and their associated operations. A single
population of neurons can represent a memory with multiple objects at various locations.
The memory can be queried for the location of a particular object, or for what objects are
at a particular location or region of space.
While the non-spiking implementation of networks using SSPs tend to have slightly
better performance, the ability to construct spiking networks provides many advantages.
The first is facilitation of comparisons with neural data recorded from animals. This
allows the accuracy of the model to be quantified and for detailed predictions to be made
on the neural level. Another benefit of spiking networks is that they are implementable
in neuromorphic hardware that can take advantage of the parallel processing and lower
power consumption that comes from communicating with spikes.
The space of vectors that can be used for SSPs forms a continuous manifold that
preserves Euclidean geometry. The choice of two axis vectors defines a 2D toroidal surface
within this manifold that all encoded coordinates will lie upon. This toroidal surface can
be designed such that projections into different orthogonal sub-spaces produce hexagonal
tori with different orientations and scales. Neurons sensitive to these sub-spaces have
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hexagonally symmetric firing fields and resemble the properties of grid cell modules found
in the brain (they maintain the same orientation and scale, but can vary in phase). The
SSP formulations consistent with the observed neural tuning found in animals performed
the best on a navigation task.
In addition to use of SSPs for modelling spatial cognition, this representation has also
proven to be useful for machine learning problems. No explicit bounds need to be defined
for this encoding, reducing the hyperparameters required to define this representation.
Any real value can be encoded and is guaranteed to produce a vector of unit length with
all elements between -1 and 1, ensuring input is in an ideal space for a neural network.
Consistent Euclidean and cosine distance properties are maintained in the encoded space,
helping functions to generalize to different parts of the space. Compared to other common
encoding methods, SSPs offer superior performance when training a neural network to
produce a navigational policy.
Furthermore, I have demonstrated that improvement in performance of artificial neural
networks using SSP encoding is not limited to spatial tasks. Across a set of 122 diverse
problems, SSP based encodings performed the best on a significant majority (61.2%) of
the datasets.
An overarching theme of this work is that representation is critical for both biological
and artificial neural networks. Insights from the kinds of representations plausible for
brains to use can be applied to machine learning systems. Despite the many differences in
these two paradigms, the common goal of an intelligent system can arise through similar
functions and representations.
7.1 Future Work
There are many avenues of future research that may stem from this work. Potential
directions are outlined in the sections below.
7.1.1 Exploring the effects of different axis vectors
In the majority of the experiments in this work the vectors used to define the x and y
axes for the SSPs were chosen randomly. An interesting line of future work would be to
explore the effects of different axis vector choices on the usefulness of the representation for
different tasks. It may be possible to design an axis vector to be optimal for a particular
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use case. For a given task, there may more effective ways to learn the basis to use rather
than have it predetermined. The relation between the x and y axis vectors is important.
Exploring this relationship may lead to insights on how to design optimal sets of vectors
to cover N -dimensional space.
7.1.2 Reinforcement Learning
One natural extension to this work is to explore in greater detail learning behavioural poli-
cies online through reinforcement learning. The current work illustrates the effectiveness
of an SSP representation after the learning process has stabilized, as well as preliminary
work demonstrating that reinforcement learning can be used to learn an effective policy.
How this spatial representation influences learning new environments through experience
is still an open question.
7.1.3 Encoding Continuous Signals
The experiments on policy learning for solving mazes clearly demonstrates the effectiveness
of SSPs encoding spatial locations, but there may be other broad classes of problems that
SSPs excel on. Preliminary experiments on the PMLB datasets indicate that SSPs offer a
good representation on some of the datasets but not others. There may be a link between
the effectiveness of a continuous value encoding and the class of signal that is being encoded
or the type of function that is being learned. One line of future work is to characterize
which tasks are better suited for an SSP representation.
7.1.4 Applications on Real-World Robotics
Another line of future work is to apply SSPs to real-time systems in the physical world.
Neuromorphic hardware is being developed that can run spiking neural networks in real-
time with a fraction of the power usage of conventional computing platforms [105, 16]. Since
SSPs can be implemented efficiently using spiking neural networks, this representation can
be used with these specialized hardware systems.
7.1.5 Detailed Modelling of Biological Systems
In addition to applications in artificial systems, there is opportunity to extend this work
to improve models of biological systems.
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One example would be extending the SPAUN [48] model to handle tasks involving
spatial cognition. SPAUN is currently the world’s largest functional brain model, and
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[134] EunHye Park, Dino Dvorak, and André A Fenton. Ensemble place codes in hip-
pocampus: Ca1, ca3, and dentate gyrus place cells have multiple place fields in large
environments. PloS one, 6(7):e22349, 2011.
[135] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gre-
gory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban
Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan
Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith
Chintala. Pytorch: An imperative style, high-performance deep learning library. In
Advances in Neural Information Processing Systems 32, pages 8024–8035. Curran
Associates, Inc., 2019.
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[179] Aaron Voelker, Ivana Kajić, and Chris Eliasmith. Legendre memory units:
Continuous-time representation in recurrent neural networks. In Advances in Neural
Information Processing Systems, pages 15544–15553, 2019.
[180] Aaron R. Voelker, Eric Crawford, and Chris Eliasmith. Learning large-scale heteroas-
sociative memories in spiking neurons. In Unconventional Computation and Natural
Computation, London, Ontario, 2014. Springer International Publishing.
[181] Klaus Volkert. Space forms: a history. Bulletin of the Manifold Atlas, 2013.
[182] Hongwei Wang and Hong Gu. Prediction of chaotic time series based on neural
network with legendre polynomials. In International Symposium on Neural Networks,
pages 836–843. Springer, 2009.
[183] Samuel Justo Waskow and Ana Lcia Cetertich Bazzan. Improving space represen-
tation in multiagent learning via tile coding. In Brazilian Symposium on Artificial
Intelligence, pages 153–162. Springer, 2010.
[184] Toshihiko Watanabe, Yuichi Saito, Takeshi Kamai, and Tomoki Ishimaru. Tile coding
based camera modeling for 3d sensing. In 2014 IEEE 6th International Conference
on Awareness Science and Technology (iCAST), pages 1–6. IEEE, 2014.
[185] JR Weeks. The Shape of Space. Marcel Dekker, Inc., 1985.
[186] Aldis P Weible, David C Rowland, Caitlin K Monaghan, Nicholas T Wolfgang, and
Clifford G Kentros. Neural correlates of long-term object memory in the mouse
anterior cingulate cortex. Journal of Neuroscience, 32(16):5598–5608, 2012.
[187] Shuhuan Wen, Yanfang Zhao, Xiao Yuan, Zongtao Wang, Dan Zhang, and Luigi
Manfredi. Path planning for active slam based on deep reinforcement learning under
unknown environments. Intelligent Service Robotics, pages 1–10, 2020.
[188] Matthew A Wilson and Bruce L McNaughton. Dynamics of the hippocampal ensem-
ble code for space. Science, 261(5124):1055–1058, 1993.
170
[189] Yoko Yamaguchi, Naoyuki Sato, Hiroaki Wagatsuma, Zhihua Wu, Colin Molter, and
Yoshito Aota. A unified view of theta-phase coding in the entorhinal–hippocampal
system. Current opinion in neurobiology, 17(2):197–204, 2007.
[190] Daniel LK Yamins, Ha Hong, Charles F Cadieu, Ethan A Solomon, Darren Seibert,
and James J DiCarlo. Performance-optimized hierarchical models predict neural
responses in higher visual cortex. Proceedings of the National Academy of Sciences,
111(23):8619–8624, 2014.
[191] Dagmar Zeithamova, April L Dominick, and Alison R Preston. Hippocampal and
ventral medial prefrontal activation during retrieval-mediated learning supports novel
inference. Neuron, 75(1):168–179, 2012.
[192] Guodong Zhang, Chaoqi Wang, Bowen Xu, and Roger Grosse. Three mechanisms of
weight decay regularization. arXiv preprint arXiv:1810.12281, 2018.
[193] Honghui Zhang and Joshua Jacobs. Traveling theta waves in the human hippocam-
pus. Journal of Neuroscience, 35(36):12477–12487, 2015.
[194] Jingwei Zhang, Lei Tai, Joschka Boedecker, Wolfram Burgard, and Ming Liu. Neural
slam: Learning to explore with external memory. arXiv preprint arXiv:1706.09520,
2017.
[195] Kechen Zhang. Representation of spatial orientation by the intrinsic dynamics of the
head-direction cell ensemble: a theory. Journal of Neuroscience, 16(6):2112–2126,
1996.
[196] Xiang Zhang and Yann LeCun. Which encoding is the best for text classification in
chinese, english, japanese and korean? arXiv preprint arXiv:1708.02657, 2017.
[197] Xiang Zhang, Junbo Zhao, and Yann LeCun. Character-level convolutional networks
for text classification. In Advances in neural information processing systems, pages
649–657, 2015.
[198] Eric A Zilli and Michael E Hasselmo. Coupled noisy spiking neurons as velocity-







Source code for this work is organized across multiple repositories based on functionality.
A.1 Packages for General Use
Code designed as an installable Python package for use in other projects.
The source code for generating 2D environments that an agent can move around in is
available online at: https://github.com/bjkomer/gridworlds.
The source code for creating and using Spatial Semantic Pointers is available online at:
https://github.com/bjkomer/spatial-semantic-pointers.
A.2 Scripts for Experiments
Code for reproducing all of the experiments from various chapters in this thesis.
The source code for running the experiments in the first section of Chapter 4 is available
online at: https://github.com/ctn-waterloo/cogsci2019-ssp.
The source code for the policy, localization, cleanup, and integrated system experiments
in Chapter 5 is available online at: https://github.com/bjkomer/ssp-navigation.
The source code for running all other experiments and generating figures is available
online at: https://github.com/bjkomer/ssp-experiments.
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