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Abstract
The environmental Kuznets curve (EKC) hypothesis proposes that there is an inverted U-shape
relation between environmental degradation and income per capita. Explanations for this pattern
include proximate variables such as input-output structure that mediate the effects of underlying
causes such as changing comparative advantage or increased environmental awareness with higher
incomes. A number of studies have tested individual factors that might explain the EKC. But a
systematic allocation of changes in environmental impacts or degradation has not been attempted.
Stern and Common (1999) show that there are omitted variables in a global sulfur EKC that may
result in biased estimates of the EKC in non-random samples of countries. In this study we develop
a method to systematically "attribute" changes in emissions to the major proximate causes of the
EKC relationship: change in input mix, change in output mix, scale, and technical change. We apply
the attribution method to the panel data set used by Stern and Common. The results show that
though input and output mix are statistically significant they make only a small contribution to
changes in global emissions. Increasing scale and countervailing technical change explain most of the
observed change. However, policy may play a role in accelerating technical change and input
substitution on a regional scale, though our analysis cannot show if this results in some "sulfur
leakage" to other regions. For a comparison, we estimate an EKC for the same period, which yields
a monotonic emissions-income relation at the global level. This model does not explain as much
variance as the nonlinear model and has poorer statistical properties.
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51. Introduction
The environmental Kuznets curve (EKC) hypothesis proposes that there is an inverted U-shape
relation between various indicators of environmental degradation and income per capita. "Detection"
of such a relation is typically attempted by regressing the indicator of interest on GDP per capita and
its square in logarithms or levels often using panel data sets from a number of countries over a
number of years.  We take the term "attribution" from the climate change literature where a
distinction is made between detection of a change in climate and the attribution of that change to
causal variables (Santer et al., 1996a). Different actual causes of the empirical relation between
income and degradation have very different policy implications. While detection of an EKC can
certainly be challenged (e.g. Arrow et al., 1995; Pearson, 1994; Stern et al., 1996; Stern 1998;
Stern and Common, 1999), in some quarters not only detection but also attribution seem to be
taken for granted (e.g. Beckerman, 1992; IBRD, 1992).  Beckerman (1992), for instance, argues
that "the best - and probably the only - way to attain a decent environment in most countries is to
become rich."
Proponents of the EKC hypothesis argue that, at very low levels of economic activity, environmental
impacts are generally low but as development proceeds the rates of land clearance, resource use,
and waste generation per capita increase rapidly. However, "at higher levels of development,
structural change towards information-intensive industries and services, coupled with increased
environmental awareness, enforcement of environmental regulations, better technology and higher
environmental expenditures, result in levelling off and gradual decline of environmental degradation."
(Panayotou, 1993). Thus there are both proximate causes of the EKC relationship - changes in
economic structure or product mix, changes in technology, and changes in input mix - as well as
underlying causes such as environmental regulation, awareness, and education. These effects act to
counteract or exaggerate the gross impact of economic growth or the scale effect. Emissions per
capita are a function of four proximate variables: scale of production (per capita), output mix, input
mix, and the state of technology.
A number of theoretical explanations for the EKC relationship have been put forward (e.g. Pezzey,
1989; Lopez, 1994; Selden and Song, 1995) but not empirically tested. A number of empirical
studies have examined whether particular variables contribute to the EKC relationship (Stern,
1998). These include: the share of manufacturing in GDP or more generally changes in the output
structure (Rock, 1996; Suri and Chapman, 1996; Westbrook, 1995), trade in manufactures  (Suri
and Chapman, 1996) or in energy intensive commodities (Liddle, 1996), energy prices (Unruh and
Moomaw, 1996; De Bruyn et al., 1996), public R and D expenditures (Komen et al., 1996), the
spatial intensity of economic activity (Kaufmann et al., 1996: Panayotou, 1997), city size (Shukla
and Parikh, 1992), and indicators of "democracy" such as the Gini coefficient of income distribution,
literacy, and an index of civil liberties (Torras and Boyce, 1996). Though many of these studies are
interesting in their own right each only provides a partial explanation of the EKC relationship. In
addition, testing individual variables in this way may be subject to omitted variables bias. No study
has yet attempted to "attribute" the movements in the EKC to different basic causal factors. A
couple of papers have carried out decomposition analyses (de Bruyn, 1997; Grossman, 1995).
However, as discussed below, these studies have a number of limitations and require data that is
difficult to obtain for most countries.
6Sulfur emissions (or concentrations) is one variable for which there is evidence from a number of
authors on the detection of an inverted U EKC (e.g. Grossman and Krueger, 1995; Shafik, 1994;
Panayotou, 1995; Selden and Song, 1994). However, Stern and Common (1999) show that the
inverted U is only found for samples of mainly high-income countries. Regressions using globally
representative panels produce monotonic EKCs. But these global models are poorly specified. It
seems that there are omitted variables whose means in each country are correlated with the country
means of the income variables. The evidence also shows that there may be serially correlated
omitted variables that are not common to all countries. Estimates using various samples of first
differenced data do not show the bias evident in the estimates using levels. This is because
differencing eliminates the country effects and substantially reduces the autocorrelation in the data.
This paper attempts to answer the following questions:
1. What is the contribution of the major proximate factors to the change over time in
emissions?
2. Is there a role for the GDP per capita squared variable in explaining emissions per capita
when the above factors are taken into account in an approximate fashion?
3. Do these factors alone constitute an adequate explanation of emissions or are other further
variables required to build a reasonable model?
4. What is the role of trade in explaining the pattern of emissions across countries?
5. Do policy interventions such as the LRTAP agreement to reduce acid rain in Europe have
an impact beyond that explained by this model?
Note that the “attribution” that we carry out in this paper is dynamic not static. We attribute changes
in emissions to changes in the proximate factors, rather than attributing the shape or curvature of the
EKC to the variables that determine it.
We use the same data source for sulfur emissions (A.S.L. and Associates, 1997) and income (Penn
World Table) as used by Stern and Common (1999) together with data on energy use and industrial
structure. The spatio-temporal coverage of this dataset is less than the Stern and Common (1999)
database but is still substantial. Details are provided in section 3 below and the Appendix.
The next section of the paper develops a theoretical framework for attributing emissions relationship
to fundamental variables. The data and empirical implementation are discussed in the third section.
The fourth section presents the results, while the fifth and sixth sections provide discussion and
conclusions.
2. Theoretical Model
As explained in the introduction, emissions per capita are a function of four proximate variables:
scale of production (per capita), output mix, input mix, and the state of technology. In the following,
7we give a neoclassical interpretation of the meaning of these variables.1 Scale of production implies
expanding production at given factor-input ratios, output mix, and state of technology. Changes in
the output mix might mean, for example a shift away from the more resource intensive extractive and
heavy industrial sectors towards services and lighter more value-added manufacturing, in the later
stages of development. There may be a shift towards more heavy industry and away from
agriculture in the earlier stages of development. Changes in input mix involve substitution of less
environmentally damaging inputs for more damaging inputs and vice versa. Examples might include
substituting natural gas for coal but also substituting low sulfur coal in place of high sulfur content
coal. Improvements in the state of technology involve both changes in production efficiency in terms
of using less, ceteris paribus, of the polluting inputs per unit of output and changes in process so
less pollutant is emitted per unit of input.
The ASL sulfur emissions data consists of data on emissions of sulfur from burning hard coal, brown
coal, and petroleum, and sulfur emissions from mining and smelting activities. Estimated emissions
are based on the use of these fuels or the level of mining activity, estimated sulfur content and
estimated sulfur retention or removal from waste streams. So in a sense attribution to underlying
causes is immediately apparent. Shifts in total energy use, the mix of fuel use, mix of sulfur contents,
mix of output between mining and non-mining and changes in the technology of sulfur retention can
be seen quite readily for individual countries. There are two purposes then to setting up a theoretical
model that can be econometrically estimated. First, we are interested in the common features shared
by countries as they undergo the process of economic development rather than just charting the
individual experience of countries, however insightful that might be (Stern et al., 1996; de Bruyn et
al., 1996). Therefore, some statistical analysis is necessary. Second, energy use per unit of
aggregate output can change either because of improved technology, because of shifts in the
composition of output, or because of shifts in the input mix. It is important to separate these two
latter effects. Countries can reduce their emissions by changing the output mix to less resource
intensive outputs while increasing the pollution intensity of their imports. This sees no worldwide
decline in pollution and perhaps even an increase in pollution if the countries that they import from
have less efficient production technologies. On the other hand, a reduction in emissions per unit
output in a particular industry is, ceteris paribus, a worldwide reduction in pollution. If pollution is
being reduced in some countries by substitution of imports for domestic production eventually there
will be no more countries to which polluting production can be redirected. Also, if shifts in the output
mix are driving shifts in the input mix this might imply that substitution between say coal and natural
gas is quite difficult in individual industries. When eventually there is no one to pass the "parcel" of
pollution to, reduction in emissions will become much harder. None of these questions can be
answered by just looking at the fuel mix and emissions due to each fuel type.
Our theoretical model is based on an "emissions function" for an individual country:
Sit = fi (yit, xit, Ait) (1)
________________________________________________________________
1 In alternative paradigms changes in technology and substiution are treated differently. For example
in the neo-Ricardian approach any changes in technique can be considered to be changes in
technology while in the neoclassical view many techniques coexist at any one point in time.
8where yit is a vector of J outputs j in country i in year t, x a vector of K inputs k, S is total emissions
of sulfur, and A represents the state of technology. This technology index is not the conventional
total factor productivity (TFP) index. Instead, it is an index of changes in sulfur emissions holding
conventional TFP and quantities of inputs constant. Panel data estimators are capable of estimating
A as a stochastic trend common to all countries rather than as a linear deterministic trend. Further,
we assume that fi( ) is homogenous of degree one in the inputs and homogenous of degree zero in
the outputs. These seem reasonable assumptions. Increasing all inputs proportionately while holding
output and its composition constant increases emissions by the same percentage. On the other hand
increasing output while holding inputs and the output mix constant (an increase in TFP) has no effect
on emissions.
In a single equation model, only a single technical change trend can be identified. Therefore, we
assume that emissions specific technical change is neutral. Specialising f() to a Cobb-Douglas
function would make this decomposition particularly clear cut - a translog or other functional form
would result in an interaction term between inputs and outputs unless separability restrictions are
imposed. However, in many countries some inputs of interest such as nuclear electricity or even
natural gas have zero quantities and therefore a logarithmic function of inputs cannot be used. We
use a linear function of inputs, as this is homogenous of degree one. This functional form imposes the
restriction that the elasticity of substitution between the different energy inputs is infinite in production
of sulfur emissions. The necessary homogeneity restrictions still need to be imposed on the output
side. For the Cobb-Douglas form, the restriction is that the coefficients of the yjit sum to zero. We
also assume that the state of emissions specific technology is common to all countries.2
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where the a 's, b 's, and g's are regression coefficients to be estimated and e is a random error term.
The model is inherently non-linear. We divide all the outputs by aggregate output Y 3 and all inputs
by aggregate input X and multiply the function by X:
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Then we divide and multiply the RHS by total factor productivity TFP = Yi / Xi and divide both
sides by population P:
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Equation (4) now decomposes emissions per capita into the five components:
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2  TFP varies across countries.
3  Due to the zero degree homogeneity restriction this has no effect but output mix in the resulting
decomposition is in terms of shares.
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we can omit the scale and TFP terms from the model that is actually
estimated. We also multiply both sides of the equation by population and rearrange the output terms.
Then taking logarithms:
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where uit is the transformed error term. Due to the nonlinearity the country and time effects must be
estimated using explicit dummy variables. As is clear from (2) the intercept term is not identified as it
is multiplied by the linear function 
k=1
S
K
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   . Therefore, when (5) is estimated with country and
time dummies, the dummies for one country and one time period should be dropped. The results are
then estimated relative to those of the omitted country and/or time period. The countries in our
sample range widely in population. This is likely to introduce grouping heteroscedasticity (Stern et
al., 1996). The error variance is likely to vary with the reciprocal of population. To cope with this
we multiply both sides of (5) by the square root of population before estimating the model. We
report goodness of fit using the Buse (1973) multiple correlation coefficient. Estimates we produced
using a non-weighted regression showed very poor fit between actual and predicted. Large
population countries such as China and the US had very large residuals when these were converted
back from logarithms to levels. The weighted regression gives more weight to the large countries and
results in better global predictions.  We employ nonlinear least squares to (5) using the NLLS
procedure in RATS.
An alternative non-statistical approach to decomposing the EKC has been proposed by Grossman
(1995) and de Bruyn (1997):
Eit = 
n
S
j=1
  Yit Iijt Sijt (6)
where Eit is emissions in country i in year t, Y is GDP, Ij is the emissions intensity of sector j, and Sj
is the share of that sector in GDP. This equation is transformed into a unit -independent dynamic
model. There are two main problems with this decomposition. The intensity variable does not
attribute changes in sectoral intensity to changes in factor ratios and technological change - hence the
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decomposition is not as complete as our proposed decomposition. Also, the decomposition requires
intensity data by sector on the same basis as the national accounting sectoral breakdown. With the
exception of the Netherlands and Germany this data is unavailable (de Bruyn, 1997). Viguier (1999)
computes his own data set for the USSR/Russia, Poland, Hungary, USA, UK, and France for
1970-94. He carries out a Divisia index decomposition of changes in emissions into fuel quality, fuel
mix, industrial structure, and energy intensity at the aggregate level. The contributions of the different
effects vary widely across the countries and three different time periods examined.
Judson et al. (1999) take a different approach to investigating industry sector effects on per capita
energy consumption. They estimate separate EKC relations for energy consumption in each of a
number of consumption sectors  4  for a large panel of data using spline regression. They found that
country effects explain much more of the variance than time effects. However, while country effects
are correlated across sectors, the time effects vary substantially across sectors. Time effects show
rising energy consumption over time in the households and other sector but flat to declining time
effects in industry and construction. Technical innovations tend to introduce more energy using
appliances to households and energy saving techniques to industry. Income effects add explanatory
power. Income elasticities decline with rising income but this effect is most pronounced for the
households and other sector. The share of transportation tends to rise with rising income. Industry
and construction has a U shape EKC for energy consumption.
3. Empirical Implementation
a. Issues Regarding Estimating the Theoretical Model
Theoretically, output should be measured as gross output rather than net output. On the other hand,
if GDP is used as the measure of aggregate output the model is comparable to the standard EKC.
Gross output data is not available on a widespread basis and so we use value-added data. Outputs
and inputs are not necessarily clearly distinguishable. For example, output from the oil sector is an
input to another sector. A proper measure of aggregate input is in any case impossible to calculate.
For example, even if an approximate estimate of the manufactured capital stock can be derived an
economy wide price for capital services is needed to aggregate this. Equation (5) can be estimated
without the aggregate input measure. But the decomposition in (4) needs an estimate of X in order
to correctly separate the contributions of input mix and technical change to emissions change. In
practice, we only use data for energy inputs - this makes a separability assumption between energy
and other inputs. The aggregate input estimation problem could be dealt with by using a Cobb-
Douglas function for total inputs with the linear aggregate energy function nested inside it. This again
makes separability assumptions. Because, in this study, aggregate input is just aggregate energy use
TFP is in fact the GDP/Energy ratio.
Imports can contribute to emissions if their consumption causes emissions, but they are deducted
from GDP. Imports are probably best treated as production inputs even if they are consumed
________________________________________________________________
4 The sectors are: Industry and construction, transportation, households and others, energy sector,
non-energy uses, and total apparent consumption, as well as households and agriculture which are
subsets of households and others.
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directly in final consumption. But treating imports as a distinct input is problematic as they include
energy imports that we would want to distinguish separately from other inputs. Modelling exports is
also problematic. The structural breakdown of GDP reflects value added in each industry. Some of
the production of each industry is for domestic consumption and some for export consumption.
Simply adding exports to (5) could result in "double counting". In this study, imports and exports
have both been ignored.
b. Data
See the Appendix for data sources. We selected all countries which have a full set of data for sulfur
emissions, PPP GDP per capita, energy input structure data, and industry output structure data for
the sample period of 1973-1974 and 1977-1990. The joint OECD, non-OECD data set comprises
64 countries with 23 OECD and 41 non-OECD countries. The coverage of non-OECD countries is
somewhat smaller than the 51 countries sampled by Stern and Common (1999). The time sample is
also smaller than Stern and Common's (1999) 1960-90 sample. There are still, however, 1024
observations. The population of the countries constituted 77% of the World population in 1990. The
major region omitted is Eastern Europe and the Soviet Union. Comparable industry shares of GDP
data are not available for these countries for the full time sample.
The industries in the industry output mix are agriculture, manufacturing, other primary and secondary
industry, and services. The fuel types are: petroleum, natural gas, coal, hydro electricity, and nuclear
electricity.
c. Estimating a Standard EKC
For purposes of comparison, we also estimate a logarithmic quadratic EKC for World, OECD, and
non-OECD samples using the same data set as for the nonlinear model. We use both fixed effects
and random effects models with both country and time effects. Both dependent (emissions per
capita) and independent (PPP GDP per capita) variables are in natural logarithms. The model is
given by:
ln(S/P)it = ai   +  gt  +  b1 ln(GDP/P)it    +  b2 (ln(GDP/P))
2
it   +  eit  (7)
where S is sulfur emissions in tonnes of sulfur, P is population, e is a random error term, the ai  are
country specific intercepts, the gt are time specific intercepts, and the countries are indexed by i and
the time periods by t. The time specific intercepts should account for some time-varying omitted
variables and stochastic shocks that are common to all countries.
The fixed effects model treats the ai and gt as regression parameters. In practice, the means of each
variable for each country are subtracted from the data for that country and the mean for all countries
in the sample in each individual time period is also deducted from the observations for that period.
Then OLS is used to estimate the regression with the transformed data. The random effects model
treats the ai and gt as components of the random disturbance. The residuals from an OLS estimate
of the model with a single intercept are used to construct variances utilised in a GLS estimate. Hsiao
(1986) provides more details.
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If there is correlation between the effects ai and gt and the explanatory variables then the random
effects model cannot be estimated consistently (Mundlak, 1978; Hsiao, 1986). Only the fixed
effects model can be estimated consistently. A Hausman (1978) test can be used to test for
inconsistency in the random effects estimate. This test compares the slope parameters estimated for
fixed effects and random effects models. A significant difference indicates that the random effects
model is estimated inconsistently. Such correlation between the explanatory variables and the error
components will occur when there are omitted variables that are correlated with the included
explanatory variables. Though the fixed effects model can be estimated consistently, the estimated
parameters are conditional on the effects in the selected sample of data (Hsiao, 1986). Estimates
based on non-random subsamples of the data will be biased relative to the true parameters in the
sample as a whole.
The turning point level of income, beyond which emissions begin to decline, is given by:
t =  exp( -b1 / (2 b2) ) (8)
We also test for serial correlation in the regression residuals. We regress the residuals on one lag of
the residual and calculate a t-statistic for the autocorrelation coefficient. The sample omits the first
observation in each country so that we do not regress the first residual of each country on the last
residual of the previous country. The Chow F-Test tests whether pooling the data in the World
model instead of estimating separate OECD and non-OECD regressions significantly reduces the
goodness of fit.
Because the square of GDP is a function of GDP EKC regressions may potentially suffer from
multicollinearity. Belsley et al. (1980) propose their ‘condition number’ as a multicollinearity test. It
is a test of the non-invertibility of the regressor cross-product matrix. The test statistic is the square
root of the ratio of the maximal and minimal eigenvalues of a normalised version of the cross-
product matrix. Belsley et al. (1980) suggest that values in excess of 20 indicate potential
multicollinearity problems (Greene, 1993).
We test whether the variables we use in the regressions contain a stochastic trend i.e. whether they
are I(1) variables. According to Quah (1994), the Dickey-Fuller t-test in panel data has a standard
normal distribution as both the number of periods and individuals becomes large. Pedroni (1997)
shows that the same applies to the residuals from a cointegrating regression on panel data when the
cointegrating vector is common to all individuals. This result allows the constant in the cointegrating
relation to vary across countries. We apply the augmented Dickey-Fuller test to the  transformed
series used in the FE and RE regressions. The maximum number of lagged dependent variables that
we include in the serial correlation correction term is two given that there are only 16 observations.
If we find that the series are integrated then we apply the augmented Dickey-Fuller test to all the
relevant panel regression residuals.
4. Econometric Results
a. Environmental Kuznets Curve
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This section discusses the results for the standard EKC which are presented in Tables 1 and 2. On
the whole, the results are very similar to Stern and Common’s (1999) results. The model
specifications and tests carried out are exactly the same in the two cases. The only difference is that
Stern and Common (1999) use a 1960-1990 sample period whereas here the sample is much
shorter.
World and OECD EKCs have the expected parameter signs (Table 1). The coefficient of the
squared income variable is much more significant for the OECD subsample than for the World. The
parameters for the non-OECD subsample do not have the expected signs. The parameters in the
fixed effects model are both positive, while in the random effects formulation the income variable has
a slightly negative coefficient and the squared income variable is positive. However, none of these
latter coefficients are statistically significantly different from zero. As the adjusted R squares for these
models are around 0.14 to 0.15 it appears that multicollinearity is a problem. The condition number
for the random effects model is 67, which confirms this hypothesis. The condition number for the
fixed effects model is, however, less than 20. Condition numbers for the World and OECD models
show a similar pattern. Serial correlation is clearly very significant for all six models. The Hausman
test statistics indicate that the random effects models cannot be estimated consistently for either
OECD or World samples.  However, this is not the case for the non-OECD model. In the latter
case it appears that there is no significant difference between the parameters for the two models
simply because none of the parameters is individually significantly different from zero.
The implied turning points for the three regions are $US73 million in the World sample, $8496 in the
OECD sample and zero in the non-OECD countries. In the latter case, the turning point is at an
emissions minimum. Therefore, the global emissions-income relation is monotonic, the OECD
relation is an inverted U with an in-sample turning point and monotonic for the non-OECD sample.5
The adjusted R squares appear to show that the EKC model fits the OECD data much better than
the non-OECD data. The Chow F-test shows that a global model would be rejected in favour of
two regional models for the OECD and non-OECD groups.
The main differences between these results and those of Stern and Common (1999) are that:
1. The Hausman statistic is insignificant for the OECD and significant for the non-OECD in
Stern and Common's study but the reverse is true for this sample.
2. All the regression parameters are highly significant for the full 1960-90 sample.
The first difference results show comparable rates of technical change across the two regions with a
somewhat higher rate in the OECD. The regression coefficients all have the expected signs but only
the OECD parameters are statistically significant. Oddly, the condition number is in fact largest for
the OECD regression. There is a reasonable amount of serial correlation in the World and non-
OECD samples but it is not present in the residuals from the OECD regression. The Breusch-Pagan
statistics show that there is an absence of heteroscedasticity. The Chow test shows that the global
model is not a significantly worse fit than the two individual regional models. The OECD turning
point is in the upper range of the sample while the turning points for the World and non-OECD
________________________________________________________________
5  As the R squares are highly significant it is obvious that we can drop one of the variables from
each of the non-OECD models and estimate a monotonic EKC.
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indicate that the emissions-income relation is monotonic. The major differences between these
results and Stern and Common's results are that they found that the OECD emissions-income
relation was also monotonic and that the rate of technical change in the World and non-OECD is
close to zero. These results show that reducing the sample time length does seem to reduce the
quality of the estimates even though the number of observations is still large.
b. Nonlinear Model
Table 3 presents the results for the nonlinear model in (5). The country effects are relative to
Algeria. The time effects are relative to 1973. The coefficients on the output sectors sum to zero so
that the coefficient for the service sector is 0.033. The output sector that is associated with the
greatest level of emissions is non-manufacturing industry. A 1% increase in non-manufacturing
industrial output increases sulfur emissions by 0.083% if total output and total energy input and
energy mix is held constant. A shift towards agricultural output reduces emissions by 0.106% for
each 1% increase in agricultural output, ceteris paribus. The elasticity for a shift towards the service
sector is 0.033 and for a shift towards manufacturing output is -0.01. The relative effects for
services and manufacturing are slightly surprising, as the reverse would be expected. Both effects
are, however, close to zero. A possible explanation is that service sector expansion occurs
alongside expansion of consumer use of energy in homes and road transport. Technical change in
the consumer sector tends towards increased energy use while in the manufacturing sector technical
change tends to reduce energy use (Judson et al., 1999). The estimates from an unweighted
regression model are positive for manufacturing and negative for services.
Not surprisingly, an increase in coal use has a much larger effect on increasing emissions than an
increase in any other energy input. An increase in hydroelectric energy use has the smallest effect on
increasing emissions. Interestingly in a model that we estimated without the country effects,
hydropower had quite a large effect on emissions. This could be because countries with large-scale
use of hydropower are also countries with important metal smelting industries. Metal smelting is
included in the non-manufacturing industry sector but is not explicitly identified.
The time effects show a strong trend of emissions reduction in the absence of changes in scale and
shifts in the input and output mix (Figure 2.). The majority of countries have positive country effects.
This means that they have higher emissions than Algeria when the effect of the other variables is
taken into account. The countries with negative country effects: Argentina, Hong Kong,
Luxembourg, and Nigeria, do not appear to have much in common. Hong Kong and Luxembourg
are both small countries in area and Nigeria and Algeria are both petroleum producers. In Algeria's
case, a significant fraction of production is natural gas rather than oil. Perhaps Nigeria has less oil
refining capacity than other countries with similar size oil industries. The three countries with the
largest country effects have important metal mining industries: Zambia, Chile, and Peru. This industry
sector is not differentiated from other non-manufacturing industry. Some, but not all, of the next tier
of countries have important oil industries such as Kuwait or Venezuela.
At 0.9971, the adjusted Buse R2 is very high. This is largely due to the country effects. The adjusted
R2 calculated without weighting on the untransformed data is 0.9624. We also calculated the
coefficient of determination omitting the contribution of the country effects but including the time
effects. We computed the intercept as the mean of the 64 country effects. The unweighted adjusted
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R2 is 0.6414. We can compare this explanatory power to that of the EKC model though not directly
using the coefficients of determination in Table 1. This is because the dependent variable for those
models has had both country and time means removed from it. Also, it is expressed in terms of
sulfur per capita rather than total sulfur emissions. First, we compute the adjusted R2 for the
nonlinear model by deducting the log of population from both sides of (5) and recomputing the
coefficient of determination as explained above. The adjusted R2 for the nonlinear model for ln sulfur
per capita without the contribution of country effects (but with the contribution time effects) is
0.4719. The comparable statistic for the fixed effects global EKC model is 0.4142. So the nonlinear
model does provide a better fit.
5. Addressing the Questions
In this section, we investigate the questions outlined in section 1. Figure 3 shows actual global
emissions of sulfur and the predictions from the non-linear model for the 64 countries as a whole.
The two match fairly well with actual emissions rising from 36.7 million tonnes in 1973 to 50.2
million tonnes in 1990 and predicted emissions rising from 37.2 million tonnes in 1973 to 48.8
million tonnes in 1990. The percentage increases are 33.3% and 31.4% respectively. Therefore, a
1.86% increase in emissions is unexplained by the model.
In order to find the contribution of scale, holding input and output mix and the state of technology
constant, we hold all of (4) but the scale term constant in each country at the 1973 base level and
vary scale alone. Then we sum up the predicted counterfactual emissions in each country to obtain
the global counterfactual prediction. A similar approach is used to derive the contributions of each of
the effects. Figure 3 shows how emissions would have increased in the absence of structural and
technical change. Emissions would have increased to 63.1 million tonnes or 69.87% over the 18
years. The scenario with technical change only simply holds everything but technical change
constant. Emissions would have fallen to 30.5 million tonnes in the absence of structural change, an
increase in scale, or a change in the GDP/energy ratio, a decline of 18%. TFP change alone would
have reduced emissions by 10.57% to 33.2 million tonnes. Table 4 shows that the contribution to
change in emissions from changes in the output mix is positive. The effect of input mix is only around
-0.5%. The aggregate of these five effects is the product P (1+pj) where the pj are the percentage
changes under the five scenarios. The product is 28.81%, which shows an error of 2.62% relative
to the change in total predicted emissions. This is because the breakdown is exact for each
individual country but not for the aggregate. For each country i, the predicted emissions S at time t is
equal to the product of the ratios in emissions under the five scenarios Xjit/  Xjit-1 multiplied by
predicted emissions at time t-1 :
Sit  = Sit-1 X jit
j
Õ / Xjit-1 (9)
Therefore, the change in total global emissions at time t, St, is given by:
St / St-1 - 1 =
1
St-1 i
å Sit-1 X jit
j
Õ / Xjit-1  - 1 (10)
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But the computation in the final column of Table 4, ˆ S t  / 
ˆ S t -1  - 1, first computes the changes in
emissions under each scenario and then multiplies the effects together:
ˆ S t  / 
ˆ S t -1  - 1 =
j
Õ 1
St-1 i
å Sit-1 X jit / Xjit-1 - 1 (11)
and, therefore, ˆ S t  / ˆ S t -1   St / St-1. An exact decomposition can be achieved by computing the
weighted sum ˜ S  of the first difference of the logarithms of the effects:
Dln ˜ S t =
i
å  (Sit / St)
j
å DlnXjit (12)
where the weights are the shares of predicted emissions in each country as a fraction of the total
predicted emissions. We calculated the first difference of the log of each effect for each year in each
country. The weights are computed as the mean of the weight in the two years that are involved in
each difference. Then we summed the weighted first differences of each effect over all countries and
years. This gives the global difference from 1973 to 1990 for each effect as given in Table 4. There
is a residual error between the weighted sum of actual and predicted differenced logarithmic
emissions. The weights in the weighted sum of actual and differenced logarithmic emissions are
shares in actual emissions rather than predicted emissions.
It is clear that technical change, both emissions specific and general, is the main factor offsetting the
effects of increasing scale. On a global level changing input and output mixes, have minor effects.
But the effect of input and output mix is likely to change with the level of development. We therefore
repeated this analysis for OECD and non-OECD countries separately. The results showed little
difference in the effects of input and output mix in the two groups and to save space are not
reported here. However, input and output mix have some big effects in individual countries (Tables
5 and 6). There does not seem to be any relation between these effects and the state of economic
development. The two biggest increases in emissions were in Hong Kong and Israel where there
was a move towards coal-fired electricity generation. It seems the same is the case in Denmark
where oil declined from 90% to 53% of energy consumption over the period. Most of the European
countries involved in the LRTAP process see declines in emissions due to input mix change. The
Netherlands and Denmark are notable outliers. France, Sweden and Switzerland all saw massive
expansions in nuclear power. Trinidad made a massive switch from oil to gas. New Zealand also
switched from oil to gas and Zambia from coal to hydro-electricity.
The individual country effects of output mix are shown in Table 6. Several of the Middle Eastern oil
producers have negative changes due to the shift away from the oil industry towards development of
other sectors of the economy. Zambia saw a decline in the copper mining and smelting industry.
Mozambique, Myanmar, Nicaragua, and Tanzania undeveloped and saw a return to agriculture. The
countries with the largest positive effect are all Asian "Tigers". These four countries see emissions
rise due to the type of sectoral shifts that occur in the process of economic development. The rise in
emissions in Singapore and Taiwan is largely due to the decline in agriculture. In South Korea non-
manufacturing industry expanded alongside the decline in agriculture. Hong Kong saw a small shift
from manufacturing to services. The very small base of emissions in Hong Kong magnifies this effect.
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Note that the model fits Hong Kong very poorly in later years with residuals several times larger
than predicted emissions. Norway's emissions rise due to the increase in the size of the oil industry.
Colombia also saw an expansion of non-manufacturing industry. In Spain and Australia, the service
sector expands. In the latter three countries agriculture declined in relative terms.
We answer the second question by estimating a model that nests the EKC and our non-linear
model:
ln(S/P) it = -  ln(Pit) +   ln(gi) +  ln(At) + j=1S
J-1
  aj ln
è
ç
æ
ø
÷
öyjit
yJit
  + lnè
çæ
ø
÷ö
k=1
S
K
bk xkit   +
d1 ln(GDP/P)it   +  d2 (ln(GDP/P))
2
it  +  uit (13)
If we can exclude the GDP per capita terms from the RHS then there is no additional role for the
GDP per capita squared variable in explaining emissions per capita that is not performed by the
variables in the nonlinear model. The F test is computed using weighted sums of residuals (Stern,
1993). Excluding the two GDP terms from (13) yields an F(2,936) statistic of 22.24521. This is
highly significant. Hence the EKC model does add explanatory power that is not provided by our
model. However, excluding the input amd output structure terms yields an F(8,936)  statistic of
130.30053. Though both statistics are extremely significant the change in the residual sum of squares
relative to the number of parameters restricted is greater for the exclusion of the nonlinear model.
To examine the third hypothesis, we carry out two tests to check whether the model is well
specified. We carry out the same Chow test for a structural break between OECD and non-OECD
countries that we used on the EKC. The results are completely insignificant with a weighted
F(852,172)-statistic (see Buse, 1973) of 0.42624. However, there is a considerable degree of
serial correlation in the residuals. The first order autoregressive coefficient for the residuals from the
GNLLS regression is 0.6700. The t-statistic for the difference between this estimate and zero is
28.8953. Given the result for the Chow test, it seems that if there are omitted variables then they are
not correlated with the variables included in the model. This means the coefficients are likely to be
consistently estimated. So, possibly, the significant degree of serial correlation is due to omitted
dynamics rather than other variables (Perman and Stern, 1999).
The fourth hypothesis relating to trade is also addressed by regressing the residuals on trade
variables using a GLS regression (Table 7). We do not use a nested test as we used to test the
effects of GDP as the alternative model is not very clear. The results are completely insignificant.
However, as discussed above the effects of trade may be quite complex and this test too crude. For
purposes of comparison, the table also reports the results of a similar regression of the residuals on
the GDP variables.
The results described above, show that European countries participating in LRTAP may be more
likely to show input substitution that leads to lower emissions. We can also test whether technical
change proceeds at a faster rate in the LRTAP countries. Figure 4 shows the aggregate residual in
levels for the West European countries in the sample. There is a steep fall in the mid 1980s. This is
exacerbated by the effects of the miners' strike in the UK. Even so the residuals after the mid 1980s
are all negative and those before the mid 1980s are all positive. This would suggest that the
agreement had important effects on technical change in reducing sulfur emissions in Western Europe.
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However, there is quite a lot of scatter among the individual countries. To test the significance of
these effects we regress the logarithmic residuals for all countries on 16 dummy variables for the 16
different years and one dummy variable for the UK miners' strike using a panel regression. No
country dummies are found to be significant. The significance of the time dummies depends on which
period is used as the default. The most positive time effect was in 1977. If we omit the 1977 dummy
from the model and add a constant variable all the time dummies after 1983 are found to be
significant and all those before 1983 are insignificant. Alternatively, we can regress the residuals on a
constant, a time trend and a dummy for the UK miners' strike (Table 7) using GLS. The t-statistic
on the time trend is -4.7544.
6. Conclusions
The nonlinear model, proposed in this paper, explains more of the variation in sulfur emissions per
capita than the standard EKC model that we estimate. It also has better statistical properties than
that model. In the following, we summarise the answers to the questions posed in section 1.
1. What is the contribution of the major proximate factors to the overall change in
emissions over time?  Though output and input mix are statistically significant in the
regression model, their role in changing global emissions is small. Increasing scale and
countervailing technical change are by far the most important factors driving changes in
global sulfur emissions. The effects of input and output mix in individual countries vary
widely. The patterns do not appear closely related to income with the exception of output
effects in the Asian Tigers. These results argue against the EKC theory.
2. Is there a role for the GDP per capita squared variable in explaining emissions per
capita when the above factors are taken into account in an approximate fashion? A
nested test of the joint significance of the log of GDP and the square of the log show that
both variables have a highly significant effect that is not accounted for by our non-linear
model alone. However, a relatively greater change in the residual sum of squares occurs
when the significance of the structural variables is tested.
3. Do these factors alone constitute an adequate explanation of emissions or are
other further variables required to build a reasonable model? There is no significant
difference between the parameters estimates in the global model and models for OECD and
non-OECD countries. However, there is a considerable amount of serial correlation in the
residuals from the model.
4. What is the role of trade in explaining the pattern of emissions across countries?
The simple test carried out here for the effect of trade on the residuals from the nonlinear
model is insignificant. However, a more sophisticated test may be called for.
5. Do policy interventions such as LRTAP have an impact beyond that explained by
this model? Many West European countries show high levels of emissions reduction
through input substitution. Residual analysis shows that technical change is faster in Western
Europe than in the sample as a whole and there may be a structural break in the mid-1980s
around the time of the LRTAP agreement.
All these conclusions are conditional on the somewhat incomplete model used in the analysis. The
model ignores non-energy inputs and the role of trade in generating emissions. Similarly, no account
is taken of consumer use of energy on the output side. These caveats aside, our analysis shows the
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importance of globally shared emissions specific technical change and TFP growth in individual
countries in reducing emissions and the possible effectiveness of policy in accelerating such technical
change on a regional basis. Such policy may also encourage input substitution. Our analysis is unable
to determine whether this policy results in a net global saving in emissions or how large "sulfur
leakage" to other countries is. The "technical change" estimated in our analysis includes both cleaner
production and shifts of output composition within the four broad industry sectors. The analysis in
this paper does show the value of more analyses that are more sophisticated than simple EKCs. Our
results give little support for the EKC hypothesis that reduction in emissions is closely tied to rising
income levels per se.
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Appendix: Data Sources
Time Period Coverage
Non-OECD countries have data for all years from 1972-1990. OECD countries from 1970-1971,
1973-1974, and 1977-1990. The joint data set therefore includes 1973-1974 and 1977-1990.
List of Countries (Basic Model)
OECD:
Australia, Austria, Belgium, Canada, Denmark, Finland, France, Greece, Ireland, Italy, Japan,
Luxembourg, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, Turkey,
U.K., U.S.A., West Germany
Non-OECD
Algeria, Argentina, Bolivia, Brazil, Chile, China, Colombia, Cyprus, Egypt, Ghana, Honduras, Hong
Kong, India, Indonesia, Iran, Israel, Kenya, Kuwait, Malaysia, Mexico, Morocco, Mozambique,
Myanmar, Nicaragua, Nigeria, Peru, Philippines, South Africa, Saudi Arabia, Singapore, South
Korea, Sri Lanka, Taiwan, Tanzania, Thailand, Trinidad&Tobago, Tunisia, Uruguay, Venezuela,
Zambia, Zimbabwe
Variables
Structure of Production
For the majority of countries, agriculture, industry, manufacturing,and services as as a percentage of
GDP from 1973 though 1989 are from UN National Accounts (1997). For a small number of
countries in some years data are from World Bank sources. For 1990, the World Development
Report and other World Bank sources are used for most countries. For a few countries, whose data
were missing for the year 1990 from both UN and World Bank sources, data are created by
extrapolation. Industry shares are slowly changing and hence this should not introduce much error
and avoid discarding the observations for the majority of countries.
For Mozambique, industrial structure and trade data for 1972-1981 are from World Tables
(IBRD, 1983). For Tanzania, industrial structure and trade data for 1972-1980 from World Tables
(IBRD, 1983). Share of manufacturing in GDP for  Israel includes mining. For Ireland manufacturing
data from 1970-1979 are from UN National Accounts Statistics. For 1982-1990 from Ireland
Statistical Abstract. Manufacturing share for 1980-81 are interpolated. Data on industrial structure
in Switzerland are only available for 1985 and 1995 from UN National Accounts Statistics.
Manufacturing data apparently include mining. We extrapolated the shares of agriculture, industry,
and manufacturing linearly to other years based on the change from 1985 to 1990. The share of
services is computed as a residual.
Energy data
For the non-OECD countries energy use data is from Energy Statistics and Balances of Non-
OECD Countries  published by the International Energy Agency, OECD. Except for primary
electricity the unit of data is million tonnes of oil equivalent.  Data for hydro and nuclear electricity
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are converted from gigawatt-hours into Mtoe using the coefficient: 1 gigawatt-hour = 84.1447
tonnes of oil equivalent.
For the OECD countries the data are from Energy Balances of OECD Countries, published by
the International Energy Agency, OECD with the same units and conversion factors as above.
Sulfur Emissions
ASL and Associates (1997).
GDP
GDP in real 1990 international dollars from the Penn World Table. Data available for 1960-1990
for most countries. Missing data extrapolated using growth rates of GDP in constant domestic prices
from International Financial Statistics  and other sources.
Population
Same sources as GDP.
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Table 1. Regression Results
Region World
n=1024
OECD
n=368
Non OECD
n=656
Model Fixed
effects
Random
effects
Fixed
effects
Random
Effects
Fixed
effects
Random
effects
Constant -18.8903
(5.8639)
-140.2339
(12.7458)
-10.1471
(2.5376)
ln GDP/P 2.1538
(2.7485)
2.2300
(2.9025)
33.0082
(14.5614)
30.0758
(12.5913)
0.5099
(0.5142)
-0.00210
(0.00217)
(lnGDP/P)2 -0.05949
(-1.2898)
-0.06725
(-1.4702)
-1.82419
(-14.7580)
-1.6559
(12.7332)
0.04618
(0.7820)
0.07266
(1.2440)
Adj R-sq 0.1159 0.1437 0.3728 0.3154 0.1430 0.1481
Condition
Number
15.6621 302.4180 19.3506 71.6839 16.1752 66.8030
r 0.8542 0.8636 0.7208 0.7699 0.8506 0.8565
AR (1) 51.4101 53.7889 20.3011 22.4904 40.6212 42.2010
Turning
point
72,729,633 15,883,559 8,496 8,792 0 1
Chow F
Test
15.5201
(0.00764)
7.2765
(0.00864)
Hausman
Test
40.5301
(0.0000)
14.9936
(0.00055)
2.1180
(0.3468)
Figures in parentheses are t-statistics for regression coefficients and significance levels for the
Hausman test statistic. Turning points are in real 1990 purchasing power parity US dollars.
AR (1) is a t-test on the residual autocorrelation coefficient r.
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Table 2. First Difference Regression Results
Region World OECD Non OECD
n=896 n=322 n=574
Constant -0.01158
(1.4305)
-0.01657
(1.7239)
-0.01108
(0.9472)
D ln GDP/P 1.5729
(1.4385)
11.8601
(2.5043)
1.5504
(1.1362)
D (lnGDP/P)2 -0.05722
(0.8623)
-0.6023
(2.2171)
-0.05749
(0.6860)
Adj R-sq 0.02100 0.03852 0.01933
Condition Number 16.2986 48.5189 15.9119
r 0.2073 -0.00952 0.2279
AR (1) 5.7039 0.1565 5.0264
Breusch-Pagan
Heteroscedasticity
Test
0.4704
(0.9253)
2.0678
(0.5585)
0.8853
(0.8290)
Turning
point
931444 18879 717536
Chow F Test 0.3047
(0.9966)
Figures in parentheses are t-statistics for regression coefficients and
significance levels for the Breusch-Pagan and Chow test statistic. AR
(1) is a t-test on the residual autocorrelation coefficient row. Turning
points are in real 1990 purchasing power parity US dollars.
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Table 3. Non-linear Regression Results
Parameter Coefficient
Value
Standard
Error
t-statistic Parameter Coefficient
Value
Standard
Error
t-statistic
aAgriculture -0.1065 0.0413 -2.5803 gPeru 3.5658 0.1417 25.1604
aManufacturing -0.0097 0.0452 -0.2144 gUruguay 1.4010 0.2383 5.8803
aNon-manufac. 0.0831 0.0300 2.7728 gVenezuela 2.1274 0.1238 17.1910
bHydro 0.1195 0.1336 0.8943 gChina 1.6535 0.1712 9.6587
bGas 0.5884 0.1160 5.0707 gHong Kong -1.4239 0.2419 -5.8862
bOil 1.3106 0.1814 7.2236 gIndia 1.3186 0.1605 8.2174
bCoal 6.4037 1.0675 5.9989 gIndonesia 1.3010 0.1131 11.5053
bNuclear -0.7029 0.2597 -2.7062 gIran 1.5574 0.1112 14.0106
A1974 0.0180 0.0333 0.5391 gIsrael 1.3473 0.2194 6.1402
A1977 -0.0532 0.0334 -1.5931 gKorea 1.1748 0.1533 7.6655
A1978 -0.0653 0.0340 -1.9217 gKuwait 2.5601 0.3026 8.4608
A1979 -0.0673 0.0340 -1.9800 gMalaysia 1.2536 0.1418 8.8399
A1980 -0.0442 0.0341 -1.2945 gMyanmar 1.2633 0.1449 8.7204
A1981 -0.0596 0.0338 -1.7655 gPhilippines 2.7674 0.1427 19.3902
A1982 -0.0894 0.0336 -2.6620 gSaudi Arabia 1.8444 0.1382 13.3467
A1983 -0.1284 0.0337 -3.8133 gSingapore 2.1480 0.2875 7.4710
A1984 -0.1026 0.0339 -3.0276 gSri Lanka 1.5834 0.1576 10.0472
A1985 -0.1250 0.0351 -3.5626 gTaiwan 1.2577 0.1644 7.6524
A1986 -0.1490 0.0356 -4.1838 gThailand 1.6120 0.1342 12.0075
A1987 -0.1745 0.0360 -4.8423 gCyprus 1.1853 0.4228 2.8034
A1988 -0.1832 0.0362 -5.0613 gCanada 1.5506 0.1386 11.1910
A1989 -0.1859 0.0369 -5.0347 gU.S.A. 1.0665 0.1460 7.3040
A1990 -0.1986 0.0367 -5.4077 gJapan 0.8059 0.1490 5.4085
gEgypt 1.8399 0.1242 14.8160 gAustria 0.8874 0.1815 4.8892
gGhana 1.8283 0.1831 9.9861 gBelgium 1.1476 0.1850 6.2031
gKenya 1.6901 0.1554 10.8794 gDenmark 1.0372 0.2002 5.1805
gMorocco 1.8612 0.1433 12.9839 gFinland 1.3006 0.2030 6.4064
gMozambique 2.2468 0.1851 12.1378 gFrance 1.1196 0.1514 7.3948
gNigeria -0.2086 0.1167 -1.7885 gWest Germany 0.4802 0.1701 2.8237
gSouth Africa 1.1401 0.1594 7.1542 gGreece 2.1833 0.1709 12.7717
gTanzania 1.4240 0.1668 8.5386 gIreland 0.9814 0.2211 4.4388
gTunisia 0.5732 0.1639 3.4978 gItaly 1.1169 0.1356 8.2387
gZambia 4.9525 0.1914 25.8760 gLuxembourg -1.3855 0.5603 -2.4729
gZimbabwe 1.7561 0.1917 9.1630 gNetherlands 1.3628 0.1398 9.7459
gHonduras 2.2848 0.2099 10.8874 gNorway 0.8170 0.2106 3.8783
gMexico 2.0878 0.1241 16.8269 gPortugal 1.3168 0.1698 7.7555
gNicaragua 1.5182 0.2363 6.4243 gSpain 1.5589 0.1498 10.4034
gTrin.&Tobago 1.9134 0.3265 5.8602 gSweden 1.5455 0.2045 7.5592
gArgentina -0.1241 0.1290 -0.9626 gSwitzerland 0.3467 0.2072 1.6731
gBolivia 2.0877 0.1690 12.3512 gTurkey 2.3913 0.1503 15.9079
gBrazil 1.5272 0.1389 10.9935 gU.K. 1.1669 0.1575 7.4102
gChile 3.9233 0.1573 24.9458 gAustralia 1.0151 0.1609 6.3103
gColombia 1.0680 0.1402 7.6176 gNew Zealand 0.9811 0.2179 4.5019
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Table 4. Contributions to Total Change in Emissions
Scenario Actual
Emissions
Predicted
Emissions
Scale Only Emissions
Related
Technical
Change
Only
TFP Only Output
Mix Only
Input Mix
Only
Product
of Effects
Emissions
1973
36.655MT 37.155MT 37.155MT 37.155MT 37.155MT 37.155MT 37.155MT
Emissions
1990
50.192MT 48.835MT 63.117MT 30.464MT 33.228MT 38.609MT 36.980MT
Arithmetic
Percent
Change
33.29% 31.43% 69.87% -18.01% -10.57% 3.91% -0.47% 28.81%
Unexplained
Fraction
1.86% 2.62%
Sum
of Effects
Weighted
Logarithmic
Percent
Change
28.77% 27.37% 53.78% -19.86% -10.20% 3.77% -0.13% 27.37%
Unexplained
Fraction
1.40% 0.00%
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Table 5. Percentage Change in Emissions Due to Change in Input Mix
Hong Kong 173.08 Brazil 7.92 Peru -2.95 Japan -15.14
Israel 84.33 Italy 5.88 Ghana -4.20 Germany W. -15.70
Denmark 71.00 Zimbabwe 5.84 Finland -4.58 S. Arabia -16.33
Greece 46.68 S. Africa 5.73 Mexico -5.09 Uruguay -16.92
Portugal 36.41 Indonesia 5.05 Canada -5.22 Argentina -17.89
Kuwait 35.72 China 1.93 Nicaragua -5.81 Norway -22.29
Netherlands 35.61 Venezuela 1.93 Austria -6.62 Belgium -25.63
Thailand 34.37 Iran 0.82 Tanzania -7.46 Luxembourg -27.53
Philippines 24.69 Mozambique 0.03 S Korea -9.58 Nigeria -27.77
Ireland 21.83 Singapore 0.00 Sri Lanka -9.76 Myanmar -29.70
Taiwan 17.59 Kenya -0.66 Tunisia -10.48 N.Z. -31.74
Cyprus 14.90 Spain -0.81 Bolivia -11.12 Trinidad -32.97
Morocco 13.47 Algeria -1.13 Egypt -12.33 Switzerland -35.44
Turkey 12.94 Colombia -1.44 UK -13.89 Zambia -38.83
Chile 12.66 India -1.79 Honduras -14.22 Sweden -52.56
USA 11.08 Australia -1.86 Malaysia -15.07 France -54.80
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Table 6. Percentage Change in Emissions Due to Change in Output Mix
Singapore 22.07 Malaysia 8.31 New Zealand 4.77 Ghana 0.51
S. Korea 18.57 Peru 7.89 Sweden 4.42 Greece 0.26
Hongkong 17.23 Italy 7.63 Morocco 3.95 Venezuela -0.16
Taiwan 14.01 France 7.46 Cyprus 3.94 S. Africa -2.27
Norway 12.43 Uruguay 7.21 USA 3.94 Zimbabwe -3.93
Colombia 11.44 Switzerland 6.86 Portugal 3.71 Bolivia -4.21
Spain 11.43 Philippines 6.84 Denmark 3.45 Ireland -4.59
Australia 11.17 Finland 6.37 Sri Lanka 3.43 Algeria -5.33
Thailand 10.97 UK 6.32 Nigeria 2.66 Nicaragua -5.49
Japan 10.50 Israel 6.27 Egypt 2.66 Tanzania -6.16
Trinidad 10.48 Austria 5.85 Germany W. 2.39 Kuwait -9.82
Turkey 10.41 Honduras 5.60 Tunisia 2.21 Mozambique -9.87
India 10.10 Brazil 5.49 Chile 2.02 Myanmar -11.08
Canada 8.76 Argentina 5.43 Netherlands 1.44 Iran -13.86
Indonesia 8.70 Belgium 5.35 Kenya 1.01 Zambia -14.10
Luxembourg 8.70 Mexico 4.90 China 0.75 S. Arabia -17.18
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Table 7. Residual Analysis
Global
Effect of GDP
Global
Effect of trade
Western Europe
Time trend
Constant -1.0940
(-2.5472)
-0.009986
(-1.1692)
15.7496
(4.7557)
lnGDP 0.2731
(2.5323)
lnGDP2 -0.01671
(-2.5108)
X/GDP 0.001344
(1.1551)
M/GDP -0.0006208
(-0.5214)
Time -0.007943
(-4.7544)
UK 1985
Dummy
-0.4225
(-5.1097)
Adjusted R2 0.004437 0.001422 0.1596
Durbin-Watson 0.8258 0.8195 0.7664
Notes: t-statistics in parentheses
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Table 8. Analysis of Western Europe Residuals
Variable Coefficient t-statistic Variable Coefficient t-statistic
Constant 0.09325 2.8306 1984 dummy -0.1647 -3.3910
1973 dummy -0.07019 -1.5009 1985 dummy -0.1786 -3.8541
1974 dummy -0.04789 -1.0254 1986 dummy -0.1147 -2.4775
1978 dummy -0.04708 -1.0114 1987 dummy -0.1497 -3.2346
1979 dummy -0.03103 -0.6671 1988 dummy -0.1502 -3.2489
1980 dummy -0.009849 -0.2119 1989 dummy -0.1296 -2.8054
1981 dummy -0.01489 -0.3207 1990 dummy -0.1094 -2.3731
1982 dummy -0.06539 -1.4093 1985 UK dum. -0.3600 -4.0949
1983 dummy -0.1403 -3.0259
R Bar **2 0.1973
Durbin-Watson 0.7056
N 256
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Figure 1 Joint Data Set
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Figure 2. Time Effects from the Nonlinear Model
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Figure 3. Actual vs. Predicted Emissions
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Figure 4. Aggregate Residual for Western Europe.
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