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Računalniški vid je v zadnjem času pomembno orodje na področju 
avtomatizacije posameznih postopkov. To še posebej velja v primerih, ko zaradi 
dolgotrajnosti postopka človeška zbranost pada. Tudi v podjetju Iskraemeco d.d., v 
oddelku Raziskave in razvoj smo prišli do spoznanja, da bi nam tako orodje prišlo še 
kako prav pri testiranju vgrajene programske kode, ki teče na elektronskih števcih 
električne energije. Za zajem in ustrezno obdelavo slik smo pri razvoju projekta 
uporabili preverjene algoritme. To so algoritmi iz odprtokodne knjižnice OpenCV, 
katere smo v celoto povezali s pomočjo programskega jezika Python. Vseeno pa je 
bilo potrebno nekaj programskih funkcij razviti tudi samostojno. Za zanesljivo 
zajemanje slik v realnem času smo uporabili kamero Logitech c920. Na koncu smo na 
novo razvito orodje tudi testirali. To smo izvedli s pomočjo avtomatskih testov, ki smo 
jih razvili s pomočjo programskega okolja Visual Studio 2017 in programskega jezika 
C#. Tu smo že v fazi testiranja odkrili prve hrošče na vgrajeni programski opremi 
števca in tako prikazali uporabnost orodja. 
 
Ključne besede: računalniški vid, elektronski števec električne energije, 































Computer vision is an important tool in automatization of individual procedures. 
This is especially true in cases where the human concentration falls due to the length 
of the procedure. In the Iskraemeco d.d. company, in the Research and Development 
section, we came to the realization that the tool would be just as useful for testing the 
firmware that runs in electronic meters of electricity. In this project, we used verified 
algorithms to capture and properly process images. This is OpenCV open-source 
library, which we have integrated into the whole using the Python programming 
language. Nevertheless, some program’s functions had to be developed by ourselves. 
We used the Logitech c920 webcam for real time images capture. In the end, we also 
tested the newly developed tool. This was done using automated tests that we 
developed using the Visual Studio 2017 programming environment and the C# 
programming language. In this phase, we have already discovered the first bugs of 
meter’s firmware and so showing the utility of the tool. 
 
Key words: computer vision, electronic meter of electricity, OpenCV library, 































V zadnjem času računalniški vid postaja prisoten na zelo raznolikih področjih. 
Njegov  osnovni namen pa je predvsem nadomestiti človeka na področjih dela, kjer 
je potrebna zbranost in določena stopnja zanesljivosti, za kar najboljše rezultate 
opravljenega dela. Prav tako pa je računalniški vid tudi uporabno orodje, ko je 
potrebno določeno ročno delo avtomatizirati, kar je pri današnjem tempu življenja 
vsekakor dobrodošlo. 
Tudi v našem podjetju, Iskraemeco d.d., stremimo k čimbolj avtomatiziranemu 
testiranju naših izdelkov in to že v času samega razvoja posameznega izdelka. S tem 
prihranimo predvsem na času, kar pa nam omogoča bolj razsežno testiranje v enakem 
obdobju. Tako je tudi računalniški vid postal zanimiv kot orodje za avtomatsko 
testiranje, elektronskega števca, kjer s prepoznavanjem stanja, ki nam ga sporoča 
LCD prikazovalnik, računalnik dobi trenutna stanja, ki jih je prej z očmi, torej ročno 
odčitaval človek. 
Tako smo tudi v oddelku, Razvoj in raziskave, prišli do spoznanja, da bi nam 
takšno orodje prišlo še kako prav, pri razvojnem testiranju vgrajene programske 
opreme (ang.: Firmware Testing). Prav to je bil povod za nov projekt, ki obenem 
predstavlja tudi vsebino te magistrske naloge.  
Začetna predpostavka oziroma zahteva samega projekta, je bila razviti sistem 
z računalniškim vidom, ki nam bo ob klicu avtomatsko podal informacijo, ki jo takrat 
»vidi« na LCD segmentnem prikazovalniku. Sam razvoj takega sistema temelji na 
uporabi že vnaprej pripravljene strojne (ang.: Hardware) opreme in na podlagi le te, 
razvoj programske (ang.: Software)  kode, ki bo zanesljivo opravljala prepoznavanje 
informacije, katero nam v danem trenutku »sporoča« LCD prikazovalnik. Ker pa nas 
vsaj za enkrat, v okvirih avtomatskega testiranja ne zanimajo vsa segmentna 
področja, ki jih premore opazovan LCD prikazovalnik, smo celotno področje 
prikazovalnika razdelili na štiri posamezna področja, kar je podrobneje predstavljeno 
v poglavju: LCD segmentni prikazovalnik. 
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Sama vsebina magistrskega dela, se začne s kratko zgodovino računalniškega 
vida, sledi ji opis uporabljene strojne in programske opreme. Temu sledi poglavje, v 
katerem je predstavljen LCD segmentni prikazovalnik, na podlagi katerega je bil 
projekt implementiran. Nato sledi še glavni del, kjer so opisane uporabljene in 
zakodirane metode in funkcije, ki jih potrebujemo za zasnovo zamišljenega orodja. 
Na koncu so predstavljeni še rezultati  testiranja zanesljivosti novo razvitega orodja 
z računalniškim vidom, katerim sledi še zaključek.
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2 Kratka zgodovina računalniškega vida 
Začetki računalniškega vida segajo v 60. leta 20. stoletja. Pravzaprav se je vse 
skupaj začelo leta 1966, ko je ameriški znanstvenik Marvin Lee Minsky na MIT uvedel 
računalniški vid (CV) kot poletni dodiplomski projekt. Ta projekt je bil zastavljen 
nekako tako, da naj bi s pomočjo kamere povezane na računalnik, le ta podal opis v 
smislu, kaj je videl [1, 2].  
Kmalu pa so se pojavile bolj perspektivne vizije na tem področju. Ena izmed 
njih je bila ta, da bi se iz zajetih digitalnih slik pridobila tridimenzionalna struktura, ki 
bi tako najbolje predstavljala informacijo celotnega prizora zajete digitalne slike. Tudi 
raziskave, ki so se dogajale v 70. letih 20. stoletja so postale pomembne osnove za 
algoritme računalniškega vida, ki se uporabljajo še danes. Kot primer zelo uporabnega 
algoritma iz tega časa lahko navedemo prepoznavanje posameznih področji (Slika 2.1) 
na zajeti digitalni sliki, ki je plod razvoja japonskih znanstvenikov Yuichi Ohta in 
Takeo Kanadea iz leta 1978 [1, 2]. 
             
Slika 2.1: Prikaz algoritma in njegovo delovanje (Ohta & Kanade) 
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V 80. letih se začne pojavljati umetna inteligenca. Prav tako je bilo na podlagi 
študij računalniškega vida veliko narejeno na področju strožje matematične analize in 
kvantitativnih vidikih računalniškega vida (geometriji), ki vključujejo zaznavo obsega 
prostora ter sklepanja oblik na podlagi senčenja, teksture in fokusa na tem področju. 
V tem obdobju so raziskovalci prišli tudi do spoznanj, da se mnogo od teh 
matematičnih algoritmov lahko optimizira podobno kot regulacijo in naključna 
Markovova polja. Pred pričetkom 90. let se začenjajo raziskave in projekti na področju 
3-dimenzionalne rekonstrukcije večih slik, s čimer je postala pomemben del pri 
zajemanju slik tudi kalibracija kamere. Poleg teh projektov se je v 90. začelo tudi 
razpoznavanje obrazov. Prav zato je v tem obdobju postala zelo popularna statistična 
analiza [1]. 
Raziskave proti koncu 90.let so tako prinesle močno interakcijo med področji 
računalniške grafike in računalniškim vidom, kar se je potem v začetku 21. stoletja s 
pridom uporabljalo pri razvoju digitalnih fotoaparatov in kamer. Sem sodijo digitalna 
povečava na podlagi interpolacijskih postopkov, morfološka obdelava slik, 
panoramsko šivanje slik ter razvoj različnih oblik filtrov za določeno obdelavo slik 
(npr.: ostrenje, glajenje,…) [1]. 
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3 Uporabljena strojna in programska oprema 
Kot osnova za računalniško obdelavo slik je seveda potreben dovolj zmogljiv 
računalnik, da se programski algoritmi lahko izvajajo kar se da hitro.  
Pri razvoju in testiranju orodja z računalniškim vidom smo uporabljali elektronski 
števec električne energije (v nadaljevanju števec ali števec električne energije), ki je 
prikazan na  Sliki 3.1. Za implementacijo te magistrske naloge je bil izbran števec 
električne energije z LCD segmentnim prikazovalnikom (več v poglavju LCD segmentni 
prikazovalnik). Tako je tudi programska koda računalniškega vida implementirana za ta 
tip prikazovalnika, in bi bilo tako v primeru drugačnega prikazovalnika potrebno kodo 
ustrezno prilagoditi. 
  
Slika 3.1: Elektronski števec električne energije, uporabljen pri tem projektu 
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3.1 Strojna oprema 
Za komunikacijo in ustrezno nastavitev prikaza informacij na števcu se 
uporablja USB optična sonda, ki je bila v podjetju razvita za serijsko komunikacijo 
računalnika s števcem. Preko te sonde smo v fazi testiranja nastavljali LCD 
prikazovalnik, da je določen trenutek v testni metodi števec prikazoval tisto 
informacijo, ki nas je v tistem trenutku zanimala.  
Za samo zajemanje slik pa potrebujemo ustrezno kamero. Mi smo za prvi 
prototip uporabili USB spletno kamero nižjega cenovnega razreda, oznake MS 2003, 
ki se v osnovi uporablja za zajemanje videa pri konferenčnih pogovorih preko 
internetnega omrežja. Slednja zmore maksimalno 30 fps pri maksimalni ločljivosti 
640x480 slikovnih elementov. Ker se je izkazalo, da je zaradi majhne ločljivosti 
načrtovano orodje manj zanesljivo, smo pred prepoznavanjem sliko še ustrezno 
interpolirali.  
Poleg tega je za izločanje motenj okolice (luči in/ali dnevne svetlobe skozi 
okno) potrebna tudi ustrezna zatemnilna komora (tu smo uporabili kar kartonsko 
škatlo) in dodana notranja osvetlitvena letev za osvetlitev ospredja števca (Slika 3.2). 
 
  
Slika 3.2: Prikaz notranjosti komore, z nameščeno kamero in osvetlitvijo 
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Slika 3.3: Spletna kamera Logitech c920 
Ker nam povečava slike s pomočjo interpolacije le to nekoliko popači in ker nam 
ta metoda troši precej procesorske moči in s tem čas obdelave, smo se odločili za drugo 
iteracijo prototipa. Izbrali smo boljšo USB spletno kamero, Logitech c920 [16], ki se 
ponaša z ločljivostjo zajema slike 1920x1080 slikovnih elementov, pri hitrosti 
zajemanja 30 fps. Poleg tega ima ta kamera odlično prednost nastavljanja parametrov, 
direktno iz Python skripte. Tam lahko nastavljamo naslednje parametre: 
 izostritev (fokus), 
 osvetlitev (količina svetlobe, ki jo spustimo na foto-tipalo), 
 ojačanje (povečanje izrazitosti zajetih slikovnih elementov), 
 svetilnost, 
 kontrast, 
 intenzivnost (nasičenje) barve in 

















 Poleg zamenjave kamere, je bilo z drugo iteracijo izdelano tudi aluminjasto 
stojalo, kjer je električni števec točno določeno pozicioniran, glede na pozicijo kamere. 
Stojalo smo načrtovali in izdelali tako, da se lahko nastavlja širina okvirja glede na tip 
števca (enofazni ali trifazni števec), prav tako pa lahko nastavljamo tudi pozicijo 
stativa kamere (v smeri višine števca, naprej ali nazaj po stopnjah), saj tako lahko kar 
najbolje zajamemo celoten prikazovalnik v objektiv kamere. 
 Kar je ostalo nespremenjeno iz prve iteracije, je zatemnitvena komora in 
notranja osvetlitev, ki je sedaj nameščena na ogrodje stojala. Tudi slednje bi se dalo 
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sčasoma odstraniti, vendar bi bilo za to funkcionalnost potrebno razviti algoritem, ki 

























Pomembna strojna oprema uporabljena pri tem projektu je tudi razvojna plošča 
(v podjetju poimenovana: »ADT board« - Slika 3.5). Njen glavni namen je, preko 
serijskih ukazov iz komunikacijskega (COM) priključka računalnika, ustrezno krmiliti 
digitalne pine in s tem na pine priključene releje, s katerimi avtomatsko simuliramo 
uporabniško interakcijo s števcem (na primer: pritisk tipke simuliramo s sklenitvijo 
releja, ki je električno povezan s pinoma tipke na števcu). Za potrebe razvoja tega 
projekta in njegovo testiranje zadostuje ena letvica relejev (6 relejev). Tako je potrebno 
avtomatsko izvajati naslednje funkcije: 
 vklop/izklop števca s pomočjo relejskega preklaplanja posameznih faz 
in ničle;  
Slika 3.4: Sistem aluminjastega ohišja s kamero in osvetlitvijo, nameščenima nad števcem 
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 osvetlitev ozadja prikazovalnika števca: za to uporabimo kar osvetlitev, 
ki je že vgrajena v števec, po potrebi jo je potrebno samo vklopiti, kar 
pa naredimo s pomočjo enega releja, ki sklene kontakte na spodnji tipki 
števca;  
 osvetlitev ohišja števca, ki jo potrebujemo pri kalibracijski metodi 
razvitega sistema za avtomatsko zaznavo področja LCD prikazovalnika.  
3.2 Programska oprema 
Za implementacijo projekta smo uporabili operacijski sistem Windows 7 
Enterprise nameščen na stacionarni osebni računalnik. Nanj je bilo potrebno naložiti 
več programskih orodij, najprej za razvoj in nato tudi za delovanje in uporabo razvitega 
orodja. 
 Najbolj pomemben in prvi korak je bil namestitev zadnje različice orodja 
Python. Ta je bil Python 3.6.4 [5], in ker sta nam osebni računalnik in operacijski 
sistem to omogočala, smo naložili 64-bitno različico. Za ta programski jezik smo se 
odločili, ker ima zelo dobro podprto knjižnico za delo s slikami, ter njihovo obdelavo. 
To je odprtokodna knjižnica Open CV [4], katero je bilo potrebno še dodatno naložiti 
poleg že naloženega Pythona.   
 
 
Slika 3.5: Razvojna plošča »ADT board«  z nameščeno letvijo šestih relejev (zgoraj) 
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        Slika 3.6: Uporabljena programska orodja za zajem, obdelavo slik in zaznavo segmentov 
 
Kot temeljni program za delo s programskim jezikom Python, smo uporabljali 
Spyder IDE [3], ki je po zasnovi podoben programskemu okolju Matlab z bistveno 
prednostjo odprtokodnosti. S pomočjo tega orodja je potekal celoten razvoj Python 
skript, ki se jih v fazi testiranja našega orodja kliče iz programskega okolja Visual 
Studio 2017 [6]. Visual Studio je orodje, ki se v podjetju Iskraemeco že kar nekaj časa 
uporablja za avtomatizacijo testiranja programske kode na števcih električne energije. 
Ker v podjetju vse spisane skripte avtomatskih testov bazirajo na jeziku C# in okolju 
Microsoft .NET (izgovorjava: dot net), je bilo seveda potrebno izvesti tudi interakcijo 
med obema jezikoma. Na tak način se spisana testna metoda v C# začne s potrebnimi 
prednastavitvami na števcu, samo branje LCD prikazovalnika pa se izvaja s pomočjo 
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V razvojni fazi smo veliko uporabljali tudi program SEP2 MeterView 2018, za 
komunikacijo in nastavitev parametrov na števcu prek optične sonde. Slednja 
programska oprema je razvita v podjetju Iskraemeco in je prvotno namenjena kupcem, 



















Slika 3.8: Programsko orodje SEP2 MeterView 2018, za ročno nastavljanje parametrov števca 
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Slika 4.1: Prikaz posameznih področij segmentnega prikazovalnika 
4 LCD segmentni prikazovalnik 
 
Kot smo že omenili, ima v tem projektu uporabljen števec električne  energije,  
za povratno informacijo uporabniku implementiran  LCD segmentni  prikazovalnik. 
Vendar to ni čisto klasičen LCD prikazovalnik s 7-segmentnim prikazom in poljubnim 
številom digitov. To je segmentni prikazovalnik, sestavljen iz večjega števila področij, 












Za boljšo predstavo sledi opis posameznih področij [7], tako kot  so  oštevilčeni 
zgoraj: 
 
1)  Alfanumerično polje 1: 6 manjših digitov – prikaz OBIS 
identifikacijske kode; 
2) Alfanumerično polje 2: 8 večjih digitov – prikaz številske vrednosti; 
3) Kazalci za prikaz pretoka moči (smer pretoka: prejem iz/oddaja v 
omrežje in vrsta energije P-delovna/Q-jalova); 
4)           Prisotnost napetosti po posameznih fazah; 
5) Kazalci – podajajo različne informacije o stanju števca; 
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6) Polje za prikaz enote, pripada trenutnemu prikazu številskega podatka 
na alfanumeričnem polju 2; 
7) * Prikaz statusa baterije; 
8) * Prikaz statusa za zaznavo bremena; 
9) * Izbirna prikazna ikona – na primer za plačilo. 
 
 
Zadnja tri polja (označeno z *),  zaenkrat pri tipu števca električne energije, ki 
je uporabljen v tem projektu, niso v uporabi. Od vseh zgoraj naštetih področij, so v 
obsegu tega magistrskega dela zajeta naslednja področja: 1, 2, 3 in večji del področja 
6 (tu sta izvzeta le simbola za prikaz enote energije MJ in GJ – na LCD prikazovalniku, 
spodaj desno). Za tak izbor smo se odločili glede na trenutno potrebo obsega 
opazovanja  segmentnega prikazovalnika, na podlagi razvojnih testov z opazovanjem 
prikazovalnika, ki so se  prej izvajali ročno (med testiranjem mora biti prisoten 
človek). Vizija našega oddelka - Razvojno testiranje vgrajene programske opreme 
(ang.: Firmware testing), pa je čim več ročnih testov avtomatizirati, saj se le tako testi 
lahko izvajajo tudi po končanem delu testnega inžinirja (ponoči, ob dopustih, vikendih 
in praznikih). Delo inžinirja pa je potem le analiza rezultatov in javljanje morebitnih 
napak (prijavljanje »hroščev«) razvojnim inžinirjem vgrajene programske opreme 
(ang.: Firmware). 
 Na ohišju števca (Slika 3.1), lahko tik pod LCD prikazovalnikom vidimo 
laserski potisk oznak kazalcev (področje 5 na Sliki 4.1) [7]. Te oznake sovpadajo s 
kazalci prikazanimi na spodnjem delu prikazovalnika v primeru, ko je števec v 
privzetih nastavitvah. Pomen teh kazalcev je predvsem prikazovanje stanja določene 
funkcije števca. 
 Kazalce lahko tudi poljubno nastavljamo, na primer preko optične sonde s 
pomočjo programskega okolja MeterView. Prav tako pa lahko nastavljanje poljubnih 
kazalcev avtomatiziramo z uporabo programskega okolja Visual Studio v 
programskem jeziku C#, kar smo s pridom uporabili za testiranje delovanja novo 




5 Opis uporabljenih algoritmov 
Osnovna ideja algoritmov, uporabljenih v tem projektu, je odčitavanje stanja 
posameznih segmentov, ki se nahajajo na vnaprej definiranih koordinatah (slednje 
določimo s pomočjo kalibracijskega postopka).  Seveda je pred prepoznavanjem 
potreben še celoten postopek zajema in obdelave slike, da potem lahko segmente kar 

















5.1  Uporabljeni algoritmi iz paketa Open CV 
Glavni vir algoritmov uporabljenih v tem magistrskem delu je Pythonova 
knjižnica Open CV. Slednjo v projekt vključimo na začetku vsake Python skripte (kjer 
jo seveda potrebujemo), s pomočjo ukaznega niza 'import cv2'. 
Slika 5.1: Prikaz programskega okolja Spyder IDE za kodiranje algoritmov 
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import cv2                   # uvozi knjižnico Open CV  
from skimage import filters  # uvozi metode 'filters' 
 
cam = cv2.VideoCapture(0)  # inicializacija kamere 
while(cam.isOpened()):        # če je komunikacija s kamero uspešna 
    ret, frame = cam.read()   # zajeme novo sliko 
    if not  ret:              # če se pojavi napaka s komunikacijo 
        break                 # zaključi zanko in s tem python skripto 
 
    # pretvorba RGB slike v sivinsko 
    imgray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 
    # poišče optimalni prag ločljivosti z uporabo Otsu metode 
    ithr = filters.threshold_otsu(imgray) 
    # pretvorba sivinske slike v bitno s pomočjo zgoraj izračunanega pragu 
    rtr, imthresh = cv2.threshold(imgray, ithr, 255, cv2.THRESH_BINARY_INV)    
 
    cv2.imshow('Threshold image', imthresh) # prikaže bitno sliko 
    if cv2.waitKey(1) & 0xFF == ord('q'):   # če je pritisnjena tipka 'q'  
        break                 # se zanka in s tem python skripta zaključi 
 
cam.release()            # zaključi komunikacijo s kamero 
cv2.destroyAllWindows()  # zapre okno, v katerem se je prikazoval video 
5.1.1 Zajem slike iz USB kamere 
 Za nazornejši prikaz delovanja si pomagajmo z razlago preproste Python kode, 

















Zgornji algoritem najprej poišče kamero, vendar le v primeru, ko je na 
računalnik priključena le ena kamera. V nasprotnem primeru je pravo kamero potrebno 
izbrati preko indeksa funkcije 'VideoCapture', ki je v zgornjem primeru nastavljen na 
0. Sledi 'while' funkcija, ki za vsako zanko preveri, če je komunikacija s kamero še 
vedno uspešna. V nasprotnem primeru se algoritem (prikazovanje videa) zaključi. Prva 
vrstica v 'while' funkciji zajame takrat trenutno sliko, in če tu kaj spodleti se v naslednji 
dveh vrsticah algoritem že zaključi. Če temu ni tako, se nadaljujejo naslednji koraki: 
pretvorba barvne RGB slike v sivinsko, izračun ustreznega praga ločljivosti (ang.: 
'threshold' - vrednost med 0 in 255 za 8-bitno sivinsko sliko) s pomočjo Otsu-jeve 
metode, pretvorba sivinske slike v bitno sliko in na koncu sam prikaz dobljene bitne 
slike. Prav tako pa se v vsaki zanki preverja tudi, če je bila tipka 'q' na tipkovnici 
mogoče pritisnjena, kar pomeni zaključek algoritma in s tem prikazovanja videa. Na 
koncu se komuniciranje s kamero zaključi, prav tako se zapre okno, v katerem se je v 
fazi izvajanja algoritma prikazoval video. 
V naslednjih korakih si poglejmo še bolj podroben opis algoritmov, ki so bili 





1. Pretvorba RGB slike v sivinsko sliko: 
Uporabljen algoritem je del knjižnic iz Open CV paketa [4]. Barvna 
slika (zgornja na sliki 5.2) je v našem primeru sestavljena iz treh 
barvnih komponent, z ločljivostjo posamezne komponente 8-bitov. 
Vsaka komponenta zase ustreza enemu od treh različnih detektorjev 
svetlobe. Ti detektorji svetlobe pa so selektivno občutljivi pri valovnih 
dolžinah, ki pripadajo posamezni komponenti: rdeča (700nm), zelena 
(550nm) in modra (450nm) [8]. Pretvorba barvne RGB slike v sivinsko 
dobimo preko naslednjega izračuna: 
 
),(114.0),(587.0),(299.0),( yxByxGyxRyxS   (1) 
Tu S predstavlja matriko (sivinsko sliko), ki ima enako razšeznost, kot 
je velikost slike zajete direktno iz svetlobnega zaznavala kamere. Prav 
tako so tudi R, G in B matrike, ki predstavljajo RGB barvno sliko treh 
komponent. Kordinati, ki  pa definirata pozicijo slikovnega elementa 
na sliki sta  predstavljeni kot x in y. Kot vidimo sivinska slika (sredinska 
na sliki 5.2) nastane z ustreznimi utežmi, s katerimi pomnožimo 
posamezno komponentno matriko in potem vse skupaj seštejemo.  
 
2. Izračun praga s pomočjo Otsu-jeve metode: 
Otsu-jeva metoda izračuna praga ločljivosti [10] se imenuje po 
japonskem znanstveniku Nobuyuki Otsu-ju, in predvideva da je 
sivinska slika sestavljena iz dveh razredov slikovnih elementov 
(slikovni elementi ospredja in slikovni elementi ozadja). Sam algoritem 
je spisan tako, da se za vsak element izračunanega histograma sivinske 





2 )()()()()( tttwtwtm                                    (2) 
V zgornjem izrazu t pomeni trenutni prag, za katerega računamo 
medsebojno varianco. Ostali elementi izraza ( )(0 tw , )(1 tw ,  )(0 t  in 
)(1 t ), pa so parametri, razčlenjeni v naslednjih enačbah: 
 
                                                  (3) 
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           (4) 
 
 
            (5) 
 
            (6) 
 
V zgornjih enačbah )(ih  predstavlja histogram vhodne sivinske slike v 
obliki vektorja, L pa je število možnih odtenkov svetlobnega elementa 
(v našem primeru 25628 L ). Na podlagi rezultatov zgornjih enačb 
iščemo tisti indeks t, pri katerem je medrazredna varianca )(
2 tm  
maksimalna. Ta indeks nam sporoča vrednost optimalnega pragu 
ločljivosti, po Otsu-jevi metodi. 
V programskem okolju Python, za uporabo te metode uporabimo 
knjižnico 'skimage', kjer se nahaja podknjižnica 'filters' [12]. Tu se 
nahaja algoritem 'threshold_otsu', ki kot vhodni parameter vzame 
sivinsko sliko, vrne pa nam optimalen prag ločljivosti. 
 
3. Pretvorba sivinske slike v bitno sliko: 
Tu se uporablja postopek upragovanja, ki je tudi del knjižnic iz Open 
CV paketa. Funkcija 'threshold' iz knjižnice 'cv2', kot vhodne parametre 
potrebuje sivinsko sliko, zgoraj izračunan prag, maksimalno vrednost 
slikovnega elementa (v našem primeru je to za 8-bitno sliko: 28 − 1 =
255) in način upragovanja. Tu imamo kar nekaj možnosti[11, stran 52], 
mi smo uporabili inverzno binarno upragovanje, ki v našem primeru 
postavi ozadje v črno barvo (vrednost slikovnega elementa: 0), ospredje 
(to so prižgani segmenti na LCD prikazovalniku) pa v belo barvo 
(vrednost slikovnega elementa: 255). Prvi izhodni parameter nam 
sporoča vrednost izračunanega pragu in je za nadaljevanje za nas 
nepomemben. V drugem izhodnem parametru, pa nas čaka na novo 
dobljena bitna slika (spodnja na sliki 5.2). Postopek upragovanja je 
prikazan s pomočjo spodnjega izraza: 
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V slednjem izrazu T predstavlja matrično obliko bitne slike, S matrično 
obliko sivinske slike, t pa je izračunan prag po zgoraj opisanem 
postopku. Koordinati, ki definirata slikovni element slike sta 
predstavljeni kot x in y. 
 
4. Prikaz slike v novo odprtem oknu: 
Sliko po zgoraj opisanem postopku lahko prikažemo s pomočjo 
funkcije 'imshow' iz knjižnice 'cv2' [11, strani 21-24]. Lahko pa jo 
prikažemo tudi s pomočjo 'matplotlib.pyplot' knjižnice, kjer jo 
prikažemo kot numerično polje (matriko). Prva funkcija kot prvi 
parameter vzame poimenovanje slike, ki ga podamo v obliki niza, drugi 
parameter pa je slika, ki jo želimo prikazati. Po drugi opisani možnosti 
lahko dodatne parametre k prikazani matriki dodajamo poljubno. 
Rezultat klica obeh funkcij je prikaz slike v novem oknu, kar nam 
predvsem pri kalibracijskem postopku Python programa pomaga pri 




















Slika 5.2: Zajem ene izmed slik in pretvorba, po zgoraj opisanem postopku 
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import  numpy  as  np 
from  time  import   sleep 
import  matplotlib.pyplot  as  plt 
 
from  Funkcije  import  * 
 
segments = {   
       # številke, številke s piko in številke z dvopičjem   
       # 0  1  2  3  4  5  6  7  8   
        (1, 1, 1, 0, 1, 1, 1, 0, 0): 0,   
        (1, 1, 1, 0, 1, 1, 1, 1, 0): '0.',   
        (1, 1, 1, 0, 1, 1, 1, 1, 1): '0:',   
        (0, 0, 1, 0, 0, 1, 0, 0, 0): 1,   
        (0, 0, 1, 0, 0, 1, 0, 1, 0): '1.',   
        (0, 0, 1, 0, 0, 1, 0, 1, 1): '1:',   
         .  .  .  .  .  .  .  .  .    . 
         .  .  .  .  .  .  .  .  .    . 
         .  .  .  .  .  .  .  .  .    . 
        (1, 1, 1, 1, 0, 1, 1, 1, 1): '9:',   
        (1, 1, 0, 1, 1, 0, 1, 0, 0): 'E',   
        (0, 1, 0, 0, 1, 0, 1, 0, 0): 'L',   
        (0, 1, 0, 0, 1, 0, 1, 1, 0): 'L.',   
        (0, 0, 0, 1, 1, 0, 0, 0, 0): 'r',   
        (0, 0, 0, 1, 1, 0, 0, 1, 0): 'r.',   
        (0, 0, 1, 1, 1, 1, 1, 0, 0): 'd',    
         .  .  .  .  .  .  .  .  .    . 
         .  .  .  .  .  .  .  .  .    . 
         .  .  .  .  .  .  .  .  .    . 
        (0, 0, 0, 1, 0, 0, 0, 0, 0): '-',   
        (0, 0, 0, 0, 0, 0, 0, 0, 0): ' '      
                }   
 
5.2 Algoritem za zaznavo prikazanih segmentov 
Ker je posameznih metod za zajem, obdelavo in  zaznavo stanja na LCD 
prikazovalniku kar nekaj, smo na tem mestu ustvarili lastno knjižnico (skripto) metod, 
poimenovano 'Funkcije.py'. Slednjo potem uvozimo v vsako na novo ustvarjeno 







Pred uvozom naših metod (zadnja vrstica), so prikazane še tri vrstice, s pomočjo 
katerih uvozimo Python knjižnice, ki jih tudi potrebujemo v tem projektu. To so v 
zgornjem primeru knjižnica za delo z numeričnimi polji ('numpy'; v kodi je 
uporabljena okrajšava 'np'), knjižnica za delo s časovnimi funkcijami (podknjižnica 
'sleep' iz knjižnice 'time') in knjižnica za prikazovanje numeričnih polj (knjižnica 
'matplotlib.pyplot'; v kodi je uporabljena okrajšava 'plt'). Poleg vseh algoritmov, 
zakodiranih v skupni skripti 'Funkcije.py', imamo v tej datoteki shranjene tudi 
sezname, preko katerih identificiramo prepoznane segmente v črke ali številke, ali pa 
kar celoten niz, v primeru, ko prepoznavamo enoto prikazane veličine. Primera izsekov 

















segments1 = { 
   # Prikaz enote, ki sovpada z prikazanim podatkom 
    (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0): '', 
    (0,0,0,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0): 'V', 
    (0,0,0,0,0,0,0,0,0,0,1,1,0,1,1,1,1,0,0,0,0,0,0,0,0,0): 'A', 
    (0,0,0,1,1,0,1,1,1,1,1,0,0,1,0,1,0,0,0,0,0,0,0,0,0,0): 'kW', 
    (0,0,0,0,0,0,1,1,1,0,1,1,0,1,1,1,1,0,0,0,0,0,0,0,0,0): 'VA', 
    (0,0,0,1,1,0,1,1,1,0,1,1,0,1,1,1,1,0,0,0,0,0,0,0,0,0): 'kVA', 
    (0,0,0,1,1,0,1,1,1,0,1,1,0,1,1,1,1,0,1,1,1,0,0,0,0,0): 'kVAh', 
    (0,0,0,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,0,0,0,0,0,0): 'kvar', 
    (0,0,0,1,1,0,0,0,1,0,0,0,1,1,1,1,1,0,0,1,0,1,0,0,0,0): 'kvarh', 
    (0,0,0,0,0,0,1,1,1,1,1,0,0,1,0,1,0,0,1,1,1,0,0,0,0,0): 'Wh', 
    (0,0,0,1,1,0,1,1,1,1,1,0,0,1,0,1,0,0,1,1,1,0,0,0,0,0): 'kWh', 
    (0,0,0,1,0,1,1,1,1,1,1,0,0,1,0,1,0,0,1,1,1,0,0,0,0,0): 'MWh', 
    (1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1): 'ALL_SEGMENTS_LIT' 
            } 
 
imthrMask = loadImage("D:\MAGISTRSKA_NALOGA\Slike\ThrMask.png") 
imthrMask = imthrMask.astype('uint8') 
 
im1th = (imthresh.astype('uint8') - imthrMask).astype('uint8') 
 
opening = cv.morphologyEx(im1th, cv.MORPH_OPEN, kernel) 
closing = cv.morphologyEx(opening, cv.MORPH_CLOSE, kernel) 
def get_dig_sub(img, x, y, width=100, height=200): 











Seveda pa je pred indetificiranjem iz seznama potrebna ustrezna priprava slike in tudi 
ustrezna nastavitev parametrov za čimbolj zanesljivo zaznavo stanja segmentov. 
Postopek zajemanja in pretvorba do bitne slike je opisana v poglavju 5.1.1. Nadaljevali 
bomo torej z bitno sliko, kateri je z uporabo bitne maske šuma na robovih 
prikazovalnika potrebno odšteti ta šum. Nato se s pomočjo morfoloških operacij 
(postopkov odpiranja in zapiranja)[9] znebimo še majhnih zrnatih šumov. To se izvede 
preko naslednjih vrstic, kjer najprej uvozimo shranjeno bitno masko, jo nato odštejemo 
od trenutne bitne slike in dobljeno odšteto sliko spustimo še skozi postopka 







Bitna slika je tako pripravljena za nadalnjo obdelavo. Postopek, ki sledi je kreiranje 
podslik na podlagi parametrov, ki smo jih zajeli v fazi kalibracijskega postopka. To 




Postopek izreza izvajamo na vhodnem parametru slike (img). Algoritem se orientira 
na zgornji levi kot podslike (vhodna parametra x in y), ki ga definiramo na podlagi 
izbranega okvirja zanimanja. Sledita še željena širina (width) in višina (height) 
podslike, ki jo nato podamo kot izhod funkcije. 
 Na podlagi dobljene podslike pa se začne prepoznavanje posameznih 
segmentov zanimanja. Za vsak segment posebej še enkrat ustvarimo podsliko od že 
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def get_7seg_digit(img, segment_pos = np.load('dispSegmCoor.npy')): 
    active = map(lambda x: int(np.count_nonzero( 
             get_dig_sub_center(img, x[0], x[1], 7, 7)) >= 35), 
segment_pos) 
    return segments.get(tuple(active), 'x') 
prej nastale podslike, katere velikost sedaj določimo sami. V našem primeru je bil 
izbran kvadratni okvir dimenzije 7 x 7 slikovnih elementov. Za zajemanje podslike 
uporabimo podoben algoritem kot zgoraj, le da je sedaj potrebno podane koordinate 
(x, y) jemati kot center podslike. Postopek prepoznavanja nam na tem mestu poda 
število slikovnih elementov, ki so različni od 0, kar na bitni sliki pomeni, da so beli. V 
našem primeru, ko imamo področje zaznavanja enako 7 x 7 slikovnih elementov, to 
pomeni, da je maksimalno število belih elementov lahko 49. Na tem mestu moramo 
izbrati pomemben parameter, s katerim določimo kolikšen procent slikovnih 
elementov naj bo belih, da se segment prepozna kot prižgan. Izbiramo lahko med 0 in 
49. Mi smo na podlagi preizkušanja izbrali 35. To pomeni, da bo v primeru, ko je 
število belih slikovnih elementov večje ali enako kot 35 segment prepoznan kot 
prižgan. V nasprotnem primeru pa bo segment prepoznan kot ugasnjen. Ves ta 




                       
 
Če gledamo zgoraj prikazani 2. in 3. vrstico, vidimo v 3. vrstici funkcijo, ki nam 
glede na izbran center (izbran z miškinim klikom v kalibracijskem postopku), kreira 
kvadratno podsliko velikosti 7 x 7. Če gledamo naprej, je ta funkcija vgnezdena v 
funkcijo 'np.count_nonzero()', ki nam vrne številsko vrednost belih slikovnih 
elementov. Zatem takoj sledi primerjanje z izbranim številskim parametrom 35. Vse 
skupaj je v kodo vpeljano kot funkcija 'lambda', ki se je v Pythonu pojavila z namenom, 
da lahko na tem mestu inicializirano funkcijo direktno ugnezdimo v funkcijo 'map()', 
in tako pripomoremo k zmanjšanju števila vrstic kode. Seveda se funkcija 'lambda' 
uporablja le v primeru kratkih postopkov, saj bi v nasprotnem primeru, koda hitro 
postala nepregledna. V našem primeru ima ta funkcija en vhodni parameter 'x', ki se 
preko funkcije 'map()', in spremenljivke 'segment_pos', vpelje v kodo znotraj funkcije 
'lambda', kjer je ta element potreben. Rezultat tega skupka funkcij, ki se zapiše v 
spremenljivko 'active' je boolova spremenljivka, ki je enaka 'True', če je segment 
prižgan oziroma 'False', če je ugasnjen. V zadnji vrstici se celoten nabor boolovih 
spremenljivk primerja s seznamom (spremenljivka seznama 'segments' v zadnji vrstici 
– izsek kode tega seznama je prikazan zgoraj) in na podlagi tega se dodeli ustrezen 
znak oziroma črkovni niz. V primeru odčitanih znakov na področju alfanumeričnega 
polja za prikaz vrednosti, gre dobljeni niz še skozi algoritem, ki preverja ali so 
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    for i in range (0, len(dispData)): 
             
        if(ds0 | ds1 | ds2 | ds3 | ds4 | ds5): 
            str1 = dispData[: i] 
            str2 = dispData[i+1 :] 
             
            if(ds6 | ds7): 
                if(dispData[i] == '1'): 
                    dispData = str1 + "I" + str2 
                if(dispData[i] == '5'): 
                    dispData = str1 + "S" + str2 
                 
    return dispData 











To kodo potrebujemo v primeru, ko nam števec na prikazovalniku sporoča 
določen črkovni niz (naše orodje »odčita« '5Er dAtA' in preko zgornje kode pretvori v 
'SEr dAtA'). Kot vidimo v spodnjem programu, gremo z uporabo 'for' zanke čez 
celoten črkovni niz (čez vseh 8 – digitov), in takoj potem preverimo, če ima vsaj en od 
prvih 6-ih digitov že vsebovano črko. Če temu ni tako, algoritem prepozna prikaz kot 
številsko vrednost in tako na nizu ne naredi nobene spremembe. V primeru, ko pa je 
niz prepoznan kot črkovni izraz, in v primeru da niz vsebuje '1' in/ali '5', se ti dve 
številki zamenjata s črkami 'I' in/ali 'S'. Poleg tega se vedno preverja tudi zadnja dva 
digita niza, saj v primeru, ko elektronski števec sporoča napako (izpisan niz: 'Error 
nn'), zraven dobimo še številsko vrednost ('nn'), ki nam pove tip napake, kar pomeni, 
da se niz 'Error 15' ne sme spremeniti v 'Error IS'. 
Na koncu vse znake v pravilnem vrstnem redu spojimo skupaj, in jih v obliki 
znakovnega niza prikažemo s funkcijo 'print()'. V primeru, ko pa tako Python skripto 
kličemo s pomočjo programskega jezika C#, se ta prikazan niz prenese tudi v 
programsko okolje Visual Studio, kjer lahko iz niza izluščimo informacijo, ki jo 
potrebujemo v posameznem testu. Če program na podlagi prepoznanih segmentov ne 
najde ustreznega znaka na seznamu, se na mestu, kjer bi bil drugače prikazan znak 
izpiše 'x' (neznan/neprepoznan znak).  
 Na zgoraj prikazan in opisan način se tako prepoznava vrednost prikazana na 
alfanumeričnem polju 1, alfanumeričnem polju 2 in polju za prikaz enote. Pri 
prepoznavanju kazalcev pa je razlika le ta, da v kodi na mestu, kjer vrednosti 
primerjamo s prepoznanimi stanji segmentov s seznamom, enostavno vrnemo 
prepoznano stanje. Ta izhodni parameter nam že poda trenutno stanje kazalca: prižgan 
ali ugasnjen. Šele po naboru večih zaporednih vzorcev na istem območju, prepoznanih 
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kot 'boolove' spremenljivke (kazalec prižgan ali ugasnen), se potem lahko prepozna 
tudi utripanje kazalcev. 
5.3 Kalibracijski algoritem 
S pomočjo kalibracijskega algoritma na novo nastavimo področja zanimanja, kar 
je potrebno le v primeru, ko se pozicija števca električne energije glede na pozicijo 
kamere spremeni.  
Pri prvem prototipu, ko je bila kamera nameščena na zatemnitveno komoro, je 
bilo potrebno ta postopek izvajati vsakič, ko smo zatemnitveno komoro odstranili in 
jo nato zopet namestili nazaj, saj takrat točna pozicija števca glede na kamero še ni 
bila implementirana. To smo rešili z drugim prototipom, pri katerem smo izdelali 
aluminjasto stojalo (za kamero) z okvirjem, v katerega fiksno namestimo števec. S tem 
korakom je uporaba kalibracijskega algoritma potrebna le še v primeru, ko se lega 
LCD segmentnega prikazovalnika glede na kamero spremeni, kar se zgodi v primeru, 
ko na primer zamenjamo enofazni števec s trifaznim (ohišje enofaznega števca je 
manjše od trifaznega). Seveda nam tega ni potrebno početi pri vsaki zamenjavi števca, 
saj lahko po prvi kalibraciji novega tipa števca, parametre kalibracije shranimo za vsak 
tip števca posebej. Tako je branje informacij iz LCD segmentnega prikazovalnika 
števca, po prvi kalibraciji določenega tipa števca,  popolnoma avtomatizirano. Ob 
menjavi števca je potrebno le ustrezno nastaviti stojalo kamere, zamenjati števec in 
vpisati ustrezne kalibracijske konstante. Predstavitev kalibracijskega postopka je 
opisana spodaj. 
V našem primeru smo kalibracijski postopek implementirali kot GUI vmesnik, 
kodiran v programskem jeziku Python, s pomočjo programskega orodja Tkinter [14]. 
Kalibracijski postopek z računalniškim vidom je razdeljen na tri dele, kot je prikazano 











Slika 5.3: Izgled GUI okna za interakcijo s funkcijami kalibracijske metode 
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V prvem delu (A del) lahko izberemo, ali naj se izvede novo iskanje področja 
LCD prikazovalnika (1. korak) in ali naj se trenutno shranjena slika, ki predstavlja 
masko šuma (šum na robu prikazovalnika), osveži z na novo zajeto sliko (2. korak). 
Drugi del (B del) temelji na pozicioniranju  področij zanimanja in posameznih 
segmentov, kar potrebujemo za zanesljivo prepoznavanje stanja segmenta, ali je 
segment prižgan ali ugasnjen. To so področje prikazovanja vrednosti, ter temu 
pripadajoči področji prikaza OBIS kode in pripadajoče enote, ter še področje 
prikazovanja stanja kazalcev. Zadnji del GUI programa(C del), je namenjen nastavitvi 
števila vzorcev slik, na podlagi katerih se identitira utripanje kazalcev in kreira 
povprečno sliko, ter nastavitve velikosti pravokotnega filtra za izbolšanje določenih 











Postopek zaznave robov in s tem detekcije pozicije LCD prikazovalnika (1. korak) je 
izveden popolnoma avtomatsko, treba je le poskrbeti za ustrezno osvetlitev ospredja 
(tako zagotovimo ustrezen kontrast med plastičnim ohišjem in prikazovalnikom), ki jo 
krmilimo preko serijske komunikacije in releja priključenega na krmilno ploščo (ADT 
board). V primeru dovolj dobrega kontrasta postopek zazna področje prikazovalnika 
kot največji pravokotnik, in na podlagi njegovih ogljišč določi koordinate 
prikazovalnika, ki jih shranimo za kasnejšo rabo. Podslika prikazovalnika se nato na 
podlagi koordinat izreže in preslika v vodoravni položaj, tako da je slika čimbolj 
enakomerna in poravnana, kar potrebujemo za zanesljivo prepoznavanje posameznih 
segmentov. 
Pri zajemanju nove maske za odstranjevanje šuma na prikazovalniku (2. 
korak), moramo najprej na števcu ugasniti vse kazalce na spodnjem delu 
prikazovalnika. Nato zajamemo sliko, ko so vključeni prav vsi segmenti na 
prikazovalniku, in s pomočjo miške označimo področje segmentov celotnega 
prikazovalnika, vendar brez kazalcev, ki se nahajajo na spodnjem delu zaslona (Slika 
5.4). Ko svojo izbiro z miško potrdimo (tipka 'c' na tipkovnici) se pod označenim 
Slika 5.4: Prikaz izbire področja (bel pravokotnik) za kreiranje maske, s katero izločujemo šum 
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pravokotnem področju vsi segmenti obarvajo v črno barvo. Na tak način dobimo 
masko šuma, ki se nahaja okrog prikazovalnika in jo seveda shranimo kot sliko za 
kasnejšo rabo. Z njo si pomagamo, ko nam temačna področja okrog prikazovalnika 
povzročajo težavo s prekrivanjem področja kazalcev. V primeru, ko želimo izbiro z 
miško za kreiranje maske še enkrat ponoviti, to lahko storimo pred pritiskom tipke 'c', 
s pritiskom tipke 'r' na tipkovnici. Tako se zopet pojavi bitna slika brez izbirnega 
okvirja. Na podlagi zgoraj izbranega okvirja, pod katerim se nahajajo vsi segmenti 
razen kazalcev, potem pred vsakim testom zajamemo trenutno masko šuma na robu 
prikazovalnika. S to metodo minimiziramo senčenje (predvsem v področju kazalcev 
na spodnjem delu prikazovalnika) do te mere, da učinkovito prepoznamo tudi robna 






V začetku B dela kalibracijskega postopka se z izbiro odločimo, katera 
področja prikazovalnika želimo na novo kalibrirati. Če izberemo vsa štiri področja je 
nato z računalniško miško potrebno izbrati najprej področje pripadajoče enote 
prikazanega podatka, nato področje namenjeno prikazu podatka, področje namenjeno 
prikazu OBIS kode in področje vseh desetih kazalcev. Takoj potem sledi izmera širine 
kazalcev (Slika 5.5), ki se izračuna na podlagi dveh levih klikov (na miški) na skrajno 
levo in desno stran enega izmed kazalcev (rdeča križca na sliki). To potrebujemo zato, 
ker na podlagi širine kazalca izločimo podslike posameznih kazalcev, na katerih potem 
izvajamo zaznavo enega izmed treh možnih stanj (kazalec – prižgan ali ugasnjen ali 
utripa). Prav tako pa s pomočjo klikanja določimo koordinate posameznih segmentov 
na posameznih poljih. Primer indeksiranja in klikanja posameznih segmentov za vsako 
področje posebej so prikazani na spodnjih slikah. Klikanje 7-segmentnega 
prikazovalnika izvajamo na povprečni sliki, vseh 6-ih ali 8-ih podslik (odvisno ali 
klikamo alfanumerično polje OBIS kode ali pa alfanumerično polje prikazane 
vrednosti). Posamezni miškini kliki (rdeči križci na sliki 5.7), pa naj bodo izvedeni, 
kar se da na sredini segmenta, za najboljše prepoznavanje stanj posameznih 
segmentov. 





Če se klikanje segmentov zaključi uspešno, se koordinate, zgoraj označene z rdečimi 
križci, shranijo v datoteko 'numpy array' (končnica: .npy), za vsako podsliko posebej. 
Te koordinate potem uporabimo vsakič, ko s pomočjo računalniškega vida beremo 
podatke iz prikazovalnika. 
V zadnjem delu kalibracijskega (GUI) izbirnega okna (C del), imamo možnost 
nastavitve dveh parametrov. Prvi  nastavljiv parameter je zelo povezan z zanesljivim 
prepoznavanjem stanja kazalcev, sploh za prepoznavanje utripanja, ki ga lahko 
prepoznamo samo na podlagi dovolj velikega števila zaporednih slik. Ker je frekvenca 
utripanja kazalcev enaka  1Hz, bi bilo teoretično dovolj že zajem dveh zaporednih slik 
v zamiku zajema 0,5s (s frekvenco zajemanja 2Hz ali 2fps). Vendar pri takem zajemu 
Slika 5.6: Indeksiranje posameznih segmentov na izbranih posameznih področjih 
Slika 5.7: Prikaz izbranih segmentov na zajetih podslikah - klikanje z miško se mora 
izvajati v zaporedju, kot je indeksirano na zgornji sliki 
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lahko v praksi kaj hitro naletimo na težave, saj čas zamika ni dovolj točen. Poleg tega 
lahko težave nastanejo tudi pri upragovanju, saj je možno, da bomo kdaj zajeli sliko 
ravno v takem trenutku, da bo področje kazalca, ki utripa dvakrat zapored, prepoznano 
kot prižgano ali pa kot ugasnjeno. Zato smo se v tem primeru, ko imamo kamero 
zmožnosti 30fps, raje odločili za višjo frekvenco zajemanja, konkretno 10fps. Poleg 
tega imamo preko našega kalibracijskega programa možnost zajema poljubnega 
števila slik, za še večjo zanesljivost, saj z večanjem tega parametra izvajamo 
prepoznavanje na še večjem številu period utripanja. Je pa seveda res, da večje število 
period pripomore tudi k dolgotrajnejšemu prepoznavanju, ker nekaj časa izgubimo že 
pri samem zajemanju, še več pa pri obdelavi slik in branju informacij, saj je v takem 
primeru nabor slik večji. V zgornjem primeru (Slika 5.3, C del), je vpisan parameter 
15, kar pomeni da se zajemanje izvaja čez 1,5 periode, pri čemer dobimo 15 vzorcev 
slik.  
Drugi parameter, ki ga lahko tudi poljubno izbiramo, pa je izbira velikosti filtra 
za izvedbo morfoloških operacij[13] na binarni sliki, kar pripomore k zanesljivejšemu 
prepoznavanju informacije na sliki. S pomočjo morfoloških operacij najprej 
odstranimo šum s postopkom 'odpiranja', potem pa s postopkom 'zapiranja' zapolnimo 
še morebitne manjše luknje na segmentih zanimanja. Predpripravo slike končamo še z 
metodo dilatacije, s katero segmente zanimanja še dodatno razširimo – ojačamo. V 
našem primeru so velikosti filtrov za vse uporabljene metode enake oblike in velikosti. 
Glede na Sliko 5.3, je izbran parameter filtra enak 7,  kar pomeni da bo velikost filtra 
enaka 7 x 7. Vsi elementi v matriki filtra pa so postavljeni na vrednost enako 1. Filter 








Večji filter kot izberemo, bolj intenzivne so morfološke operacije. Vendar smo tudi 
navzgor omejeni, saj pri izbiri prevelikega filtra že lahko začnemo izgubljati 
informacijo na sliki, ko nam na primer po postopku erozije izginejo manjši segmenti, 
ki jih ne moremo več obnoviti z dilatacijo. Za boljše razumevanje, je v spodnjem 
izračunu prikazan postopek erozije. V tem primeru na bitni sliki S velikosti 9 x 9, ki 









































Prikažimo še postopek dilatacije, ki je obratna operacija eroziji. Za primer slike 











Rezultat obeh izračunov (9 in 10), je v bistvu rezultat postopka 'odpiranja' (ang.: 
opening) izvedenega na sliki S z izbranim filtrom F. Tako lahko morfološko operacijo 
'odpiranja' zapišemo kot: 
 
O = S ○ F = (S ⊖ F ) ⊕ F                                                       (11) 
Podobno lahko zapišemo še morfološko operacijo 'zapiranja' (ang.: closing), kjer se v 
enačbi operacija erozije in dilatacije samo zamenjata. Tako dobimo: 
 
    Z = S • F = (S ⊕ F ) ⊖ F                    (12) 
Za še nazornejši prikaz zgornjih matričnih matematičnih izračunov, smo s pomočjo 
spodaj sledeče Python skripte, prikazali naslednje bitne slike (Slika 5.8): vhodna slika 
S, slika E - nastane po 'eroziji' slike S s filtrom F (3x3), slika D - nastane po 'dilataciji' 
slike E s filtrom F in na koncu še slika, ki nastane po postopku 'odpiranja' slike S  s 
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import numpy as np 
import matplotlib.pyplot as plt 
import matplotlib.cm as cm 
import cv2 as cv 
#%% Morfološke operacije 
# Kreiranje vhodne slike S 
S = np.ones((9,9)).astype('uint8') 
S[1,4] = 0 
# Kreiranje filtra F, razsežnosti 3x3 
F = np.ones((3,3)).astype('uint8') 
 
E = cv.erode(S, F, iterations = 1) # erozija E na sliko S 
D = cv.dilate(E, F,iterations = 1) # dilatacija D na erozijo E 
O = cv.morphologyEx(S, cv.MORPH_OPEN, F) # odpiranje O na sliko S 
 
 




















5.4 Prikaz avtomatskega testiranja v okolju Visual Studio 2017 
 
Za testiranje zanesljivosti našega na novo razvitega orodja in prikaz 
avtomatskega testiranja, smo v tem projektu uporabili programsko okolje Visual 
Studio 2017, programski jezik C# in Microsoft .NET okolje. Tu smo uporabili že 
podprte funkcije, ki so potrebne za interakcijo s števcem. Na tak način števcu 




















Vsak na novo implementiran avtomatski test, je zasnovan kot testna metoda. V 
sami glavi posamezne testne metode, tako izpolnimo določene parametre, ki se jih 
potrebuje za samo sledljivost in kasnejšo povezavo s testno dokumentacijo. Temu sledi 
ime testne metode s številsko oznako, kar nam da lepši pregled nad celotnim naborom 
testov. V bistvu sama testna metoda v programskem jeziku C# predstavlja funkcijo 
tipa 'void', tako da je ime testne metode hkrati ime funkcije. Za lažjo predstavo je 




Slika 5.9: Prikaz testiranja v programskem okolju Visual Studio 2017 






















Kot vidimo v zgornji kodi, v prvi vrstici nastavimo čas v milisekundah, ki v bistvu 
predstavlja čas, v katerem se bo test v primeru pravilnega (vnaprej predvidenega) 
delovanja zagotovo zaključil. Ta parameter v bistvu nastavimo zato, da se testna 
metoda zagotovo zaključi, tudi v primeru, ko se test zaradi nepredvidljive situacije 
nekje mogoče ne konča. V takem primeru, se testna metoda ni pravilno izvedla, in zato 
je neuspešna (ang.: failed). Ostali nastavljivi parametri v glavi, pa nimajo nobenega 
vpliva na testno metodo, saj so to parametri, ki jih ročno nastavljamo glede na trenutni 
korak in način testiranja. V zaključku glave je vključena še kratka oznaka testa, ki se 
sklicuje na dokumentacijo (testni postopek) in kratek opis oziroma predstavitev 
funkcionalnosti testa. Sledi že prej omenjena testna metoda, tipa 'void', in v njej 
vsebujoče vrstice. Tu imamo na primer funkcijo, s pomočjo katere nastavimo, koliko 
sekund naj sveti osvetlitev ozadja prikazovalnika, potem ko je zaznan 1 sekundni 
pritisk tipke (zgoraj nastavljeno na 120 sekund). Temu sledi vrstica, kjer inicializiramo 
spremenljivko, preko katere 'ADT board-u' pošiljamo ukaze, kar izkoristimo za 
osvetlitev ozadja prikazovalnika (pritisk spodnje tipke). Sledi zanka 'foreach', ki testno 
metodo izvede na vseh števcih, ki so deklarirani v datotekah testnega projekta. Nato 
sledi inicializacija spremenljivk, potrebnih za samo izvedbo namenskega testa. Ker 
imamo v zgornjem primeru opravka s Python programskim jezikom, imamo na tem 






[UseCase("8 - digits states test, if camera sense corectly.")] 
 
public void ExampleForInteractionWithPythonScript_PyIN301() 
{ 
    SetDisplayBacklightTimeout(120); // cas osvetlitve v sekundah 
 
    var adtBoard = new AdtBoardDriverEx(); 
 
    foreach (var deviceTrack in DeviceTracks) 
    { 
        string python = @"C:\Python\Python36\python.exe"; 
       string myPythonApp = @"Read8Digits.py";  
        string output = ""; 
        var dispData = "38472039"; 
        var pType = 0; 
 
        adtBoard.Input1Off(); 
        adtBoard.MeterTerminalCoverClose(); 
       adtBoard.Input1On(); 
        Thread.Sleep(1000); 
       adtBoard.Input1Off(); 
 
        SetApparentEnergyMetrologicalLEDConstant(dispData, pType); 
        output = runPython(python, myPythonApp); 
 
       TestingLog.Info("Value received from script: " + output); 





Python skripte, ki se mora z vsemi potrebnimi datotekami, nahajati v direktoriju 











Tema dvema nizoma sledita še prazen niz, poimenovan 'output', kamor zapišemo 
rezultat prepoznane vrednosti na prikazovalniku (vrednost 'dispData2' v Python 
skripti) in niz, ki ga želimo imeti prikazanega na prikazovalniku (to je niz 'dispData'). 
Slednjega v števec vpišemo s pomočjo registra, ki je namenjen vpisovanju konstante 
utripanja rdeče svetleče diode. Preden začnemo z zajemanjem slike, moramo 
prikazovalnik še ustrezno osvetliti. To naredimo s pomočjo ukazov, s katerimi preko 
'ADT board-a' izvedemo pritisk tipke (s pomočjo releja), kar kot že omenjeno sproži 
osvetlitev prikazovalnika. Na koncu se izhodna vrednost spremenljivke, ki jo dobimo 
v obliki niza, še izpiše v izhodnem oknu programskega okolja Visual Studio. Ostale 
vrstice v zgornjem Python programu, so zakodirane metode, ki se nahajajo v skupni 
















import numpy as np 
 
from Funkcije import * 
 
captureNumImages = 10 
 
imgray, _ = get_average_image(captureNumImages) 
coorData2 = np.load('poseSegm.npy') 
dispData2, img2 = thermo_image_to_temp(imgray, coorData2[0,0],   
                                              coorData2[0,1],  
               ((coorData2[1,0] - coorData2[0,0]) / 
8).astype('uint32'),  









Pred začetkom uporabe razvitega orodja z računalniškim vidom, je slednjega 
potrebno še testirati, saj lahko le tako ocenimo njegovo zanesljivost. Tu smo se 
osredotočili na pravilno prepoznavanje informacij, ki jih prikazujemo na segmentnem 
LCD prikazovalniku. Prav zato smo za ta namen razvili avtomatske teste, s katerimi 
vnaprej prebrane vrednosti iz števca primerjamo z vrednostmi, ki jih za namen 
prepoznavanja takrat prikazujemo na števčnem prikazovalniku. 
Cilji testiranja programske opreme je zagotoviti, da sistem pravilno izvaja 
zahteve, ki so bile podane na začetku razvoja našega sistema[17, strani: 274-275]. 
Priporočljivo je, da se testiranje izvaja že med samim razvojem programske kode, saj 
na tak način hitreje odpravimo napake, ker nam je potek kode in postopkov takrat še 
dokaj svež. Testiranje je faza razvoja, za katero moramo nameniti največji del časa, 
napram času celotnega razvoja (od zasnove do delujočega izdelka). Tako običajno v 
tej fazi razvoja, naletimo na napake v samem sistemu (hrošče - ang. bugs), ki jih tudi 
skušamo odpraviti. Seveda pa se moramo zavedati, da se nam lahko napake in s tem 
hrošči v prihodnosti zopet pojavijo, saj vseh situacij, ki jih dosežemo potem, ko novo 
razviti sistem uporabljamo, enostavno ne moremo predvideti in posledično testirati. 
Prav tako nove napake nastopijo tudi s kasnejšimi posodobitvami, na kar moramo biti 
še posebej pozorni, in tako po vsaki na novo implementirani posodobitvi stvar ustrezno 
testirati. 
V našem primeru testiramo zanesljivost celotnega sistema, ki je sestavljen tako 
iz strojnega kot tudi programskega dela. Ker pa smo se pri tem projektu večinoma 
ukvarjali z razvojem programskega dela, je potrebno izvesti teste, ki bazirajo predvsem 
na testiranju programske kode. Pri tem se moramo vsekakor zavedati, da je rezultat 
zanesljivosti celotnega sistema odvisen tudi od strojnega dela (kamere, »ADT boarda«, 
stojala in zatemnitvene komore). Za strojno opremo, razen stojala in zatemnitvene 
komore, smo privzeli, da je njena zanesljivost ustrezna, saj le ta ni vključena v razvoj 
pri našem projektu, pač pa je uporabljena kot orodje za izvedbo projekta. Pri izdelavi 
stojala je bila naša zahteva, da je le ta dovolj tog. Tako zagotovimo, da je kamera med 
zajemanjem slike dovolj mirna. Podobno je tudi zahteva zatemnitvene komore, da 
prestreže dovoljšno količino svetlobe. Treba je namreč zagotoviti tolikšno zatemnitev, 
da prestrežemo spreminjajočo dnevno svetlobo in osvetlitev notranjih prostorov. Ker 
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je razvoj orodja ves čas potekal pri oknu, skozi katerega pada spreminjajoča dnevna 
svetloba, je taka oblika zatemnitve ustrezna, saj nam svetloba po namestitvi 
zatemnitvene komore ni več predstavljala težav pri zajemanju slike.  
V nadaljevanju bodo predstavljena testiranja števčnega prikazovalnika, za 
vsako področje zanimanja posebej (prikazani in predstavljeni v poglavju: LCD 
segmentni prikazovalnik) in skupaj z dvema področjema v primeru OBIS kode in že 
vnaprej poznane pripadajoče enote. Na koncu bo predstavljen še koncept 
prepoznavanja, ko imamo vse segmente števčnega LCD prikazovalnika prižgane (ali 
naš sistem to pravilno prepozna). 
 
6.1 Testiranje na področju alfanumeričnega polja 2 
 
Za primer prikazovanja številskega podatka na alfanumeričnem polju 2 
segmentnega prikazovalnika, lahko poljubno prikazujemo številsko vrednost od 1 pa 
do 99999999. To naredimo s pomočjo registra, ki je namenjen vpisovanju konstante 
utripanja rdeče svetleče diode. Namen slednje je na podlagi impulzov (hitrosti 
utripanja) in znane vpisane konstane, sporočati uporabniku dinamiko porabe električne 
energije. Mi smo ta register uporabili za testiranje zanesljivosti na novo izdelanega 
orodja.  
Testiranje dela prikazovalnika, kjer se prikazuje 8-mestna številska vrednost, 
smo izvedli z naključnim generatorjem števil od 0 do 9. Za ta namen sta bila razvita 
dva avtomatska testa: 
 avtomatski test, s 1000 ponovitvami, kjer se za vsako ponovitev 
posebej na podlagi naključnega generatorja izračuna nova vrednost; 
  avtomatski test, s 1000 ponovitvami, kjer imamo za vsako ponovitev 
posebej implementiran še predgenerator naključnih števil, ki nam 
določi, koliko mestna številka (število digitov) naj bo generirana. 
 
Vsi rezultati teh dveh testov, so pokazali 100 odstotno uspešnost prepoznavanja. V 
primeru prvega testa, je bil nabor naključno generiranih števil, med seboj popolnoma 
različen. V primeru z uporabo naključnega predgeneratorja, pa so se določena števila 
zgenerirala večkrat. Tu je potrebno še omeniti, da v števčni register konstante utripanja 
rdeče svetleče diode, ne moremo vpisati števila 0 (utripanje s konstanto 0 
impulzov/kWh ni mogoče - števec javi napako), zato smo v primeru, ko je bilo le to 
zgenerirano, vpisali privzeto vrednost tega registra, ki je enaka 1000.  
 Avtomatski testi, s katerimi smo preverjali zanesljivost na novo razvitega 
sistema, so sestavljeni podobno, kot že prej omenjen primer testa, ki iz programskega 
jezika C# na števcu nastavi ustrezne parametre in avtomatsko zgenerira novo tabelo za 
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shranjevanje rezultatov, nato pokliče ustrezno nastavljeno Python skripto in čaka na 
odgovor le te. Na koncu na podlagi odgovora in pričakovanega rezultata naredimo 
primerjavo, in če sta niza enaka, se prva iteracija testa uspešno zaključi. Prav tako se 
v samo tabelo za vsako iteracijo posebej shrani merilni rezultat, ki je sestavljen iz 
časovne značke, trenutnega zgeneriranega niza, na podlagi katerega je test potekal, in 
statusa posamezne iteracije (OK, če so prikazani segmenti pravilno prepoznani 


















6.2 Testiranje na področju kazalcev 
Tudi pri prepoznavanju tega področja smo pristopali podobno kot prej. S 
pomočjo naključnega generatorja smo za 1000 različnih nastavitev in hkrati za vseh 
10 kazalcev zgenerirali enega izmed treh različnih stanj: 
 [0] :  segment kazalca je ugasnjen; 
 [1] :  segment kazalca je prižgan; 
 [2] :  segment kazalca utripa.  
Rezultat pravilno razpoznanih stanj kazalcev je bil po zgoraj opisanem naboru 
nastavitev 100 odstoten. Pri tem je potrebno omeniti, da se je 2 odstotka nastavitev 
kazalcev od vseh 1000 ponovilo 2 krat, ostalih 98 odstotkov nastavitev kazalcev, pa je 
bilo na LCD prikazovalniku, prikazanih le enkrat. Izsek tabele, v katerih so 
Slika 6.1: Izsek tabele z rezultati uspešnosti prepoznavanja alfanumeričnega polja 2 
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6.3 Testiranje ujemanja področja za prikaz OBIS kode in področja 
za prikaz enote 
 
Pri tem testu smo na podlagi naprej določenega nabora OBIS kod in temu naboru 
pripadajočih enot vsako posebej vpisovali v števec ter jih prepoznavali s pomočjo 
našega orodja z računalniškim vidom. Nato je sledila primerjava vpisane OBIS kode 
in enote s prepoznano OBIS kodo in enoto. Na podlagi tega rezultata, smo zopet 





































Kot vidimo na zgornji sliki, tokrat naše orodje ni prepoznalo enakosti v vseh 44 
primerih. Pravilno prepoznanih je bilo namreč 42 vzorcev ali 95,5 odstotkov vseh 
testiranih vzorcev. Dva vzorca sta na testu padla, saj pri delnih OBIS kodah ni bilo 
zaznane popolne enakosti. Ker nas je zanimalo, zakaj je prišlo do takšne razlike, smo 
prikaz registra z OBIS kodama, pri katerih je test padel, še enkrat prikazali na LCD 
prikazovalniku in izpisane vrednosti odčitali popolnoma ročno. Ugotovili smo sledeče:  
Slika 6.3: Prikaz rezultatov ujemanja OBIS kod s pripadajočimi enotami 
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 naše orodje je v obeh primerih prikazano vrednost na LCD prikazovalniku 
zaznala pravilno; 
 napaka se nahaja tudi v nizu, ki je prikazan na alfanumeričnem polju 2; 
namesto izpisa 'Error 11' je tam izpisano 'Err.or 11' (glej Sliko 6.4). 
Torej se je tudi v primeru tega testa naše orodje z računalniškim vidom zopet odzvalo 
100 odstotno pravilno. Poleg tega pa smo našli še dve napaki oziroma hrošča, ki se 
preko kode, ki »teče« na števcu, prikazujeta na alfanumeričnem polju 1 (napačni izsek 











6.4 Testiranje zaznavanja vseh prižganih segmentov zanimanja 
Pri tem testu smo testirali, ali naš sistem zanesljivo zaznava vse segmente 
zanimanja števčnega LCD prikazovalnika. Slednje najlažje testiramo tik po vklopu 
števca na napajanje, saj se takrat na števčnem LCD prikazovalniku za nekaj sekund 
prižgejo prav vsi segmenti. Mi seveda opazujemo štiri področja zanimanja, in sicer: 
 
 ali se na alfanumeričnem polju 1 pojavi niz: '8.8.8.8.8.8'; 
 ali se na alfanumeričnem polju 2 pojavi niz: '888.8:8.8:8.8'; 
 ali je stanje kazalcev enako: '[1][1][1][1][1][1][1][1][1][1]'; 
 ali so v področju enote prižgani prav vsi segmenti: 'ALL_SEGMENTS_LIT'. 
Za prikaz uspešnosti 1000 ponovitev, zajema stanja segmentov, tik po vklopu 
števca smo tudi v tem primeru pripravili tabelo, katere izsek je prikazan na spodnji 
sliki. Rezultat tega testa pa nam je zopet podal 100 odstotno zanesljivost 
prepoznavanja. 
 
















Končni rezultat vseh štirih testov zanesljivosti prepoznavanja, nam je prinesel zelo 
obetaven rezultat, saj je bila zanesljivost 100 odstotna.  
 Ker je prvotni namen orodja razvitega v tem magistrskem delu zgolj razvojno 
testiranje vgrajene programske opreme, je zgornji obseg testiranja čisto zadosten. Vsak 
rezultat testa je namreč na koncu pregledan še s strani testnega inžinirja. Tako 
ugotovimo, ali je test padel zaradi napačnega prepoznavanja (problem na strani 
orodja), ali pa smo zares našli napako v vgrajeni programski kodi, ki teče na števcu. V 
primeru, ko pa bi hoteli tako orodje realizirati za potrebe proizvodnje, bi bilo seveda 





















S tem projektom smo pokazali, da se računalniški vid s pridom lahko uporablja 
tudi pri avtomatskem testiranju števca električne energije. Z novo nastalim orodjem, 
je v teku izdelave magistrske naloge, nastalo že kar nekaj avtomatskih testov, ki so se 
prej zaradi potrebe po opazovanju LCD prikazovalnika števca, morali izvajati ročno.  
Tudi rezultati testiranja so nam pokazali obetaven rezultat. Zanesljivost 
prepoznavanja se je namreč tudi po 1000 različnih situacijah pokazala kot 100 
odstotna. Smo pa v fazi testiranja naleteli na prve hrošče v programski kodi števca. 
Slednji se nahajajo v registrih, ki se ob morebitnem vpisu v števec, pojavijo tudi na 
prikazovalniku. Odkrita napaka je bila tudi posredovana razvojnim inženirjem 
programske opreme. Z naslednjimi izdajami programske opreme bo napaka tudi 
odpravljena. 
V okviru te magistrske naloge smo prišli do drugega prototipa, s katerim smo 
definirali točno pozicijo opazovanca (LCD prikazovalnika števca) glede na vir 
opazovanja (spletna kamera nameščena na stojalo). Projekt smo pripeljali do nivoja, v 
katerem po opravljenih testih deluje dovolj dobro, da je primeren za uporabo v 
razvojnem testiranju. Vseeno pa se je potrebno zavedati, da se napake na našem orodju 
lahko pojavijo kadarkoli v prihodnosti, tudi v času avtomatskega testiranja števca 
električne energije. Takrat bo potrebno ponovno poseči po programski kodi sistema in 
odkrite napake ustrezno odpraviti. 
Tudi izboljšave, v smislu nove verzije, bodo glede na potrebo v prihodnjosti 
vsekakor potrebne. Tu bo verjetno potrebna kakšna prilagoditev zaznavanja 
segmentov, na števcih električne energije, ki imajo drugačen tip prikazovalnika. Prav 
tako bi lahko v naslednjih verzijah popolnoma avtomatizirali kalibracijski postopek, 
kjer sedaj pozicije segmentov določamo ročno (s pomočjo računalniške miške). 
Poleg tega bi lahko z dodatnimi algoritmi nadomestili rešitve, ki so sedaj rešene 
s pomočjo strojne opreme. Ena od teh je na primer zatemnitvena komora, katero bi 
lahko nadomestili z računalniškim algoritmom. Ta bi na podlagi padajoče svetlobe na 
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prikazovalnik števca, računal najbolj optimalne parametre kamere. V takem primeru 
bi verjetno potrebovali tudi boljšo kamero, ki ima večji razpon nastavitve določenih 
parametrov. Tak primer je na primer nastavitev  količine svetlobe, ki jo skozi lečo 
spustimo na svetlobno zaznavalo. Če bi želeli izvesti HDR obdelavo slike, nam kamera 
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Dodatek A:   Python skripta vseh uporabljenih metod 
 
# -*- coding: utf-8 -*- 
""" 




OPIS: Funkcije za prepoznavanje prikazanih vrednosti na segmentnem 





import cv2 as cv 
import imutils as imu 
import PIL.Image as im 
import numpy as np 
import matplotlib.pyplot as plt 
from time import sleep 
import serial 
from imutils.perspective import four_point_transform 
from scipy.interpolate import RegularGridInterpolator 




#%% NABOR PRIČAKOVANIH ZNAKOV NA PRIKAZOVALNIKU 
""" 
 7 segmentno indeksiranje:           _______ 
 0: zgoraj,                       __|___0___|__ 
 1: zgraj levo,                  |  |       |  | 
 2: zgoraj desno,                | 1|       | 2| 
 3: sredina,                     |__|_______|__|  ___ 
 4: spodaj levo,                  __|___3___|__  |_8_| 
 5: spodaj desno,                |  |       |  | 
 6: spodaj,                      | 4|       | 5| 
 7: spodnja pika,                |__|_______|__|  ___ 
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segments = { 
# številke, ter številke skupaj s piko in dvopičjem (področje        
# prikaza vrednosti) 
   # 0  1  2  3  4  5  6  7  8 
    (1, 1, 1, 0, 1, 1, 1, 0, 0): 0, 
    (1, 1, 1, 0, 1, 1, 1, 1, 0): '0.', 
    (1, 1, 1, 0, 1, 1, 1, 1, 1): '0:', 
    (0, 0, 1, 0, 0, 1, 0, 0, 0): 1, 
    (0, 0, 1, 0, 0, 1, 0, 1, 0): '1.', 
    (0, 0, 1, 0, 0, 1, 0, 1, 1): '1:', 
    (1, 0, 1, 1, 1, 0, 1, 0, 0): 2, 
    (1, 0, 1, 1, 1, 0, 1, 1, 0): '2.', 
    (1, 0, 1, 1, 1, 0, 1, 1, 1): '2:', 
    (1, 0, 1, 1, 0, 1, 1, 0, 0): 3, 
    (1, 0, 1, 1, 0, 1, 1, 1, 0): '3.', 
    (1, 0, 1, 1, 0, 1, 1, 1, 1): '3:', 
    (0, 1, 1, 1, 0, 1, 0, 0, 0): 4, 
    (0, 1, 1, 1, 0, 1, 0, 1, 0): '4.', 
    (0, 1, 1, 1, 0, 1, 0, 1, 1): '4:', 
    (1, 1, 0, 1, 0, 1, 1, 0, 0): 5, 
    (1, 1, 0, 1, 0, 1, 1, 1, 0): '5.', 
    (1, 1, 0, 1, 0, 1, 1, 1, 1): '5:', 
    (1, 1, 0, 1, 1, 1, 1, 0, 0): 6, 
    (1, 1, 0, 1, 1, 1, 1, 1, 0): '6.', 
    (1, 1, 0, 1, 1, 1, 1, 1, 1): '6:', 
    (1, 0, 1, 0, 0, 1, 0, 0, 0): 7, 
    (1, 0, 1, 0, 0, 1, 0, 1, 0): '7.', 
    (1, 0, 1, 0, 0, 1, 0, 1, 1): '7:', 
    (1, 1, 1, 1, 1, 1, 1, 0, 0): 8, 
    (1, 1, 1, 1, 1, 1, 1, 1, 0): '8.', 
    (1, 1, 1, 1, 1, 1, 1, 1, 1): '8:', 
    (1, 1, 1, 1, 0, 1, 1, 0, 0): 9, 
    (1, 1, 1, 1, 0, 1, 1, 1, 0): '9.', 
    (1, 1, 1, 1, 0, 1, 1, 1, 1): '9:', 
    (1, 1, 0, 1, 1, 0, 1, 0, 0): 'E', 
    (1, 1, 0, 1, 1, 0, 0, 0, 0): 'F', 
    (1, 1, 0, 1, 1, 0, 0, 1, 0): 'F.', 
    (0, 1, 0, 0, 1, 0, 1, 0, 0): 'L', 
    (0, 1, 0, 0, 1, 0, 1, 1, 0): 'L.', 
    (0, 0, 0, 1, 1, 0, 0, 0, 0): 'r', 
    (0, 0, 0, 1, 1, 0, 0, 1, 0): 'r.', 
    (0, 0, 1, 1, 1, 1, 1, 0, 0): 'd',  
    (1, 1, 1, 1, 1, 1, 0, 0, 0): 'A',  
    (0, 1, 0, 1, 1, 0, 1, 0, 0): 't', 
    (1, 1, 0, 0, 1, 0, 1, 0, 0): 'C', 
    (1, 1, 0, 0, 1, 0, 1, 1, 0): 'C.', 
    (0, 0, 0, 1, 1, 1, 1, 0, 0): 'o',  
    (0, 0, 0, 1, 1, 1, 0, 0, 0): 'n',  
    (0, 0, 0, 1, 1, 0, 1, 0, 0): 'c',    
    (0, 1, 0, 1, 1, 1, 1, 0, 0): 'b', 
    (1, 1, 1, 1, 1, 0, 0, 0, 0): 'P', 
    (1, 1, 1, 1, 1, 0, 0, 1, 0): 'P.', 
    (0, 0, 0, 0, 1, 1, 1, 0, 0): 'u', 
    (0, 0, 0, 0, 1, 1, 1, 1, 0): 'u.', 
    (0, 0, 0, 1, 0, 0, 0, 0, 0): '-', 
    (0, 0, 0, 0, 0, 0, 0, 0, 0): ' '    





segments1 = { 
   # Prikaz enote, ki sovpada z prikazanim podatkom 
   # 0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 
#21 22 23 24 25 
    (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0): '', 
    (0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0): 'V', 
    (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0, 0, 
0, 0, 0, 0, 0): 'A', 
    (0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0): 'kW', 
    (0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0, 0, 
0, 0, 0, 0, 0): 'VA', 
    (0, 0, 0, 1, 1, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 1, 1, 0, 0, 0, 0, 
0, 0, 0, 0, 0): 'kVA', 
    (0, 0, 0, 1, 1, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 1, 1, 0, 1, 1, 1, 
0, 0, 0, 0, 0): 'kVAh', 
    (0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 
0, 0, 0, 0, 0): 'kvar', 
    (0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 
1, 0, 0, 0, 0): 'kvarh', 
    (0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 
0, 0, 0, 0, 0): 'Wh', 
    (0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 
0, 0, 0, 0, 0): 'kWh', 
    (0, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 
0, 0, 0, 0, 0): 'MWh', 
    (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1): 'TEST VSEH SEGMENTOV ENOTE USPEŠEN' 
            } 
 
 
segments2 = { 
    # OBIS koda: številke in številke s pikami  
   # 0  1  2  3  4  5  6  7  
    (1, 1, 1, 0, 1, 1, 1, 0): 0, 
    (1, 1, 1, 0, 1, 1, 1, 1): '0.', 
    (0, 0, 1, 0, 0, 1, 0, 0): 1, 
    (0, 0, 1, 0, 0, 1, 0, 1): '1.', 
    (1, 0, 1, 1, 1, 0, 1, 0): 2, 
    (1, 0, 1, 1, 1, 0, 1, 1): '2.', 
    (1, 0, 1, 1, 0, 1, 1, 0): 3, 
    (1, 0, 1, 1, 0, 1, 1, 1): '3.', 
    (0, 1, 1, 1, 0, 1, 0, 0): 4, 
    (0, 1, 1, 1, 0, 1, 0, 1): '4.', 
    (1, 1, 0, 1, 0, 1, 1, 0): 5, 
    (1, 1, 0, 1, 0, 1, 1, 1): '5.', 
    (1, 1, 0, 1, 1, 1, 1, 0): 6, 
    (1, 1, 0, 1, 1, 1, 1, 1): '6.', 
    (1, 0, 1, 0, 0, 1, 0, 0): 7, 
    (1, 0, 1, 0, 0, 1, 0, 1): '7.', 
    (1, 1, 1, 1, 1, 1, 1, 0): 8, 
    (1, 1, 1, 1, 1, 1, 1, 1): '8.', 
    (1, 1, 1, 1, 0, 1, 1, 0): 9, 
    (1, 1, 1, 1, 0, 1, 1, 1): '9.', 
    (1, 1, 0, 1, 1, 0, 1, 0): 'E', 
    (1, 1, 0, 1, 1, 0, 0, 0): 'F', 
    (1, 1, 0, 1, 1, 0, 0, 1): 'F.', 
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    (0, 1, 0, 0, 1, 0, 1, 0): 'L', 
    (0, 1, 0, 0, 1, 0, 1, 1): 'L.', 
    (0, 0, 0, 1, 1, 0, 0, 0): 'r', 
    (0, 0, 0, 1, 1, 0, 0, 1): 'r.', 
    (0, 0, 1, 1, 1, 1, 1, 0): 'd',  
    (1, 1, 1, 1, 1, 1, 0, 0): 'A',  
    (0, 1, 0, 1, 1, 0, 1, 0): 't', 
    (1, 1, 0, 0, 1, 0, 1, 0): 'C', 
    (1, 1, 0, 0, 1, 0, 1, 1): 'C.', 
    (0, 0, 0, 1, 1, 1, 1, 0): 'o',  
    (0, 0, 0, 1, 1, 1, 0, 0): 'n',  
    (0, 0, 0, 1, 1, 0, 1, 0): 'c',    
    (0, 1, 0, 1, 1, 1, 1, 0): 'b', 
    (1, 1, 1, 1, 1, 0, 0, 0): 'P', 
    (1, 1, 1, 1, 1, 0, 0, 1): 'P.', 
    (0, 0, 0, 0, 1, 1, 1, 0): 'u', 
    (0, 0, 0, 0, 1, 1, 1, 1): 'u.', 
    (0, 0, 0, 1, 0, 0, 0, 0): '-', 
    (0, 0, 0, 0, 0, 0, 0, 0): ' '    







def loadImage (iPath):       # uvozi sliko iz določene mape (iPath) 
    oImage=im.open(iPath) 
    oImage=np.array(oImage) 
    return oImage 
 
     
def saveImage(iPath,iImage):  # shrani sliko v določeno mapo (iPath) 
    #iPath pot do slike 
    #iImage slika v obliki numpy.ndarray polja 
    #print(iFormat) 
    img=im.fromarray(iImage) 
    img.save(iPath) 
     
     
def showImage(iImage,iTitle=''): 
 
    import matplotlib.cm as cm 
    if iImage.ndim==3:       #pogleda ali je slika v treh dimenzijah 
        iImage=np.transpose(iImage,[0,1,2]) 
     
    plt.figure() #odpre okno 
    plt.imshow(iImage,cmap=cm.Greys_r) #prikaze sliko 
    plt.suptitle(iTitle) #zapise naslov 
    plt.xlabel('x') #oznacimo x os 
    plt.ylabel('y') #oznacimo y os 
    plt.axes().set_aspect('equal','datalim') #doloci da se velikost 
#                                             slike ne popaci 




   




# na podlagi slike robov algoritem najde največjo pravokotno obliko  
# in na podlagi le te prebere vsa štiri oglišča - koordinate          
# prikazovalnika 
     
    cnts = cv.findContours(edged.copy(), cv.RETR_EXTERNAL, 
        cv.CHAIN_APPROX_SIMPLE) 
    cnts = cnts[0] if imu.is_cv2() else cnts[1] 
    cnts = sorted(cnts, key=cv.contourArea, reverse=True) 
    displayCnt = None 
 
    # nastajanje pravokotnih oblik 
    for c in cnts: 
         peri = cv.arcLength(c, True) 
         approx = cv.approxPolyDP(c, 0.02 * peri, True) 
             
         # če ima največja zaključena oblika štiri oglišča 
         # se ta zazna kot prikazovalnik števca 
         if len(approx) == 4: 
            displayCnt = approx 
            break 
    return displayCnt 
 
 
def cut_display_from_snap_image(iImage, iDisplayCnt, iMode = 
'output'): 
     
    from imutils.perspective import four_point_transform 
         
    gray = cv.cvtColor(iImage, cv.COLOR_BGR2GRAY) 
    warped = four_point_transform(gray, iDisplayCnt.reshape(4, 2)) 
    output = four_point_transform(iImage, iDisplayCnt.reshape(4, 2))     
  
    if iMode == 'warped': 
        return warped 
    else:  
        return output 
     
 
def cv2_2_pil(cv2img, transform=cv.COLOR_BGR2RGB): 
    return im.fromarray(cv.cvtColor(cv2img, transform)) 
 
 
def get_units_segments_digit(img, segment_pos = 
np.load('dispCoor.npy')): 
    active = map(lambda x: int(np.count_nonzero( 
             get_dig_sub_center(img, x[0], x[1], 7, 7)) >= 35), 
segment_pos) 
    return segments1.get(tuple(active), 'x') 
 
 
def get_7seg_digit(img, segment_pos = np.load('dispSegmCoor.npy')): 
    active = map(lambda x: int(np.count_nonzero( 
             get_dig_sub_center(img, x[0], x[1], 7, 7)) >= 35), 
segment_pos) 
    return segments.get(tuple(active), 'x') 
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def get_7seg_digit_small(img, segment_pos = 
np.load('dispSegmCoorSmall.npy')): 
    active = map(lambda x: int(np.count_nonzero( 
             get_dig_sub_center(img, x[0], x[1], 7, 7)) >= 35), 
segment_pos) 
    return segments2.get(tuple(active), 'x') 
 
 
def get_curs_digit(img, segment_pos = [(30, 20)]):  
    active = map(lambda x: int(np.count_nonzero( 
             get_dig_sub_center(img, x[0], x[1], 7, 7)) >= 35), 
segment_pos) 
    return list(active) 
 
 
def get_dig_sub(img, x, y, width=100, height=200): 
    return img[y:y + height, x:x + width] 
 
 
def get_dig_sub_center(img, x, y, width=5, height=5): 
    height = height - 1 
    width = width - 1 
    h = int((height)/2) 
    w = int((width)/2) 
    if(((height % 2) == 1) & ((width % 2) == 0)): 
        return img[y - h:y + h+1, x - w:x + w] 
    elif(((width % 2) == 1) & ((height % 2) == 0)): 
        return img[y - h:y + h, x - w-1:x + w] 
    elif(((width % 2) == 1) & ((height % 2) == 1)): 
        return img[y - h:y + h+1, x - w-1:x + w] 
    else: 
        return img[y - h:y + h, x - w:x + w] 
 
 
def thermo_image_to_temp_units(imgray, iStartX = 1222, iStartY = 30,  
                                       iWidth = 888, iHeight = 168, 
iKernel = (6, 6)): 
     
    iThresh = filters.threshold_otsu(imgray) 
    ret, imthresh = cv.threshold(imgray, iThresh, 255, 
cv.THRESH_BINARY_INV) 
    imthresh = cv.dilate(imthresh, np.ones(iKernel, np.uint8), 
iterations=1) 
         
    dig1 = get_dig_sub(imthresh, iStartX, iStartY, iWidth, iHeight) 
    showImage(dig1)  
    
    return "{}".format(*map(get_units_segments_digit, [dig1])), dig1 
 
 
def thermo_image_to_temp(imgray, iStartX = 402, iStartY = 173, 
iWidth = 138,  
                                                iHeight = 230, 
iKernel = (4, 4)): 
 
    iThresh = filters.threshold_otsu(imgray) 




    imthresh = cv.dilate(imthresh, np.ones(iKernel, np.uint8), 
iterations=1) 
    showImage(imthresh, "bitna slika") 
     
    dig1 = get_dig_sub(imthresh, iStartX, iStartY, iWidth, iHeight)                
# 1. digit 
    #showImage(dig1)  
    dig2 = get_dig_sub(imthresh, iStartX + iWidth, iStartY, iWidth, 
iHeight)       # 2. digit 
    #showImage(dig2)  
    dig3 = get_dig_sub(imthresh, iStartX + 2 * iWidth, iStartY, 
iWidth, iHeight)   # 3. digit 
    #showImage(dig3)  
    dig4 = get_dig_sub(imthresh, iStartX + 3 * iWidth, iStartY, 
iWidth, iHeight)   # 4. digit 
    #showImage(dig4)  
    dig5 = get_dig_sub(imthresh, iStartX + 4 * iWidth, iStartY, 
iWidth, iHeight)   # 5. digit 
    #showImage(dig5)  
    dig6 = get_dig_sub(imthresh, iStartX + 5 * iWidth, iStartY, 
iWidth, iHeight)   # 6. digit 
    #showImage(dig6) 
    dig7 = get_dig_sub(imthresh, iStartX + 6 * iWidth, iStartY, 
iWidth, iHeight)   # 7. digit 
    #showImage(dig7) 
    dig8 = get_dig_sub(imthresh, iStartX + 7 * iWidth, iStartY, 
iWidth, iHeight)   # 8. digit 
    #showImage(dig8)  
     
    dig = (dig1 + dig2 + dig3 + dig4 + dig5 + dig6 + dig7 + dig8)/8 
     
    return "{}{}{}{}{}{}{}{}".format(*map(get_7seg_digit, [dig1, 
dig2, dig3, dig4,  
                                                           dig5, 
dig6, dig7, dig8])), dig 
 
 
def thermo_image_to_temp_small(imgray, iStartX = 402, iStartY = 173,  
                                       iWidth = 138, iHeight = 230, 
iKernel = (4, 4)): 
 
    iThresh = filters.threshold_otsu(imgray) 
    ret, imthresh = cv.threshold(imgray, iThresh, 255, 
cv.THRESH_BINARY_INV) 
    imthresh = cv.dilate(imthresh, np.ones(iKernel, np.uint8), 
iterations=1) 
    #showImage(imthresh, "bitna slika") 
     
    dig1 = get_dig_sub(imthresh, iStartX, iStartY, iWidth, iHeight)                
# 1. digit 
    #showImage(dig1)  
    dig2 = get_dig_sub(imthresh, iStartX + iWidth, iStartY, iWidth, 
iHeight)       # 2. digit 
    #showImage(dig2)  
    dig3 = get_dig_sub(imthresh, iStartX + 2 * iWidth, iStartY, 
iWidth, iHeight)   # 3. digit 
    #showImage(dig3)  
    dig4 = get_dig_sub(imthresh, iStartX + 3 * iWidth, iStartY, 
iWidth, iHeight)   # 4. digit 
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    #showImage(dig4)  
    dig5 = get_dig_sub(imthresh, iStartX + 4 * iWidth, iStartY, 
iWidth, iHeight)   # 5. digit 
    #showImage(dig5)  
    dig6 = get_dig_sub(imthresh, iStartX + 5 * iWidth, iStartY, 
iWidth, iHeight)   # 6. digit 
    #showImage(dig6)  
     
    dig = (dig1 + dig2 + dig3 + dig4 + dig5 + dig6) / 6 
     
    return "{}{}{}{}{}{}".format(*map(get_7seg_digit_small, [dig1, 
dig2, dig3,  
                                                             dig4, 
dig5, dig6])), dig 
 
 
def thermo_curs_image_to_temp(imgray, iStartX = 70, iStartY = 559, 
iNext = 215,  
                                      iWidth = 69, iHeight = 54, 
iKernel = (6, 6)): 
    """ VHODI: 
                * imgray: vhodna sivinska slika 
                * iStartX: x-koordinata zgornji desni kot podslike 
                * iStartY: y-koordinata zgornji desni kot podslike 
                * iNext: razdalja do naslednjega kazalca 
                * iWidth: širina kazalca 
                * iHeight: višina kazalca 
                * iKernel: parameter za nastavitev velikosti filtra 
        IZHOD:  
                niz z zaznanimi stanji kazalcev ([0]-ugasnjen, [1]-
prižgan, [2]-utripa) 
                 
    """ 
 
    iThresh = filters.threshold_otsu(imgray).astype('uint8') 
    ret, imthresh = cv.threshold(imgray, iThresh, 255, 
cv.THRESH_BINARY_INV) 
    imthresh = cv.dilate(imthresh, np.ones(iKernel, np.uint8), 
iterations=1) 
    #showImage(imthresh, "bitna slika") 
 
    ###################### POPRAVI BITNO SLIKO ################# 
    kernel = np.ones(iKernel, np.uint8)    
    imthrMask = loadImage("D:\Firmware Testing\Dev-
HP\Bin\Debug\ThrMask.png").astype('uint8') 
     
    im1th = (imthresh.astype('uint8') - imthrMask).astype('uint8') 
 
    opening = cv.morphologyEx(im1th, cv.MORPH_OPEN, kernel) 
 
    closing = cv.morphologyEx(opening, cv.MORPH_CLOSE, kernel) 
    imthresh = closing 
 
    
#################################################################### 
 
    dig1 = get_dig_sub(imthresh, iStartX, iStartY, iWidth, iHeight)               
# kazalec 1 
    #showImage(dig1)  
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    dig2 = get_dig_sub(imthresh, iStartX + iNext, iStartY, iWidth, 
iHeight)       # kazalec 2 
    #showImage(dig2)  
    dig3 = get_dig_sub(imthresh, iStartX + 2 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 3 
    #showImage(dig3)  
    dig4 = get_dig_sub(imthresh, iStartX + 3 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 4 
    #showImage(dig4)  
    dig5 = get_dig_sub(imthresh, iStartX + 4 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 5 
    #showImage(dig5)  
    dig6 = get_dig_sub(imthresh, iStartX + 5 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 6 
    #showImage(dig6) 
    dig7 = get_dig_sub(imthresh, iStartX + 6 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 7 
    #showImage(dig7) 
    dig8 = get_dig_sub(imthresh, iStartX + 7 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 8 
    #showImage(dig8)  
    dig9 = get_dig_sub(imthresh, iStartX + 8 * iNext, iStartY, 
iWidth, iHeight)   # kazalec 9   
    #showImage(dig9) 
    dig10 = get_dig_sub(imthresh, iStartX + 9 * iNext, iStartY, 
iWidth, iHeight)  # kazalec 10 
    #showImage(dig10) 
     
return "{}{}{}{}{}{}{}{}{}{}".format(*map(get_curs_digit, [dig1, 
dig2, dig3, dig4, dig5, dig6, dig7, dig8, dig9, dig10])), imthresh, 
dig9 
 
     
def get_right_char(dispData): 
    """   
OPIS: 
Naloga tega algoritma je, da loči številsko vrednost niza od 
črkovnega niza. 
Tako enako zaznana znaka '1' in '5' ob ustrezni odločitvi spremeni v 
'I' in 'S' 
         
VHOD: 
dispData: pridobljeni podatki iz 7-segmentnega prikazovalnika 
IZHOD:  
dispDataOut: popravljen niz, če je algoritem zaznal črkovni niz      
     
    """ 
     
    ds0 = ((dispData[0] == 'r') | (dispData[0] =='d') | (dispData[0] 
=='A') |  
           (dispData[0] == 't') | (dispData[0] =='E') | (dispData[0] 
=='P') | 
           (dispData[0] == 'C') | (dispData[0] =='o') | (dispData[0] 
=='n') |  
           (dispData[0] == 'c') | (dispData[0] =='b')) 
    ds1 = ((dispData[1] == 'r') | (dispData[1] =='d') | (dispData[1] 
=='A') |  
           (dispData[1] == 't') | (dispData[1] =='E') | (dispData[1] 
=='P') | 
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           (dispData[1] == 'C') | (dispData[1] =='o') | (dispData[1] 
=='n') |  
           (dispData[1] == 'c') | (dispData[1] =='b')) 
    ds2 = ((dispData[2] == 'r') | (dispData[2] =='d') | (dispData[2] 
=='A') |  
           (dispData[2] == 't') | (dispData[2] =='E') | (dispData[2] 
=='P') | 
           (dispData[2] == 'C') | (dispData[2] =='o') | (dispData[2] 
=='n') |  
           (dispData[2] == 'c') | (dispData[2] =='b')) 
    ds3 = ((dispData[3] == 'r') | (dispData[3] =='d') | (dispData[3] 
=='A') |  
           (dispData[3] == 't') | (dispData[3] =='E') | (dispData[3] 
=='P') | 
           (dispData[3] == 'C') | (dispData[3] =='o') | (dispData[3] 
=='n') |  
           (dispData[3] == 'c') | (dispData[3] =='b')) 
    ds4 = ((dispData[4] == 'r') | (dispData[4] =='d') | (dispData[4] 
=='A') |  
           (dispData[4] == 't') | (dispData[4] =='E') | (dispData[4] 
=='P') | 
           (dispData[4] == 'C') | (dispData[4] =='o') | (dispData[4] 
=='n') |  
           (dispData[4] == 'c') | (dispData[4] =='b')) 
    ds5 = ((dispData[5] == 'r') | (dispData[5] =='d') | (dispData[5] 
=='A') |  
           (dispData[5] == 't') | (dispData[5] =='E') | (dispData[5] 
=='P') | 
           (dispData[5] == 'C') | (dispData[5] =='o') | (dispData[5] 
=='n') |  
           (dispData[5] == 'c') | (dispData[5] =='b')) 
    ds6 = ((dispData[6] == 'r') | (dispData[6] =='d') | (dispData[6] 
=='A') |  
           (dispData[6] == 't') | (dispData[6] =='E') | (dispData[6] 
=='P') | 
           (dispData[6] == 'C') | (dispData[6] =='o') | (dispData[6] 
=='n') |  
           (dispData[6] == 'c') | (dispData[6] =='b')) 
    ds7 = ((dispData[7] == 'r') | (dispData[7] =='d') | (dispData[7] 
=='A') |  
           (dispData[7] == 't') | (dispData[7] =='E') | (dispData[7] 
=='P') | 
           (dispData[7] == 'C') | (dispData[7] =='o') | (dispData[7] 
=='n') |  
           (dispData[7] == 'c') | (dispData[7] =='b')) 
     
    for i in range (0, len(dispData)):     
        if(ds0 | ds1 | ds2 | ds3 | ds4 | ds5): 
            str1 = dispData[: i] 
            str2 = dispData[i+1 :] 
             
            if(ds6 | ds7): 
                if(dispData[i] == '1'): 
                    dispData = str1 + "I" + str2 
                if(dispData[i] == '5'): 
                    dispData = str1 + "S" + str2 
                     
    dispDataOut = dispData             




#%% Zazna pozicijo displeja, ko je števec izklopljen in je prednja  




     
    """ 
OPIS: 
Ta metoda prižge ustrezno svetlobo in nastavi ustrezne parametre 
kamere za kar najboljši kontrast in na podlagi tega dobro zaznane 
robove 
     
    # 'NeutralOff' - ukaz za izklop števca (ADT board) 
    # 'Input1Off'  - izklop zadnje osvetlitve prikazovalnika    
    # 'Input2On'   - vklop sprednje osvetlitve 
 
    """ 
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOff',  
                                                               
'Input1Off',  
                                                               
'Input2On')  
    adt_board(serPort, baudRate, serCommand) 
     
    # odpre shranjene parametre nastavitve kamere 
    settings = np.load('settingsDetect.npy') 
     
    cap = cv.VideoCapture(0) # s pomočjo indeksa, izbere ustrezno   
#                                                      USB kamero 
     
    # nastavljivi parametri kamere Logitech c920 
    cap.set(3, 1920) 
    cap.set(4, 1080) 
    cap.set(settings[0,0], settings[0,1]   ) # fokus          min: 0   
#                                           , max: 255 , inkrement:5 
    # POZOR: nastavitev fokusa lahko izvajamo po korakih po 5 (0, 5, 
#                                                     10, 15... 255)     
    cap.set(settings[1,0], settings[1,1]  ) # izpostavljenost min: -
#                                        7  , max: -1  , inkrement:1 
    cap.set(settings[2,0], settings[2,1]  ) # ojačanje        min: 0   
#                                           , max: 127 , inkrement:1 
    cap.set(settings[3,0], settings[3,1]  ) # svetilnost      min: 0   
#                                           , max: 255 , inkrement:1   
    cap.set(settings[4,0], settings[4,1]  ) # kontrast        min: 0   
#                                           , max: 255 , inkrement:1      
    cap.set(settings[5,0], settings[5,1]  ) # nasičenje       min: 0   
#                                           , max: 255 , inkrement:1        
    cap.set(settings[6,0], settings[6,1] ) # nastavitev beline min: 
#                                       2000, max: 6500, inkrement:1 
 
    for i in range(0,20):    
        ret, frame = cap.read() 
         
        imgray = cv.cvtColor(frame, cv.COLOR_BGR2GRAY) 
        # gaussovo glajenje sivinske slike z uporabo filtra (drugi   
#                                                  argument - (5,5)) 
        blurred = cv.GaussianBlur(imgray, (5, 5), 0)      
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        # zaznava robov s pomočjo metode Canny 
        canny = cv.Canny(blurred, 50, 200, 255) 
        # dilatacija z (2,2) filtrom - za debelejše robove                
        edged = cv.dilate(canny, np.ones((2, 2), np.uint8), 
iterations=1)    
        
        if cv.waitKey(1) & 0xFF == ord('q'): 
            break 
         
    cap.release()   # prekine komunikacijo s kamero 
    cv.destroyAllWindows() # zapre vsa prikazovalna okna 
         
    dispCnt = find_conturs_edge(edged)  # koordinate štirih ogljišč 
 
    np.save('dispCntL.npy', dispCnt) # shrani koordinate 
    print(dispCnt) 
     
    # izreže področje slike, kjer se nahaja slika in jo s  
    # pomočjo preslikav ustrezno poravna 
    output = four_point_transform(imgray, dispCnt.reshape(4, 2))  
    showImage(output,'Gray output image') 




def get_average_image(iCaptureNum = 12, iSetting = 1): 
     
    """ 
    OPIS: 
        funkcija vrne, seštevek vseh zajetih slik - povprečna slika. 
    Enačba: 
        povpr_slika = sum(image[iCaptureNum]) / iCaptureNum 
    """ 
     
    dispCnt1 = np.load('dispCntL.npy') # uvozi shranjene štiri         
#                                        koordinate prikazovalnika 
 
    if(iSetting == 1): 
        settings = np.load('settingsCurs.npy') 
    elif(iSetting == 2): 
        settings = np.load('settings8dig.npy') 
    elif(iSetting == 3): 
        settings = np.load('settings6dig.npy') 
    elif(iSetting == 4): 
        settings = np.load('settingsUnit.npy') 
 
    iCaptureNum = iCaptureNum + 2 
     
    cap = cv.VideoCapture(0) # vzpostavitev komunikacije s kamero 
     
    # nastavitev parametrov kamere 
    cap.set(3, 1920) 
    cap.set(4, 1080) 
    cap.set(settings[0,0], settings[0,1]   ) # fokus          min: 0   
#                                           , max: 255 , inkrement:5 
# POZOR: nastavitev fokusa lahko izvajamo po korakih po 5 (0, 5,    
#                                                     10, 15... 255)     
    cap.set(settings[1,0], settings[1,1]  ) # izpostavljenost min: -
#                                        7  , max: -1  , inkrement:1 
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    cap.set(settings[2,0], settings[2,1]  ) # ojačanje        min: 0   
#                                           , max: 127 , inkrement:1 
    cap.set(settings[3,0], settings[3,1]  ) # svetilnost      min: 0   
#                                           , max: 255 , inkrement:1   
    cap.set(settings[4,0], settings[4,1]  ) # kontrast        min: 0   
#                                           , max: 255 , inkrement:1      
    cap.set(settings[5,0], settings[5,1]  ) # nasičenje       min: 0   
#                                           , max: 255 , inkrement:1        
    cap.set(settings[6,0], settings[6,1] ) # nastaitev_beline min:  
#                                       2000, max: 6500, inkrement:1 
     
## Zazna prvo sliko na podlagi katere dobimo velikost slike za      
## seštevanje  
    for i in range(0, 1): 
        ret, frame = cap.read() 
        if not  ret: 
            break 
         
        gray1 = cv.cvtColor(frame, cv.COLOR_BGR2GRAY) 
        gray = four_point_transform(gray1, dispCnt1.reshape(4, 2)) 
        sleep(0.1) 
         
    xcoor = gray.shape[0] 
    ycoor = gray.shape[1] 
####################################################################
###########     
    # matrično polje, kamor shranimo vse zaporedne slike-iCaptureNum 
    arr = np.zeros([xcoor, ycoor, iCaptureNum])  
     
#### Zazna in shrani zajeto sliko 
####################################################################     
    for i in range(0, iCaptureNum): 
        ret, frame = cap.read() 
        if not  ret: 
            break 
         
        gray1 = cv.cvtColor(frame, cv.COLOR_BGR2GRAY) 
        gray = four_point_transform(gray1, dispCnt1.reshape(4, 2)) 
        arr[:,:, i] = gray   
        sleep(0.1) 
     
    cap.release() 





# definira nove slike za shranjevanje povprečne slike     
    img = np.zeros([gray.shape[0], gray.shape[1]]) 
 
##### povprečenje slike 
#################################################################### 
    for i in range(0,iCaptureNum): 
        img1 = img + arr[:,:,i] 
         
    img1 = (img1/iCaptureNum) 
#################################################################### 
     
    return img1, arr # izhod zgornje metode 






def get_cursors_states(iCaptureNum = 12, iKernel = (6, 6)): 
 
    iCaptureNum = iCaptureNum + 2 
     
    """ 
    OPIS: 
    Ta metoda zaznava kazalce, ki so pozicionirani na spodnjem delu 
prikazovalnika. 
         
        kazalci imajo 3 možna stanja: 
            0: kazalec ugasnjen 
            1: kazalec prižgan 
            2: kazalec utripa 
     
    VHOD: 
        iCaptureNum: število vzorcev na podlagi katerih algoritem  
                     prepoznava utripanje kazalcev 
     
    IZHOD:  
        niz ki prikazuje stanja vseh 10-ih kazalcev,  
        kjer 'x' prikazuje 1 od 3 možnih stanj 
         
        IZHODNI FORMAT: [x][x][x][x][x][x][x][x][x][x] 
    """ 
 
# pozicija kazalca na podsliki, dobljena s kalib. metodo  
    coorData4 = np.load('poseCursors.npy')  
     
# metoda ki vrne povprečno sliko in polje vseh slik (arr1) 
    img1, arr1 = get_average_image(iCaptureNum) 
     
# ustvarimo matriko kamor razporedimo vse zajete slike po času 
    blinkTable = np.zeros([iCaptureNum - 2, 10]).astype('uint8')  
# ustvarimo vektor, kamor glede na zgornjo matriko zapišemo  
# stanja kazalcev 
    equalVect = np.zeros([1, 10]).astype('uint8')  
     
    iStartX = coorData4[0, 0] 
    iStartY = coorData4[0, 1] 
    iLength = coorData4[1, 0] - coorData4[0, 0] 
    iWidth = coorData4[3, 0] - coorData4[2, 0]  
    iHeigh = coorData4[1, 1] - coorData4[0, 1] 
    iNext = (iWidth + (iLength - 10 * iWidth) / 9).astype('uint32')     
     
    for i in range(2,iCaptureNum): 
        dispData, imthresh, _ = thermo_curs_image_to_temp(arr1[:,:, 
i], iStartX,  
                                                          iStartY, 
iNext, iWidth,  
                                                          iHeigh, 
iKernel) 
        for j in range(0, 10): 
            blinkTable[i - 2, j] = int(dispData[j * 3 + 1])    
             
    #showImage(imthresh, "Threshold image") 
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    for l in range(0, 10):   
        for k in range(2, iCaptureNum - 2): 
            if((blinkTable[k-1, l] == blinkTable[k, l]) &  
               (blinkTable[k-1, l] == 1) & (blinkTable[k, l] == 1)): 
                equalVect[0, l] = 1 
            elif((blinkTable[k-1, l] == blinkTable[k, l]) &  
                 (blinkTable[k-1, l] == 0) & (blinkTable[k, l] == 
0)): 
                equalVect[0, l] = 0 
            else: 
                equalVect[0, l] = 2 
                break 
      
    dispData1 = "" 
            
    for i in range(0,10): 
        string1 = '[' + str(equalVect[0, i]) + ']' 
        dispData1 = dispData1 + string1 
         






     
def select_segments_position(imgray, iPosition = 'iDefaultPose', 
iKernel = (6, 6)): 
 
    iThresh = filters.threshold_otsu(imgray) 
    ret, imthresh = cv.threshold(imgray, iThresh, 255, 
cv.THRESH_BINARY_INV) 
    kernel = np.ones(iKernel, np.uint8) 
    showImage(imthresh)     
     
    if (iPosition == 'iCursorsPose'): 
        thrMask = loadImage("D:\Firmware Testing\Dev-
HP\Bin\Debug\ThrMask.png")     
        imThresh = (imthresh.astype('uint8') - 
thrMask).astype('uint8') 
        opening = cv.morphologyEx(imThresh, cv.MORPH_OPEN, kernel) 
        closing = cv.morphologyEx(opening, cv.MORPH_CLOSE, kernel) 
        imThresh = cv.dilate(closing, np.ones(iKernel, np.uint8), 
iterations=1) 
    else: 
        imThresh = cv.dilate(imthresh, np.ones(iKernel, np.uint8), 
iterations=1) 
     
    refPt = [] 
    cropping = False 
       
    if(iPosition == 'iUnitsPose'): 
        name = "Select Units Field" 
    elif(iPosition == 'iSegmentsPose'): 
        name = "Select alphanumeric field 2: 8 large digits - Data 
value presentation" 
    elif(iPosition == 'iSmallSegmentsPose'): 
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        name = "Select alphanumeric field 1: 6 small digits - OBIS 
id code presentation" 
    elif(iPosition == 'iCursorsPose'): 
        name = "Select All 10 Cursors Field" 
    elif(iPosition == 'iDispMask'): 
        name = "Select all displyed segments without cursors - 
field" 
    else: name = "image" 
     
      
    def click_and_crop(event, x, y, flags, param): 
        # ustvarjanje globalnih spremenljivk  
        global refPt, cropping 
      
       # če je bil levi klik na miški izvršen, se algoritem zapomni 
#                                                     to koordinato 
       # (x, y) in tako zazna, da se je označevanje področja pričelo 
        if event == cv.EVENT_LBUTTONDOWN: 
            refPt = [(x, y)] 
            cropping = True 
      
        # preverja, če je bila leva miškina tipka spuščena 
        elif event == cv.EVENT_LBUTTONUP: 
# posname pozicijo miške (x, y) in zazna da se je  
# izbiranje polja zaključilo 
            refPt.append((x, y)) 
            cropping = False 
      
            # nariše pravokotnik, ter tako prikaže področje, ki smo 
#                                                         ga izbrali 
            cv.rectangle(imThresh, refPt[0], refPt[1], (255, 255, 
255), 2) 




   
    plt.close('all') 
    clone = imThresh.copy() 
    cv.namedWindow(name) 
    cv.setMouseCallback(name, click_and_crop) 
 
    print(name) 
     
    # neskončna zanka, ki jo prekinemo s pritiskom tipke 'c' 
    while True: 
        # prikazuje sliko in čaka na pritiske tipk 
        cv.imshow(name, imThresh) 
        key = cv.waitKey(1) & 0xFF 
      
        # če je bila pritisnjena tipka 'r' osveži sliko in tako  
       # lahko na novo izberemo področje zanimanja 
        if key == ord("r"): 
            imThresh = clone.copy() 
      
        # če je pritisnjena tipka 'c' si zapomne področje in zapusti 
#                                                              zanko 
        elif key == ord("c"):             
            break 
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    # zapre prikazovalna okna 
    cv.destroyAllWindows() 
 
    if(iPosition == 'iCursorsPose'):     
        plt.close('all') 
        plt.rcParams["figure.figsize"] = (22, 8) # nastavi velikost 
#                                                              okna  
        showImage(imThresh,"Click left and right coordinates of one 
cursor.") 
        plt.ioff() # izklopi interaktivni način - slika čaka da     
#                                                 izvedemo klikanje 
        pts = plt.ginput(n=2, timeout=-1) 
        pts = np.array(pts, dtype='uint32') 
        np.save('dispC.npy', pts) 
        plt.ion() # vklopi interaktivni način 
        plt.rcParams["figure.figsize"] = (10, 6) # nastavi velikost 
#                                                               okna  
 
#%% 
     
 
def clicked_all_segment_pos(imgray, iUnits = False, iSegments = 
False,  
                            iSmallSegments = False, iCursors = 
False,  
                            iSettings = np.zeros((4, 1))):   
    
    # naloži koordinate posameznih segmentov na prikazovalniku 
    coorData1 = np.load('poseUnits.npy') 
    coorData2 = np.load('poseSegm.npy') 
    coorData3 = np.load('poseSmallSegm.npy') 
    coorData4 = np.load('poseCursors.npy') 
     
     
    digitWidth = ((coorData2[1,0] - coorData2[0,0]) / 
8).astype('uint32') 
    digSmallWidth = ((coorData3[1,0] - coorData3[0,0]) / 
6).astype('uint32') 
     
    dispData1, img1 = thermo_image_to_temp_units(imgray, 
coorData1[0,0], coorData1[0,1],  
                                                 coorData1[1,0] - 
coorData1[0,0],  
                                                 coorData1[1,1] - 
coorData1[0,1],  
                                                 (iSettings[0,0], 
iSettings[0,0])) 
    dispData2, img2 = thermo_image_to_temp(imgray, coorData2[0,0], 
coorData2[0,1],  
                                           digitWidth,  
                                           coorData2[1,1] - 
coorData2[0,1],  
                                           (iSettings[1,0], 
iSettings[1,0])) 
    dispData3, img3 = thermo_image_to_temp_small(imgray, 
coorData3[0,0], coorData3[0,1],  
                                                 digSmallWidth,  
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                                                 coorData3[1,1] - 
coorData3[0,1],  
                                                 (iSettings[2,0], 
iSettings[2,0])) 
     
    iStartX = coorData4[0, 0] 
    iStartY = coorData4[0, 1] 
    iLength = coorData4[1, 0] - coorData4[0, 0] 
    iWidth = coorData4[3, 0] - coorData4[2, 0]  
    iHeigh = coorData4[1, 1] - coorData4[0, 1] 
    iNext = (iWidth + (iLength - 10 * iWidth) / 9).astype('uint32') 
    dispData, imthresh, img4 = thermo_curs_image_to_temp(imgray, 
iStartX, iStartY,  
                                                         iNext, 
iWidth, iHeigh,  
                                                         
(iSettings[3,0], iSettings[3,0])) 
     
    if(iUnits): 
        plt.close('all') 
        plt.rcParams["figure.figsize"] = (22, 8) # nastavi velikost 
#                                                              okna  
        showImage(img1,"click all the units segments - look how they 
indexing") 
        plt.ioff()  
        pts = plt.ginput(n=26, timeout=-1) 
        pts = np.array(pts, dtype='uint32') 
        np.save('dispCoor.npy', pts) 
        plt.ion() 
        plt.rcParams["figure.figsize"] = (10, 6) # nastavi velikost 
#                                                              okna  
     
    if(iSegments): 
        plt.close('all') 
        showImage(img2,"click all the units segments of 7-digit - 
look how they indexing") 
        plt.ioff()  
        pts = plt.ginput(n=9, timeout=-1) 
        pts = np.array(pts, dtype='uint32') 
        np.save('dispSegmCoor.npy', pts) 
        plt.ion()  
     
    if(iSmallSegments): 
        plt.close('all') 
        showImage(img3,"click all the units small segments of 7-
digit - look how they indexing") 
        plt.ioff()  
        pts = plt.ginput(n=8, timeout=-1) 
        pts = np.array(pts, dtype='uint32') 
        np.save('dispSegmCoorSmall.npy', pts) 
        plt.ion()  
         
    if(iCursors): 
        plt.close('all') 
        showImage(img4,"click in the centre of the show cursor") 
        plt.ioff()  
        pts = plt.ginput(n=1, timeout=-1) 
        pts = np.array(pts, dtype='uint32') 
        np.save('dispCursors.npy', pts) 
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        plt.ion()  
         





def save_detected_coordinates(iPosition = 'iDefaultPose'): 
    """ 
        OPIS: testna metoda shrani poklikane koordinate 
    """ 
    coorData = np.zeros((4,2)).astype('uint32') 
     
    if(refPt[0][0] < refPt[1][0]): 
        coorData[0,0] = refPt[0][0] 
        coorData[1,0] = refPt[1][0] 
    else: 
        coorData[0,0] = refPt[1][0] 
        coorData[1,0] = refPt[0][0] 
     
    if(refPt[0][1] < refPt[1][1]): 
        coorData[0,1] = refPt[0][1] 
        coorData[1,1] = refPt[1][1] 
    else: 
        coorData[0,1] = refPt[1][1] 
        coorData[1,1] = refPt[0][1] 
     
    if(iPosition == 'iCursorsPose'): 
        iData = np.load('dispC.npy') 
        if(iData[0, 0] < iData[1, 0]): 
            coorData[2,0] = iData[0, 0] 
            coorData[3,0] = iData[1, 0] 
        else: 
            coorData[2,0] = iData[1, 0] 
            coorData[3,0] = iData[0, 0] 
     
    if(iPosition == 'iUnitsPose'): 
        np.save('poseUnits.npy', coorData) 
    if(iPosition == 'iSegmentsPose'): 
        np.save('poseSegm.npy', coorData) 
    if(iPosition == 'iSmallSegmentsPose'): 
        np.save('poseSmallSegm.npy', coorData) 
    if(iPosition == 'iCursorsPose'): 
        np.save('poseCursors.npy', coorData) 
    if(iPosition == 'iDispMask'): 










# ADT board KONFIGURACIJA za prižig in osvetlitev vseh segmentov    
# na prikazovalniku 
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOff', 'Input2Off') 
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    adt_board(serPort, baudRate, serCommand)       
    sleep(3) 
     
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOn', 'Input1On')  
    adt_board(serPort, baudRate, serCommand)                
    sleep(1) 
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOn', 'Input1Off') 
    adt_board(serPort, baudRate, serCommand)  
     
    imgray, _ = get_average_image(captureNumImages) # povprečna     
#                                                   sivinska slika 
     
     
    select_segments_position(imgray, iPosition = 'iDispMask',  
iKernel = (kernel, kernel)) 
    save_detected_coordinates(iPosition = 'iDispMask') 
     
     
    coorData = np.load('poseMask.npy') 
     
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOn', 'Input1On') 
    adt_board(serPort, baudRate, serCommand)                
    sleep(1) 
    serPort, baudRate, serCommand = 
get_polygon_param_from_xml('NeutralOn', 'Input1Off') 
    adt_board(serPort, baudRate, serCommand)  
     
    imgray, _ = get_average_image(captureNumImages) 
 
    iThresh = filters.threshold_otsu(imgray) 
    ret, imthresh = cv.threshold(imgray, iThresh, 255, 
cv.THRESH_BINARY_INV) 
    imthr = cv.dilate(imthresh, np.ones(kernel, np.uint8), 
iterations=1) 
     
     
    for i in range(coorData[0, 0], coorData[1, 0]): 
        for j in range(coorData[0, 1], coorData[1, 1]): 
            imthr[j, i] = 0 
         
    showImage(imthr) 
      
    cv.imwrite("D:\Firmware Testing\Dev-HP\Bin\Debug\ThrMask.png",      
imthr); 
 





    """ 
OPIS: 
Ta metoda na vsake 0,5 sekunde pridobi na novo zajeto sliko in iz 
nje zajame  
željene podatke(vrednost iz registra in OBIS kodo) 
 81 
 
Na koncu vse zajete vrednosti in OBIS kode zapiše v novo python-ovo 
datoteko,in vse skupaj shrani. 
    """ 
 
    captureNumImages = 15 #število samplov (zajetih slik); Čas  
#                          zajema: 15/30 sekunde 
 
    # uvoz zajetih koordinat pozicije prikazovalnika 
    dispCnt1 = np.load('dispCntL.npy')  
 
    # uvoz nastavljivih parametrov kamere Logitech c920 
    settings = np.load('settingsCurs.npy') 
     
    # pozicija svetlobnih segmentov na podsliki prikazovalnika 
    # po 4-točkovnem izrezu in preslikavah 
    coorData2 = np.load('poseSegm.npy') 
    coorData3 = np.load('poseSmallSegm.npy') 
     
# velikost izbranega jedra za slikovno obdelavo (odpiranje,         
# zapiranje, dilatacija, erozija) 
    kernel = 8 
 
    # začetek na novo odprte komunikacije s kamero USB 
    cap = cv.VideoCapture(0) 
     
    # izbor Full-HD parametrov 
    capWidth = 1920 
    capHeigh = 1080 
    cap.set(3, capWidth)   # velikost željene širine celotne zajete        
#                                                             slike 
    cap.set(4, capHeigh)   # velikost željene višine celotne zajete 
#                                                             slike 
 
    cap.set(settings[0,0], settings[0,1]   ) # fokus          min: 0   
#                                           , max: 255 , inkrement:5 
    # POZOR: nastavitev fokusa lahko izvajamo po korakih po 5 (0, 5, 
#                                                     10, 15... 255)     
    cap.set(settings[1,0], settings[1,1]  ) # izpostavljenost min: -
#                                        7  , max: -1  , inkrement:1 
    cap.set(settings[2,0], settings[2,1]  ) # ojačanje        min: 0   
#                                           , max: 127 , inkrement:1 
    cap.set(settings[3,0], settings[3,1]  ) # svetilnost      min: 0   
#                                           , max: 255 , inkrement:1   
    cap.set(settings[4,0], settings[4,1]  ) # kontrast        min: 0   
#                                           , max: 255 , inkrement:1      
    cap.set(settings[5,0], settings[5,1]  ) # nasičenje       min: 0   
#                                           , max: 255 , inkrement:1        
    cap.set(settings[6,0], settings[6,1] ) # nastaitev_beline min:  
#                                       2000, max: 6500, inkrement:1 
     
    # ustvarjanje novih spremenljivk in postavitev v 'prazno' stanje 
    allDispStrings = [] 
    allDispObis = [] 
    dataStr = "" 
     
# izvaja zanko dokler se na zaslonu ne pojavi niz "Error 11" oziroma 
# dokler se ne prekine komunikacija s kamero 
    while ((dataStr != "Error 11") & (cap.isOpened())): 
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        for i in range(0, captureNumImages): 
            ret, frame = cap.read() 
            gray = cv.cvtColor(frame, cv.COLOR_BGR2GRAY) 
       imgray = four_point_transform(gray,     
dispCnt1.reshape(4,2)) 
            if not  ret: 
                break 
 
        digitWidth = ((coorData2[1,0] - coorData2[0,0]) / 
8).astype('uint32') 
        digSmallWidth = ((coorData3[1,0] - coorData3[0,0]) / 
6).astype('uint32') 
         
        dataStr, _ = thermo_image_to_temp(imgray, coorData2[0,0],  
                                          coorData2[0,1], 
digitWidth,  
                                          coorData2[1,1] - 
coorData2[0,1],  
                                          iKernel = (kernel, 
kernel)) 
        dispStr, _ = thermo_image_to_temp_small(imgray, 
coorData3[0,0],  
                                                coorData3[0,1], 
digSmallWidth,  
                                                coorData3[1,1] - 
coorData3[0,1],  
                                                iKernel = (kernel, 
kernel)) 
        allDispStrings = allDispStrings + [dataStr] 
        allDispObis = allDispObis + [dispStr] 
         
    # izbriše python datoteko s podatki iz prikazovalnika 
    os.remove("D:\Firmware Testing\Dev-HP\Bin\Debug\DispStrings.py") 
    # izbriše python datoteko s podatki o OBIS kodi 
    os.remove("D:\Firmware Testing\Dev-HP\Bin\Debug\DispObis.py") 
     
# ustvari in shrani datoteko z dodanimi podatki iz prikazovalnika     
    with open('DispStrings.py', 'w') as f: 
        f.write('allDispStrings = %s' % allDispStrings) 
# ustvari in shrani datoteko z dodanimi OBIS kodami     
    with open('DispObis.py', 'w') as f: 
        f.write('allDispObis = %s' % allDispObis) 
# prekine komunikacijo s kamero in zapre vsa prikazovalna okna 
    cap.release() 
    cv.destroyAllWindows() 
 
#%% 










    Ta metoda iz delecev nizov sestavi celoten string, kakršnega      




obisCode: Obis koda pretvorjena v format, kakršnega prikazuje 
števec. 
IZHOD: 
String vsebine celotnega registra (hash kode). 
    """ 
 
    plt.close('all') 
     
    # odpreme pythonove datoteke z shranjeno vsebino in OBIS kodo 
    from DispStrings import allDispStrings as allDispStrings 
    from DispObis import allDispObis as allDispObis 
     
    # počisti nize s praznim stringom 
    backupStr = "" 
    backupStr1 = "" 
 
    # postavi parametre na nič za novo zajemanje 
    firstIdx = 0 
    lastIdx = 0 
    start = 0 
 
    # najde prvi in zadnji indeks pripadajoče enake obis kode 
    for i in range(0, len(allDispStrings)): 
        if((start == 0) & (obisCode == allDispObis[i])): 
            firstIdx = i 
            start = 1 
        elif(start & (obisCode != allDispObis[i])): 
            lastIdx = i 
            break 
              
# odstrani vse delne nize, ki niso bili pravilno prepoznani         
# (vsebujejo 'x')          
    for k in range(firstIdx, lastIdx): 
        dataStr = allDispStrings[k] 
        for j in range(0, len(dataStr)): 
            if(dataStr[j] == 'x'): # 'x' - neprepoznan digit  
                start = 0 
                break 
            else: 
                start = 1 
        if(start):         
            backupStr = backupStr + dataStr + " " 
  
    backupStr1 = backupStr[0:8] 
    stop = 0 
     
# zanka ki se na podlagi začetnega in končnega indeksa sprehodi čez 
# vse podnize z enako OBIS identifikacijsko kodo 
    while True: 
        for i in range(0, 8): 
# če ni zaznane podobnosti 4-ih digitov v dveh sosednih nizih       
# predvideva, 
# da je bil sosednji niz prepoznan napačno in ga preprosto izpusti 
            if((backupStr[i:i+4] == backupStr[9:13]) |  
               (backupStr[i:i+4] == backupStr[18:22])): 
                for j in range(0, len(backupStr1)): 
                    if (backupStr1[j:j+4] == backupStr[9:13]): 
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                        backupStr1 = backupStr1[:j] + 
backupStr[9:17] 
                        backupStr = backupStr[9:] 
                        break 
                    elif(backupStr1[j:j+4] == backupStr[18:22]):  
                        backupStr1 = backupStr1[:j] + 
backupStr[18:26] 
                        backupStr = backupStr[18:] 
                        break 
# če zazna trojni presledek med podatki v nizu, obravnavamo kot     
# zaključek celotnega niza in tako se mora 'while' zanka zaključiti 
            elif(backupStr[i:i+3] == "   "): 
                stop = 1 
                break 
        if(stop): 
            break 
     
# sledi metoda, ki pretvori male črke v velike (obliko z velikimi   
# črkami prebere iz števčevega registra), da lahko sprocesirano     
# vrednost primerja z tisto prebrano iz registra števca 
    for i in range(0, len(backupStr1)): 
        if (backupStr1[i] == 'b'): 
            backupStr1 = backupStr1[:i] + 'B' + backupStr1[i+1:] 
        elif (backupStr1[i] == 'd'): 
            backupStr1 = backupStr1[:i] + 'D' + backupStr1[i+1:] 
        elif(backupStr1[i:i+3] == "   "): 
            backupStr1 = backupStr1[:i] 
            break 
 






















Dodatek B:   Navodila za uporabo 
 
Nastavitev stojala za kamero 
 
Stojalo je izdelano za uporabo na vodoravni podlagi (npr.: na mizi). Na njem je 
že nameščena spletna kamera Logitech c920 in notranja osvetlitev zatemnitvene 
komore. Spletno kamero je potrebno preko USB priključka povezati z računalnikom. 
Za uporabo notranje osvetlitve potrebujemo 12V enosmerno napajanje (lahko 
povežemo preko razvojne plošče (»ADT board«), saj to osvetlitev prižgemo le v 
primeru, ko izvajamo kalibracijski postopek). Pri osvetlitvi prikazovalnika, dodatne 
osvetlitve ne potrebujemo, saj le tega zadostno osvetlimo, z osvetlitvijo, ki je 
integririana v števcu. 
 
Nastavitev širine stojala 
Aluminjasto stojalo je izdelano tako, da širino okvirja (kamor namestimo števec) 
lahko nastavimo tako za enofazni kot tudi za trofazni števec. Pri tem potrebujemo 












Slika B.1: Nastavitev stojala za enofazni/trofazni števec 
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Kot lahko vidimo na zgornji sliki, je potrebno za enofazni števec obe noge stojala 
odvijačiti, ter nato po zgornjem in spodnjem delu okvirja (po vodilih) pomakniti 
navznoter proti kameri, kjer jih potem s pomočjo vijakov zopet privijačimo. Tako 
dobimo ožji okvir, ki ustreza širini enofaznega števca. 
Na koncu lahko glede na nastavitev (enofazni/trofazni) števec že vstavimo v sam 
okvir pod kamero ter ga pomaknemo skrajno navzgor. 
 
Nastavitev stojala (pozicije kamere) – gor/dol po višini števca 
To nastavitev spremenimo v primeru, ko ohišje števca prekriva rob LCD 
prikazovalnika.Tak primer je na primer področje kazalnikov, ko imamo kamero 
nameščeno na skrajno spodnji možni nastavitvi, in zasukano navzgor tako, da na sliki 
vidimo celoten prikazovalnik. Zaradi kota, pod katerim se v takem primeru slika 
zajema, ni možno zaznati stanja kazalnikov, ki se nahajajo na spodnjem delu 
prikazovalnika. Tako v takem primeru posredujemo na naslednji način: 
 
1. na spodnjem delu stojala odvijačimo stebra, na katerih je preko mostu 
nameščena kamera; 
2. s pomočjo obeh rok pomaknemo celoten most, navzgor ali navzdol, na 
ustrezno pozicijo; 





















Spodaj je priložena še slika, na kateri je predstavljena postavitev trofaznega 
števca v nastavljen okvir stojala. Prav tako sta prikazani nameščena osvetlitev in 
nameščena spletna kamera Logitech c920, vidna pa je tudi konstrukcija celotnega 
stojala. Na sliki vidimo kar nekaj povezovalnih kablov, s katerimi smo preko ADT 
boarda, povezali naslednje stvari: 
 
1. faze L1, L2, L3 in ničlo N (črni kabli izpod pokrova priključnice); 
2. povezava s kontakti spodnje tipke (zelena kabla izpod pokrova priključnice); 
3. 12V napajanje za notranjo osvetlitev komore (rdeča kabla, ki se nadaljujeta v 
skupni črn kabel); 

























Slika B.3: Postavitev števca v okvir stojala 
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Nastavitev kota kamere glede na števec 
Ta nastavitev je brezstopenjska. Kamero nastavljamo tako, da z eno roko primemo 
stojalo (zgoraj zraven pritrdišča kamere), z drugo roko pa glavo kamere. Nato jo lahko 
poljubno sučemo okoli osi (0 – 180°), ki poteka v smeri aluminjaste letve, na katero je 
kamera pritrjena (Slika 1 - zeleno).   
 
 
Povezava spletne USB kamere in izbira najboljših parametrov 
 
Spletno kamero Logitech c920 priključimo na USB vhod računalnika. Sledi 
avtomatsko iskanje in nameščanje ustreznih gonilnikov. S programskim okoljem 




cap = cv2.VideoCapture(0) 
cap.set(3, 1920) 
cap.set(4, 1080) 
cap.set(28, 70    ) # focus        min: 0   , max: 255 , increment:5 
# NOTICE: the focus value only comes at multiples of 5 (0, 5, 10, 
15... 255)     
cap.set(15, -5  ) # exposure       min: -7  , max: -1  , increment:1 
cap.set(14, 135 ) # gain           min: 0   , max: 127 , increment:1 
cap.set(10, 65  ) # brightness     min: 0   , max: 255 , increment:1   
cap.set(11, 100  ) # contrast      min: 0   , max: 255 , increment:1      
cap.set(12, 75  ) # saturation     min: 0   , max: 255 , increment:1        
cap.set(17, 2000 ) # white_balance  min: 2000, max: 6500, 
increment:1 
 
while(cap.isOpened()):   
    ret, frame = cap.read() 
    if not  ret: 
        break 
    gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 
    cv2.imshow('frame', gray) 
    if cv2.waitKey(1) & 0xFF == ord('q'): 





Če je na računalnik priključenih več kamer, zgoraj v 3. vrstici z indeksom (trenutno 
izbran indeks 0) izberemo kamero, ki jo hočemo povezati v Python okolju. Če je na 
računalnik priključena le ena kamera, naj bo indeks enak 0. Ko zgornjo kodo 
zaženemo, se nam odpre novo okno, v kateri se prikazuje video v sivinskih odtenkih. 
Za ustrezno nastavitev spletne kamere lahko uporabimo orodje, ki je dostopno na 
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Slika B.4: Logitech programsko orodje za ustrezno nastavitev parametrov spletne kamere 
sledečem spletnem naslovu: http://support.logitech.com/en_us/product/hd-pro-
webcam-c920/getting-started# (spodaj pod podnaslovom Logitech Webcam Software). 












   
 
Izvedba kalibracijskega postopka 
 
V primeru, ko pod stojalom zamenjamo števec moramo izvesti kalibracijski 
postopek. Tega postopka ni potrebno izvesti, če smo števec uporabljali že prej in nismo 
spreminjali nastavitve stojala. Prav tako moramo imeti shranjene kalibracijske 
konstante za ta tip števca.  
Sam postopek zaženemo s pomočjo datoteke 'CalibDisplayDetect.bat', ki se 
nahaja v direktoriju, kjer se shranijo kalibracijski parametri. To je v našem primeru 
direktorij Visual Studio projekta za testiranje števca (path-to-dir/Firmware 
Testing/dev-HP/bin/Debug). Tam so shranjene tudi vse potrebne Python skripte 
(Funkcije.py, Read8Digits.py, ReadObisAndUnits.py, ReadCursors.py,…). Ko 
datoteko 'CalibDisplayDetect.bat' zaženemo, se po 10 sekundah najprej zažene C# 
skripta, ki vseh 10 kazalcev na LCD prikazovalniku ugasne. Potem se zažene Python 
skripta, ki je implementirana kot GUI vmesnik. Nadalnji opis uporabe kalibracijskega 
orodja pa je podrobno opisan v podpoglavju 5.3 Kalibracijski algoritem. 
Po samem kalibracijskem postopku, se v projektu posodobijo naslednje 
uporabljene datoteke: 
1. dispCursors.npy (pozicija svetlobnega kazalca na podsliki); 
2. dispSegmCoorSmall.npy (pozicije sedmih segmentov s piko (8 pozicij) 
na podslikah digitov OBIS kode); 
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3. dispSegmCoor.npy (pozicije sedmih segmentov z dvopičjem (9 pozicij) 
na podslikah področja za prikaz podatkovne vrednosti); 
4. dispCoor.npy (pozicije 26 segmentov področja za prikaz enote (26 
pozicij)); 
5. dispC.npy (koordinati za izračun širine kazalca); 
6. poseCursors.npy (koordinati za izrez področja kazalcev); 
7. poseSmallSegm.npy (koordinati za izrez področja za prikaz OBIS kode); 
8. poseSegm.npy (koordinati za izrez področja, kjer se prikazuje številska 
vrednost); 
9. poseUnits.npy (koordinati za izrez področja, kjer se prikazuje enota k 
številski vrednosti); 
10. poseMask.npy (koordinati za izrez področja, kjer so zajeti vsi segmenti, 
razen segmenti kazalcev – za kreiranje šumne maske); 
11. backupVal.npy (predhodno uporabljena parametra (število zaporednih 
slik in velikost filtra za obdelavo slike) shranjena v tej datoteki); 




Sestava programskih algoritmov 
 
 Programski algoritmi tega projekta so v osnovi sestavljeni iz dveh Python 
skript: Funkcije.py (Dodatek A – magistrska naloga) in skripte, iz katere kličemo 
algoritme, ki so kodirani v skripti Funkcije.py. V primeru, ko imamo opravka z 
avtomatskimi testi, pa iz programskega okolja Visual Studio zaženemo le zgoraj 
omenjeno drugo skripto. To naredimo s pomočjo naslednjih vrstic kode: 
 
string python = @"C:\path_to_python\python.exe"; 
string myPythonApp = @"Read8Digits.py"; // Python script 
string output = ""; 
var powerType = 0;       
var dispData = 99999999;  // Data on display 
 
SetApparentEnergyMetrologicalLEDConstant(dispData, powerType); 
output = runPython(python, myPythonApp); 
output = output.Substring(0, 8);  // Sensed data from webcam 
CheckIfCameraSenseCorrectly(dispData, output); 
TestingLog.Info("Value received from script: " + output); 
 
V drugi vrstici zgornje kode je iz Visual Studio okolja klicana funkcija 




import numpy as np 
from Funkcije import * 
 
captureNumImages = 10 
settings = np.load('backupVal.npy') 
imgray, _ = get_average_image(captureNumImages) 
coorData2 = np.load('poseSegm.npy') 
dispData2, img2 = thermo_image_to_temp(imgray, coorData2[0,0], 
coorData2[0,1], ((coorData2[1,0] - coorData2[0,0]) / 




V tem primeru Python skripta vrne vse, kar damo v funkcijo print(). Vse to se v 
sklopu programskega jezika C# pojavi v spremenljivki output. 
 Za zagon Python programa je glavna vrstica, v kateri se nahaja funkcija 
runPython(). Vsebina slednje je podana spodaj: 
 
private string runPython(string pathUv, string arguments) 
{ 
    string myString = ""; 
    foreach (var deviceTrack in DeviceTracks) 
    { 
        Process cmd = new Process 
        { 
            StartInfo = 
            { 
                FileName = pathUv, 
                Arguments = arguments, 
                RedirectStandardInput = true, 
                RedirectStandardOutput = true, 
                CreateNoWindow = true, 
                UseShellExecute = false 
            } 
        }; 
 try 
        { 
            cmd.Start(); 
            StreamReader myStreamReader = cmd.StandardOutput; 
            //Thread.Sleep(10 * 1000); 
            myString = myStreamReader.ReadToEnd(); 
            cmd.WaitForExit(); 
            cmd.Close();                   
        } 
 
        catch (Exception ex) 
        { 
            deviceTrack.Error("Problem with runing of python script:" + 
arguments + $"  Reason: {ex}"); 
        }               
    } 
    return myString; 
} 
