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WKBJ (or Liouville-Green) type approxtmatron theorems are proved for 
differential equations like y” + g(x)y = 0, x > 1. and their discrete counterparts, 
A2y, +g,y, = 0, n > v, the coefficients g(x), g, having a finite second momenr. 
Precise error bounds are obtained as m the already existmg theory due to F. W. J 
Olver for differential equations in other classes, and m a previous work by the 
authors concerning certain difference equations. When only the first moment is 
finite, the same asymptotic approximation with bound stall holds for recessive 
solutions. An effort has been made to present both aspects, the contmuous and the 
discrete, in a unified way, basing the error analysis on a Volterra-Stieltjes integral 
equation. Examples are given to illustrate the theory. ,( 1992 Academsc Press, Inc 1 
1. INTRODUCTION 
Within the well-known WKBJ (or Liouville-Green) approximation 
theory, whose rigorous formulation is due to F. W. J. Olver (cf. [S]), it 
seems that certain classes of equations, for instance, 
y” + g(x) y = 0, XE [l, +a), (1.1) 
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with g(x) asymptotically small as x --* + co, have not yet been considered. 
Indeed, only some results concerning a precise error analysis for the 
asymptotic approximation of solutions appear in [5b], within the 
framework of non-oscillation theory. 
On the other hand, WKBJ-type results for the analogous difference 
equation, 
A2y, + g,,y,, = 0. HEN”, (1.2) 
seems to be entirely missing in the literature. Here N,, := {n EN, n> v). In 
[ 111, a first attempt was made to address this issue, for a class of equations 
like (1.2) for which g, = a + y,, a > 0, xz= ,, (y,,( < co. 
In this paper we present a WKBJ-theory for both Eq. (1.1) and Eq. (1.2) 
in the case where the first and the second moments of the coefficients’ 
moduli, Ig(x)], (g,,I, are finite. Precise estimates for the error terms are 
obtained via Volterra-Stieltjes integral equations, which allow for a un$ed 
treatment of both the continuous and the discrete cases. 
In the spirit of Olver’s approach to the WKBJ approximations, we have 
been interested in obtaining quanritatioe information, since merely 
qualitative asymptotic results were already available in the literature (cf. 
[I, 2, 4, 7, 91 concerning differential equations, and [ 1,7] for difference 
equations). 
In [ll] we showed that (1.2) is a canonical form for a general linear 
three-term homogeneous recurrence equation in the sense that any equa- 
tion like 
Y n+2+A”y,,+,++nyn=o. nEN,,, (1.3) 
provided that A,, # 0 for n E N,, , is taken into (1.2) by the transformation 
yn = un4’n (1.4) 
with 
where a,, and a,, + , # 0 are arbitrary constants. In (1.2), the corresponding 
coefficient is, in this case, 
(1.6) 
cf. [ 111. For the sake of completeness, g,, is given by 
A’a,, + (A,, + 2) Act,, + (A,. + B,. -t l)cr,. 
g,. = 
a,.+2 
(1.6’) 
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We emphasize the importance of the transformation (1.4), (1.5) intro- 
duced in [ 113. For example, in [3] the authors proved that, if f,, satisfies 
~zfrl=~,r+If~+2+~,rf,,+,+arr.fn~ n>, I. (1.7) 
where 
(1.8) 
then, eirker f,, = 0 for every n sufficiently large, or lim,, ._ .~ f,/n’ exists and 
is #O for r = 0 or 1. In [7] it was stated that such a result cannot be 
proved by invoking a well-known theorem due to F. V. Atkinson 
[ 1, Theorem 12.5.2, p. 3891. This theorem implies the same asymptotics 
referred to above for the solutions to (1.2), under the assumption 
.,g, n lg,,l < ‘=. (1.9) 
On the contrary, it is easy to see that Atkinson’s theorem indeed implies 
the Chihara-Nevai result. For this purpose it merely suffkes to transform 
(1.7) into (1.2) by (1.4)-(1.5). 
Here is the plan of the paper. In Section 2, we state the main theorems, 
which are proved in Section 3 after a basic lemma upon which we are able 
to unify the treatment of the continuous and the discrete cases. The final 
Sections, 4 and 5, are devoted to illustrating applications respectively to 
differential and to difference quations. 
2. THE ASYMPTOTIC THEOREMS 
The following theorems will be proved: 
THEOREM 2.1. Suppose that Eq. ( 1.1) is given with g E C”[ 1, + cc ), and 
that 
s +X t* Ig(t)l dr < ;x. I 
Then there exists a basis for ( 1.1 ), ( y,(x), y2(x)), hming the form 
y,(x) = 1 + E,(X), y*(s) = x + E*(X), 
(2.1) 
(2.2) 
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I&,(-~)1 6 
V,(-x) 
l- V,@)' O' x'xl, f. i= 1, 2, 
14(x)1 d 
W,(-u) 
1 - V,(x) 
l&;(x)/ ,< W*(x) + W,(x) V,(x) 
1- V,(x) ’ 
where 
V,(x) :=J’ cc (t--y) Is(t)1 & V,(x) :=I+- t(t - xl Is(t)1 dt, x v 
W,(-y) := jy+m k(t)1 dt, W,(x) :=I+= t /g(t)1 dt, 
x 
and 
x, := , <,$f,, t-y : V,(*y) < 11. 
0.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
Note that, from the definition of x, and the continuity of VI(x), it follows 
that, if V,(x,) < 1, then xI = 1. The estimates in Theorem 2.1 then hold in 
Cl, +a). 
The discrete counterpart of this result can be found in the following: 
THEOREM 2.2. Suppose that Eq. (1.2) is given with 
f n2 (g,( < co. (2.9) 
,, = Y 
Then there exists p E N, such that there are two linearly independent 
solutions for n 3 p, having the form 
with 
where 
yr)= 1 +E;), J~~~‘z~+E~~), (2.10) 
f&J 
(&(‘)I <A n 1 - VI,“’ for n>n,, i= 1, 2, (2.11) 
V”‘:= f (j-n+ 1) Ig,l, n VA”:= 5 j(j-n+ 1) Jg,l, (2.12) 
,=?I /=” 
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and 
12, := min (n : C’!,“< I i: (2.13) 
HGN, 
11 is the smallest indes no less than ~1 such that g,, # - 1 for all n 3 u (note 
that u dn,). 
Remark 2.3. Asymptotic results, sometimes merely qualitative, for the 
solutions to Eqs. (1.1 ), (1.2), are well-known, under the hypothesis that on/> 
the first moment of g(x), g,,, is finite (cf. [I, 2, 4, 5b, 71). In Theorem 2.1 
C2.23, under the stronger hypothesis (2.1) [(2.9)], we obtain precise com- 
putable estimates for the absolute errors. A solution that behaves like J’,(.Y), 
?‘),I), with the same error bounds, does exist even when on/y the first 
moment is finite. Note that this represents a recessive solution. which is 
usually more difftcult to compute. 
3. PROVING THE ASYMPTOTIC THEOREMS 
In this section, we prove Theorems 2.1 and 2.2. Part of these proofs can 
be presented in a unified way, basing them on the analysis of certain 
“Volterra-Stieltjes integral equations”; cf. [ 1, Chap. 121. It is convenient o 
establish first the following 
LEMMA 3.1. Let o(x), ?I 2 x0, be right-continuous and oj’bounded varia- 
tion on [x,, + CC ), and such that 
(3.1 1 
Then, the Volterra-Stieltjes integral equation 
E*(S)= +xJ‘ [I+E,(~)](.Y-t+c)do(t), (3.2) 1 
where c is any given nonpositive constant, has a unique solution for x > x, for 
a suitable x, E [x0, + a~), which can be estimated as 
I&,(-~)1 G Vlb) 
l- V,(x) 
V,(x) :=Jtx lx-t + cl Ido(t (3.3) 
r 
Moreover, 
x, = ,<%f+-, i-y : V,(x) < 1). (3.4) 
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Proof: Define first the sequence 
h,(x) E 0, 
h,+,(x):=J+= [l +h,(t)](x-r+c)dcr(t), s=o, I,2 ).... (3.5) 
x 
Such a sequence is well defined, as one can prove (by induction on s) that 
all integrals in (3.5) converge in view of (3.1). We shall prove that the series 
E*(X) := f Ck+ L(X) -k(x)1 (3.6) 
s=O 
converges for x > xi, xi being defined by (3.4) (uniformly on [-I, + co) for 
any p>x,). In fact, from (3.5), Ih,(x)l < V,(x), and, assuming that 
Mx) -h,- I( G [I ~,b)l”, (3.7) 
we get 
k+,(x)-W)l sj+m Ik(r) - L I(r)I Ix - 2 + Cl IWf)l x 
d I +a. [V,(t)]” lx- t+cl /do(r)/ J 
d c V,(x)l” \x+m Ix- t+cJ Ida(r)1 = [V,(x)]““, (3.8) 
which proves (3.7) for all s. In obtaining (3.8), we used the fact that V,(x) 
is a monotonic decreasing function of x. Indeed, for any x, 4’ with x >y, we 
can show that 
I,- ~~v-t+cl Ido(r)l=\; (y-r+cl Ida( +i:m IY-r+cl Iddt)l 
> I +cc lx--++I Ida(t (3.9) x 
For this it suffices that (y - t + cl > Ix - t + cl for t 2 x, which is true since 
c < 0. Moreover, I’,(x) -+ 0 as x + + 00 (cf. (3.1), (3.3)). This fact entails 
that 
f lk+ I(X) - h,(x)l G f c V,@)l”+ ’ = 1 “&. (3.10) 
s=o S=O 
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restricting s to be x > x, , with x, defined by (3.4). As V,(s) d V,(b) < 1. 
the series in (3.6) converges uniformfy for ,Y >, /? ( >.Y,). 
Now we can prove that E,(X), defined by (3.61, solves the integral 
equation (3.2). In fact, from (3.6) 
% 
E,(X) = h,(x) + c [h,+,(x) -h,(x)] 
,=I 
= I+% (x-f++)&(t)+ f j’” [h,(t)-11, ~,(r)](.K-t+c)da(t). 
* 1 s-l y 
(3.11) 
By the Lebesgue dominated convergence theorem, 
sg, j - [h,,(t)-11, ,(t,J(x-r+c)dJ(~) 
+zc rJz = I c [h,(r)-As _,(f)](X-t+c)da(t) Y T=L 
i 
+X7 
= &,(f)(X-t+c)do(t), 
\ 
(3.12) 
since 
,>I 
,g, W,(r)-h,-,(r)1 I-y- t+c1 G f [c’,(t,]‘ls-r+cc( 
,=I 
<Ix-r+cl C’,(.K) 
1 - V,(x) 
(3.13) 
for x > x, and Ix - t + cl E L’((x, + CC)), do(t)). Therefore, the right-hand 
side of (3.11) coincides with that of (3.2). 
Finally we can show that such a function E,(X) is the unique solution to 
(3.2), for .Y > x, . For, if q(x) is another solution, we have, for .Y 2 fl> Y, . 
I&,(-VI--q(x)1 < j,+’ lE,(f)-q(t)l l-Y----++I do(t)l 
G b’,(P) yy! b,(t)- s(t)I, (3.14) 
and hence 
thus E,(X) s q(x) for x z fl and therefore for s > x,. 1 
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Proceeding in a similar way, one can prove the following 
LEMMA 3.2. Let o-(x) be as in Lemma 3.1, and 
s f% t2 Ida(t)/ < WC. 10 (3.16) 
Then the Volterra-Stieltjes integral equation 
E*(X) = * + = J [t + q(t)](x - t + c) da(t), (3.17) \ 
where c is any fixed nonpositive constant, has a unique solution for x > x, , 
which can be estimated as 
I&)l G 
VA-Y) 
1 - V,(x) 
V2(x) := j-+ %’ (tl (x- t + cl Ida(t (3.18) 
with V,(x) and x, defined in (3.3 ) and (3.4). 
Proof: The proof proceeds similarly to that of Lemma 3.1, with small 
modifications. Observe that now, defining recursively k,(x) by 
s 
fr. k,(x) =0, k,+,(x) := [t+k,(t)](x-t+c)da(t), (3.19) 
x 
we get 
Ik,(x)l < j’ 7c ItJ Ix - t + CJ Idu(t)l =: V*(x), 
I 
(3.20) 
which is well defined in view of (3.16), and one can prove inductively that 
lk,, ,(x1 - k,(x)1 < V#)C V,@)l’, s= 1, 2, 3, . . . . (3.21) 
It follows that for 
&Z(X) := f Ck,, I(x) - k,(x)] 
5=0 
(3.22) 
the estimate 
I&Z(X)1 s f V*(x)[ V,(x)lS= 1 :;;x) 
S=O I 
(3.23) 
holds for x > xl. 
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The other conclusions are achieved as in proving Lemma 3.1. 1 
We can now prove the main asymptotic theorems. 
Proof of Theorem 2.1. Inserting y,(x) = 1 + E,(I) into (l.l), we obtain 
the “error equation” 
&;+g(x)(l +E,)=O. (3.24) 
One can immediately verify that every C’ solution to the integral equation 
(3.2) with c = 0 and do(t) = g(t) dt satisfies (3.24). The results concerning 
E](X) then follow, applying Lemma 3.1. As for F’, by differentiating in (3.5) 
we obtain 
Ih’,(.u)l 6 !‘+’ (g(t)/ dt =: W,(x). 
\ 
Ih:+,(.x)-hi( Gj-+I h,(t)-h, ,(t)l Ig(t)l dt 
d W,(x)[V,(-t)]“, s = 1, 2, 3, . . . (3.25 )
It follows that the series obtained by termwise differentiation in (3.6) con- 
verges uniformly in every closed half-line in (?I,, + m) and therefore the 
estimate (2.4) holds for x > x,. Indeed, every solution to (3.2) is in the class 
C2 since h, E C2, as one can easily see from the definition (3.5) and differen- 
tiating twice in (3.6) on compact subsets of (x, , + x. ). 
Similarly, inserting y-,(.x) = x + E?(S) into ( 1.1) we obtain the corre- 
sponding error equation 
E; + g(x)(x + b-2) = 0, (3.26) 
which is satisfied by every C” solution to the integral equation (3.2) with 
the same c and do(t) given above. We can now use Lemma 3.2 to estimate 
&J-T). Again, we get from (3.19) 
wl(-~)l G j-r+ x t Ig(tjl dt =: W,(X), 
K+,(x)-W)l d II’ W,(t) - k,- ,(t)l Is( dt ‘i 
< W,(x)[ V,(x)l’, s= 1, 2, 3 ) . . . . (3.27) 
Proceeding as above, we get (2.5). Note that W,(x) V,(x)=o( W,(x)) as 
.Y -+ + a. That the solution to (3.26) is C’ can be proved as above. 
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In closing, we observe that, by (3.24), (3.26), E,(X) as well as E:(X) can 
be uniquely continued beyond x = x, , up to x = 1. The linear independence 
of y, and y2 on [l, + ~0) follows immediately from their asymptotic 
behavior. For completeness, however, we evaluate the (constant) 
Wronskian 
wY,,hl=(1 +E,)(l +E;)-&E;(X+&2)= 1+0(l), x+ +co 
(in fact, xs’, +O as x+ +cc), and thus W[JJ,,~~] = 1. 1 
Proof of Theorem 2.2. The proof parallels that of the previous theorem 
because the key lemmas, 3.1 and 3.2, can be applied in a straightforward 
way choosing c = - 1 and g(t) = I,“= y g, H(t -j), with H(t) the unit-step 
function. H(t) = 1 for t 2 0, and H(t) = 0 for t < 0. The error equations, 
(3.24), (3.26), are replaced by 
A%;‘+(1 +&j;‘)gn=O, (3.28) 
d2&j,z’ + (n + &j,z’)g,, = 0, (3.29) 
and the integral equations, (3.2) (3.17), reduce to 
&(I’= f (n-j- l)(l +&;‘))g,, II (3.30) 
, = ,t 
&A*‘= f (n-j- l)(j+&;z’)g,. (3.31) 
/=” 
The only difference between these two cases, the continuous and the dis- 
crete, lies in the fact that now x, in Lemma 3.1 is an integer, say n,, the 
inf in 3.4 can be replaced by min, and, since V,(n, ) < 1, all inequalities hold 
for n 2 n, . Moreover, the base solutions can be extended to indices n < n r 
but only up to the minimum index (2 v), say ,u, for which g, # - 1 for all 
n 2 ,u. This was true for all n 2 n, as (g, 1 < 1 for such indices. (Recall that, 
if condition g, # - 1 is not satisfied for all n, Eq. (1.2), that is, 
y, + 2 - 2~~ + , + (1 + g,)v, = 0, is no longer referred to as a second-order 
difference quation; cf. [6], e.g.) Clearly, yy’, JJ~’ are linearly independent 
for n 2 p, in view of their asymptotics. For completeness we evaluate their 
Casorati determinant (note that this is not a constant), 
ayy, yj1*~]=(1+s~‘)(n+l+~~*~,)-(l+~~~~,)(n+~~*)) 
= 1+0(l), n+ccj. 1 (3.32) 
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4. SOME APPLICATIONS TO DIFFERENTIAL EQUATIONS 
In this section we give some examples in which the WKBJ approxima- 
tion described in Section 2 can be applied to differential equations. 
Suppose that g(x) = O(X-‘) with a> 3 in (1.1). Then we obtain 
immediately from (2.6) and (2.7) 
c’,(x) = 0 
( 
&% 
> (a- ])(a-2) ’ 
VT(S) = 0 
( 
$ -1 
1 (a-2)(a-3) ’ 
I-1 
W,(x)=0 s--- 
( > 
7 2 (4.1) 
a-l ’ 
Wz(x)=O .y- 
( 1 a-2, 
Therefore, from (2.2) 
( 
7 ~~ z 
!‘,(.~)=I +o (ap-y)(a-2) 
> 
J-?(S) = .Y + 0 
( 
.y3 1 
) 
> (a-2)(a-3) ’ 
I ~ + 
y;(x) = 0 T.-- 
( > a-l ’ 
~~(~~,=,+o(~)+o((a-~~l-,l:-2)). (4.2’ 
The representations in (4.2) hold for x3 fi> X, and, consequently, the 
constants implied by the O-symbols there depend on /I. 
Note the double asymptotic nature of formulas in (4.1) and (4.2). with 
respect to both the independent variable, X, and the parameter a. This 
seems to be a characteristic of all Liouville-Green approximations (cf. 
[S, Sects. 5.1, 6.3, Chap. 6; 10, formula (2.28)]). 
The estimates for E,(X) in Theorem 2.1 are obtained via the series expan- 
sions (3.6), (3.22) which are the so-called Liouville-Neumann expansions; 
cf. [S, Chap. 10, p. 3641. We have 
I’,(x) = 1 +h,(s) + O( [ V,(X)” ‘1) (4.3 1 
for all s, s = 0, 1, 2, . . . . and s >.~i. A similar representation holds for J.?(X) 
as well as for .v’,(x), J’~(-Y). Such expansions cannot, in practice, be 
exploited to get analytical representations when applying the classical 
“Liouville-Green theorems” proved by Olver [S]. This is due to the 
exponential kernels that make it hard to evaluate explicitly the functions 
A,(X) in many important cases, such as Bessel, Airy and other celebrated 
equations (cf. [8, Sect. 2.2, Chap. 10, p. 3641). In the case considered in 
Theorem 2.1, however, the different form of the kernel makes it feasible 
evaluating all integrals yielding the h, in a number of practical instances. 
Consider, for example, 
g(x)=f- 
x”’ 
p> 3. 
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The functions h,(x) are defined recursively by 
h.+,(x)=al+x [l h,(t)](x-t) trPdt 
\ 
=h,(x)+a [+= Iz,(t)(x-t) t-Pdt, s=o, 1,2, . . . . (4.5) -V 
cf. (3.5). By integrating recursively, we get after lengthy 
tions 
but easy calcula- 
C,(P) := 
1 
(p- 1)(~-2)(2p-3)(2~1-4)...[rp-(2r- l)](rp-2r)’ 
r = 1, 2, 3, . . . . (4.6) 
Therefore the approximation (4.3) holds with h, given by (4.6) and the 
error term estimated by 
IYl(X) - 1 -h,(-r)l Q 
c v,b)ls+ ’ 
1 _ v (u) 
I _ 
I4 
St1 x(2LP)fs+ II 
=[(~1-l)(p-2)]“[(p-l)(p-2)-la(x~-~]’ (4’7) 
valid for every x>x, = [(p- l)(p-2),$1l]“‘*-~‘; cf. (2.8). 
Proceeding in a similar way, it is possible to obtain an expansion for the 
second solution, Jo*, as well as for the derivatives y’,(x), I’;(X). The 
details are left to the reader. Note that, as for the first solution alone, the 
mere condition p > 2 in (4.4) would ensure the applicability of the present 
theory (cf. Remark 2.3). Moreover, this procedure could be applied to the 
more general case g(x) = x,mz, a,x -fi, with 3 < p1 <pz < . . . <pm. The 
calculations required are, however, increasingly involved and symbolic 
manipulations (computer algebra techniques) could be conveniently used. 
This observation also applies to a number of differential equations like 
(1.1) with elementary coefficients that allow for repeated symbolic integra- 
tion in (3.5). 
Another nontrivial example is given by 
log x 
g(x) = a xpT P>3 (x2 1). 
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Below, we show the expansion of the solution ~1, up to the first few terms 
only (the calculations needed are rather cumbersome though elementary ): 
?.I(-xl = 1 + hz(x) + O( [ V,(.y)]3), 
h?(X) = - 
a(2p-3) a 
(p-I)2(p-2)‘12~p-(p-1)(p-2)- Y2 -“logs 
2a’ 
+y3 -2P 
a’ 
-(p- ~(~-2)(2p-3) +(p- U(P-2)(2~-4)’ 
4p - 7 1 
(p- l)(p-2)(2p-3)+p-2 1 
.’ 4 ~ 2p 
2a’ 
-(p- 1)(~-2)(2p-3)~~~ 
3-2”log s 
a’ 1 1 
+ 
(p-l)(p-2)(2~-4) (p- WP-2)+p-2 I 
x4 - “log s 
a’ 
+ 
(p- l)(p-2)(2p-3)(2~-4)~’ 
J ?Plog2u, (4.9 ) 
and 
=o 
( 
a3 
(p- *)3 (p-2)3Y3’2~p’log3x, . 
) 
(4.10) 
Both (4.9) and (4.10) hold for x > x,, where X, is the maximum between 
1 and the root (if any) of equation V,(s)= 1, i.e., 
5. SOME APPLICATIONS TO DIFFERENCE EQUATIONS 
We now describe some examples relevant to difference quations, 
(A) In the discrete analogue of the case considered at the beginning of 
Section 4, that is, Eq. (1.2) with g, = O(n-‘), CI > 3, we obtain easily from 
(2.12) 
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v(I)= 0 
n 
( 
(.-;;(:2))+qgJ=o(g9 
p” = 0 
n 
( 
(a-“2;(,-l))+o(fJ=O(~), (j.l) 
and then, from (2.10), 
r12-a )‘I”‘=l+O - 
( > 
n 3-a 
a-l ’ 
yL*‘=n + 0 a-2 . 
( > 
(5.2) 
All relations in (5.1). (5.2) hold for n 2 n,. The same observation con- 
cerning the double asymptotic nature of the WKBJ approximation made for 
differential equations applies. 
Sometimes it is possible to use the Liouville-Neumann series expansions 
also in the discrete case, aimed at obtaining more precise approximations. 
Here the method is beset by the difficulty of obtaining formal primi- 
tives and thus is useful only in few instances. Below, we present a simple 
example for which we work out only the first terms. Let Eq. (1.2) be given 
with 
1 
gpz = = . . . . n(n n + l)(n + 2)(n + 3)’ 1, 2, 3, (5.3) 
Then we obtain after a little algebra 
5 1 7 1 1 = -- 
6(n+ l)(n+2)+?(n+ l)(n+2)@+3)-n(n+l)(n+2)@+3) 
5n2+n+6 
= -6n(n+ l)(n+2)(n+3)’ (5.4) 
where well-known identities concerning finite sums have been used (see 
[ 5, p. 108, formula (6.1.98)] ). Moreover, 
(5.5) 
for n>n, = 1 (cf. (2.10), (3.6), and (2.13)). 
WKBJ-TYPE APPROXIMATION 
As for the second solution, we get from (3.19) 
x 
k,(n)= 1 An-j- IIg,=&-&- 
, = n 
n’+n+4 
= - 2(n + 1 )(n + 2)(n + 3)’ 
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where formula (6.1.8) of [.5, p. 1021 has been used. Moreover, 
vj+ -k,(n) (5.7) 
for n 2 1. Note that the right-hand side of (5.5) is of order O(n 4, and that 
of (5.7) is of order O(n-‘). 
(B) For Eq. (1.3) condition (2.9) can be written as 
(5.8) 
cf. (1.6). When A,,, B,, are rational functions of n, A,, := P(n )/R(n ). 
B,, := Q(n)/S(n), where P, Q, R, and S are polynomials in n, with 
deg{ P} =: p. deg{S} =: s, condition (5.8) is fulfilled if and on/y if 
deg(4Q(n)R(n)R(n-l)-S(n)P(n)P(n-1)}<2p+s-4. (5.9) 
A necessary condition is, clearly, 2p + s 2 4. If (5.8) is replaced by the 
requirement hat only the first moment of lg,,] be finite, then in (5.9) the 
right-hand side is replaced by 2p + s - 3 (recall that, in this case, a recessive 
solution, y:“, still has the asymptotic form in (2.10), (2.11)). 
It is possible to give, at this point, a criterion ensuring that a giuen 
solution to (1.2) is dominant (a dominance criterion). This will represent a 
practical test especially when A,, B,, are rational functions of n as above, 
with rational numerical coefficients, and the initial values determining the 
solution rational as well. In fact, in this case Y, in (1.3) is a sequence of 
rational numbers that can be computed in exact arithmetic taking 
advantage of the use of convenient symbolic programming languages 
(MACSYMA, Mathematics, etc.). If Y,, is recessit~e. Y, = ca,( 1 + &‘,‘I), 
where c is a constant (all recessive solutions are proportional), and a,, is 
given by (1.5) rhen 
2 Yn+, l+&:‘:, & ---= ---= 
A,,-1 y,, 1 + El;’ II) . ?’ ,I 
(5.10) 
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Therefore we can estimate the infinitesimal 
where E,,:= V!“/(l - Y!,“) and n,=min{n: E,,< l}=min{n: V!,“<f}. It 
follows that, lf 
(5.12) 
for some n 2 nz, then Y,, is dominant. 
In closing, we note that, although such a criterion represents perhaps 
just a curiosity and no guarantee is given a priori that the test (5.12) can 
be accomplished within only a few steps, it provides, however, qualitative 
information (such as dominance) starting from quantitative results. 
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