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ABSTRACT OF DISSERTATION

High Performance Data Acquisition and Analysis Routines for the Nab Experiment
Probes of the Standard Model of particle physics are pushing further and further into
the so-called “precision frontier”. In order to reach the precision goals of these experiments, a combination of elegant experimental design and robust data acquisition
and analysis is required. Two experiments that embody this philosophy are the Nab
and Calcium-45 experiments. These experiments are probing the understanding of
the weak interaction by examining the beta decay of the free neutron and Calcium-45
respectively. They both aim to measure correlation parameters in the neutron beta
decay alphabet, a and b. The parameter a, the electron-neutrino correlation coefficient, is sensitive to λ, the ratio of the axial-vector and vector coupling strengths in
the decay of the free neutron. This parameter λ, in tandem with a precision measurement of the neutron lifetime τ , provides a measurement of the matrix element
Vud from the CKM quark mixing matrix.
The CKM matrix, as a rotation matrix, must be unitary. Probes of Vud and
Vus in recent years have revealed tension in this unitarity at the 2.2σ level. The
measurement of a via decay of free cold neutrons serves as an additional method of
extraction for Vud that is sensitive to a different set of systematic effects and as such
is an excellent probe into the source of the deviation from unitarity.
The parameter b, the Fierz interference term, appears as a distortion in the mea-

sured electron energy spectra from beta decay. This parameter, if non-zero, would
indicate the existence of Scalar and/or Tensor couplings in the Weak interaction
which according to the Standard Model is purely Vector minus Axial-Vector. This is
therefore a search for physics beyond the standard model, BSM, physics search.
The Nab and Calcium-45 experiments probe these parameters with a combination of elegant experimental design and brute force collection and analysis of large
amounts of digitized detector data. These datasets, particularly in the case of the
Nab experiment, are anticipated to span multiple petabytes of data and will require
high performance online analysis and precision offline analysis routines in order to
reach the experimental goals. Of particular note are the requirements for better than
3 keV energy resolution and an understanding of the uncertainty in the mean timing
bias for the detected particles within 300 ps. Presented in this dissertation is an
overview of the experiments and their design, a description of the data acquisition
systems and analysis routines that have been developed to support the experiments,
and a discussion of the data analysis performed for the Calcium-45 experiment.
KEYWORDS: neutrons, beta decay, detectors, data acquisition, digital signal processing, compression
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Chapter 1 Introduction

1.1

Nuclear Beta Decay and the Weak Interaction

Nuclear Beta Decay is defined in nuclear physics as a type of radioactive decay in
which a beta particle is emitted from an atomic nucleus. This process transitions the
original nuclide to an isobar of the original nuclide. This process comes in two main
forms: β − and β + . In the case of β − decay, a neutron is effectively converted to a
proton, electron, and electron antineutrino. In β + decay, instead a proton is converted
into a neutron and in the process emits a positron and an electron neutrino. The
leading order Feynman diagrams for each of these processes are shown in Figure 1.1.
t

p
udu

t

ν̄e
e−

n
udd

νe
e+
W+

W−
udu
p

udd
n
(a) β − Leading Order Feynman Diagram

(b) β + Leading Order Feynman Diagram

Figure 1.1: The leading order Feynman diagrams for Nuclear Beta decay. In each
case, there is a transition between up and down quarks, the emission of an electron/positron, and a neutrino. This process is mediated by the W ± boson.
β + decay is only possible in certain situations where energy is made available from
an external source, such as binding energy within a nuclei. This is due to the mass of
the proton, 938.3 MeV/c2 , being less than the mass of the neutron, 939.6 MeV/c2 .
Unless additional input energy is available from another source such as binding energy
within a nuclei, the decay mode is energetically forbidden. Unlike β + decay, β − decay
can occur both inside of a nuclei and in a free neutron as they are not energetically
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forbidden. From this point on, any references to beta decay in this document are
referencing β − decay.
Beta decay, both in a nucleus and in a free neutron, occurs via the weak interaction
as shown in the leading order Feynman diagram in Figure 1.1a. This means that precision measurements of the properties of the particles emitted from beta decay could
reveal information about the weak interaction itself and probe its definition within
the Standard Model. Measurements of beta decay have a rich history of expanding
our understanding of the universe and it’s governing forces. They provided the first
physical evidence of the existence of neutrinos in 1911 and 1913 [11]. The leading
theory at the time was that beta decay emitted a singular particle similarly to alpha
and gamma decay. In that model, due to conservation of energy, the outgoing energy
of the decay product would necessarily be the difference of masses of the initial and
final states. However early measurements of the beta particle energy revealed a spectrum of energies instead of a singular line meaning there was an additional byproduct
of beta decay that hadn’t been identified yet. This additional decay product would
later be identified as the neutrino [28].
Modern beta decay measurements probe our understanding of the Standard Model.
In the Standard Model there are 5 types of couplings that can be combined together
in interactions: Scalar, Pseudo-scalar, Vector, Axial-Vector, and Tensor couplings.
Each of these couplings has different symmetries under Charge (C), Parity (P), and
Time (T) conjugation as shown in Table 1.1. Beta decay is governed by the weak
interaction and in the Standard Model it is expressed as a Vector minus Axial-Vector
interaction.
This Vector and Axial-Vector combination, often called V-A, leads to some interesting features in the Weak force such as parity violation. A straightforward example
of how parity violation arises in the weak interaction is the decay of the Muon. The
Feynman diagram for the most common form of Muon decay is in Figure 1.2. When

2

Table 1.1: Basic Interaction Types and Symmetries
Force Type
Scalar
Pseudo-Scalar
Vector
Axial-Vector
Tensor

Abbreviation
S
P
V
A
T

Parity Symmetry
even
odd
odd
even
even

Time Symmetry
even
even
odd
odd
even

Representation
1
γ5
γµ
γ µγ 5
σ µν

evaluating the decay rate of the Muon from this diagram, the first step is to write
out the functional form of the propagator and the vertex factors. The generic weak
vertex factor is shown in Equation 1.1 where the γ µ and γ 5 are the Gamma, or Dirac,
matrices. The V interaction is represented by simply γ µ and A is γ µ γ 5 .
−igw
− √ γ µ (1 − γ 5 )
2 2

(1.1)

Figure 1.2: Basic Feynman diagram for the most common Muon decay mode
This vertex factor combined with the propagator for the W− boson, in the limit
that the W− mass is much larger than the momentum transfer during the decay, gives
the form shown in Equation 1.2.

M=

gµν
[ū(νµ )γ µ (1 − γ 5 )u(µ)] · [ū(e− )γµ (1 − γ 5 )v(νe )]
2
8MW
3

(1.2)

Note that M represents the probability amplitude, to the lowest order, for this
particular transition to occur. This is required in order to calculate the decay rate
using Fermi’s golden rule. This calculation depends on the value of h|M |2 i in particular. It is at this step that parity violation becomes apparent in the Weak interaction. Expanding out Equation 1.2 reveals terms dependent on γ µ γµ , γ µ γµ γ 5 ,
and γ µ γ 5 γµ γ 5 . These terms are effectively a vector times a vector, vector times axial vector, and axial vector times axial vector interactions. Or in simpler terms:
(V − A)2 → V 2 + V A + AV + A2 . Both V 2 and A2 are even under parity and time
reversal, but the combinations V A and AV are odd under parity and even under
time. As such, the Weak interaction as a V-A theory violates parity.
Parity violation was discovered in the weak interaction by C.S. Wu et. al. by
looking at the beta decay of

60

Co [50]. This measurement and results were shocking

at the time as parity conservation had been assumed in both the electromagnetic
and strong interactions. The question then became, if parity can be violated, what
about the other symmetries, like Charge and Time. Roughly a year after the results
from the C.S. Wu experiment were made known, the paper “Possible Tests of Time
Reversal Invariance in Beta Decay” was published by Jackson, Treiman, and Wyld
[27]. This laid the foundation for a multitude of future experiments by defining a
series of correlation parameters that could be measured to probe these fundamental
symmetries. These parameters are colloquially referred to as the “Beta Decay Alphabet”. The measurement of two of these parameters, a and b, is the focus of the Nab
experiment.
1.2

The Beta Decay Alphabet

Jackson, Treiman, and Wyld’s paper describes a series of experiments that could
be performed to probe time reversal invariance with beta decay of nuclei. Their
calculations were based off of the interaction Hamiltonian shown in Equation 1.3.
4

This Hamiltonian includes all types of possible interactions with scalar parameters
marked as C for each interaction type. The real and imaginary parts of the C terms
represent opposite behaviors under time reversal and the C 0 terms represent terms
behaving oppositely under parity.

Hint = (ψ̄p ψn )(Cs ψ̄e ψν + Cs0 ψ̄e γ5 ψν )
+ (ψ̄p γν ψn )(CV ψ̄e γµ ψν + CV0 ψ̄e γµ γ5 ψν )
1
+ (ψ̄p σγµ ψn )(CT ψ̄e σγµ ψν + CT0 ψ̄e σγµ γ5 ψν )
2
+ (ψ̄p γµ γ5 ψn )(CA ψ̄e γµ γ5 ψν +

(1.3)

CA0 ψ̄e γµ ψν )

+ (ψ̄p γ5 ψn )(CP ψ̄e γ5 ψν + CP0 ψ̄e ψν )
+ Hermitian conjugate
Each of the parameters in the beta decay alphabet are defined in terms of these
C coefficients. The authors then proceeded to calculate the decay rate of nuclei
as a function of these alphabet parameters. They did this calculation for differing
situations such as knowing the outgoing polarization of the electron or the initial
polarization of the nuclei undergoing beta decay. The idea was to have multiple sets
of measurements that could be made to probe the beta decay alphabet parameters.
The equation of interest for this dissertation is the one calculated for a source with
known polarization where the momentum and energy of the outgoing electron and
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neutrino are measured.

1
w(hJi |Ee , Ωe , Ων )dEe dΩe dΩν =
pe Ee (E 0 − Ee )2 dEe dΩe dΩν ξ
(2π)5

p~e · p~ν
m
∗ 1+a
+b
Ee Eν
Ee
D
E
"
#
2
~
~
J(J
+
1)
−
3
(
J
·
j)
1 p~e · p~ν
(p~e · ~j)(p~ν · ~j) 

+c
−
3 Ee Eν
Ee Eν
J(2J − 1)


hJi
p~e
p~ν
p~e × p~ν
+
∗ A
+B
+D
J
Ee
Eν
Ee Eν
(1.4)
In the particular case of a free neutron undergoing beta decay, a spin 1/2 particle,
the term for the parameter c vanishes leaving the simpler form below.

1
w(hJi |Ee , Ωe , Ων )dEe dΩe dΩν =
pe Ee (E 0 − Ee )2 dEe dΩe dΩν ξ
(2π)5



p~e · p~ν
m
hJi
p~e
p~ν
p~e × p~ν
∗ 1+a
+b
+
A
+B
+D
Ee Eν
Ee
J
Ee
Eν
Ee Eν

(1.5)

In this equation, we can see the first few terms of the beta decay alphabet: a, b, A,
B, and D. Each of these terms has different implications for parity and time reversal
conservation and each depend on different interaction types as defined in Equation
1.3. These implications and dependencies are shown in Table 1.2. Note that in this
table, primed coefficients represent a parity violating term and starred coefficients
represent the complex conjugate from Equation 1.3.
For the express purpose of the paper, demonstrating tests of time reversal invariance, the parameter D was the most interesting. A non-zero measurement of D
would indicate violation of time reversal symmetry in beta decay. A and B represent
sources of parity violation. Another point of interest in this table is the dependence

6

Table 1.2: Beta Decay Alphabet parameters, their symmetries, and their dependencies
Parameter

Parity

a
b
A
B

even
even
odd
odd

Time
Reversal
even
even
even
even

D

even

odd

Dependencies
|CS |2 , |CS0 |2 , |CV |2 , |CV0 |2 , |CT |2 , |CT0 |2 , |CA |2 , |CA0 |2
CS CV ∗ , CS0 CV0 ∗ , CT CA∗ , CT0 CA0 ∗
CT CT0 , CA , CA0 ∗ , CS CT0 , CS0 CT ∗ , CV CA0 ∗ , CV0 CA ∗
CT CA0 ∗ , CT0 CA ∗ , CT CT0 ∗ , CA CA0 ∗ , CS CT0 ∗ , CS0 CT ∗ ,
CV CA0 , CV0 CA ∗ , CS CA0 ∗ , CS0 CA ∗ , CV CT0 ∗ , CV0 CT ∗
CS CT ∗ , CV CA ∗ , CS0 CT0 ∗ , CV0 CA0 ∗

on parameters from Equation 1.3. Note that in the standard model definition of the
weak interaction, only parameters related to Vector and Axial-vector couplings are
non-zero. This means that b is by definition 0 in the Standard Model. The other
beta decay alphabet parameters, a, A, B, D, have components external to the V-A
model of the weak interaction in their definitions, but do not depend on these to be
non-zero.
1.3
1.3.1

Modern Motivations
Measurements of a

With a not indicating violations of parity or time reversal invariance, what is it about
this parameter that is so interesting to modern physics? The answer to this question
lies within another representation of this parameter. Starting with the Feynman
diagram shown in Figure 1.1a for the free neutron, the probability amplitude can
be written out to first order just as was done with the Muon in Equation 1.2. This
is shown in Equation 1.6. The primary differences between Equations 1.6 and 1.2
come from the fact that neutrons and protons are not point particles, but have quark
constituents. The presence of these spectator quarks and the structure of the neutron
itself makes it so that we can no longer assume the Vector and Axial-Vector currents
in the interaction are identical in their strengths. Due to this, new parameters are
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included to indicate their relative strengths: gV and gA . Along with the spectator
quarks, there is an additional correction made to represent the probability of the
transition from an up quark to a down quark. As there are other types of quarks
available to transition to, even though these transitions would not be beta decay, the
possibility of these transitions occurring cannot be ignored in the calculation of the
probability amplitude. The parameter Vud is added in to reflect that. The parameter
Vud is a component of the CKM matrix, a rotation matrix defined within the Standard
Model to represent the “mixing” of different quark states.

M=

gµν
[ū(p)Vud γ µ (gV + gA γ 5 )u(n)] · [ū(e)γµ (1 − γ 5 )v(νe )]
2
8MW

(1.6)

These additional parameters are why beta decay experiments measuring a, A, and
B are still ongoing and significant in the field. Note that a common substitution into
this equation is λ =

gA
.
gV

The parameters a, A, B, and D are functions of this λ value

in the standard model.

a≡

1 − |λ|2
1 + 3|λ|2

A≡−

2(|λ|2 +Re[λ])
1 + 3|λ|2

B≡

2(|λ|2 −Re[λ])
1 + 3|λ|2

D≡

2Im[λ
1 + 3|λ|2
(1.7)

Using this probability amplitude and Fermi’s golden rule, the lifetime of the neutron can be found. The resulting lifetime depends on λ and Vud .

τN =

|Vud

|2 (1

5099.34s
+ 3λ2 )(1 + ∆R )

(1.8)

In this equation, ∆R represents both inner and outer radiative corrections to
the decay rate from higher order loop representations of the decay. In the case of
heavier nuclei ∆R also encapsulates the influence of nuclear structure corrections.
These are commonly represented with the additional parameter δns and in this case
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(1 + ∆R ) is replaced with (1 + ∆R + δns ). The value 5099.34s is an combination of
physical constants and other experimentally measured values who’s uncertainties are
significantly lower than the uncertainty of the remaining parameters of interest.
This relationship connects 1 observable and 2 parameters together in a single
equation. If both the neutron lifetime, τN , and the ratio of the axial vector and
vector coupling constants, λ, are known, the the transition amplitude between the
up and down quarks, Vud , can be calculated. This is a crucial measurement as our
understanding of the transition between states of quarks is under question. The
CKM matrix, otherwise known as the quark mixing matrix, is a matrix defined to
represent the probability of transitions between one flavour of quark to another. This
matrix was defined in two stages, first by Cabibbo, for 2 quark generations, and then
modified by Kobayashi and Maskawa to describe the transitions of 3 generations of
quarks [32].
  
 
0
d  Vud Vus Vub  d
  
 
 s0  =  V
 
   cd Vcs Vcb  s
  
 
0
b
Vtd Vts Vtb
b

(1.9)

The transition probabilities from one state to another are |Vij |2 . As the CKM
matrix is defined to be a rotation matrix it must be Unitary. A unitary matrix U
satisfies the following condition: U t U = U U t = I where U t is the Hermitian conjugate
of U . Working this out for the CKM matrix this means that the following equation
must hold.


 

∗
∗
∗
Vud Vus Vub  Vud Vcd Vtd  1 0 0


 

V
  V ∗ V ∗ V ∗  = 0 1 0 
V
V
cd
cs
cb

  us cs ts  



 

∗
∗
∗
Vtd Vts Vtb
Vub Vcb Vtb
0 0 1

(1.10)

Now there are a series of relationships that can be probed to test the unitarity
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of the CKM matrix. Any deviation from unitarity in this matrix would be a strong
indication of physics beyond the standard model, BSM.
The current status of each parameter according to the PDG-2022 is shown below
[49].


VCKM

−3



0.2243 ± 0.0008
(3.82 ± 0.20) × 10 
0.97373 ± 0.00031


=
0.975 ± 0.006
(40.8 ± 1.4) × 10−3 
 0.221 ± 0.004
 (1.11)


−3
−3
(8.6 ± 0.2) × 10
(41.5 ± 0.9) × 10
1.014 ± 0.029

In terms of relative errors in the parameters, the unitarity condition with the
overall lowest relative error is the one placed on the upper row involving Vud , Vus , and
Vub .

|Vud |2 +|Vus |2 +|Vub |2 = 1

(1.12)

What this condition means physically is that if an up quark is going to transition to another quark state, then the probability that it transitions into either
the down, strange, or bottom states is 100%. According to the Standard Model, it
must first transition into one of those states. The current status of this equation is
|Vud |2 +|Vus |2 +|Vub |2 = 0.9985 ± 0.0007 meaning there is a 2.2σ tension with unitarity.
A discrepancy such as this has several possible explanations, such as the presence of
additional quark states beyond those currently described in the Standard Model or
systematic errors in the current determinations.
At present the most precise extraction of Vud comes from the study of superallowed 0+ → 0+ nuclear beta decays. This particular type of decay is a pure vector
transition, meaning no contributions, at least to first order, from the axial current.
Unlike measurements of λ in which the extraction comes from the ratio of vector and
axial current coupling constants, these measurements are sensitive to Vud through the
10

following relationship.

0

Ft ≡ ft (1 + δR )(1 + δN S − δC ) =

K
+ ∆VR )

2G2V (1

(1.13)

In Equation 1.13, K/(~c)6 = 2π 3 ~ln(2)/(me c2 )5 = 8120.27648(26) ∗ 10−10 GeV−4 s,
GV is the vector coupling constant for semi-leptonic weak interactions, GF is the
weak interaction constant (for purely leptonic muon decay), ∆VR is a part of the
radiative correction that is transition independent, δC is the correction for isospinsymmetry-breaking, and δR and δN S are transition dependent radiative corrections
0

[18]. The parameter ft is often referred to as the comparative half-life for the betadecay interaction and is defined below.

ft =

2π 3 ~7 ln(2)
me 5 c4 (2GV 2 )

(1.14)

A smaller ft value indicates a higher probability for beta decay for example [6].
The parameter Ft is a corrected form of the parameter ft that is used for comparing
the results from different nuclei together.

Vud = GV /GF

(1.15)

Despite a large variety of nuclei used to extract ft , the results from nuclei undergoing super-allowed beta decay are consistent to around the 1% level [18]. The Ft
parameter is defined to serve as a correction for the remaining inconsistency to probe
the Standard Model more precisely. This allows the use of their average yielding a
more precise value of GV and thus Vud via Equation 1.15. The downside to these
measurements is that they are dependent on theoretical calculations to determine
δN S , the nuclear structure corrections, that are nuclei-dependent. Adjustments to
the methods used to determine these corrections have led to significant variations in
Vud . As such it is desirable to explore additional extraction methods for Vud that are
11

not sensitive to δN S to serve as a check for these corrections.
This leads to performing measurements with two other observables: the free neutron, and pion beta decay. Theoretically, both are “cleaner” extractions as they do
not depend on nuclear structure corrections. Pion beta decay, π + → π 0 e+ ν, is a
pure vector decay and as such an excellent probe of Vud . This was explored in the
PIBETA experiment [39] which found |Vud |= 0.9739 ± 0.0029, consistent with the results from 0+ → 0+ decays albeit with a larger uncertainty. Measurements with the
free neutron, while not pure vector decays, are sensitive to Vud through λ, as stated
previously, and have a different set of experimental and theoretical uncertainties from
either 0+ → 0+ or π + → π 0 e+ ν extraction methods. This means that we have three
methods to probe the same parameter, Vud , that are sensitive to different systematic
uncertainties and theoretical corrections. This is ideal because if each method agrees
on the value of Vud , we can be very confident with the result. If there are disagreements in the extracted value of Vud , we can isolate the source of the discrepancy and
further improve our understanding of the underlying physics.
Probes of λ have been performed most precisely with a and A, though B has been
used. Some recent experimental measurements are shown in Figure 1.3. Notice the
large variations in measurements of a in recent years. The uncertainty in the a is yet
another reason for a precision extraction of a.
In conclusion, a measurement of a via free neutron beta decay would provide an
additional check on Vud with different experimental and theoretical uncertainties than
the currently most precise results from 0+ → 0+ transitions.
1.3.2

Measurement of b

The motivation for extraction of b is more straightforward than that of a. The primary
motivation for this measurement can be found directly in its definition [27].
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Figure 1.3: Previous measurements of λ performed via extractions from the neutron
beta decay alphabet

(1.16)


∗
∗ 
bξ = ±2Re |MF |2 (Cs CV ∗ + CS0 CV0 ) + |MGT |2 (CT CA ∗ CT0 CA0 )

ξ = |MF |2 (|CS |2 +|CV |2 +|CS0 |2 |CV0 |2 ) + |MGT |2 (|CT |2 +|CA |2 +|CT0 |2 +|CA0 |2 ) (1.17)
In Equation 1.16, it can be seen that in the Weak interaction, as defined in the
Standard Model to only depend on vector and axial-vector interactions, b = 0. The
only way for b to not be 0 would be if Scalar and/or Tensor couplings were to be
included in the Weak interaction. Therefore any non-zero measurement of b is a direct
measurement of BSM physics.
The definition of b can be expressed in a more linear form.
1
b ≈ ±2γ
Re
1 + |ρ̃2 |



0
CS + CS0
2 CT + CT
+
|ρ̃
|
CV + CV0
CA + CA0
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(1.18)

In this form ρ ≡

0
CA +CA
MGT
CV +CV0 MF

,γ ≡

√

1 − α2 Z 2 , and the leading sign corresponds

to the beta decay type with + for beta minus and − for beta plus [2]. In this form
the dependence on scalar and/or tensor couplings becomes more readily apparent.
This can be reduced even further in the particular cases of pure Fermi β − transitions and Gamow-Teller β − transitions.


CS + CS0
Pure Fermi: MGT = 0 : bF ≈ Re
C + CV0
 V

CT + CT0
Pure Gamow-Teller: MF = 0 : bF ≈ Re
CA + CA0


(1.19)
(1.20)

In either case, it is clear that any non-zero measurement of b indicates beyond
the Standard Model physics. Another reason for interest in this parameter is related
to extraction of a. As shown in Equation 1.6, b causes a distortion in the electron
energy spectrum that could affect the extraction of other parameters of neutron beta
decay. Such a distortion could affect the neutron lifetime and it has been posited that
a non-zero value of O(10−2 ) could explain the neutron lifetime discrepancy [26]. At
present, the most precise extraction is b = 0.017±0.020±0.003 [44] which is consistent
with both 0 and 10−2 . Improvements in the extraction of b with errors of order 10−3
or lower could exclude the possibility of scalar and/or tensor couplings as the source
of the neutron lifetime discrepancy thus improving our overall understanding of the
Standard Model.

Copyright© David G. Mathews, 2022.
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Chapter 2 The Nab and Ca45 Experiments

The Nab and Ca45 experiments both aim to measure parameters in beta decay as
defined by Jackson, Treiman, and Wyld. Nab has an experimental goal of determining
a with a relative precision of

δa
a

= 10−3 and b with a precision of 10−3 and is intended

to take experimental data in 2023. The Ca45 experiment was run in 2016 and 2017
with the primary goal of testing the Nab detection system and examining systematic
effects in the determination of b. These experiments are both measuring parameters
from beta decay, albeit from different sources. The Nab experiment uses cold neutrons
from the Spallation Neutron Source at Oak Ridge National Laboratory. The Ca45
experiment used a radioactive Calcium-45 source, hence the name. An overview of
the design of each experiment is presented in this chapter.
2.1

Ca45

The Ca45 experiment was run in the Los Alamos Neutron Science Center, or LANSCE, at Los Alamos National Laboratory, and took data during the summers of 2016
and 2017 [2]. This experiment utilized the Super-Conducting Spectrometer, or SCS,
that was located in Area B and had previously been used for the UCNA experiment
[38]. Figure 2.1 shows the spectrometer design with labels for the various regions of
interest [2]. The Calcium-45 source itself was placed inside the magnet at the location
marked in Figure 2.1 so that the electrons emitted from this source would be guided
along the magnetic field lines towards the detectors located on either end.
The Ca45 source and it’s aluminum frame is pictured in Figure 2.2. For more
information about the source and it’s construction, see [2]. An additional three
sources,

113

Sn,

207

Bi, and

Ce

139, were utilized for energy calibration purposes. These

were placed inside the SCS using the Radioactive source Load Lock system shown in
15

Figure 2.1: Diagram of the UCNA SCS spectrometer as configured for the Calcium45 experiment. Note that the location of the Calcium-45 source and the calibration
sources was not the same.
Figure 2.1.

Figure 2.2: The radioactive Calcium-45 source that was used during the Calcium-45
experiment. The small dot on the thin film is the deposited source.
Emitted particles from the Calcium-45 source and the various calibration sources
were detected by a pair of pixelated silicon detectors on either end of the SCS. These
detectors are the same type that will be used in the Nab experiment, which was a
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Figure 2.3: A diagram of the detector pixelation provided by the manufacturer. This
shows the location of the various pixels and the surrounding sub-pixel structure on
the circular detectors.
deliberate choice. Each of these detectors has 127 hexagonal pixels as shown in Figure
2.3.
During the course of the Ca45 experiment, only the central region of pixels were
used as in Figure 2.4. Outer edge pixels that appear combined together in Figure
2.4 were not actually used during the experiment due to a capacitive mismatch with
the electronics system. The electronics were designed around the capacitance of
individual pixels and the larger combined capacitance of the pixels ganged together
caused issues with both electronic noise and signal shaping leading to these combined
pixels not being used.
Presented here is a simplistic explanation of the functionality of these detectors.
For more detailed and thorough explanations, these sources may be particularly use-
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Figure 2.4: The region of the pixelated silicon detector used for the Ca45 Experiment.
Outer edge pixels were combined together and are marked with Q labels [4].
ful: [4], [29], [2], [41]. When radiation such as protons and electrons scatter inside
the detector pixels, they deposit their energy in the silicon by creating pairs of electrons and holes. These pairs of particles would normally see a Coulomb potential
and recombine quickly after creation, which isn’t particularly useful from a particle
detection standpoint. To prevent this from happening, a bias voltage is applied across
the pixels generating an electric potential similar to that of a parallel plate capacitor
in the central region of the pixel as seen in Figure 2.5. This potential causes the
oppositely charged particles to migrate in different directions within the silicon. This
migration of charges creates a measurable electrical signal on the back-plane of the
detector via the Shockley-Ramo Theorem [46].

~ · ~v
i = qE

(2.1)

In this equation i represents the instantaneous current induced on a given elec-
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Figure 2.5: Unit Weighting Potential of a Pixel on a 1.5mm thick detector [29]. In
the central region of the pixel the potential is very similar to that of a parallel plate
capacitor and whereas towards the boundaries of the pixels edge effects creep in that
distort the potential’s shape.

Figure 2.6: CASINO simulation of electron trajectories through a silicon detector
pixel. Blue traces are fully deposited electrons, red traces are electrons that scatter
out of the detector.[29]
trode, q is the charge of the particle, ~v the velocity of the particle at its instantaneous
~ represents the electric field at the particle’s position, ignoring the efposition, and E
fect of the charge itself and assuming that the electrode of interest is at unit potential
with all other conductors grounded.
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Figure 2.7: Image of the 8 channel FET board and 6 channel preamplifier board
system for the Nab and Calcium-45 experiments. [4]
Signals produced from this migration of charges then pass through a chain of
shaping and amplification electronics, shown in Figure 2.7. They are shaped by a
BF682 field effect transistor (FET), that is cooled in vacuum, and then amplified by
a AD8011 preamplifier. See Ref. [43] for more details about the electronics system.
After shaping and amplification, the signals from each pixel pass into NI PXIe 5171R
ADC modules for data acquisition and analysis. This system is discussed in Chapter
3. The analysis process to extract b from digitized signals is discussed in Chapter 7.
2.2

Nab

The Nab experiment is being performed on the Fundamental Neutron Physics Beamline (FNPB) at the Spallation Neutron Source (SNS) Facility within Oak Ridge National Laboratory (ORNL). This facility provides a 60Hz pulsed beam of neutrons,
with one pulse dropped every 600 pulses. These neutrons are produced by proton
spallation on a liquid mercury target. The neutrons in the FNPB are guided through
the Nab spectrometer system, shown in Figure 2.8, and if they decay within the fiducial volume then the emitted protons and electrons are captured by the spectrometer’s
fields and guided to either the upper or lower detector. These silicon detectors are
similar to those used in the Calcium-45 experiment.
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Figure 2.8: Nab Spectrometer Mount with electric and magnetic fields illustrated [29]

21

2.2.1

a Extraction

Notably, the Nab experiment does not need to detect the neutrino emitted during
neutron beta decay despite a representing the correlation between the electron and
neutrino. This is a deliberate design feature of the Nab experiment. An extraction
of a using neutrinos directly is incredibly difficult due to the small cross-section of
neutrino interactions. To avoid this issue, the Nab experiment instead measures
the coincident protons and electrons since they can be more reliably detected. This
section presents how this can be done in the Nab spectrometer.
Equation 1.5 shows the decay rate of the neutron in terms of parameters a, b, A, B, D
and kinematic terms for momenta and energies of the outgoing electron and neutrino
from beta decay. In the particular case of a neutron beam with no net polarization,
hJi = 0, then the equation simplifies to the following.

w(Ee , Ωe , Ων )dEe dΩe dΩν =

1
pe Ee (E 0 − Ee )2 dEe dΩe dΩν ξ
5
(2π)


p~e · p~ν
m
∗ 1+a
+b
Ee Eν
Ee

(2.2)

However, we cannot simply assume there is no net polarization in the neutrons
provided by the SNS facility. The Nab experiment addresses this by using a spinflipper system. By alternating the spin on the incoming neutron beam, the net
polarization can be cancelled out [24]. By also assuming that b = 0 we find this
simplified form where the phase space term has been omitted for simplicity. Note that
this assumption is not required, it simply makes the math a bit more straightforward
to show.

w ∝1+a

p~e · p~ν
Ee Eν

(2.3)

This can be rewritten in terms of an angular correlation by working out the dot
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product term as in Equation 2.4.

w ∝1+a

|pe ||pν |cos θeν
Ee Eν

(2.4)

The trick now is extracting information about the neutrino, without actually
measuring the neutrino itself. Through conservation of momentum this is possible.
Equation 2.5 is the starting point of this process. This equation can be simplified
by setting the neutron momentum to 0. This simplification is valid, as in the FnBP
the neutron momentum ranges from 60 eV/c to 2.5 keV/c [14]. When compared
to the endpoint energy of the electron from a neutron at rest, roughly 782keV, the
contribution of neutron’s momentum negligible so it can be ignored.

p~n = p~p + p~e + p~ν

(2.5)

Solving for the proton momentum gives −p~p = p~e + p~ν . Squaring this equation
gives p2p = p2e + p2ν + 2p~e · p~ν . Rewriting the dot product and solving for the angular
term yields cosθeν =

p2p −p2e −p2ν
.
2|pe ||pν |

Substituting back into Equation 2.4 gives the following

form.

w ∝1+a

p2p − p2e − p2ν
2Ee Eν

(2.6)

The trick now is to replace the remaining neutrino terms Eν and pν . This can
be done via conservation of energy: En = Ep + Ee + Eν . Relativistic energies are
p
defined as E = m2 c4 + p2 c2 and as neutrinos has an experimentally bounded mass
of < 0.12eV /c2 [34] this equation can be simplified down to Eν ≈ pν c. With this
approximation combined with the conservation of energy relationship, all references
to the neutrino kinematics in Equation 2.6 can be replaced with neutron, electron,
and proton terms instead. Note that the neutron energy was replaced with it’s mass,
En ≈ mn c2 , which is made possibly due to their low kinetic energy in the FnPB as
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discussed before.

w ∝1+a

p2p − p2e − (mn − Ep − Ee )2
2Ee (mn − Ep − Ee )

(2.7)

If it were possible to directly measure the proton energy and electron energy from
coincident particles, meaning from the same neutron decay event, then this equation
is effectively all that is needed to extract a. Such a measurement would reveal a phase
space diagram such as the one shown in Figure 2.9. However the protons emitted from
neutron beta decay have a low endpoint energy of 751eV compared to the endpoint of
the electron being 782keV which causes technical difficulties with detection systems.
A detection system capable of extracting the full range of energies covered by electrons
from beta decay while simultaneously having the resolution required for extractions
of proton momentum information is extremely difficult to instrument. In particular
for the silicon detectors utilized in the Nab experiment, they have a “dead layer”
region that effectively prevents particles of less than 11keV from being detectable.
The Nab experiment solves this problem by accelerating the protons up to an
energy level that is more similar to that of the electrons via a 30 kV electric potential
as shown in Figure 2.8. This does shift the electron energy spectrum as well in the
opposite manner for the electrons arriving in the upper detector. As these particles
have now been accelerated to a kinetic energy many times larger than their initial
value, extracting energy information from this isn’t a viable method. Any uncertainties in the measurement of the electric potential or deposited energy in the detector
would wash away any information about the initial energy of the particle. Instead of
determining proton energies via direct measurement, the Nab experiment focuses on
extraction of when the protons hit the detector.
By determining when a proton arrives at the detector and when its coincident
electron arrived at the detector, it’s possible to extract approximate time-of-flight
(ToF) information for that proton. This extraction method is the motivation for the
24

Figure 2.9: Phase Space diagram for neutron beta decay. The signature teardrop
shape bounds the allowed decay product momentum space. In the case of an ideal
spectrometer, the slope of the proton momentum squared yield at a constant electron
energy is proportional to a. Figure courtesy of Frank Gonzalez.
asymmetric design of the Nab spectrometer seen in Figure 2.8. While a symmetric
design would also work with a similarly extended length from beam to lower detector,
due to space restrictions from the SNS facility this is not possible so an asymmetric
design was chosen to take advantage of all the space that was available. By having
a long ToF region for the protons to travel within, the length of time the protons
are travelling for is extended significantly. Most importantly, it is extended in a way
that is easy to understand as the field expansion in this region is simplistic meaning
the additional uncertainties in the ToF measurement from this region are minimal.
This is beneficial as it increases the ToF of the protons, while not increasing the error
in the ToF similarly effectively reducing the percent uncertainty in the overall ToF
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extraction. For more information about the spectrometer and its fields see Ref. [45].
This method isn’t without downsides however. Besides the construction and instrumentation difficulties a larger vacuum and magnetic field create, having a longer
ToF region makes it more likely for coincident events to “pileup” meaning having
multiple protons travelling in the magnet simultaneously. False identification of coincidences could lead to systematic biases in the experimental results.
2.2.2

b Extraction

The b extraction from Nab is a fully parasitic measurement meaning it can be done
entirely in tandem without modification of the detection system. A dataset for a
from the Nab spectrometer works just as well as a b dataset. All that is directly
required for a b extraction is a precision measurement of the beta particle energy
spectra. This means that technically speaking, the proton doesn’t need to be detected
for a b measurement, however they do serve as an excellent tool for discriminating
against backgrounds. Because of this coincident proton-electron events are still used
for a b extraction in the Nab experiment. The method of doing this extraction is
demonstrated in Chapter 7.
One modification to the experimental setup can be made if desired to assist in a
b extraction. This is the adjustment of the electric potential for the lower detector
to 30 kV similarly to the upper detector in order to detect protons. Note that in
the so called b configuration, the accelerating potential to the upper detector is not
also at 30keV . The motivation behind accelerating protons to the lower detector is
to increase the rate of coincident particle detection. The lower detector sees a larger
cross-section of the protons from the beta decay events than the upper detector
because it doesn’t have a magnetic filter rejecting protons with significant off-axis
momenta as seen in Figure 2.8. With more coincidence events being detected in the
system, more statistics can be accessed for extraction of b. Since b extraction doesn’t
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Figure 2.10: Full Detector Pixel Map
depend on the proton momentum information the lesser precision from the lack of a
ToF region is acceptable. This modification to the system may or may not be used
depending on the difficulty of configuring the lower detector to run with 30 kV high
voltage and the need for additional statistics. As b can be extracted from the same
dataset as a, this configuration is only required if more statistics are needed in a
shorter period of time.
2.2.3

Detector System

The Nab experiment uses a very similar detection system to the Ca45 experiment.
As stated previously, this was deliberate as Ca45 was effectively a dry-run for the
Nab experiment detector system. However unlike in Ca45, Nab aims to use all 127
pixels on each silicon detector as shown in Figure 2.10.
Each pixel has its own FET and preamp channel assigned to it based on the design
of the detection system. The mapping between these is shown in Figure 2.11. These
mappings are fixed for each detector by the design of the electronics system. However
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(a) FET Channel Mapping

(b) Preamp Channel Mapping

Figure 2.11: Mapping between FET and preamp channels to each pixel
the relationship between pixel number and DAQ input channel is not necessarily fixed
as the cable connections there are not fixed.
Using the full detector necessitates more FETs, Preamps, and ADCs than were
used in Ca45. In total for the Nab experiment, a set of 32 NI PXIe-5171R ADC
modules will be utilized to digitize signals from all 254 pixels. The remaining 2
input channels are planned to be used for external trigger inputs. These external
triggers will notify the data acquisition system when a signal from an external function
generator, such as model PB-5 from Berkeley Neutronics, is input to the detector bias
line. Signals such as these will be used for detector gain monitoring and ADC timing
synchronization. A discussion of this is presented in Chapter 3.
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Chapter 3 Data Acquisition System

A Data Acquisition System (DAQ) is a vital part of any experimental effort. No
matter how elaborate or elegant the rest of the experiment may be, if the DAQ system doesn’t record the data required to make the measurement, then the experiment
won’t reach its goals. This is why when designing a DAQ system the most important question to ask is ”What data needs to be collected in order to support the
experimental goals?”. Other aspects of a DAQ are important too such as ease of use,
adaptability, the output formats, etc, but none of those matter if the system doesn’t
record the data required to make the measurement.
Depending on the experiment, the type of data required to be recorded varies
wildly. For example, some experiments don’t require the raw digitized detector data
to be saved and instead can reach their measurement goals by analyzing the output
of some initial processing applied to the incoming data. In that instance, a data
acquisition system would look like a pipeline with raw data being ingested into the
system one one end, then processed through some analysis routine in the middle,
and results sent out the other end to the user. In systems like this, it’s critically
important to understand all of the features of the middle analysis step because the
raw data is not being recorded. In other cases, such as with the Nab and Calcium-45
experiments, the measurement goals require both recording the raw signal as well as
an initial processed result. This necessitates a completely different DAQ design than
the aforementioned system.
Determining which methodology is best for each experiment is a tricky problem
with a solution that depends on parameters such as the rate the signals are coming
in at, how precise/accurate the real-time analysis can be, the computational power
of the system being used to analyze the data, and the ability of the analysis sys-
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tem to save the data. For DAQ systems where the raw waveform data is saved for
offline analysis, the emphasis of the data acquisition may shift from extracting precision values in real-time to having more reliable identification of relevant signals with
minimal bias. Compare this with an experiment that won’t be saving raw data for
offline analysis where it may be more critical to analyze the data with the best resolution and precision possible in real-time, even at the possible expense of identification
accuracy. For the Nab and Calcium-45 experiments, as with many experiments, a
hybrid approach was chosen with a balance of real-time processing and identification
as well as archiving a significant portion of the incoming data stream. It should be
made clear here that both the Nab and Calcium-45 experiments have multiple DAQ
systems, each with their own purpose. In this document we are only discussing the
“Fast-DAQ” which is responsible for acquisition and processing of signals from the
pixelated silicon detectors that were discussed in Chapter 2.
3.1

Calcium-45 DAQ System Overview

The Calcium-45 experiment served as a bench test and starting point for the eventual
Nab Fast-DAQ system. This system utilized a series of NI PXIe-5171R oscilloscope
modules, later renamed to PXIe-5171, installed in a pair of NI PXIe-1085 chassis.
In the full Nab configuration this supports up to 256 analog input channels but in
Calcium-45 only 10 of these modules, 5 per chassis were utilized. The goal of the
system was to use the oscilloscope modules to digitize the incoming data stream, then
process that signal with each card’s onboard FPGA to determine which portions of
the incoming signal were relevant for the physics extraction. This DAQ was built from
the ground up by Aaron Jezghani, with assistance from National Instruments (NI)
engineers, and his dissertation documents more of the functionality and development
process than will be discussed here [29]. This section will present a discussion of
the base design with the express purpose of motivating the changes that were made
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for the Nab experiment and explaining the types of data available for Calcium-45
analysis that will be discussed in Chapter 7.
As just mentioned, this system was constructed using National Instruments hardware and software. The decision was made to use the NI ecosystem due to the
flexibility and control it offered, in particular with respect to the development of custom FPGA firmware. Within the LabVIEW visual programming environment that
NI created, the learning curve for developing custom FPGA firmware was perceived
to be far less steep than with the competition on the market at the time through
traditional hardware languages like VHDL.
The goal of the DAQ development for Calcium-45, and for Nab in the future, was
the creation of what is referred to as a “Universal DAQ System”. In a standard data
acquisition system the data flows directly from processed analog signal, to trigger
logic on the FPGA, to output. The output data is then sent to the host PC and
normally saved to a file or exported in some way, though depending on the implementation some additional processing may be done on PC prior to the export. In
such a system, besides the configuration of the FPGAs firmware, the host PC does
not have control over what sort of data is returned by the FPGA program and must
instead parse through what is returned offline in a replay script to determine what
data to keep. Effectively, the data flow is a one-way street from incoming signal, to
FPGA processing, ending at the host computer. In a Universal DAQ System the
idea is that the FPGAs behave as a sort of server for the host PC to communicate
with. The host PC can query the FPGAs, see what data is available, and then decide
what to request from the FPGA server. The benefit of this setup is that the types
of data saved from the system can be more easily adjusted and controlled without
requiring a re-synthesis of the FPGA firmware, which can easily take hours to synthesize ignoring the time it takes to program any changes. This creates a far more
flexible system where the host PC logic can be adjusted at run-time, without requir-
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ing recompilation. Such a design also allows for logic functions to more easily span
multiple FPGA modules, such as requiring coincident triggers between channels on
different FPGAs. Using the street analogy from before, a Universal DAQ system is a
two way street where data is digitized, and then can be passed around between the
FPGAs and host computer before it is eventually output. A Universal DAQ System
was desirable for both Nab and Calcium-45 due to the types of measurements being
made in both experiments.
It’s important to note at this point that any logic in a Universal DAQ system that
is performed on the host PC needs to be fast. Oscilloscope modules have a limited
storage capacity that restricts how long the incoming data can be buffered. The NI
PXIe-5171 modules that Calcium-45 and Nab use can access data for approximately
375 ms before it is overwritten by new incoming data. This sets an upper limit on the
complexity of any logic taking place on the host PC as any decisions made regarding
saving or throwing out incoming data must be made in this time window.
In the Calcium-45 experiment, the desired measurement was the electron energy
spectrum from a radioactive Calcium-45 source as discussed in Chapter 2. A measurement of this spectrum requires understanding how the signal being digitized by
the acquisition system is related to the energy of the detected particle. If you ignore
events such as back-scattering, where the particle hits the detector at one location
and bounces out of the detector, or charge sharing, where the charge deposited is
split between multiple pixels, then the decay electrons will deposit their energy in
an individual pixel. This means the DAQ system needs to be able to identify when
an incoming electron hit a particular pixel and save the relevant information for that
hit. It was also determined that backscatter should be taken into account so in the
DAQ logic the waveform from the pixel opposite to the pixel where the electron was
identified is also recorded, which may or may not be on the same PXIe-5171 module.
To better understand the noise features of the system, as well as record any charge
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collection in surrounding pixels, on every 100th trigger every channel across all the
modules was read out. Information recorded from this system included what is referred to as a trigger and the original waveform itself. A trigger is a record of what
the trigger logic identified when processing the incoming signal. This record includes
the extracted energy of the particle, when it occurred, and what channel in the oscilloscope module saw the event. The waveforms output from the 2017 Calcium-45
dataset were fixed to 3500 samples recorded once every 4 ns leading to traces of 14
µs. This length of trace was defined to include 4 µs of data prior to the extracted
start time of the signal and 10 µs after this start time to include a majority of the
length of the expected 5 µs decay rate waveform as defined by the electronics chain
in use. For large amplitude waveforms the waveform signal may not have returned
to baseline after this time period, but for data analysis purposes this isn’t an issue as
enough of the decaying region is present for fitting or finite impulse response filters.
For more information about the exact format of the output files from this system, see
Appendix .
3.1.1

Double Trapezoidal Filter

In the Calcium-45 experiment the filter used to identify incoming signals within the
FPGA was the double trapezoidal filter. This is a modified form of the regular
trapezoidal filter that is commonly used in signal processing [31]. This filter is shown
in Figure 3.1. The main difference between this filter and the standard trapezoidal
filter is the presence of a second trapezoidal shape, hence the name double trapezoidal
filter. Adding in the second trapezoid with it’s sign reversed cancels any non-zero
constant baseline offset present in the signal. Effectively the filter is subtracting its
own output after a delay so constant offsets in the incoming analog signal are shifted
to 0. Constant offsets such as these are commonly found in detector systems as
different channels may have different DC offsets. Shifting these to zero is beneficial for
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trigger logic as the trigger thresholds between channels can be normalized more easily.
If different channels have different baseline amplitudes, or if channels have varying
baseline amplitudes as a function of time, optimizing trigger thresholds becomes a
convoluted and difficult problem. However with the double trapezoidal filter the
amplitude of the trigger is automatically calculated with the a constant baseline
subtracted making understanding of trigger thresholds far easier. Another benefit of
this filter output shape is the simplicity of the trigger algorithm.
The trigger logic used in Calcium-45 for the double trapezoidal filter is shown
in Figure 3.1. Presented here is the original logic as used in Calcium-45 which was
modified for the Nab experiment. First a negative threshold cross is searched for in
the output signal. The amplitude of this threshold is set in a user controlled input file
and passed to the FPGA during initialization, thus avoiding requiring recompilation
of the FPGA firmware for a new threshold parameter. Once this threshold is passed,
meaning the filter output has gone below this filter threshold value, the filter is
considered armed and starts waiting for a zero cross in the filter output. The location
of this zero cross, in combination with the filter parameters controlling the length of
the rising edge and flat top, defines where the filter will extract the energy and also
when the waveform shape began.
The energy extraction is done from the flat top region for both the single and
double trapezoidal filter. For the double trapezoidal filter this extraction is simpler
to define in FPGA logic as the location of the zero cross point is shifted by exactly half
of the rising edge parameter from the start of the flat top, no matter the amplitude
of the signal. This feature only works a feature of the double trapezoidal filter.
While this system works well for positive polarity pulses, negative polarity pulses are
problematic as seen in Figure 3.1b. This system was updated for the Nab experiment
in several ways which are described in the following section.
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3.1.2

Modifications between Calcium-45 and Nab to the FPGA Firmware

The first change that was made to the FPGA firmware after the Calcium-45 experiment has to do with a bug that plagued the waveform readout system leading to
corrupted waveforms being returned to the user. When the processing of a waveform request would overlap in a particular way with waveform buffering, corruption
occurred in the waveforms data that was being saved. This issue was addressed by
Aaron Jezghani and is discussed in more detail in his thesis [29]. A method of removing these corrupted events from data analysis is discussed in Noah Birge’s thesis
[2].
Besides this bug fix, there were also several modifications adding additional features or tweaking some behavior of the filter logic. The first of these adjustments was
the modification of the double trapezoidal filter trigger logic to better handle negative
polarity pulses. As the logic is only armed after the initial negative threshold cross,
negative polarity pulses will have their energies extracted from the baseline region after the filter output and not actually on the pulse itself. This is shown in Figure 3.1b.
These waveforms are also output in such a way that the pretrigger offset parameter is
no longer accurate due to the improper identification of when the waveform started.
In principle the Nab and Calcium-45 experiments do not care about negative polarity
pulses as they do not originate from incident particle hits on the detector. However,
for high energy depositions in a pixel, the neighboring pixel’s electronics chains have
been observed to have a negative polarity signal induced in them from cross-talk in
the electronics system. In one instance the electronics were improperly configured
which led to a large rate of negative polarity signals being induced in the system
swamping the trigger logic and overwhelming the DAQ system. Because of these
issues, the ability to properly extract their energies so the system can discriminate
against recording the corresponding waveforms would be very useful.
A simple modification to the triggering algorithm was implemented to address this
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(a) Triggering off of a positive polarity pulse(b) Triggering off of a negative polarity
pulse

Figure 3.1: Trigger logic in the Calcium-45 experiment operating on positive and negative polarity pulses. This demonstrates the issues in the trigger logic that would lead
to improperly extracted energy and timing results for the negative polarity pulses.
issue. The general steps are shown below. The main change here is in the first step
where instead of simply looking for a negative threshold cross, the absolute value of
the waveform is taken and a positive threshold cross is searched for. This additional
operation makes the response to negative and positive polarity pulses effectively identical. Once the trigger is armed from this threshold cross, the filter stops calculating
the absolute value of the waveform and resumes the original filtering process. The
next operation is the search for a 0 cross and then the subsequent delay until the
energy and timing information is retrieved. Figure 3.2 shows the before and after
of this fix on signals generated from a function generator. The two signals have the
same settings, just a flipped polarity. Before this change was made, the extracted
magnitudes of the pulse height were dramatically different. After the trigger logic
change, they have opposite signs but the same magnitude as desired. Note that due
to this change, the data type of the trigger energy was also modified to be a signed
value instead of an unsigned value.
A secondary change was made in the double trapezoidal filter’s implementation
that focused on overflow of variables. This issue was spotted in large amplitude pulses.
Such pulses were frequently found “shifted” within the output waveform array. The
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(a) Triggering off of a positive polarity pulse (b) Triggering off of a negative polarity pulse

Figure 3.2: Fixing the Triggering for Negative Polarity Pulses. This demonstration
perfectly demonstrates the better response of the system to negative polarity pulses
as previously the system would output a non-physically reasonable energy due to
attempting to output a negative number in a unsigned variable container. The new
method instead properly handles negative energies and correctly assigns the opposite
energy for a pulse from a function generator that had it’s polarity flipped between
the tests.
trigger logic uses a pretrigger parameter to define how many samples are recorded
before the trigger location. For example a pretrigger parameter of 3500 would put the
extracted start location of a waveform at the 3500th bin in the output array. This isn’t
always perfect due to electronic noise and uncertainty in start position extraction, but
for most signals it is fairly close. For example, it is reasonable that the DAQ system
triggers and extracts the start location of the waveform shifted by a few timebins so
the true start position is at index 3496 instead of 3500 due to noise. This can be
corrected in offline analysis and is not an issue. However, large amplitude pulses, such
as those that saturate the preamplifiers of the electronics chain, would frequently be
output with smaller pretrigger regions than could be explained by uncertainty from
noise as seen in Figure 3.3. The source of this error was identified as an overflow
error within the double trapezoidal filter implementation. When the filter output
overflowed, the value would wrap around from negative to positive, and vice-versa,
immediately setting off the 0 cross detection in the trigger logic.
The solution to this is simple, just increase the precision of the calculations. In37

Figure 3.3: Demonstration of the double trapezoidal filter overflow error. The y axis
represents the amplitude of the waveform in DAQ ADC units. The pretrigger offset
parameter was set to 3500 but the waveform starts at approximately the 500th index
within the array.
creasing the precision of the particular parts of the operation that overflow from
32-bit to 64-bit immediately solved the problem. This does increase the amount of
computational resources required for the filter implementation which can be problematic, but the FPGAs being used for Nab and Calcium-45 did not have issues with
this change. Note that the values plotted in Figure 3.3 are the final output from the
trapezoidal filter operation which involves division by a scaling factor. This explains
why overflow is occurring despite the numbers appearing significantly smaller than
the 32-bit integer limit. The implementation of the double trapezoidal filter used divides the output to scale it back to the same level as the waveform itself. Before this
division, the values were large enough to overflow. A reasonable suggestion would be
to then do this division first, as it should be able to prevent the overflow as it’s output
is clearly smaller than the 32-bit limit. Due to numerical precision restrictions, that
would cause a sort of “stepping” behavior due to rounding of values to integers and
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actually produce a noticeably different output. By simply increasing the parts of the
algorithm that are overflowing to 64-bit precision, and then post-division returning
to 32-bit precision, we kept the increase of FPGA resources to a minimum while
preventing overflow from occurring.
Another set of modifications were made to simplify the dead time of the filter logic
and reduce the chance of multiply triggering on noise signals. In the original Calcium45 implementation of the filter logic, the dead time of the system was defined in such
a way that it was variable and dependent on the incoming signal. This was due to
how the trigger logic behaved as the only fixed time period in that logic was the time
spent waiting for the signal after the zero-cross point was identified. This meant that
the dead time of the system was at minimum the length of the flat top parameter
plus half of the rising edge parameter but could be longer depending on the shape
of the signal that triggered. The modifications to fix the negative polarity triggering
issues also introduced yet another issue for the dead time. Those changes made it
possible possible for the filter to immediately re-arm if the filtered signal didn’t return
to below the trigger threshold quickly enough after the energy extraction point. For
certain signal shapes, such as bursts of electronic noise, it was possible to trigger
multiple times. To address this issue two changes were made. First, the filter now
has a fixed time period after the energy extraction point that it must wait before it
can search for threshold crosses. This time period is based on the length of the rising
edge parameter to ensure that, for properly shaped signals, the output has returned
to baseline. However, not all signals have the expected shape so a fixed dead-time
parameter was introduced into the system. This parameter is handled just like the
other filter parameters and is set on a per-channel basis at run-time. It specifies
a number of clock ticks that must occur after the initial threshold cross before the
filter can search for an additional threshold cross. Unlike the delay after the energy
extraction, this length of time after the initial threshold cross is not shape dependent
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which greatly helps when dealing with triggers off of noise features. The system must
wait for both of these delays to be satisfied before the filter can be re-armed.
Additionally, the ability to pause triggering without stopping the FPGA clocks
was added to the system. Starting and stopping data acquisition fully is a very time
consuming process. The synchronization of each FPGA clock, depending on how
many FPGAs are in the system, can take several minutes which is not ideal. It is
desirable to be able to pause the system, make a change that may cause a sudden
burst of triggers such as adjusting the detector bias or connecting/disconnecting a
cable, and then resume the system when the signals are stable again. Having to wait
several minutes every time this is done is a major hassle and can really slow down the
experimental progress so a way to avoid this was implemented. A boolean flag was
added to the FPGA firmware to overrule the indication that a valid trigger was found.
Effectively, if the flag is set to True then the normal triggering behavior occurs but if
the flag is set to False, then the FPGA logic will not return triggers to the host PC.
The underlying trigger logic in terms of the threshold and zero-cross identification
still occurs, but nothing is returned to the host PC. This way the FPGAs are never
pausing and for all intents are purposes are still doing their job properly, they just
aren’t putting the results in the buffer so the host computer doesn’t see triggers.
All of these changes result in a more stable and well understood system for the
Nab experiment. The system now handles negative polarity pulses just as well as
positive, the dead time is more consistent and better handles noisy signals, it can
be paused when needed, and shouldn’t suffer from integer overflow during normal
operations further improving the trigger reliability. In addition to the development
done within the firmware itself, emulation algorithms for the FPGA firmware have
been made available within the nabPy library so users can probe the response of
the FPGA to different input signals if they so desire. These algorithms were vetted
by using LabVIEW’s FPGA emulation software to process signals that had been
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previously recorded from both the Nab and Calcium-45 experiments. This software
reads in waveforms from a provided file, processes them using LabVIEW’s CPU-based
FPGA emulation, and then outputs the results of the filtering and trigger logic for
the user. The emulation software in nabPy has been verified to match the output
from this LabVIEW system at this time.
3.2

Nab DAQ System Overview

For the Nab experiment, as was discussed in the previous section, a suite of adaptations were made to the underlying FPGA logic. In addition to these changes, the logic
employed on the host PC was completely overhauled. In Calcium-45 every trigger,
and corresponding waveform, was saved along with some additional information from
other pixels. In Nab the expected trigger rate in the apparatus is high enough that
recording every signal would cause a data rate too high to be processed reasonably
so additional logic was implemented to cut down on the backgrounds. The estimated
rate of detectable neutron decays applicable for a and b extraction in a mode, meaning detecting protons in the upper detector and electrons in both detectors, is 250Hz.
This rate by itself creates 7 kHz of output waveforms yielding roughly 95MB/s of
data without the inclusion of backgrounds in the spectrometer. This estimate includes
recording the neighbor pixels of the triggered pixel for energy reconstruction and the
relevant pixels on the opposing detector to check for back-scatter events. This rate,
while estimated to create 1+ petabytes of data over the run of the experiment, is far
more sustainable than the full data rate which will include neutron decay events with
only a single particle detected, cosmic particles, radioactive sources used for calibration, and other backgrounds. As of now a good estimate for the rates of these other
sources of triggers isn’t available because the background rate is unknown, but it is
safe to assume that all of these different sources in total will easily more than double
the data rate. Because of this it’s critical to improve upon the trigger logic system
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from the Calcium-45 DAQ system and in particular implement coincidence particle
detection. In addition, it’s important for the DAQ system to be able to record the
background data when desired for the purposes of systematic studies so the logic
must be configurable at run-time.
Over the various iterations of the Nab-DAQ, the user interface and functionality of
the system varied dramatically. The information presented here is not meant to be an
archive of all variations over the years of development. That information is available
in the git repository for the code [30]. This section is instead meant to describe the
general logic functionality built into the Fast-DAQ for the Nab experiment.
There are 3 different versions of the Nab Fast-DAQ that each serve different purposes: Nab-DAQ.vi, Oscilloscope-DAQ.vi and Autocalibration-DAQ.vi. These systems all use the same underlying FPGA firmware, but the logic built on top of this
firmware that runs at the CPU level varies significantly. Nab-DAQ.vi is the full DAQ
system designed for steady state operation of the experiment. This version implements what is referred to as the Global Coincidence Logic along with long baseline
requests, neighbor pixel readout, and more features that will be discussed further
in Section 3.2.4. Oscilloscope-DAQ.vi is a cut down version of Nab-DAQ.vi that is
akin to the system used in Calcium-45. It is designed specifically for initial testing
of detectors and electronic systems. Autocalibration-DAQ.vi is a far simpler system
than either Nab-DAQ.vi or Oscilloscope-DAQ.vi and is only designed to determine
the trigger rate as a function of threshold for each channel.
3.2.1

Configuration Files

Multiple CSV formatted files are used for configuration of the DAQ without requiring
recompilation or editing of the LabVIEW code. These files control features such as
the filter parameters, what FPGAs to use, how the FPGA channels map to detector
pixels, and the pixels to check for coincidence electrons from a proton hit. These
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files are read in during the initialization stage for each of the various Fast-DAQ
versions and are not re-read during operation, with the exception of the filter file
for the Oscilloscope-DAQ.vi. The parameters stored in these files are all written to
either the dedicated parameter file, or stored into a dataset within the output HDF5
formatted file in the more recent versions of the DAQ.
System Configuration File
This file is responsible for the hardware configuration of the system in terms of what
FPGAs are utilized and how the timing synchronization between the cards is handled.
This file, in some versions of the Nab DAQ system, also was responsible for setting
the IP address used for TCP data transfers between the client and server LabVIEW
Vi’s. This functionality isn’t used in the most recent versions and instead transfers of
data to an external storage location are done with network drives configured through
the Windows operating system.
The FPGAs are identified in this file by their RIO identification number. This
value is found in the program NI Max for each FPGA. Each has a unique RIO number,
though these numbers can be re-assigned if any hardware configuration changes occur
such as connecting the external chassis through a different PCIe slot in the DAQ
computer may result in a new assignment of RIO number. The RIO numbers for
each chassis should be passed in the order where the FPGAs are installed in their
respective chassis in ascending order of FPGA slot, not RIO number. While not
technically required, the DAQ will run if they are passed in a different order, this
makes it simpler to understand the mapping between FPGA channel and pixel number
in the detector system.
It is important to note that the first FPGA listed in the system configuration file
for each chassis is the “controller” FPGA for that chassis. This FPGA card will be
responsible for sending the start signal to the other FPGAs to initialize data acquisi-
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tion. As such, it is critical that the trigger routing is set properly in NI Max or this
signal will not be propagated out to the other FPGAs and only a partial initialization
of the system will occur. The correct trigger routing configuration depends on if 1
or 2 chassis are used. This parameter should be remembered by the system like the
RIO numbers but in the case of a hardware configuration change may require updating. The DAQ software, in particular Oscilloscope-DAQ.vi and Nab-DAQ.vi, should
throw an error if not all of the FPGAs identified in the configuration file are detected
as operational when the code starts to run but it’s best to verify before starting any
of the DAQ software versions.
Filter File
The filter file controls the definition of the filter parameters. The table stored there
controls the rising edge length, flat top length, expected decay rate, trigger threshold,
and in the most recent versions, the dead time for each FPGA channel. This is done
on a per-channel basis allowing each channel to have it’s own optimized filter. This
is a powerful feature as the noise between channels is not always consistent, requiring
careful tuning and optimization of the trigger threshold. Initially, the rise time, flat
top, and decay rate parameters parameters are be kept the same for simplicity, with
the threshold parameter serving as the first adjustable parameter on a per-channel
basis. The only exception to this would be for channels that expect a significantly
different pulse shape, such as the channel recording the shape of the bias pulser.
Board Channel to Pixel Mapping
The BoardChannelToPixel.csv file controls the mapping of the FPGA board and
channel information to the pixel number. This file is only read by the Nab-DAQ.vi
code as the others variants don’t use pixel based logic. This file is very simple with the
first column representing the board channel number, indicated by the FPGA board
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number multiplied by 8 plus the channel number on that FPGA, and the second
column representing the pixel number. In the particular case of a pulser input to
a channel, or a channel not being used, the user can either leave the pixel column
empty, in which case they are assigned to 0 by the DAQ system, or the user can
manually enter any other number that isn’t already in use. This conversion between
board and channel number to pixel number is used extensively in the DAQ system
and as such it is critical that this mapping be verified.
Pixel Readout File
This file is responsible for the configuration of the neighbor pixel readout functionality
of the Nab-DAQ.vi. By default, this file contains a simple table with only a single
column, the pixel numbers in ascending order. However if neighbor pixel readout is
desired, the user can modify this file to include additional entries in each row. For
example if pixels 2, 3, and 4 are to be read out whenever pixel 1 was recorded, the
row would appear as: 1, 2, 3, 4. The rows do not need to have the same length.
The neighbor pixels are recorded at the same DAQ timestamp as the pixel with the
trigger and share the same waveform length and pre-trigger offset parameters. Note
that the pixel numbers in this file must be in numerical order and no values can be
skipped. It needs to be a contiguous counting of pixel numbers from 1 to the number
of instrumented pixels.
Coincidence File
The coincidence file defines the pixels that are considered valid locations for a coincident electron to be identified for a particular proton hit position. In the Nab-DAQ.vi,
the coincidence logic system will read from this table whenever a possible coincident
electron is found for a trigger flagged as being a proton. The first value in each row is
the initial proton hit position and any other values in the row are allowable electron
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hit locations. Also, just like the Pixel Readout File, the rows must be sorted based
off of the primary pixel and no values can be skipped.
3.2.2

Autocalibration DAQ

The Autocalibration-DAQ.vi version of the DAQ is designed to help determine optimal trigger thresholds for all channels in the system. The user inputs a linear range
of thresholds to test by specifying the start point, step size, and number of steps to
measure the trigger rate. The system then iterates through each channel individually
at these different thresholds. At each threshold this code goes through the following
steps: 1. Set all trigger thresholds to ∞. 2. Set this channel’s threshold to the desired
value. 3. Clear trigger buffer. 4. Count the triggers for N seconds. 5. Clear trigger
buffer.
The assignment of all thresholds to ∞, implemented in the code as 1E9, and
clearing of the trigger buffer is essential. Without that step, triggers acquired during
the transition between thresholds would be improperly counted. This also ensures
that no other triggers from any other channel on the same FPGA occur during the
test. This has to be done instead of using the pause feature that was implemented
as the pause feature disables triggering on the whole FPGA board and not on a
per-channel basis.
With all of the trigger rates for a particular channel calculated, the system attempts to fit the distribution of frequencies to a Gaussian distribution with the mean
positioned at the 0 energy peak, or noise pedestal, of the energy spectrum. If the fit
succeeds and converges, the trigger threshold is placed at 4σ based on the σ of the
fitted Gaussian function. The user can also change this setting as they desire. In the
case that this fails, the threshold is placed at a user defined default parameter. In
either case, the trigger rates are all saved to a CSV file so the user can examine them
as needed.
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The trigger rates are calculated individually to avoid bugs related to the trigger
buffer in the DAQ system. If the trigger rate is so high that the DMA FIFO used to
transfer trigger information from the FPGA to the CPU-based logic system becomes
full, the buffer can enter a corrupted state that requires a complete reset of the DAQ
system. In this state, the trigger information returned from the FPGA is corrupted
and can be mislabeled as coming from the 1st channel on the FPGA instead of their
true origin. Due to this error, two requirements are placed on the auto-calibration
system. First, only one channel will be tested at a time. This greatly reduces the
chance of this corruption occurring to begin with. Second, even with only one channel recording data, the channel returned with the trigger information is verified to
match the channel being recorded instead of simply being assumed to be the correct
value. This will catch any corruption errors and ensure the trigger rate is properly
calculated. Unfortunately this does process is rather slow when performed on the full
256 channel DAQ system. This performance could be increased by using the nabPy
FPGA emulation algorithm instead of directly doing the trigger threshold testing
with the FPGAs. By modifying the Autocalibration-DAQ.vi to record long traces of
baseline noise, and then analyzing those traces with the emulation algorithms, similar results could be obtained faster without needing to worry about data corruption
due to excessive trigger rates. This modification is currently being explored and it’s
implementation is beyond the scope of this work.
3.2.3

Oscilloscope-DAQ.vi

Oscilloscope-DAQ.vi is designed to be used similar to a traditional oscilloscope, except
using the same triggering system of the full Nab-DAQ.vi and Autocalibration-DAQ
Vi. This system has no additional logic that is performed on the triggers returned
from the FPGA. It cannot discriminate based on trigger features such as timing or
energy and treats all triggers identically. This has the benefit of letting the user see
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all of the incoming data without any particular types being excluded. The downside
to this is that the data rate is therefore significantly larger than that in the NabDAQ.vi or the Autocalibration-DAQ.vi as no triggers are excluded and by default all
triggers, and corresponding waveforms, are saved.
This system’s main feature is the ability to adjust filter parameters without needing to restart. This feature allows the user to change trigger thresholds and other
filter parameters, like flat top length, in real time while avoiding the multiple minutes
of downtime from restarting the DAQ system. Changing the filter parameters during a data run intended for physics result based analysis is strongly discouraged as
the run conditions are not automatically documented. As such this system is NOT
intended for taking physics data for the Nab experiment. However it is very useful
for debugging to be able to see the waveforms from a particular channel. Changing
the rise time and flat top parameters may have erratic results due to requiring a
live adjustment to the length of particular buffers in the recursive filtering algorithm
which is another reason to not use this version of the DAQ for recording physics data.
The dead time and trigger threshold are both safe to adjust during the operation of
the Oscilloscope-DAQ.vi and will not cause erratic triggering behavior.
As the system is not intended for taking full physics data, it has no protections to
ensure data integrity. It simply requests the waveforms associated with each trigger
and saves whatever is returned, regardless which trigger the waveform matches. The
benefit of this is that the system is less prone to crashing. If a particular FPGA
DMA FIFO buffer crashes, then the data from that FPGA will be nonsense, but the
other FPGAs may not be corrupted, and the user can still probe the behavior of other
channels without rebooting. It also allows the system to survive rail-to-rail oscillations
in the electronics system more reliably. These occurred frequently during prior testing
of the electronics system and were a major motivation for the development of this
system. Another feature this system has that is not beneficial for data recording,
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but is great for debugging, is the ability to disable both waveform requests and
waveform readout. This means that this system can only look at triggers and not
request waveforms at all. This is the most stable configuration of the Fast-DAQ, as it
avoids one of the main bandwidth restrictions of the system: the waveform transfer
over DMA FIFO. The downside of course is that the user doesn’t know whether the
triggers are from particle signals or random noise. This mode is recommended for
tuning the trigger thresholds. The user can turn off waveform readout, change the
threshold of the trigger, see the new trigger rate, and if the rate is sustainable, turn
on waveform readout to inspect the signals. In the case that the new rate is still
higher than desired and possibly able to crash the DAQ system, then the user could
spot that before seeing the waveforms which again makes it less likely that the whole
system requires a reboot.
Oscilloscope-DAQ.vi also implements real-time histograms of the incoming triggers on a per-channel and cumulative basis. The user can tab through different
histograms get immediate feedback on the effects of the trigger threshold. In tandem
with these histograms are charts with the total number of triggers per channel, and
debugging information on the status of each FPGA. This information allows the user
to verify that each FPGA is behaving properly and the expected trigger rate is or is
not being met on each channel.
All of the information recorded by the Oscilloscope-DAQ.vi is recorded into binary
data files. In older versions of this code, this used a flat binary structure whereas
in the most recent iterations the output format has transitioned to using the HDF5
output format. These formats are described in Appendix . When using waveform
readout, this system is actually slower than the full Nab-DAQ.vi due to inefficiencies
in the waveform readout system, as discussed in Section 3.3.2.
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3.2.4

Nab-DAQ.vi

Nab-DAQ.vi is designed to be the steady-state Fast-DAQ system for the Nab experiment. This system records waveform traces with five different classifications:
Coincidences, Singles, Pulsers, Long Baseline Traces, and Cosmics. All of these event
types are created by incoming triggers except for the Long Baseline Trace event which
is on a timer. On top of these 5 waveform types, this system also records the temperature of each FPGA enabled in the system. The series of logic that controls this
is referred to as the Global Coincidence Logic and is described in detail in Section
3.2.5.
Similar to the Oscilloscope-DAQ.vi, this system has a series of histograms that
record trigger energy information as well as electron-proton timing information from
the identified coincidence events. Another similarity with the Oscilloscope-DAQ.vi is
the way data is stored. As described in Appendix , this system originally wrote data
using a flat binary format, excepting the event files and parameter files, and then
transitioned to using HDF5 in more recent versions.
Unlike the Oscilloscope-DAQ.vi this system has waveform quality checks built into
it. Every time a waveform is retrieved from the FPGA, the header information read
out is compared with the information passed to the FPGA to make the request as a
consistency check. The parameters checked have varied over implementations of the
logic, but the presently checked values are the event ID number and timestamp values.
These parameters were chosen as in both cases they are passed to the FPGA through
the waveform request buffer, and then returned by the FPGA through the waveform
buffer. As such, if a copy of the original request is kept and sent to the block of code
responsible for reading the waveform files, each waveform can be retrieved and verified
with the original request sent to the FPGA. In the case that this information does not
match, the system reports error code −5000, which is a custom error code defined
for this purpose. If this error is detected, then the system stops data acquisition
50

immediately, as any additional waveforms retrieved after this error could be corrupted.
3.2.5

Global Coincidence Logic

The Global Coincidence Logic is unique to the Nab-DAQ.vi. This system processes
incoming triggers to categorize them into coincidences, singles, pulsers, and coincidences, all in real-time. In additional to the trigger processing, it also handles requesting long baseline traces and FPGA temperature data. The steps of this process
are described in Figure 3.4.
A. Retrieve Triggers from All FPGAs
This is the start of the data processing in the DAQ. The system queries the trigger
FIFO buffer on each FPGA in parallel and retrieves all triggers available. They are
transferred from the FPGAs and dumped into an array in the system memory that is
passed to two locations: Save Triggers to File and Combine and Sort Trigger Buffers.
The triggers sent to be saved are not sorted or processed in any way. The other copy
of the triggers are sent to be sorted and parsed in the next step.
B. Save Triggers to File
This function saves the triggers as they were read in from the “Retrieve Triggers from
All FPGAs” function. This means that they are not saved in a time-sorted fashion
and are saved directly as they came from FPGA. In the current version of the FastDAQ, these triggers are saved directly to the HDF5 file within their own dataset.
This is discussed in greater detail in Appendix .
C and D. Combine and Sort Trigger Buffers
The triggers found by the “Retrieve Triggers from All FPGAs” function are first
sorted in time when they enter this function. The oldest trigger from this recent
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A: Retrieve
Triggers from
All FPGAs

B: Save
Triggers to File

C: Combine
and Sort
Trigger Buffers

D: Remove
Triggers too Old
for Coincidences

E: Check
for Cosmics
and pre-scale
Singles events

F: Search for
pulser triggers

G: Identify
Coincident
Protons and
Electrons

H: Check for
Temperature
and Baseline
Trace Events

I: Send Requests to FPGA
Figure 3.4: The logic diagram for the global coincidence logic. Arrows indicate flow
of data between processing stages. Each lettered box is described in this document.
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batch of triggers is identified as a way of checking to see how far back in time the
system can consider another trigger valid for coincidence testing. As there is a limit
to how far back in time the coincidence logic considers a trigger valid for coincidence,
this operation is done to remove excess triggers from the buffer to prevent the system
from wasting time checking triggers that can no longer possibly match the coincidence
logic. With this oldest trigger found, the system then appends the newest batch of
triggers to the end of the already existing trigger buffer, and sorts this new larger
buffer based on the timestamp. With this sorted buffer, any triggers in the system too
old to be considered for coincidences, based on the previous discussion, are removed.
Those triggers that remain in the trigger buffer after this step are considered valid
triggers for the purposes of checking for coincidences and/or pulser events, and are
passed to the “Search for Pulser Triggers” function. The removed triggers are sent
to a separate array to be considered for Cosmic and Singles Events.
E. Check for Cosmics and pre-scale Singles events
This function is very straightforward. The only triggers that reach this function are
those that were removed from the buffer in Step D. If one of those triggers is above the
user defined energy threshold that defines a cosmic particle, then the system creates a
cosmic event. If not, then a random number generator is used to prescale the triggers
that are saved as Singles events. The user sets the probability for recording a singles
event at run-time.
The reason for the distinction between singles and cosmic events is that any
events with a high enough trigger energy could be cosmic particles which are useful
for timing synchronization studies. A cosmic particle that travels vertically through
the spectrometer could hit both the upper and lower detector and be a useful test of
how well synchronized the FPGA channels are. This determination is only possible if
both triggers from the cosmic particle are recorded which is why they are exempted
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from the probabilistic singles recording.
The user is expected to tune the singles recording probability to balance the rate at
which data is recorded. Singles data is still useful data for the purposes of background
studies, but depending on the desired amount of data, it is necessary be able to tune
the rate of acquisition for this event type to keep the data rate manageable. From the
standpoint of reducing biases in the experiment, it is safer to run without prescaling.
This way offline analysis can re-analyze the dataset and make it’s own decisions on
what was and what was not a coincidence event. Prescaling the data may throw away
valuable information and introduce biased, however if the data rate is too large to
handle otherwise it is required. The decision of if prescaling is enabled is left to the
user to determine based on their needs and the measured data rate.
F. Search For Pulser Triggers
The first operation done to the trigger buffer after it has been combined with the
newest incoming data is a search for a trigger from the pulser trigger channel(s).
There can be up to 2 pulser channels in the system in the case that two chassis are
being used. The pulser channels are merely a standard input channel to one, or more,
of the FPGAs that have been designated as carrying the signal from the pulser to the
system. This is done as it provides a reliable trigger to identify when the pulser has
injected the detector with a signal. While it is technically possible to identify a pulser
event based on the combination of triggers received by the system, that method is
susceptible to errors due to synchronization between the FPGA trigger requests and
the pulser signal itself and also requires more complex logic. Also by having the
trigger output from the function generator sending the signal to the detector as the
input, it makes the system less susceptible to triggering issues as identifying a trigger
output signal, such as a TTL signal, is very straightforward. As the silicon detectors
used in Nab have only 127 pixels and each fully configured NI PXIe crate has 128
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channels, an extra channel was available for the pulser to utilize for this purpose.
Whenever a pulser trigger is found, a dead time is applied to the system. This
means that any triggers that are within that dead time are assumed to originate from
the pulser input and are not eligible to be considered as part of the other event types.
This dead time is stored as a pair of FPGA timebins within the system that are
passed between iterations and updated whenever a new pulser signal is found. Note
that they have already been saved to the trigger file at this point. This removal from
the trigger buffer merely ensures they are not considered for singles or coincidence
events. The timestamp from the pulser trigger is identified and utilized to make a
Pulser Event. This event type tells the request logic to make a waveform request
from all FPGA channels at the same point in time to form the pulser event. This
guarantees that even if the signal from a pulser input on a particular channel was
below the trigger threshold it will still be recorded. Traditionally the DAQ channel
designated for this pulser input is the last channel on the final FPGA in the chassis:
Board 15, Channel 7.
The remaining triggers in the trigger buffer after this step are then passed on
to the “Identify Coincident Protons and Electrons” function. At this point, the
only remaining triggers in the buffer should be valid triggers to be considered for
coincidences meaning no pulser triggers and no triggers too old for the most recent
batch of data to consider.
G. Identify Coincident Protons and Electrons
This function is the defining feature of the Global Coincidence Logic. In this function,
the trigger buffer is iterated over to identify possible protons. A possible proton
trigger is identified based on the amplitude of the trigger energy. The energy range
for this identification is set by the user when the DAQ is initialized. It is possible
that a low energy electron is falsely flagged as a proton at this step.
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Once this candidate proton is found, the system then iterates through all of the
triggers prior to the proton trigger to search for a valid electron trigger. Only triggers
prior to the proton are considered as possible electrons from the same decay event,
as the electron will reach the detector faster than the proton from the same decay
event. This time window is again defined by the user, and should be based off of
simulations of the Nab spectrometer. Triggers that pass this check are then checked
to see if they are within a user defined energy range to verify the electron looks like
it could have been from neutron beta decay. The final check is if the electron trigger
is one one of the pixels that was defined in the CoincidenceMap.csv configuration file
as a possible electron hit position for the candidate proton hit pixel. This is the final
check as it is a bit more complex computationally as this involves searching through
tables whereas the other checks are simple comparisons.
If and only if all of these conditions are met, a coincidence event is identified and
put into the event data stream. At that point, the triggers associated with this event
are removed from the trigger buffer and the event is passed on from this function. In
the case that not all of these requirements are met, those triggers remain in the trigger
buffer. It is possible, for example, that one of these triggers was in fact an electron
from a neutron beta decay event, but the proton for that event simply hasn’t arrived
at the detector yet. Thus it is critical that all triggers remain in the trigger buffer so
long as they could reasonably represent an coincidence event. There is a user defined
cutoff for this time period on the configuration page within the Fast-DAQ software.
Note that it is absolutely possible for multiple candidate electrons to be found for a
given proton event. The Fast-DAQ does not try to select only a particular electron,
but instead outputs all candidates, leaving the discrimination to offline analysis.
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3.2.6

H. Check for Temperature and Baseline Events

This is the simplest piece of the Global Coincidence logic. All the code does during
this part is check what time it currently is and compare that with what time it was
when the system last recorded the FPGA temperatures and baseline waveform data.
If it’s been long enough, as determined by the user input for how frequently this
data should be recorded, then the baseline and temperature data is recorded. They
don’t have to be recorded at the same frequency, but the check for if data should be
recorded or not is handled in the same function.
3.2.7

I. Send Requests to FPGA

During this operation all of the events that were created by the previous steps are
parsed and the corresponding waveform requests are created. For coincidences, singles, and cosmics, the neighboring pixels are identified at this stage and requested as
well. For baseline trace and pulser events all configured FPGA channels have requests
sent to them for data. This step is also where the copy of the FPGA request information is created to facilitate the data integrity checks performed when the waveform
data is retrieved.
3.2.8

Nearline Analysis Server and Data Replay

While the data acquisition itself is handled in the LabVIEW Fast-DAQ software,
additional processing steps are required before the data is ready to be analyzed offline
by members of the collaboration. The main two operations that need to be applied
involve repacking and compression of the waveform data. As is discussed in Section
3.3.2, bottlenecks in the HDF5 implementation available in LabVIEW through Live
HDF5 [47] prevent saving the waveform data directly to HDF5 in LabVIEW. The
waveforms are instead saved in a flat binary file format as 16-bit unsigned values.
This is done as that is the same format they are returned from the FPGAs so the
57

host PC system doesn’t need to change the data format around which can be costly.
Some small modifications are done to the elements in the header information before
they saved to convert some parameters from big to little endian but otherwise the
arrays are dumped directly to file.
This format is technically fine for offline analysis, but it is not ideal as each FPGA
has its own output file making it tedious for the offline analysis to recombine all the
various files for a particular dataset. Also, this format is not ideal for waveform compression due to the header information being stored alongside the waveform data.
The headers are a simple block of memory and easy to parse, but the header information does not compress well, as it is comprised of highly uncorrelated data.
Because of this, it is beneficial to split the waveforms from the headers in storage so
the waveforms can be compressed more efficiently. Another benefit to splitting the
two apart is that it accelerates offline analysis in many situations. It is common to
define cuts based on the header information, such as only examining waveforms from
a particular pixel, and having the header information separated from the waveforms
actually makes this easier and faster. Instead of having to read the entirety of the
dataset and only operate on a portion of it, with separated headers the code can read
in all of the headers in one bulk operation and then decide which locations within the
waveform dataset to read in. Reading in bulk like this is more efficient and makes it
easier for the user to access information such as how many triggers were on a particular pixel. The downside to splitting the waveforms apart from the headers, is the
possibility that during this process something goes wrong and the waveform data is
improperly placed in the file. This could cause headers to be associated with the
wrong waveforms which would seriously hamper any analysis attempted with that
data. To avoid this, checksums for each waveform need to be added to the waveform
headers so that the data integrity can be verified throughout the system.
With all of this in mind, the first operation the replay script performs is conversion
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of the unsigned 14-bit numbers to signed 16-bit numbers prior to any re-arrangement
of the headers and waveforms. The waveform data returned by the Fast-DAQ system
is stored in unsigned 16-bit containers but the values output from the FPGA are
actually unsigned 14-bit numbers with 2 bits of padding to fill the 16-bit containers.
Conversion of these values to signed 16-bit values saves is required by both the offline
analysis routine and improves the compression performance so it is effective to do at
this stage.
Immediately after this conversion is applied, a checksum is calculated for every
waveform using the Fletcher-32 algorithm [13]. This particular version of the Fletcher
checksum algorithm expects unsigned 16-bit values for input and outputs an unsigned
32-bit checksum. The signed 16-bit waveform values post conversion are then cast
back to unsigned 16-bit numbers and fed into this checksum algorithm. It may seem
strange to do the checksum after the initial conversion since the data from the FPGA
was initially in unsigned 16-bit containers. The reason for this order of operations
is the initial conversion from 14-bit unsigned values in a 16-bit container to 16-bit
signed values throws away 2 bits of information. If the checksum was created with the
original data, it could not be reconstructed by offline analysis because those missing
2 bits from every value are not preserved. Thus the checksum needs to be calculated
after that initial operation but before the waveforms and headers are split from each
other. The checksums calculated here are then added to the header information so
the user can re-calculate the checksum at any time to verify data integrity.
After the signed 16-bit conversion and checksum calculation, the waveforms and
headers are split into two separate containers. The headers are parsed through to
determine the event type of each, and then the various event types are grouped
together. At the end of this process the headers and waveforms for different event
types are concatenated together. The result is an HDF5 group structure with 5 subgroups, one for each event type. Each of these sub-groups has two datasets, one for the
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headers, a 1-dimensional array of header data that is effectively a C-struct, and the
other for the waveforms, that is a 2-dimensional array of 16-bit waveform data. These
storage containers are sorted based on the event ID number so that waveforms from
the same event are clustered together in the output storage. Once all the waveforms
and headers for a particular event type are sorted and arranged in these arrays,
the checksums are calculated again to verify the header and waveform data is still
consistent, and then the code exports them to the output HDF5 file. If compression
is enabled, the waveform data is also compressed at this stage using the custom
compression algorithm specified in Chapter 5. An additional set of checksums, on
top of those stored in the headers, are calculated via the HDF5 library functionality at
this time. These are internal to the HDF5 library and are used to verify the integrity
of each chunk of HDF5 data when data is read.
All of these replay operations are done in memory and saved to a new file instead
of overwriting the original file. This allows the software to be able to complete the
replay process and have a final data integrity check with the finalized output file. In
the case that some step in this process fails and the output data doesn’t perfectly
match the input data, then the original datafiles are kept and saved along with the
output file so the end user can determine what went wrong and how to fix it in
the future. If the data integrity check is successful then the original datafiles are
deleted and only the replayed datafiles remain. For the non-waveform datasets, this
verification is pretty simple, as they aren’t modified significantly during the replay
operation. The only change is the addition of the checksum. The code opens both the
initial and final file, reads in the corresponding dataset from each file, and verifies all
the elements match. For the waveform data, this is a significantly larger dataset and
checking every element to see if they match isn’t effective considering they have been
converted to a different data type at this point. Instead the Fletcher-32 checksum for
each waveform is re-calculated and verified with the value stored in the corresponding
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header. This way the possibility that data corruption occurs is reduced at this stage
and any issues in the process can be manually addressed.
It is impossible to completely avoid data corruption. Bit flips and other such
occurrences cannot be completely prevented, but at least the precautions taken during
the replay operations will help identify if something goes wrong in the replay process
and allow the users to identify any corruption issues in the future. In addition to
having these checks, enabling chunking within the HDF5 output files helps reduce the
severity of data corruption in the event that it does occur. If a particular waveform is
corrupted, then the chunk that waveform is stored within will also be corrupted.
However, because the chunks are stored independently within the file, only that
particular chunk is affected by this corruption. This prevents entire files from being
lost to corruption and instead isolates the issue to a particular chunk of the data.
Additional waveform processing is presently not enabled in the replay script. However, as the replay script utilizes the nabPy library described in Chapter 6, additional
analysis can be enabled quite simply. The reason for the current lack of built-in analysis is due to not fully understanding the Nab detector features such as optimal filter
parameters for each pixel. While additional filtering could be enabled at this stage,
without an understanding of proper filter parameters it is difficult to define the optimal analysis technique. Users looking at the data from the silicon detector system
will want results from optimized filtering techniques and having pre-calculated results
that aren’t optimized could cause unnecessary confusion. For this reason, at least for
now, the nearline analysis system has been deliberately kept simple. Once a more
finalized analysis process has been determined this can be easily integrated through
nabPy and the output files will maintain the same overall format with HDF5, simply
with additional data present. This flexibility in analysis process and data output
formats is a major reason for choosing the HDF5 file format for the Nab file output
format.
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3.3

Throughput, Compression, and Data Storage

A critical aspect to any high data rate experiment is the processing, transferring, and
storing of the incoming data. For the Nab experiment there are 5 main data types
being output from the Fast-DAQ system: parameters, temperatures, triggers, events,
and waveforms. The waveforms represent the vast majority of the data recorded.
Each waveform is ≈ 14 kilobytes whereas a trigger is 11 bytes and events range from
20 − 60 bytes depending on the type of the event. Temperatures are only 4 bytes each
and are only recorded once every 30 seconds or so by default, so these are usually
the smallest portion of the dataset. As such, the triggers, events, parameters, and
temperatures will be excluded from the full data rate estimate as their contribution
is negligible compared to the waveforms. For the waveform stream, there are 5 types
of waveforms as described previously: singles, coincidences, pulsers, long baseline
traces, and cosmics.
For the coincidence waveforms, there are roughly 250 detectable coincidences per
second with usually 2 particles per coincidence, though sometimes the DAQ system
will identify more than this, as any trigger that satisfies the electron conditions is
recorded. For each detected particle, the primary trigger location and the two circling rings of pixels around it are recorded for backscatter and charge reconstruction
purposes, as well as the opposing detector face and the corresponding region. This
leads to 19 pixels being requested with each detected particle on the same detector:
1 for the original trigger location, 6 for the first ring, and 12 for the second ring. This
is doubled for the opposing detector to collect particles that backscatter through the
spectrometer. This leads to 19000Hz of waveforms and with a waveform length of
7000 samples, each of which are stored in 16 bit containers, which results in a full
data rate of around 254 MB/s. This is a problematic data rate to maintain over the
length of an experiment. Fortunately the mapping of what pixels are recorded for
a trigger on each pixel is a configurable parameter at run-time meaning that if it is
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determined that the second ring of pixels are not required, then that can be disabled
at any time saving around 160 MB/s bringing the expected coincidence rate down to
around 94 MB/s. This is still quite a large amount of data, but significantly more
manageable.
The pulser data rate depends on the frequency of the pulser applied to the system
and is tunable as such. Assuming all 256 channels are connected, with a waveform
length of 7000 this results in a data rate of 3.41MB per pulser signal, which are usually
set to 1 or 2Hz. The long baseline trace rate is similar to the pulser rate in that it is
configurable by the user and could be disabled if desired. With a baseline trace rate
of once every 30 seconds and a waveform length of 65535, this yields a contribution
of 1.07 MB/s to the data stream. The waveform length of 65535 was chosen as
that is the maximum size request that can be made for a single waveform in the
current FPGA firmware. It is possible to increase this length by simply requesting
two waveforms and concatenating offline, but this historically has been the length
used, due to this restriction so that value is quoted here. The singles waveform data
rate is also configurable by the user. By default all singles are recorded, but the
user can set a pre-scaling percentage to cut this data stream down to the desired
rate. This allows the data rate to be dominated by the coincidence stream instead of
backgrounds/singles. For the sake of this section, let’s assume a data rate of 50 MB/s
from this data type as it follows similar structure to the coincidence waveforms in
terms of both waveform length and number of waveforms per event, but the number of
events will be prescaled to be less than the coincidence data rate. In total, including
the full second ring of pixel readouts from coincidences, this brings the full data rate
to ≈ 300 MB/s. This translates to ≈ 26 TB/day or ≈ 181.4 TB/week. Without the
second ring of recorded waveforms from coincidences the rate reduces to 140 MB/s
or 85 TB/week. In order to handle data rates such as these, every component in the
system must be able to keep up with this data rate at all times.
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3.3.1

Hardware Bottlenecks

In the Nab Fast-DAQ system there are a series of hardware bottlenecks that need
to be considered when determining the maximum data acquisition rate. These are
discussed in order of occurrence here. The first bottleneck seen in the system is the
rate at which each NI PXIe 5171 module can return information to the host which was
measured previously to be approximately 150 MB/s with the current FPGA firmware
[29]. Theoretically with modifications this bandwidth could reach around 1 GB/s,
but implementing those modifications is not a high priority unless this bottleneck
proves to be the slowest point in the system and a problem for data taking. A second
bottleneck for these modules is the available throughput to the host computer over
the PCIe interface. The interface used to transfer between the host and chassis uses
PCIe Gen 2.0 x8 which has a maximum data transfer rate of 4 GB/s meaning the
total rate of retrieval of information from both chassis is 8 GB/s. This interface is
not capable of supporting the full theoretical bandwidth for each PXIe 5171 card but
it is able to support the full readout rate from the current firmware. As such the
main bottleneck in communication with the FGPAs is their firmware restricting the
full bandwidth to around 2.4 GB/s.
Once on the host computer, the data then has to be saved to a file. For the
explicit reason of reducing bottlenecks, the waveform data itself is hardly modified
or processed. The only processing done to each waveform is a data integrity check
involving parsing of the header information. The waveforms from each FPGA previously were moved to independent locations based on their event type before output
but this was determined to be a significant bottleneck in the system and kept the
maximum output rate below 200 MB/s in testing. To avoid this, each FPGA now
has it’s own output storage location and the data is immediately dumped to this file,
after header integrity verification of course. In this system the main bottlenecks are
RAM speed and how quickly the data can be shipped to the storage drive. Depend64

ing on the system, RAM memory transfer rates vary significantly but for the various
Nab Fast-DAQ computers this is in excess of 12GB/s and up to 25GB/s which is
dramatically faster than any other component of this system so it’s reasonable to
neglect the RAM speed as a bottleneck in theory. In practice, the allocation and
management of data in this memory can be a bottleneck which will be discussed.
Unlike RAM performance, hard-drive performance is not negligible in theory or
in practice. Depending on the type and model of storage device, the read and write
performance, as well as longevity, vary wildly. Standard HDDs, or Hard Disk Drives,
that use spinning platters tend to max out at around 160MB/s for sequential write
performance. Random write performance is dramatically lower at more around 1 or
2MB/s. These numbers depend heavily on the drive itself and the data being written
and should only be taken as approximations. Traditional HDDs, while they are
relatively cheap per GB, represent a significant reduction in throughput compared to
the rest of the system discussed so far. Solid State Drives (SSDs) are more expensive
per GB but generally have far greater write performance, particularly with random
read/write performance. Again the phrase generally has to be used here because there
are exceptions and particular situations where SSDs can perform worse than HDDs,
but those are not the norm. SSDs that use the SATA interface tend to max out
around 500MB/s, but those that utilize the PCIe interface, again this depends on the
generation of PCIe, can write at an excess of 5000MB/s. Clearly SSDs are the superior
choice from a I/O bottleneck standpoint, however they cost significantly more than
HDDs per GB. The other downside to SSDs is their limited lifespan in terms of total
bytes written, or TBW. Consumer SSD drives generally speaking are not rated to
write more than 1 petabyte of data. Many aren’t even rated for 500 terabytes of data
written. With the expected amount of data that Nab is anticipating recording this
poses a significant problem. Any drive being written to directly by the Fast-DAQ
system will need to have more durability than this, or will need to be replaced at
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some point during the experiment.
Fortunately Intel developed a form of solid state drive that perfectly addresses
this issue by offering both the incredible I/O performance of standard SSDs while
also having greater endurance. The Intel Optane series, specifically the Intel Optane
905p 960 GB model, was chosen for the Nab Fast-DAQ cache drive. It is rated for
17.52 petabytes of data written in it’s lifetime at a speed of 2600(2200)MB/s for
reads(writes). Both of these ratings, particularly the drive endurance rating, are far
in excess of the requirements of the experiment making this a perfect match for the
system. This drive will be where the data is initially saved from the Fast-DAQ. The
replay and compression operations will also operate on this drive.
This drive can be installed in either the Windows or Linux Fast-DAQ computers
and there are pros and cons to either location. Installation in the Windows PC is
beneficial as that means the data can be directly saved to this cache drive without first
being transferred over 10Gb Ethernet. As the drive is capable of read and write speeds
exceeding the performance of that connection, this reduces one source of bottleneck.
One of the primary operations being applied to the data on this cache SSD is the
reduction of it’s size via compression which would reduce the amount of data being
passed over Ethernet improving the theoretical performance of the system. From this
standpoint it is ideal to have this cache SSD on the Windows Fast-DAQ computer.
However the compression of the waveform data also uses a significant amount of
both CPU resources and the available I/O bandwidth to the SSD. Depending on how
this affects the performance of the Fast-DAQ software, the configuration with the
solid state on the Windows DAQ computer may not be ideal and instead it could
be best to move this drive to the Linux computer. Another benefit of having the
drive on the Linux computer is the simplification of a data transfer. By mounting
the cache SSD as a network drive through SAMBA software, it is possible to directly
save over 10 Gb Ethernet as if it was locally available in LabVIEW because the
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external drive will appear as a local storage location. This removes the need for a
dedicated transfer operation in the replay script, simplifying the system. With either
installation location, the end result is the same: the bottleneck is the 10Gb Ethernet
connection but in the configuration with the cache SSD prior to this connection, the
size of the data being transferred has been reduced increasing the theoretical amount
of original data that can be transferred.
The next stage in the process is the replay operation itself. As discussed in 3.2.8,
the replay script is kept deliberately bare-bones until the experiment enters a more
steady-state running more with known optimized filter parameters. Ignoring analysis
operations, there are additional responsibilities for the replay script involving the
repacking of the data into a more convenient output format for offline analysis as
well as the compression operation. The performance of this software is discussed in
Section 3.3.2.
After the data is replayed, it is then transferred to two locations: the local RAID
storage array for offline analysis and the LTO storage array for archival. The RAID
array as currently configured uses RAID5, which ensures that if a single drive fails,
the data is not lost. A second drive failure would result in permanent data loss. In
this configuration the write performance has been found to be around 380 MB/s.
The LTO storage server has varying performance depending on the particular type
of LTO storage tape used. Access to this server is configured through the Linear
Tape File System, or LTFS. This makes it significantly simpler to transfer data to
and from the drives as they now appear like standard hard drives to the operating
system allowing for drag-and-drop file transfers. Currently this system is configured
to utilize either LTO-6 or LTO-7 drives.
As shown in Table 3.1, the component with the overall lowest throughput in
the system is the LTO-6 and LTO-7 write speed. Fortunately, these components
are also the furthest detached from real-time processing needs as they are used for
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Table 3.1: Data Acquisition Chain Hardware Bottlenecks
Component Name
PXIe 5171 Readout Rate
PCIe Gen 2.0 x8 Connection
10gb Ethernet Connection
Intel Optane 905P Series 960GB
RAID5 Write Speed
LTO-6 Write Speed
LTO-7 Write Speed

Throughput
150 MB/s each
4 GB/s
1.25 GB/s
2.200 GB/s
380 MB/s
160 MB/s
300 MB/s

backing up and archiving the data. Unfortunately, this means that if data were to
be coming in consistently faster than they could keep up, there could be significant
periods of time where data has been analyzed but not properly archived and any
error in the RAID system storage would cause permanent data loss. Fortunately for
this particular issue, the SNS facility standard operating scheme involves periods of
neutron production with regularly scheduled periods of no neutron production for
accelerator maintenance, during which the archival system can catch up. So long as
the RAID storage system has enough storage space to store at least one beam cycle
worth of data, estimated at around 250TB after compression, the archival speed
shouldn’t be an issue.
3.3.2

Software Bottlenecks

Hardware bottlenecks represent the theoretical best achievable performance for each
component in the system. In reality the achieved performance of the system is lower
than these due to inefficiencies in the algorithms as implemented and other various sources of overhead in the software. There are a plethora of possible software
optimizations that can be made and discussing all of them would be interesting to
only the developer of the Fast-DAQ so only the most significant bottlenecks will be
discussed here along with an overview of the modifications made to mitigate their
effects. The testing of these bottlenecks was done with two distinct methods. For
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testing of the raw waveform readout rate, this was done utilizing the long baseline
request logic. This stresses every FPGA in the system uniformly by making waveform requests across all channels simultaneously. For testing of the logic system, a
function generator was used to induce signals in several of the FPGA channels.
By far, the most significant bottleneck is the output of waveform data from the
DAQ system. The waveform data, as discussed previously, represents the vast majority of the data being passed around in the DAQ and takes the most computational
resources to handle. There is a very straightforward way to debug how much of a bottleneck the waveform parsing and output actually is: just disable it. By completely
disabling any handling of the waveform data after it’s returned from the DMA FIFO
the maximum performance of the system can be found, as all that is happening is
the waveform data is being returned from FPGA and immediately deleted. This was
able to run at ≈ 1600 MB/s on a single chassis with 16 FPGAs. This is roughly 30%
slower than the maximum readout rate from all FPGAs in tandem on one chassis,
which is 2400 MB/s. This slowdown can be attributed to a variety of sources such
as memory allocations and the efficiency of the waveform request logic implemented
during this test. 1600 MB/s represents the ceiling of performance obtainable in the
Nab Fast-DAQ system that is theoretically obtainable with waveform readout enabled. In practice, the throughput will be smaller but how much smaller will depend
on which features are enabled.
The first feature that will be enabled is the data integrity check to verify the
waveform returned matches that requested. Enabling this check requires iteration
through the waveform headers returned from the FPGA and the requests sent to the
FPGA. The iteration through the requests does not add significant overhead as those
form a small piece of memory, but the waveform iteration can, depending on how it
is implemented. For example, using the “Reshape Array” function and iterating over
one axis of a 2D array, which requires a fixed waveform length for all waveform types,
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does work but involves more computational overhead than simply storing the current
index and stepping through a flat 1 dimensional array. This additional overhead
is from the creation of a copy of the original array with the new shape instead of
reinterpreting the original array in a new shape. This results in performance of
around 250 MB/s, even with file writing turned off, so this is not an ideal method for
this application. Iterating over the original array and manually keeping track of the
current index provides a few benefits, such as allowing for varying length waveform
output. This method avoids any additional memory operations, besides simple reads
at particular locations, and is significantly more efficient. With the iteration in place
method, the DAQ is still able to perform at roughly 1600 MB/s. This is just one
example of how simple adjustments to the code in LabVIEW significantly affected
performance. Note that the waveforms are still not being saved to a file, but that
we have retained most of the original performance and added the waveform integrity
checking.
From here the question is how are the waveforms saved to the file. Concatenating
the various arrays together and dumping to a binary file is the simplest to program,
but it reduces the performance down to around 350 MB/s. The array concatenation is
required as the waveforms from each FPGA have to be concatenated together if they
are to be saved to the same file. It’s possible to avoid this concatenation by iterating
over the different FPGAs and saving the output from each one in different calls to the
write function, but this actually reduces the performance even more due to increased
overhead from the extra I/O function calls. While it’s the same total amount of
data written, writing multiple smaller pieces of data instead of one larger piece of
data generally speaking takes more time and is less efficient. Both concatenation, or
multiple iterations slow the system down significantly.
Disabling the file writing but keeping the rest of the behavior the same, meaning
still doing the concatenation, yields slightly greater performance around 430MB/s
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indicating that the file I/O, at least when using binary files, is a bottleneck but not
the main source of the slowdown. Switching to HDF5 file writing at this stage, even
with more efficient chunked writing behavior, reduces the throughput to less than
150 MB/s which is below the expected experimental data rate and not acceptable.
Because of this performance issue, HDF5 will not be used for writing the waveform
data out from LabVIEW. To be clear, the HDF5 library is more than capable of
reading and writing faster than 150 MB/s but in this particular implementation
the performance was not fast enough to meet the experimental requirements. By
not concatenating the arrays, and simply dumping the checked waveforms to data
files immediately, the performance in theory should be a little higher. In practice,
the increase is very slight at maybe a few megabytes per second faster. This also
creates additional difficulties for the replay script to handle as now each FPGA has a
corresponding output file, all of which will need to be combined and sifted through.
The question now is how can we get the system to be closer to the 1600 MB/s
rate of readout from the FPGAs? The answer is to make the the file I/O and FPGA
I/O operations occur in parallel. This is made possible through LabVIEW Queues.
These Queue structures allow the user to pass data from one section of the code
to another without direct dependency. This allows one loop to read the data from
the FPGA while another loop is exporting data to a binary file, and both can be
executing in parallel. They operate like a FIFO, in that the first data put into
the Queue is the first to be returned, and in many ways are similar to using TCP
sockets for communication. Queues are, however, simpler to utilize than TCP for
communication between loops in the same LabVIEW Vi so Queues were used instead
of TCP. In this new system each FPGA has two Queues associated with it. One of
these Queues stores the waveform data in the same batches it was returned in from the
FPGA, and the other stores the request information that is used to parse the outgoing
waveform data and verify integrity. That way, the system still returns the waveform
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data efficiently, only grabbing the proper amount of data for the requests that are
available, before sending the data through the Queue. The second loop processes the
waveform data sent through the Queue and verifies the waveform data matches the
requests sent to the FPGA. This setup does utilize additional RAM which can be
an issue, particularly in the 32-bit version of LabVIEW being used. If the waveform
data is concatenated down to a singular array, as it was previously to combine data
from each FPGA, the system can actually run out of RAM. As the software is 32-bit,
the amount of RAM available is significantly lower than the available system memory
on the computer. To avoid this issue, each FPGA has it’s own output file. While
previously this was undesirable due to only causing a minor performance increase at
the cost of additional complexity, in this new setup the system can run at an excess
of 700 MB/s in single-chassis testing with the Intel Optane cache SSD. This level of
performance gain is worth the additional complications in the replay script.
With these optimizations in place, the full rate of the system with two chassis is
around 750 MB/s. The addition of a second chassis does not improve the performance
linearly to 1400 MB/s. This is because while double the data can be returned from
two chassis as one, the process of sending the requests to the FPGA is still the
same as it previously was, the management of that many Queues adds processing
complexity, and the increase in number of processes accessing the cache SSD slows
down the file I/O operations. It’s possible that with a 64-bit version of the LabVIEW
software a significant performance increase could be had through keeping more data
in memory for longer to reduce the number of file I/O operations. This is being
explored currently within the Nab collaboration and work is underway to overhaul
the system to support 64-bit LabVIEW.
The next process to search for bottlenecks within is the acquisition of triggers from
the FPGA and subsequent processing by the Global Coincidence Logic. To test the
trigger ingestion performance, a pulser was connected to the detector to cause triggers
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on a majority of the configured pixels. During this testing the Global Coincidence
Logic was disabled and triggers were simply read in and saved to the output HDF5
file. While it’s possible to test the rate at which triggers come in by using a function
generator on one FPGA channel, that does not emulate the real-world application
where many triggers will be coming in across the majority of the detector. The rate
at which the pulser fired was varied to see when the system would start falling behind
and no longer be able to record triggers. Exact numbers were difficult to come by due
to the level of granularity available in the used pulser being ±1 kHz, but the system
was able to keep up with approximately 1 MHz of triggers spread uniformly across
40 channels. If waveform readout was enabled, this would have created around 13
GB/s of data but as was discussed before this is well beyond what the hardware is
capable of reading out. This means that the rate that the system can return triggers
from the FPGAs is not a bottleneck for the Nab experiment.
With the Global Coincidence Logic enabled the performance is significantly lower.
The sorting and iteration through the trigger buffer takes a significant amount of time,
as expected. With all of the logic features enabled the system can handle around 30
kHz of incoming triggers. By disabling features, such as the searching for protonelectron coincidence events and the pulser logic, some marginal gains in performance
were made and the system is able to handle around 32 kHz of triggers. There are
several places where optimizations can be made in the future. The system is built
with the anticipation that coincidence events be looked for so the sorting operation
is always enabled which is a major source of performance slowdown. In the case that
the triggers are not processed looking for coincidences, this operation is not required
and removing it would greatly improve the performance of the code. Additional
improvements could be made to how the system identifies what channels to request
for neighboring pixels as well. That operation requires multiple searches through
tables and is rather inefficiently implemented currently. These are all improvements
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that are presently being worked on by members of the Nab collaboration. In it’s
current state, the Nab Fast-DAQ LabVIEW software is capable of keeping up with
approximately 30 kHz of incoming triggers and outputting waveform data at a rate
of approximately 700 MB/s.
The main remaining piece of software that will cause bottlenecks is the replay
script that takes place after the LabVIEW code exports the data files. As the script
isn’t in a finalized state at the moment, pending implementation of additional analysis, it’s difficult to say exactly what the performance of this system will be. The only
consistent part of this system will be the initial repacking of data into HDF5 and
waveform compression. These operations are heavily dependent on file I/O performance. As will be discussed in Chapter 5, the performance of the data compression
algorithm is heavily dependent on the CPU and RAM performance so depending on
where the compression is done, either on the Windows LabVIEW computer or the
Linux RAID storage computer, the maximum throughput varies. In the case of the
Linux computer, the maximum write performance of the compression algorithm is
≈ 400 MB/s, whereas on the Windows PC, due to having a more modern CPU with
greater per-core performance and faster DDR4 memory, its performance has been
demonstrated to be beyond 1000 MB/s. As such, the replay script will be moved to
the Windows LabVIEW computer and compressed data will be sent across the 10 Gb
Ethernet connection. For more information about the performance of analysis tasks
that may be implemented in the future, see Chapter 4. For information regarding
compression performance, see Chapter 5. In conclusion, besides the LTO archival
step, the Nab Fast-DAQ system is capable of exporting around 700 MB/s of data,
far in excess of the expected experimental data rate.
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3.3.3

Data Storage and HDF5

Previous iterations of the Nab Fast-DAQ used binary files to store the output data.
These formats are shown over multiple iterations in Appendix . Here I present the
most recent version of the DAQ’s output format that utilizes the HDF5 library [23].
HDF5 is a self-describing binary file format that supports a variety of features such
as built-in compression, checksums, chunked datasets, and much more. While there
are other file formats that share similar features, such as the popular ROOT file
format, HDF5 is directly supported via 3rd party plugins in LabVIEW making the
integration with the Fast-DAQ system incredibly simple and convenient. By using a
library such as HDF5, it’s possible to output a nearly finalized file containing both
raw data and meta-data, such as run parameters and copies of the configuration files
without an extensive amount of repacking of data in a replay script. That doesn’t
mean a replay script isn’t necessary, but that by outputting the data in a HDF5 file
to begin with a significant portion of the processing can be reduced or simplified.
HDF5 files are set up in a format mirroring how files and folders work. Within
an HDF5 file are datasets that behave like files and store the actual data. These
datasets are organized into groups that behave like folders within the file. Multiple
groups can be nested together just like folders within the overall HDF5 file. Datasets
can be simple such as an array of floating point numbers, or more complicated with
n-dimensional matrices of complicated data types. Each are created with a set of
parameters that define how the data will be stored with respect to compression,
checksums, chunking, etc. These are independent datasets allowing the user to compress certain parts of the file and not others. This is particularly useful for the Nab
experiment because several of the datasets are rather small, such as the run configuration parameters, and don’t benefit significantly from compression, whereas the
waveform data benefits highly from compression. The file structures of the HDF5
files both before and after the nearline analysis, or replay script, are shown in Figures
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File
Run Parameters
Triggers
Events
FPGA Temperatures
Figure 3.5: Nab HDF5 File Data Structure Pre-Replay
3.5 and 3.6. The primary differences are the organization of the ‘Run Parameters’
into a format that is more easily parsed and the integration of the waveform data.
The waveform data is initially saved in flat binary files instead of HDF5 for reasons
described in Section 3.3.2. This data is then re-integrated to the HDF5 post-replay.
One main benefit of HDF5 is that modifications to this format are easy to implement and handle in both the online and offline code. For example if the Run
Parameters group is modified, then offline analysis code that only reads the trigger
data isn’t affected and will continue to work without issue. The same is possible of
course through splitting the data into multiple files, but then the sheer number of
files per dataset becomes a major barrier of entry for analysis. Multiple file types
increases the amount of code required to open the dataset increasing complexity for
the end user, while also raising the chances of bugs appearing in the system. Having
the data stored in one file type simplifies file transfers and archival as well. The
downside is that users only wanting to access a particular type of data need to store
additional data they aren’t interested in on their system. To reduce the scale of this
issue each run from the DAQ is split into sub-runs with the same configuration, just
different files to reduce the individual file size to a more manageable size. This limit
is adjustable but defaults to 4 GB pre-compression. This size was chosen as it is large
enough to be efficient for offline analysis tasks, but small enough that the average
user will not have difficulties storing them on a personal computer and can run quick
analysis operations over them. It is also a size that allows for the whole file to be
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Figure 3.6: Nab HDF5 File Data Structure Post-Replay
read into RAM without issue on most modern computers.
3.4

Timing Synchronization

One source of uncertainty in the Nab experiment is the precision of the proton time
of flight calculation based on determining when the proton and electron arrived at
the detector. The extracted arrival times are critical for determination of the proton
momentum as discussed in Chapter 2. One source of uncertainty in this timing
measurement is the clocks on the FPGAs. Each FPGA is sampling at 250 MHz, or
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once every 4 ns. It is not necessarily true that every sample is taken at the same point
in time. Two FPGA channels may send a request for a digitized sample at timestamp
1000, but one of those channels may be sampling half a nanosecond before the other
for example. This sort of offset between the channels would cause a systematic bias
in the momentum extraction as differing offsets between channels would shift the
extracted time difference between particles. Aaron Jezghani, in collaboration with
NI, built a system into the Nab Fast-DAQ that aligns the FPGA clocks in time to
reduce this bias in the dataset [29]. Due to not all of the FPGA hardware being
acquired at that time, the full system was unable to be tested. In this section I will
present and discuss results from a test of this system’s behavior in the full 2 chassis,
32 FPGA, configuration.
In order to facilitate the timing synchronize, two additional modules are added
to the NI PXIe 1085 chassis in addition to the PXIe 5171 Oscilloscope modules.
These are the PXIe-6674T and the PXIe-6672 modules. The way these modules are
configured in the system and connected to each other is shown in Figure 3.7. The
general idea is that the PXIe-6674T module exports a stable reference clock for the
FPGAs to synchronize to. This reference clock is split and imported back into the
system through the PXIe-6674T’s Clk10-In connector and also transmitted over a
fiber optic connection to the Clk10-In input on the PXIe-6672 card. Both of these
cards distribute these signals to the PXIe-5171 oscilloscope modules on their respective chassis. The Trig0 and Trig1 connections are used for making the measurement
of the timing offsets relative to this reference clock and for sending signals between
chassis such as the start FPGA acquisition signal. The DAQ software will not allow
operation with synchronization enabled if either the Trig0 or Trig1 signals are not
being transmitted properly and two chassis are being used. Note that it’s possible
to run with a single chassis and still have timing synchronization enabled, but the
chassis must be configured with the NI-PXIe 6674T module in order to do this and
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Figure 3.7: DAQ Synchronization Hardware Configuration. Dashed sections represent
fiber connections between chassis made necessary by the high voltage requirements
in the Nab experiment.[29]
a cable must be connected between the clock output signal and the Clk10-In input.
Note that the Fast-DAQ does not throw an error if the Clk10 signal isn’t properly
transmitted to the secondary chassis so the user will need to verify that the connection
is stable with an external oscilloscope.
Testing of the timing alignment of the FPGA channels was done with two distinct
types of input signals: a sine function and a pulse such as an exponentially decaying
pulse. These input signals are to be split and input to two or more channels at once
with as identical as possible of cables to keep variations in the distance the signal
travels to each channel minimal as these will create additional biases in the timing
measurement. The sine function was used to very precisely extract the phase offset
in the signal between two signals. The idea is that the user can tell the Fast-DAQ
to record all the samples between two timestamps, and then determine the phase
in that measured sinusoidal signal through fitting. By determining the difference
in the phase of the fitted sine waves, the difference in the timestamps on the two
channels can be very precisely determined. The period of this sine wave should be
shorter than the length of the waveform traces used for testing as shown in Figure
3.8. Higher frequency signals will have less bias and uncertainty in the extraction,
but there are limits to consider. Any frequencies higher than the sampling frequency
of the FPGAs will obviously not work well. It is also possible for the two sine waves
being fit to be separated by a whole phase, which would result in an incorrect phase
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Figure 3.8: Bias and uncertainty in the phase extraction from sine waves. Performance will also depend on noise present in the data. The red vertical line represents
the frequency at which one full period is included in the waveform length for a length
of 7000 samples.
offset being extracted. This is why the a secondary signal shape, an exponentially
decaying pulse, was used. This type of functional form is used to verify that the
phase of the sine wave signals isn’t off by an entire period. Signals such as this are
excellent for reaching precision roughly equal to the width of a single time-bin, or 4
ns for Nab, but to go below single time-bin width resolutions oscillatory shapes such
as a sine wave are ideal.
The first test to perform in this configuration is a test of the cables themselves
to measure the bias present in the input cables. This will be a relative measurement
where the bias between the cables will be identified, but not the bias of each cable
individually. For this measurement the method is straightforward: connect cable A
into channel 1, cable B into channel 2. Determine the timing offset between the
two channels in this configuration. Then move cable A to channel 2 and cable B to
channel 1 and measure the offset again. The offset created by these two cables can
then be extracted as shown in Equations 3.1.
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Measurement 1 = (Cable A + Channel 1) − (Cable B + Channel 2)
Measurement 2 = (Cable A + Channel 2) − (Cable B + Channel 1)

(3.1)

Cable B − Cable A = −1/2(Measurement 1 + Measurement 2)
This testing was done using 56 µs long waveform traces that were requested using
the long baseline trace functionality in the Nab-DAQ Vi. The inputs for this test
were channels 0 and 1 on the FPGA in slot 2, the first FPGA slot, in the main
chassis. From this testing the offset between Cable B and Cable A is roughly 260
ps. A good sign from this testing is that each of these measurements were stable to
at least 15 ps. This is well within the Nab precision goal of 300 ps. There are other
sources of timing bias in the system, such as variances in the length of the cables in
the electronics chain, but this level of stability means the FPGA synchronization one
of the smaller contributions to this systematic uncertainty.
This test was then repeated, to ensure the stability of this offset, but instead found
different results. This led to a suite of tests, all repeating the same study but with
different system configurations, that revealed an interesting problem to overcome.
The results of these tests are shown in Figure 3.10. Note that the configuration of the
system was kept as constant as possible, excepting for the changes being deliberately
made during these tests.
The first configuration change was a complete reboot of the system meaning both
the FPGA chassis and the Windows PC were shut off and turned back on. This
caused a roughly −150 ps shift in the measured timing offset between the channels.
Waiting an additional hour and repeating the test did not reveal a significant shift in
the behavior, and neither did restarting the Fast-DAQ computer but not the FPGA
chassis. Rebooting the whole system again, despite prior results suggesting a change,
actually did not affect the timing bias this time. However, modification of the fiber
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Figure 3.9: Measuring the offset present between the two cables used for bias testing
connection configuration, by changing the J730 converter boxes from digital output
to analog output mode, caused a significant change to the timing bias. Undoing this
change did not revert the system back to its prior state. One final test was done where
the FPGA that was being tested was moved from Slot 2 to Slot 3 in the chassis. This
resulted in a massive shift of 40 ns in the timing bias between the two channels, which
again were on the same FPGA, just in a new location within the chassis.
Once synchronized, the Fast-DAQ FPGA clocks are stable to within 30 ps, meeting the Nab precision requirement. However, any configuration changes whatsoever
in the system can cause the measured offsets to shift significantly. This means that
bench testing and extraction of the timing bias between channels is unfortunately
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Figure 3.10: Measurement of the timing bias between channel 0 and channel 1 on
the same FPGA. All measurements were made without any adjustments of the input
cables.
ineffective. Any measurements made will not necessarily remain accurate once the
system is installed and doing this sort of testing with a function generator one pair
of channels at a time is not feasible in-situ. Again, to reach the Nab precision goals,
the uncertainty in the mean timing bias needs to be understood to within 300 ps and
while many of the shifts shown in Figure 3.10 are less than this limit, the DAQ is
not the only source of this error so it’s critical to keep DAQ contributions as small
as possible.
This inconsistency in the configuration means that it is a necessity to be able
to perform this synchronization in-situ during data taking, or at the very least as a
dedicated step in the data taking process. To support this, a modification to the pulser
configuration has been devised. The BNC Model PB-5 Pulse Generator that is being
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Figure 3.11: Possible configuration for an in-situ timing synchronization measurement
apparatus. All connections into the high voltage boxes must be
used for gain monitoring, while excellent for linearity measurements and monitoring
gain stability, is not ideal for timing synchronization measurements due to lacking
an oscillatory output shape option. It only supports pulsed shapes, such as square
pulses with exponential tails, which aren’t ideal for probing timing synchronization
features smaller than one timebin. The best solution would be some combination of
both an oscillatory shape and the output of the PB-5 pulser as shown in Figure 3.11.
This setup requires a few additional components, in particular an additional pair
of Highland Technology J720s and J730s for the trigger clock signal. For the BNC
switches, it is essential that they can be controlled via either Ethernet or RS-232
as those are the currently existing methods of communication with hardware in the
high voltage boxes. An external trigger clock is used to synchronize the output of the
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various function generators being used as input to the detector, and also to signal the
Fast-DAQ that an incoming pulser signal is coming. In previous setups, the Pulser
output was used as this input to the Fast-DAQ. In this case the output from the
pulser setup can have two distinct shapes with different triggering behaviors. By
routing the trigger clock in to the pulser channel in the DAQ, instead of the pulser
output, the triggering behavior is more consistent. This also means that in order
to save the original signal sent into the detector bias system, either the sinusoidal
shape for timing synchronization or the square pulse shape for gain monitoring, the
output from the BNC switch will need to also be an input into the Fast-DAQ system.
This does reduce the number of channels available for data taking. Each chassis
will require 2 channels for pulser related inputs, only allowing for 126 pixels to be
connected from each detector.
It is possible to avoid this issue by using the Programmable Front Interface connector on one of the FPGAs for the pulser trigger clock input. This would allow all of
the pixels to remain connected. However, this functionality is not available within the
current FPGA firmware and would require extensive development which is beyond
the scope of this work.

Copyright© David G. Mathews, 2022.
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Chapter 4 Digital Signal Processing and NVIDIA GPUs

Digital Signal Processing (DSP) is a broad field of research centered around the processing of analog signals with digital analysis algorithms using computers, or other
specialized hardware. This definition is vague as the field spans a variety of applications and implementations, from medical imaging where DSP is used to create and
process X-Ray and MRI images, to machine learning techniques to identify particular
elements of photos and videos, to the applications discussed here in precision nuclear
physics experiments. Many standard DSP algorithms are emulations of analog signal
processing techniques, such high and low pass filters, but as computers become more
and more complex, so do the capabilities of DSP routines. The discussion in this
chapter is focused on digital signal processing routines for the Nab and Ca45 experiments. In particular, this chapter will discuss implementation of DSP algorithms on
GPUs, or Graphics Processing Units.
4.1

Utilizing NVIDIA GPUs for DSP

Digital signal processing traditionally is performed with CPUs and FPGAs. CPUs,
or Central Processing Units, are the main component of a computer associated with
doing computations on behalf of the user. FPGAs, or Field Programmable Gate
Arrays, are a more specialized hardware tool that are commonly used for DSP due
to their architecture which will be shown in more detail below. While these are both
excellent tools, modern computers typically also have access to Graphics Processing
Units, or GPUs, that can be leveraged to accelerate processing even further, if the
DSP algorithms are ported efficiently to use them.
It should be noted that all 3 of these hardware types are more than capable of
executing DSP algorithms. A significant portion of the analysis for Nab and Ca45
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depends on CPU-based DSP algorithms, and the real-time analysis of the incoming
signals is done with FPGAs, as discussed in Chapter 3. The motivation for using GPUs for DSP tasks is performance driven. FPGAs are developed by writing
firmware that is then synthesized and applied to a particular card. As discussed
in Chapter 3, this is a complex process and very time consuming with compilation
times that can take hours. The fact that it’s called “firmware”, instead of software,
indicates that FPGAs are not as flexible and dynamic as CPUs and GPUs. This
has it’s benefits, as the performance of the device is deterministic which is hugely
beneficial for applications where the processing must be done in real-time, however,
the longer development time and reduced flexibility, compared to CPUs and GPUs,
is undesirable. CPUs are at the other end of the spectrum from FPGAs. Software
for the CPU can be extremely flexible and rapidly developed, but the performance
is non-deterministic and can vary wildly between implementations and programming
languages. As such, they are excellent for prototyping DSP algorithms, but not well
suited for real-time data processing.
GPUs represent a middle ground between the CPU and FPGA. They are more easily configured than FPGAs while offering greater performance than CPUs. Similarly
to the FPGA, GPUs are composed of multiple distinct processing units, but beyond
that the similarities end as shown in Figures 4.1 and 4.2. FPGAs are comprised
of a series of logic blocks connecte by programmable interconnects. Information is
delivered to the chip via I/O blocks and the data percolates through the system over
the interconnects, as defined by firmware developed by the user. The GPU layout
is more hierarchical and static, without significant communication between compute
units. Individual compute units have their own local storage cache, but groups share
access to a L2 Cache. They each can access the “global” memory banks, which have
significantly more storage available than the L2 caches, but slower access speeds. In
FPGAs, each compute unit is expected to work in tandem with the neighboring units,
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Figure 4.1: Parts of an FPGA [35]
sharing information back and forth between them to achieve a common processing
task. In GPUs, the compute units operate more independently, and the expectation
is that the user breaks up the computational tasks into distinct parts for each unit to
handle simultaneously. GPUs are designed to be massive parallel workhorses and operations where each compute unit can operate independently, such as many common
linear algebra operations, are particularly well suited for the hardware.
Leveraging GPUs for DSP is made easier through the NVIDIA CUDA Toolkit [37].
The CUDA Toolkit provides to the user a variety of libraries designed for Nvidia
GPUs, compilation tools for C/C++, and much more. For more information, see
the Nvidia CUDA website here: https://developer.nvidia.com/cuda-toolkit.
CUDA is designed to be used on NVIDIA GPUs only, meaning that AMD GPUs
are not directly supported. In recent years AMD has created a software suite called
HIP, Heterogeneous-Computing Interface for Portability, that is intended to allow
programmers to easily write code for both AMD and NVIDIA GPUs. Many of the
libraries and features available in CUDA have HIP alternatives, however, this was
not the case when the development and testing of software for Calcium-45 and Nab
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Figure 4.2: NVIDIA A100 Chip Layout [9]
was started. Due to this, all code presented here will be NVIDIA CUDA based.
4.1.1

Intro to Programming NVIDIA GPUs

A discussion of all of the facets of developing efficient GPU algorithms is too large
of a discussion for this chapter. Instead, this section will discuss some of the basic
principles that are particularly relevant for the type of software being used in the
Nab and Calcium-45 experiments. Before DSP code is presented, some basic GPU
computing terms and examples will be discussed. As illustrated before in Figure 4.2,
NVIDIA GPUs are comprised of multiple compute units which are called Streaming
Multiprocessors, or SMs. Each SM contains multiple processors that handle different
operation types. A diagram of the SM from a recent GPU generation is shown in
Figure 4.3. This SM is broken up into 4 different pieces that are all connected to the
L1 Data Cache, or Shared Memory. Each of these pieces receives instructions from
the L1 Instruction Cache that are distributed to the various L0 Instruction Caches.
The warp schedulers, along with the dispatch units, distribute these tasks to either
the 32-bit integer/floating point precision, 64-bit floating point, or the tensor core
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depending on the type of computing tasks to be done.
The user, for the most part, does not directly program into their software exactly
how each component of the SMs will behave. Instead the user interfaces with an
abstraction layer comprised of the grid, blocks, and threads. While it is possible
to directly interact with parts of the system such as Shared Memory, as will be
demonstrated later, many operations can be coded efficiently with minimal direct
interaction with the hardware configuration. This is a deliberate feature of NVIDIA
CUDA with the goal of reducing the complexity of writing code for new users. This
grid, block, and thread regime semi-transparently maps to the hardware being utilized
as seen in Figure 4.4.
This is not a direct 1-to-1 mapping. Multiple CUDA thread blocks may exist
on one SM at a time, but a single thread block cannot be split over multiple SMs,
for example. CUDA threads map roughly to CUDA cores, the individual compute
units within the SM. CUDA thread blocks are assigned to SMs, and a collection of
these thread blocks are passed to a CUDA capable GPU within the kernel grid. This
abstraction layer is how the user communicates with the hardware without requiring
the user to program in the exact behavior of the hardware. A quick example code that
shows how to use these parameters is shown in Code 4.1 using CUDA through Numba
in Python. While there are some syntactical differences between CUDA in C/C++
and CUDA in Python through Numba, the behavior of the blocks and threads on
the GPU is the same. In this example, two 1D arrays are added together. With this
implementation each block will have 32 threads in the x dimension, and then the
number of blocks required to add the arrays together is calculated based on the array
size. Note that in this example more threads will be used than are actually needed for
the calculation. This is why there is a check in the CUDA kernel to determine if the
thread is needed for calculations. Without that check, a memory access error could
be thrown when a thread tries to access data outside of the allocated array region.
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Figure 4.3: NVIDIA A100 SM Diagram [8]
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Figure 4.4: NVIDIA CUDA Thread Block Diagram
In situations where the exact number of threads to be used is known in advance such
checks could be removed, but it is a safe coding practice to include them.
Also shown in this example is the transfer of data to the GPU before doing the
calculations. GPUs cannot directly access memory on RAM like the CPU can and
require that data be transferred to the GPU first. While abstractions like Unified
Memory [19] exist, these are simply hiding the explicit memory transfers under-thehood so the programmer doesn’t need to manually code them. Memory transfers such
as this take a significant amount of time, especially when compared to the time it
takes to do a simple operation such as the addition done in this example. For the test
case of adding 1000 values as in Code 4.1 each memory transfer takes 230 µs whereas
the calculations take 52 µs. Both of these times are significantly slower than using
the CPU to do the addition which only takes around 670 ns on the test PC. Memory
transfers, and the initialization of a CUDA kernel and subsequent distribution of
work over the various blocks and threads, take a significant amount of time. As such,
deployment of code to GPUs should be limited to algorithms where the computational
time is fast enough on GPU to make up for the overhead with doing so. Scaling the
size of the problem, for example by handling more arrays at once, does not always
fix this performance issue. In the example of adding arrays shown here, the memory
transfer time increases linearly with the size of the arrays preventing the GPU from
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import numpy as np
from numba import cuda
@cuda.jit
def addArrays(a, b, c):
thread = cuda.threadIdx
block = cuda.blockIdx
blockWidth = cuda.blockDim
pos = thread.x + block.x ∗ blockWidth.x
if pos < a.size:
c[pos] = a[pos] + b[pos]
return
a = np.ones(1000)
b = np.ones(1000)
d_a = cuda.to_device(a)
d_b = cuda.to_device(b)
d_c = cuda.device_array_like(a)
threadsPerBlock = 32
blocksPerGrid = (a.size + (threadsPerBlock − 1)) // threadsPerBlock
addArrays[blocksPerGrid, threadsPerBlock](d_a, d_b, d_c)
c = d_c.copy_to_host()

Code 4.1: Code demonstrating block and thread usage in a CUDA kernel with Numba
being as efficient as the CPU for this simple task.
This does not mean that you should never add arrays on the GPU. What it
means is that if your analysis task is only adding arrays, then the GPU is probably
not the best hardware for the job. A better example of the effectiveness of the GPU
is matrix multiplication. Matrix multiplication involves multiple operations per entry
in the matrices, and many of these operations can be done entirely in parallel with
no dependency on the other operations. A similar example to the one in Code 4.1
is shown below with a naive implementation of GPU multiplication. This code was
taken from the examples provided by Numba [36].
This is a naive implementation because it is wasteful with the memory accesses.
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1 @cuda.jit
2 def matmul(A, B, C):
3
i, j = cuda.grid(2)
4
if i < C.shape[0] and j < C.shape[1]:
5
tmp = 0.
6
for k in range(A.shape[1]):
7
tmp += A[i, k] ∗ B[k, j]
8
C[i, j] = tmp

Code 4.2: Basic Matrix Multiplication
Locations in both matrices A and B will be accessed multiple times from global
memory. While global memory is fast, when compared to traditional read/write
operations from a hard-drive, it is a significant bottleneck compared to the rate of
mathematical operations on the GPU. Modern GPUs often have memory bandwidths
in excess of 256 GB/s, and single precision performance in excess of 10, 000 GFLOPS
(giga floating point operations per second). For these sample numbers, the GPU
could execute roughly 39 operations per memory load in an ideal world. For the
matrix multiplication code shown in Figure 4.2 there are 2 floating point operations,
one addition and one multiplication, for a pair of memory accesses yielding 1 floating
point operation per memory load. This scheme heavily bottlenecks the GPU as
instead of the 39:1 ratio of operations per memory access that is desirable, this code
operates at 1:1. This is another reason, on top of the transfer from RAM to VRAM,
for why the GPU was not as efficient as the CPU for adding arrays.
Through the use of Shared Memory it is possible to improve the performance of
these matrix multiplications. Shared memory is located in each SM and is directly onchip meaning it has dramatically lower latency for reads/writes than global memory
[20]. The primary downside to shared memory compared to global memory is that the
size of shared memory available is significantly smaller, 64kB versus 16GB of global
memory, depending on the GPU model, and information stored in shared memory
cannot be directly accessed by another SM. For some algorithms these restrictions
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can be worked around, such as in matrix multiplication as shown in Code 4.3. Note
that this implementation is specifically for 16 × 16 matrices and was again taken from
the examples provided by Numba.
1 @cuda.jit
2 def fast_matmul(A, B, C):
3
# Define an array in the shared memory
4
# The size and type of the arrays must be known at compile time
5
sA = cuda.shared.array(shape=(16, 16), dtype=float32)
6
sB = cuda.shared.array(shape=(16, 16), dtype=float32)
7
8
x, y = cuda.grid(2)
9
10
tx = cuda.threadIdx.x
11
ty = cuda.threadIdx.y
12
bpg = cuda.gridDim.x # blocks per grid
13
14
if x >= C.shape[0] and y >= C.shape[1]:
15
# Quit if (x, y) is outside of valid C boundary
16
return
17
18
# Each thread computes one element in the result matrix.
19
# The dot product is chunked into dot products of 16−long vectors.
20
tmp = 0.
21
for i in range(bpg):
22
# Preload data into shared memory
23
sA[tx, ty] = A[x, ty + i ∗ 16]
24
sB[tx, ty] = B[tx + i ∗ 16, y]
25
26
# Wait until all threads finish preloading
27
cuda.syncthreads()
28
29
# Computes partial product on the shared memory
30
for j in range(16):
31
tmp += sA[tx, j] ∗ sB[j, ty]
32
33
# Wait until all threads finish computing
34
cuda.syncthreads()
35
36
C[x, y] = tmp

Code 4.3: Efficient Matrix Multiplication with Shared Memory
In Code 4.3, each thread in a chunk loads in 2 values per iteration from global
memory and then executes 32 operations, leading to a 16:1 compute to load ra95

tio. This is significantly better than the previous 1:1 ratio and leads to dramatically higher performance as such. As matrix multiplication is an extremely common
task on GPUs, NVIDIA has provided a variety of built in multiplication operations
through the cuBLAS library. Extensive documentation, discussions, and examples
are available through their website [10].
In addition to balancing the number of calculations and memory accesses, the
way that memory is accessed is a critical component of how rapidly the GPU can
operate. When information is requested from the GPU in a kernel, the actual behindthe-scenes memory accesses occur in 32, 64, or 128 byte transactions. If a thread
wants to access a 2 byte value in storage, and no other threads are accessing data
nearby, the GPU will transfer 32 bytes of data to only actually use 2 bytes of it. By
arranging the data to more densely utilize these transactions, the performance of the
code can be accelerated. Figure 4.5 demonstrates a more efficient way of packing
the data into a contiguous array. Depending on the type of algorithm, this can be
critically important. For operations that involve iterating through multiple arrays
simultaneously, such as searching for maximum values in multiple arrays at once, this
can greatly increase the throughput.

Figure 4.5: A demonstration of how to more efficiently access the 0-th element in
a flattened 2-dimensional array structure. In the first version of the structure, 4
memory transactions are required versus 1 in the second version.
These are just a few considerations when programming efficient algorithms on
GPUs. As mentioned before, there are simply too many different aspects of optimization to discuss in this chapter, but at least with this base level of understanding
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reasonably efficient algorithms can be developed. For those that wish to learn more
about efficient GPU programming, NVIDIA provides on their website an immense
amount of articles and discussions that cover a wide range of optimization techniques
and considerations. For the remainder of this chapter, the optimization discussion
will focus on DSP analysis tasks relevant for the Nab and Calcium-45 experiments.
4.1.2

DSP on NVIDIA GPUs

One of the pivotal operations that is applied in Digital Signal Processing is the convolution. This operation can be done straightforwardly with a series of dot products,
or can be performed efficiently with Fast Fourier Transforms. Figure 4.6 shows an
example convolution of two vectors being performed with a sliding dot product. Note
that parts of the output are considered “invalid” due to not having full overlap of the
two vectors. The size of the output from convolution depends on the input vector size
of course. The total size, including the “invalid” regions, is determined by N + M − 1,
where N is the length of the first vector, and M is the length of the second vector.
The number of valid datapoints, where the “filter” vector is fully encompassed by
the vector representing the signal is N − M + 1. This direct convolution method is
demonstrated in Figure 4.6.
This convolution can also be performed with Fourier Transforms as is defined in
the Convolution Theorem. For two sequences of discrete variables g[n] and h[n] with
P
−i2πf n
Fourier Transforms G and H, G(f ) , F {g}(f ) = ∞
, f ∈ R and
n=−∞ g[n] · e
P
−i2πf n
H(f ) , F {h}(f ) = ∞
, f ∈ R, the discrete convolution can be
n=−∞ h[n] · e
P
P∞
defined as: r[n] , (g ∗ h)[n] = ∞
m=−∞ g[m] · h[n − m] =
m=−∞ g[n − m] · h[m].
The convolution theorem is then given as:

R(f ) = F {g ∗ h}(f ) = G(f )H(f )

(4.1)

By applying the inverse Fourier Transform operation to R(f ) in Equation 4.1,
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Figure 4.6: Demonstration of convolution via sliding dot products. Regions highlighted indicate the sections of the two vectors that were included in the dot product
for that iteration. Blue highlighting indicates that the result is part of the “invalid”
region due to not including the full filter and green highlighting indicates the “valid”
region .
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Figure 4.7: Comparison of the Convolution performance using the Scipy Libraries
scipy.signal.convolve function. All convolutions were done using the ‘full’ option for
the mode parameter and the method of convolution was controlled with the method
parameter.
the convolution of two arrays with each other can be done. While this may seem
more complicated than just calculating the direct convolution, in fact, it is much
faster due to the Fast Fourier Transform, or FFT, algorithm. This FFT method
requires O(N log(N )) calculations, whereas direct convolution with dot products requires O(N 2 ). The FFT method involves 3 different FFT calculations along with a
point-wise multiplication, but is much more efficient than the traditional dot product
method for large arrays. A demonstration of this is shown in Figure 4.7.
The use of the FFT is particularly effective for GPU-based convolutions. FFT
algorithms are well defined for NVIDIA GPUs through the NVIDIA cuFFT library
[7]. This is a GPU-based implementation of the FFTW library [16]. This library
does not directly compute convolutions, but does define a series of highly optimized
FFT routines.
For CPU-based FFTs, there are a variety of options available in the Python. A
discussion of the performance of some of these options is presented in Chapter 6.
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Optimization of the GPU performance for convolutions mostly comes down to avoiding redundancies in the process. The algorithms available through cufFT are highly
optimized, so the optimization is focused on efficiently using those algorithms. For
this section, the performance will be characterized around how many 7000-datapoint
waveforms can be convolved with a 2000-datapoint filter per second. This is meant
to represent the standard analysis routine used in the Nab experiment. Based on the
results in Figure 4.7, waveforms of this size should be convolved via FFT instead of
directly.
Performance testing was done using the Cupy library in Python. This library is
designed as a drop-in replacement for Numpy that uses NVIDIA GPUs instead for the
computations. While it is not expected to reach the full performance of code using the
cuFFT library through C/C++, it is a convenient way to demonstrate the various
optimization steps required to reach full performance on the GPU. The computer
used during testing used a AMD 5900x CPU and a NVIDIA GTX 1070 GPU for all
of these tests. Different CPUs and GPUs will have different performance results, but
the optimization steps to reach full throughput on the GPU will be similar.
The simplest implementation of a convolution with the GPU available through
Cupy is shown in Code 4.4. In this example, the main difference from doing this
operation on the CPU is the transfer to the GPU with the cp.array function. This
function creates a copy of the input Numpy array on the GPU instead. Nothing is
actually done with the results of the convolution at this stage, but the results are
stored on the GPU ready to be processed however the user wants. This method is
so inefficient that it is actually slower than using the CPU through Numpy. This
version of the code runs at around 500 Hz vs the Numpy version running at 6.6 kHz.
With some additional optimizations, this can be dramatically improved. Note that
in this code, the variables that store the data on the GPU are initialized as “None”
prior to the loop itself. This is so they can be directly freed out at the end of the
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1 def naiveCUDAConvolution(waveforms, filt):
2
filtr = cupy.array(filt)
3
wave = None
4
temp = None
5
for wave in waveforms:
6
wave = cupy.array(wave)
7
temp = cupyx.scipy.signal.convolve(wave, filtr, mode=’full’, method=’fft’
,→ )
8
#do something with these results
9
del filtr
10
del wave
11
del temp
12
return None

Code 4.4: Naive GPU DSP Implementation
1 def batchedConvolutions(waveforms, filt):
2
gpuFilt = cupy.array(filt)[None,]
3
gpuWaveforms = cupy.array(waveforms)
4
gpuResults = cupyx.scipy.signal.fftconvolve(gpuWaveforms, gpuFilt, mode=’full’,
,→ axes=1)
5
cpuResults = cupy.asnumpy(gpuResults)
6
del gpuFilt
7
del gpuWaveforms
8
del gpuResults
9
return cpuResults

Code 4.5: Batched GPU DSP Implementation
function to ensure that no data is unnecessarily left allocated on the GPU which can
be problematic.
One of the major bottlenecks is the continual transferring of data over to the GPU.
Multiple small transfers, as implemented here, is much less efficient than a singular
large transfer due to overhead. Depending on the situation, it is unreasonable to
assume that the entirety of the dataset can fit on the GPU at a time. However,
handling this memory transfer in batches can greatly improve the performance. In
addition, handling multiple waveforms at a time in the convolution operation also
dramatically increases the performance of the code. An example of a function that
does this is shown in Code 4.5.
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There are three main points where performance can be even further improved.
First, during the convolution step, both the filter and the batch of waveforms are
Fourier transformed, multiplied together, and then passed through an inverse Fourier
Transform. Generally speaking in DSP processes, the same filter is applied to a large
set of waveforms which means that calculating the Fourier Transform of the filter each
time is a waste of operations and can be done once in advance saving a significant
number of computations.
Second, each time this function is called, the space for the various arrays is allocated and de-allocated over and over again. In a language like Python where memory
management is not managed directly by the user as in C/C++ this is an easy mistake
to make but it can be a costly one. In the case that the whole dataset can be handled in one convolution operation, then this behavior is fine. However, when more
waveforms need to be analyzed than can reasonably fit within the GPU memory,
this function is unnecessarily allocating and de-allocating memory. Pre-allocating
the storage for the waveforms and the convolution results significantly increases performance when multiple batches are used.
Third, the FFT algorithm requires the creation of a “plan” to perform the FFT.
This plan defines how the FFT will be calculated for the particular input arrays and
is determined based on the type of input array, dimensions, real or complex, the
direction of the convolution (forward or inverse), and the precision of the data in the
array. All of these factors are considered when creating the execution plan for the
FFT, which takes a significant amount of time. By default, the FFT implementation
in the Cupy library caches recently used plans in case the same type of FFT is
performed in the future. This is beneficial for performance, but to the unaware user
can appear to be a memory leak. These cached plans can be cleared manually if so
desired.
The most direct way to implement all of these changes in Python with Cupy is
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to use the low level CUDA interface to manually create the various FFT plans. This
allows the user to have direct control over the Fourier Transform operations. In terms
of functionality and syntax, the behavior is similar to the C/C++ implementation of
cuFFT. The full code for this is shown in Appendix in Code 7.2.
There are still some optimizations that can be made from this point. One such
optimization is the padding of the waveform length to a number with low values in its
prime factorization, or ideally a power of 2. FFT algorithms can perform significantly
faster operating on arrays of these lengths as described in the cuFFT documentation.
This optimization is relatively small in terms of the performance gain achieved by
implementing it, but the implementation is simple so it is a worthwhile one.
One of the largest optimizations remaining is related to how memory is transferred
to and from the GPU. When transferring data to the GPU, the system needs to first
convert the data stored in memory to a page-locked memory array. This results in
effectively two memory transfers: the first from RAM to a page-locked copy in RAM,
and the second from the RAM location to VRAM. The throughput can be increased
by having the data initially stored in page-locked, also known as pinned, memory.
The second part of this optimization is the usage of CUDA streams. NVIDIA GPUs
can transfer data simultaneously alongside calculations, saving a significant amount
of time in the overall process. Depending on the GPU model, the number of simultaneous transfers varies, but being able to transfer data while performing computations
on another part of the dataset can save a significant amount of time in the overall
process. The number of streams used that best optimizes the problem will vary and
will need to be tested on a per-case basis. A variant of the previous version that
utilizes multiple CUDA streams is available in Appendix in Code 7.3.
The performance from each of these methods is shown in Figure 4.8. Table 4.1
shows some of the raw performance numbers. The GPU used during testing was an
NVIDIA GTX 1070 with 8 GB of available memory. That memory size restricts the
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Figure 4.8: A comparison of the rate at which a GTX 1070 could process waveform
data with a given filter with the various versions of the code discussed in this section.
number of waveforms that can be handled at a time. Note that almost all of the scaling
methods, those that are affected by the batchsize parameter, plateau after a certain
number of waveforms at a time. This is partially due to reaching full utilization of the
GPU compute units. By increasing the number of waveforms processed at once, more
and more of the GPU compute units are used, leading to greater overall throughput
in the system. Once the whole GPU is being utilized, some additional performance
comes from reducing the percent of the total time spent on function call overhead.
In the case of the GPU, it does take longer to initialize functions that utilize more
blocks and threads within the grid so the benefits from increasing the size of the
problem diminish. As with so many things in GPU programming, the exact point
that these benefits begin to diminish depends on both the functions being used and
the GPU they’re being run on, but the general statement that making the dataset
larger increases overall throughput holds true in the majority of applications up to a
point.
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Table 4.1: Some of the raw performance numbers shown in Figure 4.8. This highlights
the differences in performance between the higher performing methods with preallocation and multiple streams more clearly. Note that the two streamed versions
performed virtually identically indicating that this problem does not benefit, at least
not on the GPU tested, from more than 2 CUDA streams.
Method
Numpy Base
Cupy Base
Cupy Batched
Cupy Pre-allocated
Cupy 2 Streams
Cupy 3 Streams
4.2

Batchsize 1
7.2kHz
0.5kHz
0.5kHz
3.5kHz
3.5kHz
3.5kHz

256
7.2kHz
0.5kHz
8.7kHz
231kHz
250kHz
250kHz

1024
7.2kHz
0.5kHz
10kHz
224kHz
269kHz
276kHz

8192
7.2kHz
0.5kHz
12kHz
171kHz
276kHz
276kHz

Pseudoinverse Based Fitting Routine with Baseline Subtraction

A new method for waveform analysis on FPGAs was proposed that would utilize the
Moore-Penrose Inverse to perform a Least Squares Fit of incoming waveform data to
template functions [29]. The pseudoinverse is a generalized form of the matrix inverse
that works for non-square matrices. This is used instead of the normal matrix inverse,
as generally speaking, the template functions used for fitting waveform data have far
more data points than there are basis functions leading to a non-square matrix. The
pseudoinverse is defined to solve the equation Ax = y where A represents the chosen
set of basis functions, x the fit parameters to that set of functions, and y the waveform
being fit. In the case that A is a square matrix the solution is simple, just invert A
and multiply on both sides to find x = A−1 y. However for non-square matrices the
standard matrix inverse is not defined so instead the pseudoinverse must be used. The
pseudoinverse is defined in such a way as to find the least squares solution to Ax = y.
This means that x = A− 1y provides the set of fit parameters that represent the least
squares solution for the basis functions in A to fit the function y. Figure 4.9 shows
the transformation that a set of basis functions undergoes during the pseudoinverse
calculation.
For the purposes of FPGA based processing, approximations are required to con-
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Figure 4.9: Example basis functions before (left) and after (right) calculation of the
pseudoinverse
vert the complicated functional forms of the inverses into series of polynomial functions [29]. On the GPU, these approximations can be bypassed entirely, as the GPU
can calculate using the direct output from the pseudoinverse using 32-bit or 64-bit
precision and the FFT convolution algorithm. The difficulty instead is in the creation
of an efficient algorithm to take advantage of the parallel nature of the GPU. Simple
brute force parallelization is always possible by handling multiple waveforms at a
time, but additional algorithmic optimizations are required to hit peak performance.
The first step in this process is the calculation of the pseudoinverse itself. There
are a few different methods available to calculate this, each with its own benefits. The
first method is with straightforward matrix inversion and multiplication operations
which is shown in Equation 4.2.

A+ = W A∗ (AW A∗ )−1

(4.2)

This definition is referred to as a right pseudoinverse because it satisfies the relationship AA+ = I, whereas the left pseudoinverse would satisfy A+ A = I. In this
definition there is an additional matrix W that represents a symmetric real-valued
weighting matrix that can be used to account for covariance of datapoints.
106

While this definition is fairly straightforward to implement in most programming
languages, the calculation can be unstable due to numerical precision restrictions.
The conditioning number of the matrix, κ(A), serves as a measure of how unstable
the inversion of the basis functions defined in A are. A larger conditioning number
implies that small discrepancies in the values of the basis functions will produce
significant differences in the least squares solution. In the case that A is an orthogonal
matrix, the condition number is 1 and the error is minimized. This value is useful
for identifying issues that could arise due to computational precision. If k(A) ≥ 1/m
where m is the machine epsilon value, the matrix is effectively a singular matrix
for the purposes of inversion and the fit results using the calculated inverse matrix
are meaningless. Equation 4.3 shows how the condition number, defined as k(A) =
qP P
2
||A||·||A+ || where ||A|| is the matrix norm operation, defined as ||A||=
i
j |Aij | ,
affects the uncertainty in the fit parameters extracted.
||x̂ − x||
||(ŷ − y)||
≤ ||A||·||A+ ||·
||x||
||y||

(4.3)

The instability of Equation 4.2 comes from the (AW A∗ )−1 term. This term is
effectively squaring the elements in the matrix A, then inverting those elements. Any
differences between the magnitude of the eigenvalues in the initial matrix will grow
quadratically when the matrix is squared. Inverting a matrix with such significantly
varying magnitudes in the eigenvalues is numerically unstable as some operations will
approach 1/0 in behavior. This issue can be mitigated by instead using Singular Value
Decomposition, or SVD, to calculate the pseudoinverse. The SVD method avoids
the numerical issues from calculating the pseudoinverse with Equation 4.2, but does
not avoid the uncertainties described by the conditioning number. SVD factorizes
the matrix A with dimensionality m × n into component matrices U : m × m and
U ∗ U = I, Σ = m × n and V = n × n and V ∗ V = I such that A = U ΣV ∗ . The matrix
Σ is a diagonal matrix whose diagonal elements are called the singular values of the
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matrix A. The pseudoinverse can be calculated from these component matrices via
A+ = V Σ+ U ∗ . Σ+ is found by taking the reciprocal of the non-zero elements and
transposing the matrix.
Using either method for determining the pseudoinverse solves the linear least
squares problem, requiring only a single matrix multiplication with the waveform
data to extract the fit parameters for each basis function. The problem is that
waveform fits are often non-linear in the parameter t0 , the start position of the signal
of interest. t0 is one of the main parameters of interest for the Nab and Calcium-45
experiments and represents when the particle was detected.
Modifying the least squares fit method with pseudoinverse to solve the non-linear
fit problem for t0 is possible by shrinking the basis functions down to a length shorter
than the waveform. Instead of representing the whole waveform shape y, the basis
functions now represent the region of interest around t0 . Instead of one set of fit
parameters, the fit parameters will be calculated for a range of possible t0 parameters
by fitting the basis functions to different regions of the waveform (yt0 ). Determining
the value of t0 is then done by minimizing the χ2 for each of these sets of fit parameters.
Knowing where this occurs in time gives both the start position of the waveform,
and therefore information about when the particle was detected, and the best fit
parameters that can be analyzed to determine signal shape features.
Determination of the χ2 is a surprisingly complex problem. The formula itself is
simple, but the way the formula is evaluated by the computer needs to be taken into
account. The equations here represent two versions of the calculation.
χ2 [t0 ] = (y[t0 ] − Ax[t0 ])T W (y[t0 ] − Ax[t0 ])

(4.4)

χ2 [t0 ] = y T [t0 ]W y[t0 ] − xT [t0 ]AT W Ax[t0 ]

(4.5)

Equation 4.4 is the straightforward expansion of the standard χ2 formula including
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Table 4.2: Computational complexity for each method of χ2 calculation assuming
matrix multiplication with dimensions (a, b), (b, c) scales as 2abc. F is the length of
each basis function, B is the number of basis functions. In most applications F  B
so the terms with greater significance to performance are those depending on F . In
the full generic W implementation, the performance differences are minimal due to
similar dependence on F 2 .

W =I
W =D
Generic W

Equation 4.4
3F + 4F B
4F + 4F B
3F + 4F B + 2F 2

Equation 4.5
2F + 2B + 2B 2
3F + 2B + 2B 2
2F + 2F 2 + 2B + 2B 2

the optional weighting matrix. This weighting matrix is presumed to contain the
errors in each datapoint as well for a properly normalized χ2 method. Equation 4.5 is
a simplified form of Equation 4.4 that requires fewer calculations to evaluate for each
application because the AT W A term can be determined once in advance and then
simply applied to each waveform. The computational complexity of each equation is
shown in Table 4.2.
Computational speed is not the only consideration in determining which equation to choose. The other important consideration is the numerical stability of each
method. Equation 4.5 is more susceptible to precision errors because of what is referred to as “catastrophic cancellation”. y T [t0 ]W y[t0 ] results in a single number and
xT (t0 )AT W Ax(t0 ) also results in a single number. Often times both of these numbers
are quite large and when two large numbers are subtracted, multiple bits of precision
can be cancelled out resulting in values with reduced precision. For example, in tests
using this equation with 32 bit precision, this formula would frequently only return
powers of 2 which indicates that only a single bit remained. The equation that should
be used will depend on the type of hardware available to do the computations and the
basis functions chosen. Equation 4.5 is more efficient on traditional CPU hardware
and on scientific GPUs that are designed for high performance double precision. On
GPUs that are more focused on entertainment and gaming and less compute focused,
Equation 4.4 using 32-bit precision is a better choice as those GPUs tend to have
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reduced 64-bit performance. If the basis functions used are poorly conditioned and
require double precision to compute, then double precision should be used no matter
the performance hit as with 32-bit calculations the results may be meaningless. These
are general statements and may not always be accurate depending on the system and
application.
The calculation of the fit parameters x(t0 ) needs to be discussed as well. It’s
possible to do a series of matrix multiplications down the length of the waveform
but that would be horribly inefficient, even on parallel architectures like the GPU.
By splitting up the problem to be one basis function at a time, instead of the whole
matrix, it’s clear that the series of matrix multiplications is really just the sliding dot
product convolution method. Fortunately, because this is a convolution, the FFT
can be used to accelerate the process significantly. By taking the arrays representing
the pseudoinverse basis functions, an example of these are shown in Figure 4.9, and
convolving them down the length of the waveform, the fit parameters as a function
of time can be extracted.
With the fit parameters calculated, the χ2 values can be determined. Now all
that remains is the identification of the best fit location via minimization of χ2 . In
principle, this is a simple process. In practice this becomes tricky depending on the
basis functions that are used. Figure 4.10 shows that it is possible to have multiple
minima in the χ2 array. The χ2 value in this array is minimal in both the edge
regions and also in the center. This can occur when basis functions representing the
baseline behavior of the waveform are included. What is happening here is the filter
is overlapping with a portion of the waveform that only includes baseline features. If
the filter contains baseline functions it can return a small χ2 value when fitting to only
baseline features, but the feature of interest, the start position of the waveform t0 , is
not included in this region. By using the location of the maximal waveform shape fit
parameter, or minimal for negative polarity functions, as an initial guess, the search
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Figure 4.10: Example of fit parameters and χ2 values as a function of t0 for a sample
exponential decaying waveform. The fit functions used are shown in Figure 4.9
for the χ2 minima can be restricted to focus on only the region of interest. This
is represented in the orange dashed line in Figure 4.10. If the set of basis functions
involves multiple templates for the waveform shape, then each vector of fit parameters
for the waveform shape functions should be added together point-wise and then the
maximum, or minimum, of that distribution should be used for the t0 estimator.
The minimum χ2 isn’t necessarily exactly where the amplitude of the waveform
shape fit parameter is maximized, or minimized for negative polarity pulses, but it is
close by. The size of that search region should be tuned based on the length of the
basis functions in particular. For example, a set of basis functions with 100 samples
should not have a search region larger than 100 samples as that search will include
χ2 values from an entirely different region of the waveform that doesn’t include the
t0 estimate.
Because the algorithm is searching for the minimum χ2 in a particular region, not
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all of the χ2 values need to be calculated. The algorithm only uses the χ2 values
that are near to the t0 estimator so by restricting the χ2 determination to this region
a significant amount of computations are avoided. Instead of one convolution per
basis function, only do one convolution with the sum of the template waveform basis
functions. This summed functional form, when convolved with the waveform, will
output the sum of the template basis function fit parameters directly. The maximum
(or minimum) of this distribution is the same t0 estimator as before. In the case of
just one function, this is exactly the same process that was done previously. This is
P
P
possible because convolutions are linear: i (Ai ∗ y) = ( i Ai ) ∗ y.
Once the t0 estimator location is found, then the local area needs to be searched for
the χ2 minima. Here a series of matrix multiplications can be used in a little window.
As was shown in Figure 4.7, direct dot products are faster than FFTs for small enough
regions so as long as the search region is small, this is more efficient than using an
FFT-based convolution. As search regions in the Nab and Ca45 experiments tend to
be short, < 50 datapoints, the default behavior is to use matrix multiplications to
determine the fit parameters in this window.
With this method the size of the search range greatly affects the performance of the
algorithm as each additional search point requires a matrix multiplication. There is a
point where a large enough search window slows the array down to be slower than the
standard method using the convolution technique to find all the fit parameters. The
optimal version of the algorithm varies depending on the number of basis functions
and the size of the search window, but in terms of results they both work just as well.
For well behaved systems where the maximum, or minimum, waveform fit parameter
method is a consistently good estimator for the best fit location, then doing matrix
multiplications in a restricted window is more efficient. In more erratic systems
that require a larger search window, then the method where the fit parameters are
calculated at all points in time via convolutions may be a better choice. Again, this
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is a situation where the ideal method will depend on the system being analyzed.
What is done with the best fit parameters once extracted depends on the application. Mapping the fit parameter to energy is straightforward for simple cases
with a singular template function for the waveform shape. When multiple basis functions are used for the waveform shape, then things are a bit more complicated. For
exponentially decaying waveform shapes such as that in Figure 4.10, standard methods like the trapezoidal filter [31] can be used. A “pure” waveform shape can be
generated using the best fit parameters representing the waveform shape and then
analyzed with the trapezoid filter to integrate over charge collected in the rising edge
of the signal. Another option is to use the best fit parameters to subtract off baseline
features such as linear offsets from the best fit region and then analyze that instead
of some artificially fit signal. The method used is really up to the user which is one
of the main benefits of this pseudoinverse fitting technique. It is extremely versatile
and can be easily adjusted for a large variety of applications.
4.2.1

Extraction Performance

In this section the extraction performance of this code will be demonstrated and
compared with the trapezoid and cusp filters. The trapezoidal and cusp filters were
chosen for comparison because they are commonly used for the signal shapes of interest in the Nab and Calcium-45 experiments. A variety of tests will be performed
to compare their performance in both idealized and realistic situations. The first of
these tests is with a simple exponentially decaying waveform shape with an instantaneous rise from baseline to 100% amplitude. This shape was then superimposed with
random Gaussian noise, or white noise. The results of this test are shown in Figure
4.11.
Both the trapezoidal and cusp filters had two variants that were used, one optimized for timing extraction and the other for energy extraction. These are the

113

Figure 4.11: Comparison of the Energy and Timing extraction performance for the
trapezoidal, cusp, and pseudoinverse fitting methods at a signal to noise ratio of 5:1.
“Short” and “Long” filters respectively. This optimization was done via a 2 dimensional grid search of rising edge and flat top length parameters to determine the best
values for both timing and energy extraction. For the pseudoinverse fit method, a 1
dimensional search was performed for the length of the fit function. The start position of the waveform was always kept in the middle and the only baseline function
included along with the waveform shape function was a constant. Clearly from Figure
4.11 the pseudoinverse fit method outperforms both the trapezoidal and cusp filters
in timing extraction. When it comes to energy extraction, the pseudoinverse method
outperforms the timing optimized trapezoidal and cusp filters and performs similarly
to the energy optimized variants. Considering that pure white noise is basically the
ideal scenario for both the cusp filter and the trapezoidal filter this is an impressive
result. This particular set of testing was done at a signal to noise ratio of 5:1. This
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Figure 4.12: Comparison of the Energy Extraction capabilities of the trapezoidal,
cusp, and pseudoinverse filtering methods. All signals were the same instant rising
edge exponentially decaying pulse with white noise superimposed.
means that effectively the pseudoinverse method can achieve similar energy resolution
and exceed the timing resolution of either of the other methods with only a single
execution instead of requiring two separately optimized filters.
More tests were done at a variety of signal to noise ratios and the results are
shown in Figures 4.12 and 4.13. As seen in these tests, the pseudoinverse method
performs dramatically better with respect to timing extraction at low signal to noise
ratios and still outperforms the other methods at higher signal to noise ratios. In
energy extraction, its behavior is comparable with the other methods tested here
while having a smaller magnitude bias in the extraction. The trapezoidal and cusp
filter methods have slightly smaller uncertainties in their extractions at the cost of
slightly higher biases, particularly in the low signal to noise regime. Depending on
the application, either lower bias but larger uncertainty or greater bias but lower
uncertainty could be desireable.
This testing was done in effectively the ideal use case for all of the methods: a
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Figure 4.13: Comparison of the Timing Extraction capabilities of the trapezoidal,
cusp, and pseudoinverse filtering methods. All signals were the same instant rising
edge exponentially decaying pulse with white noise superimposed.
clean exponentially decaying signal with only Gaussian, or white, noise superimposed.
Now the performance should be verified with a more realistic dataset. For the first
test here the energy extraction was the primary focus. During the Ca45 experiment,
multiple sets of calibration data were taken. A discussion of these data sets is present
in Chapter 7. For this test the dataset is from a Sn-113 calibration source that was
placed in the SCS spectrometer. The goal here is to see if any of these methods
perform significantly better than the others in terms of peak width. Another good
way of doing this is to extract the uncertainty in the calibration as part of the test,
but for reasons that will be discussed in Chapter 7 this is not done here.
Figure 4.14 shows a comparison of the trapezoidal filter, cusp filter, and the pseudoinverse fit method. In this instance, the filter parameters passed to the trapezoidal
and cusp filter methods were the same and were optimized for energy resolution. The
fit tests both used the same template for the shape of the waveform, a simple exponentially decaying signal, but one only included a single constant function for the
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baseline and the other included a constant and a linear function. As seen in Figure
4.14, the pseudoinverse method performs significantly better with respect to peak
width than the other two methods in this particular dataset.

Figure 4.14: Comparison of the Sn113 dataset peak resolution on Pixel 64W from
the Ca45 experiment with various analysis methods. Counts are normalized to total
of 1.
Looking at another pixel from this dataset, the pseudoinverse method still outperforms the other methods but with a catch. Unlike on Pixel 64W, the pseudoinverse
method needs the addition of the linear basis function to outperform the other methods on pixel 65W. This is shown in Figure 4.15. Without that additional function in
this particular case the pseudoinverse method actually performs worse than the other
two methods presented here. This is a prime example of why it’s important to test
different sets of basis functions, particularly with respect to the baseline fitting.
4.2.2

Computational Performance

To evaluate the computational performance the system was tested on the same Sn113 dataset that was used when examining the energy resolution of the system. This
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Figure 4.15: Comparison of the Sn113 dataset peak resolution on Pixel 65W from
the Ca45 experiment with various analysis methods. Counts are normalized to total
of 1.
Table 4.3: Hardware used during algorithm performance testing
CPU
GPU
RAM

AMD Ryzen 5900X
NVIDIA GTX 1070
32 GB DDR4 @ 3200 MHz

dataset is comprised of roughly 5GB of waveforms from the Calcium-45 experiment,
each of which is 3500 datapoints. Two different implementations of each algorithm
were tested: one on CPU and the other on GPU. All implementations tested are
available in the nabPy library and testing was performed in a Jupyter notebook. The
hardware that this testing was performed on is described in Table 4.3. Note that all
of the waveform data were loaded into memory prior to any analysis being performed
to avoid bottlenecks related to file I/O performance.
Both the trapezoidal and cusp filters take roughly the same amount of time because their algorithms are virtually identical. The only difference is the definition
of the FIR filter within the array which has no effect on the end performance when
using the convolution-based version of the algorithm. Both implementations take
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roughly 15 seconds on the CPU and 7 seconds on the GPU. Considering the CPU
has 24-threads and the implementation uses all of them to accelerate the process, it
is very impressive that the GPU is able to out-perform the CPU in this test. This is
a testament to how powerful GPUs can be for data analysis routines.
For the pseudoinverse method testing, multiple search range lengths were used
during testing. This was done because the performance varies as a function of the
search range as discussed previously. Along with the search range parameter, the size
of the basis functions, how many basis functions, and what is done with the best fit
parameters will all affect the performance of the software. For this testing, the best
fit parameters are simply returned to the user for them to perform their own analysis
with to probe the base performance. A range of search range parameters were tested
over and the results are shown in Figure 4.16 for the CPU and for the GPU with the
normal trapezoidal filter and cusp filter values for comparison.
In this figure the behavior of performance of the pseudoinverse fitting method
varies significantly with the search range parameter for the CPU whereas on the
GPU the performance is a little more steady. In both cases the general trend is a
linear increase in performance which matches the expected behavior from the algorithm. On the GPU this trend is less obvious due to the massively parallel nature of
the GPU obscuring the extra compute requirements. GPUs are excellent at matrix
multiplications as was discussed previously and much of this algorithm is made up of
matrix multiplications on a large scale.
In almost all cases the pseudoinverse method takes longer to run than the trapezoidal and cusp filter algorithms, which is to be expected. This algorithm is simply
more complex than either of those FIR algorithms and as such it will take more time.
However the extra time taken is nothing compared to how long it would take using
traditional least squares fitting routines to fit with the same template functions. Using the least squares implementation in the Scipy library on the same CPU it takes
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Figure 4.16: Comparison of CPU and GPU analysis times for the test dataset with
each method.
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around 550 seconds to analyze the same dataset. That is over 30 times as long to get
the same type of information, fit parameters and χ2 values, from the dataset. This
least squares fitting routine using the pseudoinverse offers comparable resolution and
performance to traditional least squares fitting routines, but finds these results at a
rate similar to FIR filtering routines.
4.2.3

Pulse Shape Discrimination

This pseudoinverse fitting routine has another trick up it’s sleeve besides the returning
of the best fit parameters. As was mentioned at the end of Section 4.2, what is done
with the extracted fit parameters and start time of the waveform information is up
to the user. One possible analysis method that can be employed at this stage is
pulse shape discrimination. Considering that this fit method is already based around
providing template functions representing the waveform shape, it is not unreasonable
to see if it can also be used to determine which shape is the most similar to the
original waveform data.
This can be done in two ways using this algorithm. The first method is to do
the full fitting routine to one template function for the waveform shape at a time.
Then compare the resulting χ2 and whichever has the smallest χ2 is flagged as being
the most similar to the waveform shape. While this does work, it is very brute force
and takes a significant amount of time to do. Another possible issue is the fact that
the various template functions may not return the same start position within the
waveform. In some ways this could be considered a good thing, because the code
is going through and figuring out which template gives the best overall χ2 value.
However, the result is that the minimum χ2 values are not being compared at the
same value of t0 so the comparison between basis functions isn’t as direct. All in all,
it is not a bad idea and can be effective, depending on the situation, but requires a
significant number of additional processing and isn’t efficient.
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The second way to employ pulse shape discrimination in this pseudoinverse algorithm is to start from where the algorithm leaves off; with the best fit parameters
and where in the waveform they occurred. From this stage, it is simple to subtract
off the fitted baseline features from the region of the waveform that was identified as
best overlapping with the template functions. Now all that remains is the original
pulse shape without the fitted baseline contributions. From here the extraction of
which template function is the best fit is actually quite straightforward and involves
determining the χ2 parameter for each template function individually. This can be
done using the pseudoinverse once again but not by inverting the whole matrix of
shape template functions. Instead each template is inverted individually then the dot
product of each inverse with the original waveform is calculated. This gives the best
fit parameter for each template function for that point in time. Then using Equation
4.4 or 4.5 the χ2 parameter can be found. As was discussed before, some care should
be taken with using Equation 4.5 as numerical precision issues can be problematic
for this calculation.
In this instance there is only a singular point in time to examine so it’s a simpler
application, in terms of both the writing and execution of the code, than the prior
fitting work. Just like before, a symmetric real valued weighting matrix can be passed
to this function to weight particular regions more or less heavily. This weighting
matrix can be different than the one used during the prior fitting to extract the overall
best fit parameters and waveform start position. With these χ2 values calculated, they
can be compared and whichever template shape has the lowest value is is flagged as
being the most similar to the original waveform.
Note that it is possible to get a rough form of pulse shape discrimination from
directly comparing the fit parameters from the various template functions at the
extracted t0 location. However, this method has been shown to be significantly less
stable than the previously described method at low signal to noise ratios, such as

122

< 20 : 1. This is another situation where it is best to try it out on the problem of
interest and determine on a case-by-case basis, but generally speaking the method of
fitting each function individually is more reliable.
Testing with Fake Datasets
Testing of this method will be done in two stages. First the method will be tested
on simulated signals with superimposed noise. The amplitude of these signals with
respect to the noise will be varied with the goal of determining how well this method
performs with respect to signal to noise ratio. With this method, as will be made clear
in the results presented, the signal to noise ratio isn’t the only parameter that affects
how well the algorithm performs. The template functions used during this testing
are shown in Figure 4.17. The dataset was generated by randomly selecting one of
the three decay rates, 4µs, 5µs, and 6µs, scaling that signal by a constant factor
to the same amplitude as the signal to noise ratio desired, and then Gaussian noise
was superimposed with a standard deviation of 1. 10, 000 of these fake signals were
generated during this test. The accuracy of the pulse shape discrimination algorithm
is shown in Figure 4.18.
The accuracy parameter doesn’t tell the whole story though, particularly at low
signal-to-noise ratios. Looking at the confusion matrix for the algorithm shows some
interesting behavior. Figure 4.19 shows 3 confusion matrices sampled at different
signal to noise ratios. These matrices, in the case of a perfect result, should be purely
diagonal an algorithm that perfectly predicts the correct value. In this testing this is
achieved at a signal to noise ratio of 64 and nearly at 32. However at lower signal to
noise ratios, the performance isn’t quite as perfect. At an SNR value of 8, as shown in
Figure 4.19, the algorithm frequently mistakes the shapes that are most similar to each
other such as confusing a waveform that was the 4µs shape as the 5µs shape. However
it’s unlikely that the 4µs shape is confused for the 6µs at this level of noise. This
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Figure 4.17: PSD Template Functions used during testing

Figure 4.18: Accuracy of the PSD algorithm when running over the test differing
decay rate dataset
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Figure 4.19: Confusion matrices for 3 of the tested signal to noise ratios. Each test
had 10, 000 waveforms that were tested. Note that at the lower SNR values, the
algorithm systematically rejected the 5 µs waveform shape.
Table 4.4: χ2 values between the various functions. The smaller the value, the more
similar the functions are. To calculate these values Equation 4.4 was used with the
weighting matrix being set to the identity matrix. The top row represents the shape
being fit as if it was a waveform and the left column represents the template function
being used to fit said waveform.
4µs
5µs
6µs

4µs
0
0.276
0.816

5µs
0.253
0
0.132

6µs
0.707
0.124
0

makes intuitive sense as those shapes are the most dissimilar to each other. What
isn’t as intuitive is why the algorithm is systematically biased against identifying
waveforms as being the 5µs shape. This algorithm tends to be systematically biased
against the “middle” shapes provided to it and prefers the shapes that are on the
extremes. Defining the distance or degree of differences between two functions is a
complicated subject and there are a variety of metrics and methods of doing that.
One such metric is the χ2 metric. Considering it’s already used in this algorithm it
makes sense to continue using that metric. The “similarities” between the various
functions are shown in Table 4.4. Note that this table is not symmetric. This matches
the behavior in the confusion matrices as well as excepting in signal to noise ratio of
64 case the matrices are not symmetric either. This also helps demonstrate why the
extreme shapes are preferred at low signal to noise ratios.
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Figure 4.20: Comparison of the performance of the PSD algorithm with different
template functions. The more similar the template functions are, the worse the
algorithm performs at low signal to noise ratios.
The behavior of this system as the signal to noise ratio decreases is why it is
important to consider how different the varying basis functions are from each other
before including them into the fit algorithm. The more different the templates are
from each other, the better the PSD algorithm will do with respect to identifying the
differences. This is demonstrated below with two different pairs of basis functions.
The first set is two decay rates that are very similar, 4.0 µs and 4.1 µs. The second
set are more dissimilar and are 4.0 µs and 5.0 µs. Otherwise the testing is identical
to what was performed earlier. The results of this are shown in Figure 4.20. What
this means is that any two distinct shapes can be told apart, so long as the signal
is clean enough. However, as the signal to noise ratio decreases, the shapes that are
being searched for will need to be more and more distinct in order for this method
to correctly identify them.
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Testing with the University of Manitoba Dataset
For a more realistic application of this pulse shape discrimination method, a dataset
taken by the University of Manitoba will be used. One of the Nab detectors underwent a variety of tests ranging from studies with calibration sources to utilizing
their proton beam apparatus to probe the proton detection capabilities of the detector. Testing a method like this pulse shape discrimination method is tricky because
it requires having access to both template functions and also datasets with known
waveform shapes in order to determine how well the method is working. These are
easy conditions to meet when testing on simulated datasets, but with real data it’s
much trickier to obtain the template functions for a dataset.
One of the datasets taken at the University of Manitoba is particularly convenient
for testing this method. This dataset is a series of tests measuring the decay spectra
of a Cadmium-109 source at different bias voltages. As was discussed in Chapter 2
the bias voltage applied to the silicon detectors creates a potential within the silicon
that causes the pairs of electrons and holes to migrate in different directions. A higher
magnitude bias voltage would cause the pairs of particles to move more rapidly in
the silicon compared to a lower magnitude bias voltage. As such waveforms from the
same energy peak from the Cadmium-109 spectrum should have differing rising edge
shape features because of this difference in the charge migration within the silicon.
By extracting the start position of the waveforms from a particular dataset and
aligning them such that their start location is shared, a template function can be
found. This won’t be a perfect template function as is demonstrated in Figure 4.21.
This imperfection comes from the uncertainty in the timing extraction algorithm. The
larger the uncertainty, the more “blurring” in the resulting output shape. Reducing
or removing the blurring effect is very tricky to do and the best or easiest method is
to improve the timing resolution if possible. If that isn’t possible, then the following
method can work though it does introduce some artifacts to the extracted shape as
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Figure 4.21: Extraction of start time of the waveform and the effect of it’s uncertainty
on the extracted template shape. For this example, the same exponentially decaying
waveform with instantaneous start time was given as the input and the trapezoidal
filter algorithm was used for timing extraction. The amplitude of the Gaussian noise
superimposed on the waveform shapes and 10,000 different noise profiles were used
at each signal to noise ratio. The averageWaveforms function in nabPy was used to
align the waveform shapes based on their extracted start positions.
will be shown. The blurring caused by the timing uncertainty can be approximated
by convolving the timing extraction distribution with the original template function.
Inverting this process can be done with a deconvolution operation. This blurring is
represented in Equation 4.6 where f is the real template shape, g is the blurring filter,
and h is the measured template shape after averaging. This can be directly solved
for by using the Fourier Transform, represented by F (), as is shown in Equation 4.7.
By inverting the Fourier Transform in last step the solution can be found. While this
is symbolically easy to express, computationally this can be problematic to solve for
directly.

f ∗g =h
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(4.6)

f ∗ g = h → F (f ∗ g) = F (h) → F (f ) = F (h)/F (g)

(4.7)

Fortunately several methods exist for approximating this deconvolution operation.
Much of this field of study was established by Norbert Wiener [48]. The method
known as Wiener Deconvolution in particular can be effective for addressing this
blurring effect. The general process for implementing this is shown below for a given
system y(t) = (h ∗ x)(t) + n(t) where y(t) is the observed average template shape,
h(t) is the blurring effect given by the timing uncertainty, x(t) is the true template
shape, and n(t) is some additive noise independent of x(t). The goal of Wiener
Deconvolution is to define a filter g(t) such that x̂(t) = (g ∗ y)(t) where x̂(t) is an
approximation of x(t) that minimizes the mean squared error between the functions.
A formulation of the definition of this filter is shown in Equation 4.8.

G(f ) =

1
H(f )(1 +

1
)
|H(f )|2 SN R(f )

(4.8)

Note that in this equation capital letters represent the Fourier Transform of each
of the previously defined functions so G(f ) is the Fourier transform of g(t). In the
case of a system where the the Signal to Noise ratio, or SN R(f ) is infinite, meaning
no additional noise is present, the filter matches the definition in Equation 4.7.
This method is of course not without error and results in an approximate result
for x(t) as shown in Figure 4.22. The initial rising edge shape was recovered quite
well however the uncertainties along the decaying region had some periodicity. This
actually isn’t too big of a concern as the decaying region, at least for the applications
discussed in this paper, is determined by the electronics of the system and has a
well understood exponentially decaying shape. The same is true for the region prior
to where the waveform begins as it can simply be set to 0 and the other template
functions representing the baseline can be defined to account for any behavior in
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Figure 4.22: Using Wiener Deconvolution to extract the original pulse shape. The
residuals of this method are shown in red. The extraction isn’t perfect but does a
good job at recovering the initial rising edge shape.
this region if necessary. Basically with some additional manual tuning, this method
can help recover the initial rising edge waveform shape from blurring created by the
uncertainty in the timing extraction.
Now that the method of extracting template functions has been described, this
will be applied to the dataset taken at the University of Manitoba with varying bias
voltages. The energy spectrum of this data is shown in Figure 4.23. There are 3
main peaks in this dataset. The upper and lower peak will be analyzed to show how
the pulse shape discrimination method performs on this dataset at different signal to
noise ratios. The template functions were extracted by looking at waveforms from
the upper energy peak region and are shown in Figure 4.24. The upper energy region
was chosen for the template function extraction as it has a better signal to noise
ratio which will help reduce the blurring effect on the rising edge from the timing
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Figure 4.23: The energy spectra of the Cadium-109 energy spectra taken at the
University of Manitoba. Note that these units are still in DAQ ADC values and not
in keV.
extraction uncertainty as previously discussed.
From these 4 template functions, only 3 were chosen for the purposes of pulse
shape discrimination. Only the functions for the −90V , −150V , and −210V datasets
were chosen to be used during this testing as the −180V and −210V templates
were similar enough to share the same extracted start position as determined by the
trapezoidal filter routine. Using these 3 template functions on the upper and lower
peaks, the results shown in Figure 4.25 were found.
In these results, it is clear that the −180V and −210V dataset waveform shapes
are similar enough that the algorithm preferentially selects the −210V template as
representative of those waveforms in the system. For the upper energy peak in particular, this PSD implementation is very effective and beats the performance of randomly guessing the waveform shape, which would provide a 33% of choosing the right
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Figure 4.24: Waveform shape template functions extracted from the Cd-109 dataset
using the extraction methods discussed in this chapter. These waveforms were aligned
using timing results from the trapezoidal filter routine as implemented in the nabPy
library. No Wiener Deconvolution was necessary due to the accuracy of the timing
extraction for the upper energy peak. Note the vertical lines that represent where
the extracted start position was located for each shape.

Figure 4.25: Confusion matrices for 2 of the 3 Cadmium-109 peaks from the Manitoba
bias scan dataset. Note that the lower energy peak performed significantly worse than
the upper energy peak which makes sense considering the lower signal to noise ratio
in this energy region. Also note that the algorithm systematically rejected the −150V
template in the lower energy peak which indicates that it’s too similar to the other
template functions in that regime to be useful. In this situation it’s best to remove
the template function that is the most similar to the others in order to prevent this
sort of systematic rejection.
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template. However in the lower energy peak that isn’t always the case. The −90V ,
−180V , and −210V templates seem to be identified reliably, albeit worse than in the
upper energy peak, but the −150V waveforms are systematically improperly flagged
as the wrong template shape and the algorithm actually performs worse than randomly guessing. This is a strong indication that at this signal to noise ratio, trying
to use 3 template functions is overreaching the capabilities of the system. It may be
possible with appropriate weighting functions to improve this result but in general
it’s safer to remove the −150V template function as it’s the most similar to the other
two.
In conclusion, this pulse shape discrimination method is able to identify variations
in the waveform shape due to bias voltage. This particular use case is mostly relevant
as a demonstration of the capabilities of this PSD algorithm on real data. The Nab
experiment will vary the bias voltage during testing but the purpose of that variation
is to determine the optimal bias voltage for data taking and once that is determined
a singular bias voltage will be used for the remainder of the experiment. A second
application for this method will be discussed in the next section that is more relevant
for the Nab experimental precision goals.
Examining Timing Biases with Pulse Shape Discrimination
An arguably more useful application of this methodology would be the examination
of pulse shapes as a function of other systematic parameters, such as the hit position
of a particle within a single pixel. As was discussed previously in Chapter 2, the
motion of the electron-hole pairs within the silicon detector induces the signal that
is then analyzed by the data acquisition system and later by offline analysis routines.
Depending on where the electron-hole pairs are created within each pixel they will
interact with a different portion of the weighting potential. Particles near the edge of
the pixel in particular will be significantly affected by the edge effects of the weighting
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Figure 4.26: Examples of the distortion in the rising edge of the waveforms based on
hit position. These protons were simulated with an initial energy of 30keV and the
waveform shapes were calculated using SIGGEN. These simulations were performed
by Dr. Leah Broussard. The vertical lines in the right plot indicate where the
trapezoidal filter extracted the start position of the waveform to be. Assuming a
uniform distribution of hit positions on the pixel face, this uncertainty in the extracted
start time results in a mean timing bias of 26.4 ± 2.7ns which is significantly larger
than the 300ps timing allowed by the Nab experiment.
potential as seen in Figure 2.5. These differences in the how the electron-hole pairs
move around within the pixel will induce different signals through the Shockley-Ramo
theorem as described in Equation 2.1. This means that that if two identical protons
hit at different locations within the same pixel, the outgoing shape of the waveform
could be different.
This variation in the shape of the waveforms can be problematic for analysis
routines as shown in Figure 4.26. In this example, 4 different hit positions were
compared to demonstrate the variation within the rising edge of the waveforms due to
the proton hit position. The uncertainty in the mean timing bias from just this effect
and no others already far exceeds the precision requirement of the Nab experiment of
300 ps, which is very problematic. It may be possible with pulse shape discrimination
to identify roughly where within the pixel the particle hit and then correct for the
timing bias in this way.
Making such a correction with this pulse shape discrimination method requires
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either precision simulations of the detector physics that are well tuned to match the
real signals from the experiment, or it requires a precision proton beam apparatus
with fine control over both hit position and proton energy. These are necessary
in order to create the template functions utilized during the discrimination. While
there are some unsupervised machine learning techniques such as KMeans clustering
that could theoretically extract various pulse shapes from datasets, in practice other
variables in the system such as the amplitude of the waveform and the systematic noise
are problematic for such routines. The application of these unsupervised machine
learning techniques for template function extraction is a point of ongoing research
and is beyond the scope of this dissertation.
Both simulations of the detector and electronics response to incoming particles
and analysis of data taken from a proton beam are ongoing activities at the time of
the writing this dissertation. The lower detector system was sent to the University
of Manitoba to be utilized during this testing and the data has all been taken at this
point. Work is ongoing to extract waveform shape information from the data that
was taken during this testing. Collaborators at NC State university are also working
on improving simulations of the detector system and electronics chain.
Presented here is a discussion of some preliminary analysis that was done with
SIGGEN [40] based simulations performed by Dr. Leah Broussard [5]. The waveform
shapes presented in Figure 4.26 represent a subset of the waveform shapes that were
analyzed during this study. The goal of this analysis was to determine if the pseudoinverse fitting routine and pulse shape discrimination code are capable of reducing
the systematic timing bias in the system compared to the results from standard tools
such as the trapezoidal filter. Determination of the mean timing bias was done by
generating datasets with 10, 000 waveforms for each shape. Then the resulting average extracted start time was determined from these datasets and a weighted average
was constructed based on the relative area of the pixel that is associated with that
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Figure 4.27: Comparing the performance of the timing correction using pulse shape
discrimination at two different signal to noise ratios. The upper plot results are from
a SNR of 4:1 and the bottom plot is at 10:1. The value 4:1 was chosen as that is
approximately the ratio observed with 30keV protons during testing at the University
of Manitoba. The times in the legend correspond to the total weighted timing bias
uncertainty. Note that the Nab precision goals require this to be < 0.3ns.
particular hit position. It was assumed in this testing that the distribution of protons
on the face of the pixel was uniform across its area. Figure 4.27 shows the results of
this testing using the Trapezoidal Filter, Cusp Filter, and Pseudoinverse fitting routine using Pulse Shape Discrimination at two different signal to noise ratios. In this
testing, due to the small signal to noise ratios only two shape template functions were
used: one for the central hit position and the other representing the most extreme
edge case.
The reason for the dramatic improvement in the PSD method between the signal
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Figure 4.28: Comparing the performance of the identification algorithm at both signal
to noise ratios used in Figure 4.27. Left is the testing at 4:1, right is the performance
at 10:1. While in both cases the algorithm was performing better than random
guessing at the extremes, in the case of the 10:1 SNR ratio testing the algorithm was
more reliably choosing the proper shape hence the significantly improved correction
performance observed in Figure 4.27.
to noise ratios is the significant improvement in identification performance. This is
shown in Figure 4.28. While at both ratios the performance was technically above
random guess, it was barely above this at the 4:1 SNR testing leading to a very
small overall correction to the timing. Even when looking at waveforms from the
most central pixel hit, the algorithm only correctly identified roughly 57% of the
waveforms properly at 4:1 whereas at 10:1 the system was able to properly identify
about 78% of them.
These are purely simulation based probes of this behavior but they show promise.
Effectively with a high enough signal to noise ratio, the value of which will depend on
the level of variation in the waveform shapes, then it’s possible to use this pulse shape
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discrimination routine to correct for the extracted start position in the waveform
data. Depending on the signal to noise ratio in particular, this improvement in timing
extraction can range from a marginal increase of a few percentage points compared to
standard finite impulse response filters, or a dramatic improvement reaching the Nab
timing precision goals. Work is ongoing using the Manitoba proton scanning dataset
to reproduce these results with measured data and to improve upon the fidelity of
the detector simulations.
4.2.4

Conclusion and Closing Remarks

For the Nab experiment, both the expected data rate and precision goals place stringent requirements on the analysis methods chosen to handle the incoming dataset.
While it is always possible to re-run the analysis offline, with the amount of data expected to be recorded using slower analysis algorithms becomes difficult and costly in
terms of both time taken and processing availability on clusters. In order to mitigate
these issues, GPU-based implementations of standard routines such as finite impulse
response filters were developed. These have been verified to perform around 700
MB/s on GPU, or 300 MB/s on CPU, far in excess of the anticipated 150 MB/s data
rate of the experiment. Analysis practices such as optimization of filter parameters
also benefit greatly from these GPU implementations as they can be run far more
rapidly again allowing for quicker turnaround of precision results.
In addition to these accelerated FIR filter routines a new pseudoinverse based
routine was developed specifically to utilize the parallel architecture of the GPU. This
algorithm not only performs faster than real-time at roughly 300 MB/s on NVIDIA
GPUs, but also enables the user to access a novel pulse shape discrimination routine
through it’s use of template functions. This pulse shape discrimination routine has
been demonstrated to reduce the uncertainty in the mean timing bias, one of the
systematic errors in the Nab experiment, by matching measured waveforms with

138

template shapes generated from detector simulations. The level of this reduction
in uncertainty obtained through this method depends greatly on the signal-to-noise
ratio achieved in the final Nab detector configuration.
All of this development gives the Nab experiment great flexibility in analysis
routines that can be implemented in the nearline analysis system. Being able to
improve both energy and timing resolution in real-time improves the rate at which raw
data can be turned into extracted results which is an invaluable asset when performing
an experiment such as Nab. In conclusion the GPU or Graphics Processing Unit, can
be a boon to real-time data processing pipelines for experiments such as the Nab
experiment. All of the algorithms presented here are available in the nabPy library
at this time and are actively being used and developed upon by the collaboration.

Copyright© David G. Mathews, 2022.
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Chapter 5 Nab Data Compression

In Chapter 3, the need for data compression for the Nab experiment was discussed.
To summarize, the Nab experimental data rate is expected to be in excess of 150
MB/s. Over a single week this would create roughly 90 terabytes of data or over a
3-month beam cycle a total of over 1 petabyte of data. This amount of data becomes
not only an issue for storage, but also for data transfers. Sending a dataset of 1
petabyte in size to another university, even with modern data transfer rates in excess
of 1 Gb/s, would take multiple months to complete, which is not feasible for analysis.
It would be significantly faster to purchase additional drives and ship them to the
destination but the cost of such “transfers” would be too much for this to be a viable
option. The solution then to the data size problem is to reduce the amount of data to
be transferred. This can be done by either not saving as much data, which isn’t ideal
as cutting subsets of the data could introduce biases in the results, or by compressing
the outgoing data.
When it comes to compressing files, there are two methods: compression the
entire file with a method such as Gzip, or compressing data within the file using
some custom code. Compressing the entire file is convenient as there are a large
variety of tools available on the market already such as Gzip. Another benefit of
this method is that the user only needs to decompress the file once and then any
analysis can be done on the decompressed data. The downside of such a method is
that without writing custom code, you’re depending on general purpose code being
a good fit for your particular dataset which may or may not be the case. Another
downside is that once the file is decompressed, it takes up significantly more space
on the computer and distributing that data to other locations on the computer, such
as sending to different processing tasks or to the GPU for example, is slower.
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The other compression option of compressing data within the file, using some
custom code, could address these issues. By doing the compression in pieces within
the file, the user could transfer compressed blocks of data around in memory, decompress them in place to perform analysis, and only send results back reducing the
total amount of bandwidth required and increasing computational throughput. The
major downside of custom code operating within the file itself is the reliability and
distribution of such a method. A technique like this requires extensive testing and
development of custom libraries and the distribution of these libraries to all users.
For a collaboration such as Nab with multiple groups doing analysis on a variety of
hardware, this can be a tricky problem.
Despite the possible complexities of such an approach, the decision was made to
write a custom compression algorithm to operate within the datafiles for the Nab
dataset. This algorithm was built around two concepts: it should be able to handle
the various waveform shapes and features without issue and also be able to run on
multiple types of hardware including CPUs, GPUs and FPGAs. This algorithm
also needs to be lossless and as high-throughput as possible to keep up with the
experimental data rate. To address the problem of distribution of the algorithm,
the decision was made to use the HDF5 file format for the output files from the
Nab-DAQ system [23]. This library supports custom compression routines through
a dynamically linked system and is readily available in multiple languages such as
C/C++, Fortran, Python, and Julia. The integration with HDF5 and a discussion
of the overall formatting of the files saved by the Fast-DAQ system is discussed in
Chapter 3.
5.1

Algorithm Theory and Design

Data compression is as simple as replacing data with a smaller representation. The
difficulty is to do so in a way that is deterministic, and reversible. Not all compression
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algorithms are lossless, but for the purposes of the Nab experimental dataset a lossless
algorithm is necessary. Determining the optimal method of compression is a difficult
problem that depends entirely on the type of data being compressed. There are a
large number of compression algorithms already available, from the classic Huffman
coding [25], to Lempel-Ziv compression [52], but they are not necessarily well suited
for the dataset of interest. For the Nab experiment, the data to be compressed is a
series of 14-bit numbers stored in 16-bit containers. A standard technique for this
type of data is to identify the most frequently used numbers and replace them with
smaller representations. This is called Entropy Coding.
In entropy coding, every unique symbol that occurs in the input is given a unique
representation in the output. The goal is to make the most commonly used symbols
in the input the smallest values to store in the output. It is okay if some of the initial
symbols have actually increased in size in the output, so long as the overall size of
the output is smaller than the input. While it is easy enough to say that all values
equal to 312 are represented as 0 in the output post-compression, making it so the
entire initial dataset can be represented uniquely in the output and reconstructed is
a much harder problem. Fortunately there are several existing techniques for doing
just this. Notable examples of this are Huffman and Golomb/Rice coding which are
explored here.
Huffman coding uses a tree structure to compress a dataset. A simple 4 input
parameter example of this is shown in Figure 5.1. The numbers above each branch
represent the binary representation of the data. For example symbol a1 = 0 and
a3 = 110. A benefit to Huffman coding is that decompression of the string only
requires looking up values from a table which is computationally simple. A major
downside though is that in order to compress a dataset it takes at least two iterations
through the data, the first one to determine the tree, the second to compress the
data. It also takes up a non-zero amount of storage to save the tree itself. If a
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particular distribution of values is expected then one iteration through the data can
be skipped, but optimal compression performance won’t be reached in the case that
the distribution of values differs such as in the case of a different waveform amplitude.

Figure 5.1: Huffman tree for 4 inputs a1 , a2 , a3 , a4 with probabilities 0.4, 0.35, 0.2, 0.05
respectively [12]
Golomb, and/or Rice, coding is another method that in particular cases has very
similar results to Huffman coding. Golomb coding is a more general purpose variation
on Rice coding, but both are dependent on the same underlying method shown in
Equation 5.1 for input value x and tuning parameter m. The difference between
Golomb and Rice coding is for Golomb coding m can be any positive integer, but for
Rice coding m is restricted to only integer powers of 2.

q = b|x|/mc

(5.1)

r = |x|−q ∗ m
For input x, the values q and r are calculated. These are the values that are
actually written out. q is written in Unary code and r is expressed in binary or
truncated binary depending on if it’s Rice or Golomb coding. They are written
in that order as well: Unary(q)Binary(r). As the value m is fixed, the length of
the remainders is known and this output is a uniquely represented series of bits
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that can be reconstructed as long as the decompression code knows the value of m.
This parameter can be stored at the beginning of the dataset and takes significantly
less space than a Huffman tree. Golomb/Rice compression is incredibly simple to
program on CPU, GPU, and FPGA as it is just a series of basic operations and only
requires one iteration through the array. In general, Huffman code does outperform
Golomb/Rice in terms of data size reduction, but the algorithm for Golomb/Rice
coding better matches the hardware being utilized in the Nab experiment. As such,
Golomb/Rice coding will server as the template for the Nab data compression routine.
Golomb coding does have a few issues that need to be addressed before it is ideal
for this application. First, it expects all input values x to be positive. The Nab
waveforms have both positive and negative values so a modification must be made.
This is shown below.

x ≥ 0 : x0 = 2 ∗ x
x < 0 : x0 = 2 ∗ |x|−1
q=b

x0
c
m

(5.2)

r = x0 − q ∗ m
The other downside is that Golomb/Rice coding is the most optimal form of
compression in one particular case: exponentially decaying probability distributions.
In this particular case it approaches the performance of the theoretically most optimal
method, Huffman Coding. If the most commonly used value is not 0, or at least close
to 0, then Golomb/Rice coding is not an ideal algorithm to use. This is because
as the parameter x0 grows in size relative to m, the output size, b(x, m) increases
due to the addition of bits in the Unary representation of q as seen here: b(x, m) =
0

x
bm
c + log2 (m) + 1
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Large values of x0 will fail to compress with Golomb/Rice coding, but the assumption is that these values are rare within the dataset. For the Nab and Ca45
experiments, the range of input values is bounded by the 14-bit ADC to being between −8192 and 8191. This fixed ranged helps address this issue of large values of
x0 by placing an upper limit on what it can be. makes it so Golomb/Rice coding is a
very tempting method for the Nab and Ca45 experiments as one of the main issues
with those methods is already partially addressed. Even still it is possible for values
to be expanded by this compression routine. For example, with the range of values
possible from a 14-bit ADC stored in 16-bit containers, for a tuning parameter m = 8,
any value with an absolute value greater than 48 will not have it’s size reduced. This
is because 48 gives x0 = 96, q = 12, and r = 0 translates to 0000000000001000.
This output takes exactly 16 bits to represent, just like the original value so the
compression wasn’t effective.
In order to optimize the effectiveness of the Golomb/Rice coding and reduce the
number of symbols that expand instead of shrink, the distribution of values passed to
the compression step needs to be tuned. The original distribution of values is shown
in Figure 5.2. This distribution is not ideal for Golomb code as was just discussed.
First, the most probable value is not 0 or particularly close to it. Figure 5.3 shows
the distribution after the conversion to unsigned x0 . The oscillations in probability are highly undesirable. As the values grow larger and larger, the ideal case for
Golomb/Rice coding is that the probability of each value occurring decreases in an
exponential fashion and this distribution does not. Second, besides the probability
distribution not monotonically decreasing, there is a significant peak in the distribution at high values. Unless a large m value is chosen, these values will expand instead
of compress with Golomb/Rice coding.
Despite these deficiencies, a compression ratio of 1.67:1 is possible with this
dataset as seen in Figure 5.4. The original data stored 16-bit containers were re-
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Figure 5.2: Distribution of Unique Symbol Usage in the Ca45 Dataset
duced down an average of 9.6 bits. Due to having a significant peak at high values in
the probability distribution, the optimal m value is quite large at 181 for this dataset.
By modifying this distribution in a non-destructive manner, meaning it can be
inverted and the original data reproduced, the compression performance can be increased significantly. The first test is to see how the values are correlated with each
other. As the data being recorded is a sampling of a continuous analog signal, there
are correlations between subsequent samples that can be exploited to boost compression performance. The auto-correlation of a continuous time signal y(τ ) is given as
R∞
R∞
Ryy (τ ) = −∞ y(t + τ )y(t)dt = −∞ y(t)y(t − τ )dt.
y(τ ) is the complex conjugate of y(τ ) but, as the data is real-value and discrete,
P
it is simpler to view in the following form: Ryy (l) = n∈Z y(n)y(n − l). In either
case, these definitions can be viewed simply as the convolution of a function with a
reversed version of itself: Ryy (l) = x[l] ∗ x[−l]. Figure 5.5 shows the auto-correlation
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Figure 5.3: Probability Distribution of x0 values in the Ca45 dataset. The inset
region of this plot zooms in to demonstrate the oscillatory nature in the probability
distribution that is undesirable for compression.
for a portion of the Calcium-45 dataset. The correlation is largest for small values of
l indicating that subsequent elements in the dataset are highly correlated. Another
way of seeing this correlation between subsequent datapoints is making a scatterplot
or 2D histogram comparing y[i] with y[i + 1]. An example of this is shown in Figure
5.6. A strong correlation between subsequent datapoints appears in this plot as a
linear trend in the output. In this case, this is rather obvious to see, and in fact there
are multiple linear trends superimposed upon each other.
The vertical trend and the horizontal trend, forming the points on the arrow-like
figure, originate from a corruption issue in the Ca45 dataset. This issue is discussed
in Aaron Jezghani’s thesis [29]. Identification of corrupted waveforms can be done
via information available in the waveform headers, in particular the timestamp indicating the location in time of the first datapoint, and the request timestamp of the
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Figure 5.4: Base compression performance of the Ca45 dataset over a range of m
values

Figure 5.5: Average autocorrelation of the Ca45 dataset
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Figure 5.6: Correlation between subsequent datapoints in the Ca45 dataset
surrounding events. In the case that another event was requested within 60 µs of
another waveform being read out on the same FPGA board, corruption could occur
[2]. Cutting on those particular waveforms and re-making the same histogram gives
Figure 5.7. These corrupted waveforms are of particular note for compression as the
features of their corruption may be problematic for compression depending on the
method utilized due to their different correlation behavior.
A simple way to remove a correlation between two datapoints is to store the difference between datapoints instead of the datapoints themselves. This is called delta
encoding. As large correlations between subsequent datapoints are clearly visible in
Figures 5.7 and 5.5, this is a promising method. Code 5.1 implements this function
in C for 16 bit signed numbers.
Applying delta encoding to the dataset to exploit the relationship between the
subsequent datapoints modifies the distribution significantly and greatly improves
the compression performance. Figure 5.8 shows the distribution before and after the
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Figure 5.7: Correlation between subsequent datapoints with corrupted events removed. The Pearson Correlation Coefficient between y[i] and y[i+1] is 0.997.
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void delta_encode(short ∗buffer, int length)
{
short last = 0;
for (int i = 0; i < length; i++)
{
short current = buffer[i];
buffer[i] = current − last;
last = current;
}
}
void delta_decode(short ∗buffer, int length)
{
short last = 0;
for (int i = 0; i < length; i++)
{
short delta = buffer[i];
buffer[i] = delta + last;
last = buffer[i];
}
}

Code 5.1: Delta Encoding written in C for 16 bit signed numbers
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Figure 5.8: Compression Performance after Delta Encoding

Figure 5.9: Correlations between datapoints post delta-encoding. The Pearson correlation coefficient for these plots are 0.06 and 0.64 respectively
delta encoding operation along with the resulting compression performance. Figure
5.9 demonstrates that delta encoding removed a significant amount of the correlations between the datapoints. The delta encoding process was able to reduce the
correlation of the corruption free dataset from 0.99 to 0.66. The corrupted data actually reduces the correlation further, but the corruption itself causes large spikes in
the probability distribution of values from from 0, reducing the effectiveness of the
Golomb/Rice encoding. For the Ca45 dataset, without the corrupted data included,
the compression ratio achieved is up to 2.84 : 1.
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5.2

Generalization for Other Datasets

Delta encoding may not always be the best match for a digitized dataset. Depending
on the correlations present and the way the data was saved from the digitizer, it is
possible there are additional correlations that can be exploited to improve compression performance. This process becomes an optimization problem with two stages.
First, the determination of a filter that best prepares the dataset for Golomb/Rice
coding. Second, the determination of the optimal m value used during the Golomb/Rice operation. The tuning of the m parameter is a simple process and is shown
in Figures 5.4 and 5.8. Optimization of the filter being applied is a more complicated
problem.
The filter chosen must be defined to be reversible. If the filter cannot be undone
without loss of information, then that filter is not valid for lossless compression. The
first condition placed on the filters is that all filters must be composed of integer
values. This is fairly simple to demonstrate as seen in Figure 5.10 where the input
data is not preserved. This is due to the Golomb/Rice coding algorithm expecting integer data and treating the data as if it is. Any non-integer values could be
encoded, but they would be interpreted as integer values during the Golomb/Rice
encoding operation resulting in an inefficient encoding. An example of this is how 1
is represented as a 16 bit integer, 0000000000000001, versus 1.0 represented as a 16
bit floating point number, 0011110000000000, which would be interpreted as 15360.
As discussed previously, Golomb/Rice coding performs better for small values near
zero so using floating point numbers would be problematic. Because of this, all calculations should be kept to using integer precision and filters should be comprised of
only integer values.
The second condition on the filters is that there should be no zeros at the beginning
and end of the filter. Zero padding on either end does not modify how the filter affects
correlations, it simply shifts the output from the filter itself and takes up more space
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Data : [0, 0, 3, 4, 4, 5]
Filter : [0.5, −0.5]
Filtered Data : [0, 0, 1, 0, 0, 0]
Reversed Filter : [0, 0, 2, 2, 2, 2]
Figure 5.10: Example of improper filter definition using integer arithmetic
in the output file. As the filter used for the compression needs to be stored along with
the compressed data, arbitrary increases in filter size should be avoided. Zeros placed
between non-zero values do modify the filter behavior, but zeros at the beginning and
end should be removed.
Multiple filters can be combined together as convolutions are linear operations:
a ∗ (b ∗ c) = (a ∗ b) ∗ c. This allows for the construction of more complicated filters
from information such as that shown in Figure 5.5. It is clear that there is a strong
correlation between neighboring datapoints which was reduced with the delta encoding operation. The strength of the correlation between every other datapoint isn’t
quite as strong, but still present. Combining the delta encoding filter, [1, −1], with
the every other datapoint filter, [1, 0, −1] results in the following filter: [1, −1, −1, 1].
This is a quick example of how known correlations can be exploited to create filters.
The trick is finding the optimal filter for a particular dataset. The end goal for
the filter is to center the distribution about 0 and reduce the width of the distribution similarly to what was shown in Figure 5.8 with the delta encoding algorithm.
This configuration is ideal for the Golomb/Rice encoding operation. As is shown in
Figure 5.11, while one operation such as the delta encoding performs reasonably well,
additional filters stacked with the delta encoding actually enlarge the width of the
probability distribution. The original standard deviation of the dataset was 615.9
ADC, after Delta Encoding it was 29.5 ADC and finally after both Delta Encoding
and the every other datapoint filter, or double delta, the standard deviation was 39.5
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Figure 5.11: Demonstration of the probability distribution before and after multiple
filters have been applied
ADC. This increase in the standard deviation correlates with a larger resulting size
for the dataset.
For the Ca45 and Nab experiments, the characteristics of the noise present in the
digitized data is such that the simple delta encoding operation is ideal. Additional
filters increase the width of the distribution as derivative operations spread the width
√
of Gaussian noise by a factor of 2 in the general case. For Ca45 and Nab, the
derivative operation does increase the RMS amplitude of the random noise, but is
still able to reduce the width of the distribution of values enough to increase the total
amount of compression. This may not be the case for other datasets and as such
optimizations will need to be done on a per-dataset basis.
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5.3

GPU Deployment

Deployment of this compression technique on GPUs is fairly straightforward but
some complications can appear. The first assumption that needs to be made to reach
maximum performance on the GPU is that the waveforms within the dataset being
compressed are each the same original length pre-compression. This dramatically
simplifies the memory access routines and thus accelerates the code. However even
assuming that every waveform starts the same length, post-compression they may
not remain the same size. On CPUs, re-allocating arrays or appending to arrays is
a standard operation that doesn’t significantly affect the performance of algorithms.
On GPUs, modifying the size of an array in global memory is a time consuming
operation that cannot be done within a single kernel call meaning any additional
space required by the compression or decompression operations must be allocated in
advance. This pre-allocation can be made simpler with an assumption and a simple
modification to the output. Both of these changes are applicable in the compression
stage of the algorithm.
The assumption that must be made is regarding the size of the output array postcompression. A guaranteed way to allocate enough storage is to determine how many
data points will be compressed and then multiply that by the worst case scenario
for bit expansion for the encoding filter and for Golomb/Rice coding. In the case
of standard Delta encoding, the worst case scenario is an increase in size of 1 bit.
As an example, a signed 16 bit container can store values from 32767 to −32768.
If two subsequent values both required the full 16 bits of information to express,
their subtracted value could surpass this in size such as 32767 − (−32768) > 32767.
The most they could ever take up is 17 bits so the output array will at least need
N ∗ 17 bits of storage space available to it. With this knowledge and by knowing the
Golomb/Rice tuning parameter the absolute worst case scenario can be prepared for.
This ends up being significantly more memory than is required the vast majority of
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the time. Instead a more reasonable and efficient method is to simply assume the
compressed data will be smaller than the original size of the data and only allocate
as much space as the data initially takes for the output. In the case that the dataset
doesn’t compress to smaller than it’s original size then an error is returned to the user
indicating that the data isn’t suited for the compression algorithm. Once compression
is complete return the data to the CPU and dump only the relevant portions of the
memory block to the output location.
The second change is to store the length of the compressed data at the beginning
of the chunk/waveform as well as the original length of the chunk in the header of
the file. By knowing both the size of the compressed data and the expected output
size after decompression the code can be run in parallel quite simply. A large block
of memory of exactly the right size can be allocated and each processing thread can
be told where to access within that array accordingly. In addition, as discussed in
Chapter 4, the way the waveform data is stored in memory is important for this
compression routine as this algorithm involves a series of memory accesses down
the length of each waveform. By transposing the data as depicted in Figure 4.5
the algorithm’s performance can be increased by more efficiently using each memory
transaction.
5.4

HDF5 Integration

This compression filter is registered with the HDF5 library under filter ID 32025 [22]
and is available for download here: https://gitlab.com/dgma224/deltarice. Installation instructions and example scripts using the code are available there as well.
This algorithm has been primarily tested through the h5py library in Python. This
implementation is built for 16-bit signed integers in particular as it’s meant for the
Nab collaboration but it could be modified to work for other integer precision types
in the future.
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Table 5.1: Input parameters and their default values for the Delta-Rice filter
Parameter
Waveform Length
Golomb/Rice Parameter M
Encoding Filter Length N
Encoding Filter

Default Value
-1
8
2
[1, -1]

For the implementation in HDF5 the algorithm was written in C with some small
modifications to match the expected HDF5 formatting. The majority of the modifications are centered around how in HDF5 data is stored in chunks when it’s being
compressed. While it’s possible to store data without chunking in HDF5, if compression is enabled then chunking is automatically enabled. In the h5py library the chunk
sizes are either automatically determined by the library or passed in by the user. Table 5.1 shows the various input parameters that can customize the filter behavior and
their default values. These are expected to be passed in an unsigned integer container
but the filter definition will be re-cast to a signed 32-bit integer value after being read
from the array. They must be passed in this order as well and any items in this table
prior to the value being passed must be defined. For example if a modified encoding
filter is passed, then the user must also pass the waveform length parameter and the
Golomb/Rice Parameter as well.
The waveform length parameter default value of −1 indicates that the entire
chunk of data should be compressed as if it was a single contiguous array of data.
In HDF5, the compression algorithms have no knowledge of the initial shape of the
array object unless the user manually passes this information through the optional
input parameters. For example in Python with h5py, a 2-dimensional numpy array
of shape 50 × 50 could be saved, but all the underlying HDF5 C code would know
by default is that it has 2500 elements total. This waveform length parameter allows
the compression code to know about the length of the axis along which the data
is primarily stored. This is useful in cases where there are discrete jumps in the
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values between rows in the data being stored that could compress poorly depending
on the type of encoding filter used. Another possibility this opens up is the option
for multi-threaded compression and decompression versions of the code within each
chunk. Currently this is supported with OpenMP and can be enabled or disabled
by the user when they install the compression library. It is also possible to enabled
parallel file reading/writing by handling multiple chunks simultaneously with HDF5
installations that have access to MPI.
In order to utilize the GPU to do the compression, the ability in HDF5 to directly
write to the dataset bypassing the built-in filter routines is utilized. In the HDF5
C library, this could be done by using the H5D_READ_CHUNK to directly read
the data and H5D_WRITE_CHUNK to write the data. Both of these functions
directly access the data stored in each chunk including the information describing
how the chunk is compressed or not compressed. This means the user needs to be
very careful to accurately re-create all information that the filter pipeline in HDF5
would normally place into that location in storage, otherwise errors can appear when
reading/writing data to that chunk through the standard procedures in the future.
At this time this functionality is not built into the HDF5 code made available through
the git repository for this compression algorithm.

Copyright© David G. Mathews, 2022.
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Chapter 6 nabPy

nabPy is a Python library designed to aid analysis of the data recorded from the Nab
Fast-DAQ system. There are two stated goals for this library: make accessing the data
as easy as possible to the average data analyzer, and provide high-performance data
processing routines for the most common operations employed for the data analysis
of the Nab and Ca45 experiments. In order to satisfy the first goal of improving ease
of use/access, the language Python was chosen as the base language. While other
languages such as C/C++ or Julia could have worked for this purpose, Python is
presently the most popular programming language for data science language. Also at
many universities, the introductory programming classes offered are commonly taught
in Python meaning that the average graduate or undergraduate student joining the
Nab experiment will have had at least some exposure to Python previously. For the
second goal of offering high performance functions a variety of libraries have been
used as the backend of nabPy such as Dask, h5py, Numpy, Pandas, and Scipy. Each
library serves a different purpose in the code base and these are discussed in this
chapter. This repository is publicly available for installation and usage through PyPi
at https://pypi.org/project/nabPy/ and privately available for developers on Gitlab
at https://gitlab.com/NabExperiment/pyNab. The library was previously named
pyNab but was renamed to nabPy when PyPi support was added to avoid conflict
with another library named pyNab.
6.1

Development of nabPy

The nabPy library was developed initially to aid the analysis of the Ca45 dataset.
The general process of analysis in that dataset was fairly straightforward: open data
file, read waveform data, process waveforms to get energy and timing information,
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apply cuts, make histogram of desired information, fit histogram, repeat. As this
process evolved and different methodologies were tested, it became clear that nearly
all of this process could be greatly simplified if a series of classes were created to
handle the different stages in the process. This is how the nabPy library began.
6.1.1

nabPy Classes

nabPy started with a singular class designed to help read waveform data from binary
files. It is now a series of multiple classes, each designed to handle a particular component of the Nab-Fast DAQ output. These are each described in their own sections.
For information about the formatting of the files themselves, see the corresponding
section in Appendix .
The waveformFile Class
This class is responsible for reading and parsing the waveforms. It utilizes a combination of Numpy, Pandas, and Dask to do this. Depending on the format of the
waveform file being parsed (HDF5 or flat binary file) the process varies a little bit but
the overall idea is the same. The waveforms themselves are not loaded into memory
initially. This is done deliberately to reduce the RAM usage of the code, allowing
users on computers with smaller amounts of RAM to still be able to process large
sets of datafiles. In the case of an HDF5 file, this is made possible through the h5py
library. This library doesn’t actually load the data into memory until requested and
instead utilizes memory maps. The same is done when loading older flat binary formatted data files that used to be output from the Fast-DAQ but instead of using
h5py, the Numpy.memmap function is used instead. In either case, the end result
is the same and the user will have access to the waveform data without technically
needing to load it all into memory. If the user then wants to plot a particular waveform, or perform calculations with some of that dataset, then the data will be read
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in. Until that point no waveform data is actually stored in memory.
Once all of the associated waveform files for a particular type of waveform are
loaded in this way, Dask comes into play. Dask is a library designed to scale algorithms
from working on personal computers to working on supercomputing clusters. This
allows nabPy to scale across multiple CPU cores/threads beyond the base parallel
functionality of libraries such as Numpy and Scipy. For example, it is possible in Dask
to distribute workloads across multiple dedicated computers in a cluster through MPI.
Dask is used at this stage to combine the various memory mapped datafiles into one
large dataset that is still not loaded into user memory. The Dask library is clever to
combine these memory maps in such a way that the end user does not actually see the
different datafiles, only a singular dataset. At this point, the headers are parsed into
a Pandas DataFrame, but the waveforms remain on disk. If the file is opened with a
pixel mapping passed to the class, then the headers are modified and extended with
a pixel category as well so the user can place cuts based on the pixel itself instead of
board and channel numbers.
With the headers loaded into RAM, the user can quickly and easily apply cuts
to the headers with low latency and nearly immediate feedback. While modern hard
drives have reached impressive throughputs, they still cannot directly compete with
the low latency of analysis of information stored directly in RAM. The waveforms
take up too much space to be loaded into memory by default. A standard waveform
file takes up around 2 GB of space utilizing 16 bit integers for each datapoint. As
analysis is usually done using 4 byte floating point numbers, this doubles the size of
each waveform in memory to 4 GB. For one data file this is not an issue, but when
handling multiple waveform files, this RAM requirement can become problematic
so by default the code does not load waveform data until directly requested by an
analysis operation or the user.
This class, similar to others in nabPy, does not directly have analysis functionality.
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Its job is to allow the user and other functions to have access to the data, but not do
the analysis itself. It instead provides a series of functions to the user to cut on the
data to focus analysis tasks. For example, the user can tell the class to return data
that was sourced from a particular pixel after a point in time. At no point in time
does the code remove data from the files. Instead, comparisons are used to identify
the indices within the Pandas DataFrame storing the header data that are returned
to the user after the cuts. These indices are also used to specify which waveforms
should be analyzed.
This class was moderately affected by the transition from flat binary formatted
files to the new HDF5 formatted datafiles. In terms of functionality, much of the
code is the same in behavior between the two file formats. The main difference is in
performance. With the original binary files, the entire file had to be scanned to access
the header information as they were stored alongside their corresponding waveform
in memory. This meant that each header was 2N bytes apart from each other where
N is the length of the waveform. As such, a large number of seek operations were
required, and the data could not be simply read in with a bulk read operation making
the reading of the headers inefficient. With the HDF5 format the header information
is tightly packed together into the same dataset within the file and can be read in
with a single read operation making access far more efficient. What this means is
that the user will see a much longer delay in the initial creation of this class object
when accessing data in a flat binary file than when accessing data from a HDF5 file.
After the creation of the file object the performance is similar and the functionality
is much the same barring differences in the data included in the waveform header
information due to differences in the data saved from the Fast-DAQ. Note that the
HDF5 files that have compression enabled do so completely transparently meaning
that the user doesn’t need to know that the compression was enabled or not. The
h5py library handles the decompression and file reading behind the scenes.
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The triggerFile Class
This class handles the trigger data returned by the DAQ system. This class is built
entirely around Pandas as the type of data stored in each header is particularly well
suited for that sort of analysis. Similar to the waveformFileClass, this class also
implements a variety of cut features. Unlike the waveformFileClass however, this
class does load the data to memory. As each trigger is 11 bytes, it would take billions
of triggers to exhaust the memory in a modern system. Otherwise the functionality
of the triggerFile class is similar to that of the headers in the waveformFile class.
The eventFile Class
The eventFile class is responsible for loading in the events from the file passed to
it. This class is the most affected by the transition to HDF5, as output from the
Fast-DAQ system was modified to suit HDF5 better. In the non-HDF5 version of
this class, each event is handled by its own class object. This was necessary due to
the non-flat binary format of this data type. They are then compounded together
into a list of classes that can be returned to the user. This process is notoriously
slow, so a bypass parameter is defined in the code to allow the user to simply ignore
the event data when loading in a whole dataset if they so choose.
In the case of HDF5, the format was modified to be more accessible. Due to limitations in the HDF5 implementation in LabVIEW, multiple layers of pointers/arrays
within a structure/class are avoided. Because of this, the event format was modified
to not include the neighbor pixel readout information within each event. Instead,
that information is now available only from the parameter meta-data and from the
waveform headers themselves, as they specify if the waveform was the primary trigger
waveform or the neighbor waveform from an event. No information was lost in this
change, only a simplification of the information presented in the events. Now, there
is just one non-fixed length array representing the number of triggers in each event.
163

This is fully compatible with HDF5 and can be parsed more easily. However this it is
not compatible with Dask, as Dask requires fixed sizes for pointers within structures.
Dask cannot handle the Numpy data type ’O’ in structures. As such, the event file
is not parsed using Dask, but is just handled in pure Numpy. This is acceptable, as
events, like triggers, do not represent a significant portion of the dataset.
The temperatureFile Class
In an effort to record all relevant data to the waveform recording process, the FPGA
temperatures are also output. The idea is that it is possible the temperature of the
FPGA oscilloscope modules themselves can affect the analog to digital conversion
process and therefore the temperatures are relevant for offline analysis. This new
dataset is effectively just a table of values with 4 temperatures recorded for each
FPGA card. This dataset is very naturally handled by Pandas DataFrame objects
and behaves similarly to the triggerFile class.
The parameterFile Class
The Nab-DAQ system outputs all of the configuration parameters set by the user
for each run. This information is either stored in a nested set of HDF5 datasets,
or in a text file, in the case of the old binary versions of the file output. In either
case, the parameterFile class parses these data and makes it available to the user
and to the other classes. These data include information such as the neighbor pixel
readout table, the trapezoidal filter settings, trigger thresholds for each channel, the
coincidence logic settings, and much more. The idea is that any parameters set by
the user in the Nab Fast-DAQ that are relevant for offline analysis should be recorded
alongside the waveform data. It is also worth noting that this class reads in the git
version information for the Nab-DAQ system so the user knows exactly what version
of the DAQ the data was recorded with.

164

The DataRun Class
The DataRun class combines all of the previous classes into one convenient form.
This class is designed to read in the entire dataset associated with one run cycle
of the DAQ. The Nab Fast-DAQ outputs files with two identifying numbers: run
and sub-run. In the current version of the Fast-DAQ these files are formatted as
such: RunX_Y.h5 where X represents the run number and Y represents the sub-run
number. All files with the same run number but differing sub-run numbers were taken
with the same initial parameters and configuration in the DAQ. The DataRun class is
designed to load all of the sub-runs for a run. It combines all of data from each sub-run
together such that a single waveformFile class or triggerFile class contains the whole
dataset across all sub-runs. As this class has access to the parameterFile class as well,
information such as the mapping between FPGA channel and pixel numbers can be
passed to the relevant classes when they are created. Along with simply combining
the datasets together, this provides some additional analysis functionality in the form
of pixel map plotting routines. The user can easily plot the hit positions taken from
various datasets, and even make animations of the hit positions as a function of time
in the dataset, which is particularly useful when doing source position scans.
6.2

Base Analysis Functionality

nabPy supports a variety of analysis functionality by default. These are described
in this section here, but as the code is developed and iterated upon, the descriptions
here will become out of date. For the most accurate descriptions of the functionality,
see the nabPy git repository or install the library with nabPy and use the help()
function on the function of interest.
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6.2.1

Data Cuts

Cuts are primarily used in the waveformFile and triggerFile classes. The idea is that
the user can place cuts on the dataset using the defineCut(‘category’, ‘operation’,
‘requirement’, ‘optional requirement’) function. This function is defined in the basicFunctions.py file and is accessed by multiple dataset classes. When cuts are applied
to the dataset, no data is actually removed from the file. All that is done is the
category in the dataset being cut is checked with the conditions to see if it passes the
cut or not. If so, then that index is flagged as valid. Multiple cuts can be overlapped
as requested by the user. Only the data corresponding to indices that remain valid
after all cuts are applied is returned to the user or to analysis functions called. This is
particularly useful in the case of the waveformFile class as many analysis operations
such as calibrations are done on a per-pixel basis. Such cuts allow the user to focus
on a particular pixel when doing complicated analysis tasks which greatly accelerates
the analysis.
The user can also define and run their own cut routines outside of any of the
classes and return the results of those cuts to the class itself. This is supported in the
defineCut function with the ‘custom’ category parameter. Other than the protected
‘custom’ input for category, the categories supported are defined by the data available
to the Pandas DataFrame that is passed to the defineCut() operation. In the case of
the waveformFile class, any data in the waveform header can be used for a cut.
Table 6.1 shows the various cuts and their functionality. The naming convention
behind the coincidence cuts and anti-coincidence cut is based on the idea of what the
cut is removing from the system. The coincidence cut removes coincidences from the
dataset, hence the name. This cut expects that the dataset is sorted based on the
parameter being cut prior to executing this cut. Generally it is assumed to operate
on the timestamp category, but any category can be passed. In the special case of the
‘custom’ category flag, the operator is expected to contain the mapping of the data
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Table 6.1: Functionality of the various cuts implemented in the classed. In this table,
‘data’ represents the data in the particular category being operated on by the cut.
operator
>
=
<
<=
=
==
!=
between
outside
antiCoincidence
coincidence
sort

option A
a
a
a
a
a
a
a
a
a
a
a
-

option B
b
b
-

Operation Done
data > a
data >= a
data < a
data <= a
data == a
data == a
data! = a
a <= data <= b
(data <= a)and(data >= b)
[(data[i] − data[i − 1]) >= a]and[(data[i + 1] − data[i]) >= a]
logical not antiCoincidence
data > a

that should be cut or kept instead of an operation type. This information should be
passed as a numpy array of indices that remain after the cut. This can be done with
either integer addressing, in which case the length of this array must be the same size
or smaller, or Boolean values in which case it must be the same size.
6.2.2

Waveform Processing

There are a variety of waveform processing techniques built into nabPy. They fall into
a few categories: power spectra, waveform averaging, energy and timing extraction,
and fitting. Each of these behave the same way when called from the waveformFile
class: they only operate on the waveforms that remain after all user-defined cuts have
been applied. Each of these functions are also directly accessible in the basicFunctions.py or bf module in the case that a direct call to the functions is desired. In
certain situations, it is more efficient to read the waveform data into memory from
the waveformFile class, and then manually call the desired function, such as when
optimizing filter thresholds, as otherwise the waveformFile class will keep reading the
data from the file, which will take more time then accessing the data from RAM each
time. However if the dataset is too large for RAM, then of course, this cannot be
done and the normal direct calls from the waveformFile class are recommended.
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Waveform Shape and Noise
This functionality is fairly straightforward. The waveformFile class, through functions
defined in basicFunctions.py, has the built-in ability to calculate average waveforms
and power spectra. For both functions, they can be focused on particular regions of
the waveform, such as the baseline for the power spectra or the rising edge of waveform
shapes. For waveform averaging, the user can also pass alignment parameters to the
function in order to align the start positions of the waveform. This is particularly
useful when looking into features of the rising edge. As the DAQ trigger system does
not necessarily perfectly line up the waveforms, the user could run some more precise
algorithm for timing extraction and apply those results to this function allowing for
analysis of rising edge waveform features.
Energy and Timing Extraction
There are 3 main filtering functions available for extracting energy and timing information: the cusp filter, trapezoid filter, and the custom pseudoinverse based least
squares fitting method described in Chapter 4. The cusp filter and trapezoid filter
are both defined to include a flat integration region to account for charge collected
over a finite period of time.
Each of these filters is implemented via the Dask function dask.array.map_blocks.
This function behaves similarly to the numpy function “apply_along_axis”, but with
more control over the execution. Each chunk of the waveform data passed to the
“map_blocks” function is sent to a particular CPU process/thread to be operated
on by the function the user passed. This effectively allows for parallelization of any
user operation. In the implementation in nabPy, these blocks frequently use both
pyFFTW and Numba libraries to accelerate the FFT calculations and compile the
logic that operates on the results of those FFTs, for the highest possible throughput.
For users that do not have pyFFTW installed, the code defaults back to using Dask
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parallel FFT calculations, which, while slower than pyFFTW, outperform the Numpy
and Scipy equivalents, as seen in Figure 6.3. For information about the performance
of each of these methods in terms of energy and timing extraction, see Chapter 4.
Waveform Fitting Routines
The waveform fitting routines are implemented in nabPy using the Scipy curve_fit
function. The base fitting function is a difference of two exponential functions, one
representing the rising edge and the other the decay of the waveform. This function
also includes a constant offset parameter to fit for the DC offset in the baseline signal
as well as an amplitude parameter of the waveform. This fit routine also allows for the
user to pass their own fit function into the code instead of the default functionality.
These fits tend to be quite slow, as non-linear least squares fitting is a lengthy process,
but the user can control parameters such as the number of iterations and also the
initial guesses and how they are determined to accelerate the process.
6.3

Efficient Data Analysis in Python

Python is not known for its high performance rate. Generally speaking, Python
is viewed as easy to program, but slow to execute the code. This is not wrong
necessarily, but neither is it completely accurate. Python can be both complicated to
program and fast if the proper steps are taken. The trick is to use Python to do what
Python is best at, such as list and string comprehension, while keeping the full scale
data analysis to pre-built wrappers around compiled C code. Many of the commonly
available data science libraries, such as Numpy and Scipy, do this by default, which
explains their significantly higher execution rates when compared to native Python
code. Code block 6.1 demonstrates this difference. In a test with the parameter ‘a’ set
to 10, 000, the pythonTest function took on average 2.48 ms whereas the numpyTest
function took 122 µs.
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1
2
3
4
5
6
7
8
9
10
11
12
13
14

from random import random
def pythonTest(a):
inCircle = 0
for i in range(a):
if (random()∗∗2.0 + random()∗∗2.0) < 1.0:
inCircle+=1
return inCircle/a∗4
import numpy as np
def numpyTest(a):
valsx = np.random.uniform(size=a)
valsy = np.random.uniform(size=a)
return np.sum((np.square(valsx)+np.square(valsy))<1.0)/a∗4

Code 6.1: Example codes to demonstrate performance differences in Python. For
‘a’=10,000, pythonTest takes 2.5ms vs 0.122ms for numpyTest
One of the key things to remember when programming in Python is that a huge
number of ‘basic’ functions have already been defined in libraries. In particular, the
numpy library, https://numpy.org/, has a massive set of existing algorithms that
wrap faster C code. While it is possible to program your own version of a particular
function, generally speaking, unless a problem arises or you need the absolute best
performance, it is best to simply use the pre-existing functions, in particular when the
code comes from a commonly used library such as Numpy or Scipy. As demonstrated
in Code 6.1, the performance speedup by converting to Numpy can easily exceed 10
times the original performance. Converting to Numpy does not solve all issues and
can actually reduce the performance of the code as shown in Code 6.2.
Code 6.2 is significantly slower than either function shown in Code 6.1 due to
function call overhead. This overhead can be demonstrated simply by calling the
‘np.random.uniform’ function with varying inputs for the size parameter as shown in
Table 6.2. The amount of execution time is roughly constant with the input size up
to 107 where it slowly starts to increase. This is the case with many of the numpy
functions due to the overhead in calling external code through Python. This overhead

170

1 import numpy as np
2 def slowNumpyTest(a):
3
inCircle = 0
4
for i in range(a):
5
if (np.random.uniform(size=1)∗∗2.0 + np.random.uniform(size=1)∗∗2.0)
,→ < 1.0:
6
inCircle+=1
7
return inCircle/a∗4

Code 6.2: Example of inefficient Python programming using numpy. This takes 53ms
to run with ‘a’=10,000
eventually becomes insignificant compared to the execution time of the non-numpy
accelerated code, but for smaller calls this can be relevant.
Table 6.2: np.random.uniform call performance with varying sizes of outputs. All
times calculated using the %timeit jupyter magic function
Size
100
101
102
103
104
105
106
107

6.3.1

Average Time
1.27 ± .004 µs
1.43 ± .005 µs
1.43 ± .009 µs
1.45 ± .010 µs
1.44 ± .007 µs
1.45 ± .009 µs
1.46 ± .004 µs
1.48 ± .010 µs

Waveform Processing in Python

A more relevant example for the Nab and Ca45 experiments is the time it takes to
execute Fast Fourier Transforms, or FFTs, on waveform data. This is a particularly
relevant example, as the filtering of waveforms is often done via FFT-based convolutions. Numpy supports FFT calculations through the aptly named numpy.fft module.
It is worth noting that Scipy, https://scipy.org/, another commonly used scientific computing library in Python, also has a FFT module that can be used nearly
interchangeably with the Numpy library. In order to do a forward real-to-complex
FFT transform in numpy, the user simply needs to call the numpy.fft.rfft function, or
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scipy.fft.rfft when using Scipy. The performance of these functions is shown in Table
6.3.
Table 6.3: Real-To-Complex forward FFT times with 7000 datapoint long waveforms.
All times calculated using the %timeit jupyter magic function with 1 repetition and
100 iterations per loop. Rates are in terms of how many waveforms per second could
be processed.
Size
10 × 7000
101 × 7000
102 × 7000
103 × 7000
104 × 7000
0

np.fft.rfft Time
43.7 µs
308 µs
4.47 ms
46.8 ms
463 ms

scipy.fft.rfft Time
43.4 µs
330 µs
3.84 ms
40.1 ms
406 ms

np.fft.rfft Rate
22.9kHz
32.5 kHz
22.4 kHz
21.4 kHz
21.6 kHz

scipy.fft.rfft Rate
23.0 kHz
30.0 kHz
26.0 kHz
24.9 kHz
24.6 kHz

These two libraries are not the only ones available for the calculation of FFTs
in Python. The FFTW, or ‘Fastest Fourier Transform in the West’, library is a
C library designed around extremely fast calculations of the Fourier transform [16].
pyFFTW (https://github.com/pyFFTW/pyFFTW) is a pythonic wrapper around this
library with several methods of accessing the underlying FFTW functionality. The
most basic method is the ‘pyFFTW.interfaces’ module. This module contains dropin replacements for both the scipy and numpy FFT routines. The performance of
these routines is shown in Table 6.4. The performance of the numpy and scipy dropin routines from FFTW were virtually identical in this testing so only the numpy
results are shown.
Table 6.4: Real-To-Complex forward FFT rates with 7000 datapoint long waveforms.
All rates were calculated using the %timeit jupyter magic function with 1 repetition
and 100 iterations per loop. Rates are in terms of how many waveforms per second
could be processed.

Size
10 × 7000
101 × 7000
102 × 7000
103 × 7000
104 × 7000
0

np.fft.rfft
22.9 kHz
32.5 kHz
22.4 kHz
21.4 kHz
21.6 kHz

scipy.fft.rfft
23.0 kHz
30.0 kHz
26.0 kHz
24.9 kHz
24.6 kHz
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pyfftw.interfaces.numpy_fft.rfft
9.2 kHz
41.4 kHz
20.7 kHz
18.5 kHz
18.7 kHz

Why is the pyFFTW interface is on average running slower than the Numpy and
Scipy functions, respectively? This due to the FFT plan creation. The pyFFTW
package does an extensive amount of planning and setup for each FFT calculation,
just like Numpy and Scipy do, but during this test the caching of that plan between
executions was not enabled. Numpy and Scipy do this caching by default which
allowed them to perform significantly better during this test. Enabling this plan
caching in pyFFTW greatly accelerates the performance as seen in Table 6.5. Notice
that the efficiency of the FFT calculation does not necessarily improve with larger
datasets, as was demonstrated with Numpy. Tasks such as the creation of the FFT
plan and memory allocations do not necessarily scale the same way as the FFT
calculation itself.
Table 6.5: Real-To-Complex forward FFT times with 7000 datapoint long waveforms.
All times calculated using the %timeit jupyter magic function with 1 repetition and
100 iterations per loop. Rates are in terms of how many waveforms per second could
be processed.

Size
10 × 7000
101 × 7000
102 × 7000
103 × 7000
104 × 7000
0

scipy.fft.rfft
23.0 kHz
30.0 kHz
26.0 kHz
24.9 kHz
24.6 kHz

pyFFTW Without Cache
9.2 kHz
41.4 kHz
20.7 kHz
18.5 kHz
18.7 kHz

pyFFTW With Cache
38.0 kHz
75.8 kHz
52.9 kHz
38.3 kHz
19.4 kHz

Even with caching enabled, there is a significant amount of redundancy in the calculations with the Numpy and Scipy drop-in replacement functionality in the FFTW
library. By using the FFTW class within the pyFFTW library, instead of the drop-in
Numpy/Scipy replacement, this can be avoided. One such redundancy is the allocation of the output storage space. If the output array is created in advance each iteration does not need to allocate as much memory, which can increase the performance
significantly. Also, in this method the FFT plan is directly saved, instead of cached,
giving the user more direct control. It is also possible to enable multi-threading with
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this interface, but for the purposes of this testing that was not enabled at this stage.
Table 6.6: Real-To-Complex forward FFT times with 7000 datapoint long waveforms.
All times calculated using %timeit jupyter magic function with 1 repetition and 100
iterations per loop. Rates are in terms of how many waveforms per second could be
processed.
Size
100 × 7000
101 × 7000
102 × 7000
103 × 7000
104 × 7000

scipy.fft.rfft Rate
23.0 kHz
30.0 kHz
26.0 kHz
24.9 kHz
24.6 kHz

pyFFTW Numpy/Scipy Drop-In With Cache
38.0 kHz
75.8 kHz
52.9 kHz
38.3 kHz
19.4 kHz

pyFFTW FFTW Class
101.3 kHz
108.8 kHz
108.3 kHz
64.1 kHz
61.3 kHz

Table 6.6 demonstrates why management of the FFT plan and pre-allocation of
the storage location is so important for FFT performance. In this table, we see
a roughly 5× performance improvement over the default one waveform at a time
scipy performance with the FFTW library. This is why it is so important in Python
to compare libraries and functions to each other when writing code meant for high
throughput analysis. While multiple libraries and even multiple functions within the
same library can achieve the same results, the rate at which they achieve those results
is not necessarily equal and should be taken into account.
For the final series of tests, Dask is introduced into the mix [42]. Dask is a library
designed around scaling data analysis processes to the cluster level that can also be
run on the personal computer scale. The library is built around NumPy, Pandas,
scikit-learn, and many more, and as such, has a large amount of the functionality
that is needed for waveform analysis built in. Using Dask on a personal computer
for FFTs is just as simple as using NumPy or Scipy. One of the main benefits of
Dask is its lazy compute methods. Operations can be queued in series by the user
without actually performing the computations. Once all the operations are in the
queue, then they can be executed using all available resources, as defined in the
user’s Dask configuration. This allows for the user to set up a large batch of analysis
over datasets that are larger than available system memory and run the analysis all
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at once without issue. This functionality is why Dask is used in nabPy to handle
the waveform files. It is common for users to analyze more data than they have
available memory for, and Dask makes that process far simpler. Table 6.7 compares
the default Dask real-to-complex FFT performance along with the pyFFTW Dask
drop-in option.
Table 6.7: Real-To-Complex forward FFT times with 7000 datapoint long waveforms.
All times calculated using %timeit jupyter magic function with 1 repetition and 100
iterations per loop. Rates are in terms of how many waveforms per second could be
processed.
Size
100 × 7000
101 × 7000
102 × 7000
103 × 7000
104 × 7000

scipy.fft.rfft
23.0 kHz
30.0 kHz
26.0 kHz
24.9 kHz
24.6 kHz

pyFFTW FFTW
101.3 kHz
108.8 kHz
108.3 kHz
64.1 kHz
61.3 kHz

dask.array.fft.rfft
1.4 kHz
9.7 kHz
17.7 kHz
20.5 kHz
41.3 kHz

pyFFTW Dask Drop-In
1.3 kHz
11.9 kHz
40.8 kHz
45.9 kHz
43.1 kHz

As expected of a library that is designed for large datasets, the overhead of configuring the parallel operation causes significantly slower operation for small datasets.
However the performance gains kick in as the number of waveforms being handled
increases. The Dask library implementation of the FFT and the pyFFTW drop-in
replacement code still do not compete with the single-threaded performance of the
pyFFTW Class. This is most likely because while multiple threads are being used,
they each have to calculate an FFT plan and even with caching, each thread must
construct it’s own plan before the caching has any effect. The timing of this method
also includes the allocation of the output array.
The real question is not how quickly these methods can operate on a single array
in memory over and over again however. The true test of performance is how long
it takes each of these methods to calculate the FFT of a large set of waveforms
from a file. In the case of nabPy, batches of waveforms from files are contained in
Dask arrays as that allows all of the analysis to scale to larger datasets. Code 6.3
represents a simple Numpy implementation of an algorithm for calculating the FFT
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1 def numpyVersion(waveforms, batchSize = −1):
2
if batchSize <= 0 or batchSize >= len(waveforms):
3
return np.fft.rfft(waveforms).compute()
4
else:
5
numBatches = waveforms.shape[0]//batchSize
6
numWaves = len(waveforms)
7
output = np.zeros(shape=[numWaves, waveforms.shape[1]//2+1], dtype=
,→ np.complex64)
8
for i in range(numBatches):
9
startLoc = i ∗ batchSize
10
stopLoc = (i+1) ∗ batchSize
11
if stopLoc > numWaves:
12
stopLoc = numWaves
13
output[startLoc:stopLoc,:] = np.fft.rfft(waveforms[startLoc:
,→ stopLoc,:].compute(), axis=1)
14
return output
15
return

Code 6.3: Simple Numpy code to calculate FFT of a batch of waveforms
of such a batch of data from a Dask array. This function assumes the user is passing
a 2d matrix of waveform data where the first axis iterates across waveforms and the
second axis iterates over each point within a waveform. It is a fairly simple code with
a quick check to see if the user wants to do the whole operation in bulk followed by
the processing of individual batches of data.
Modifying this code to work with the scipy.fft functions or the pyfftw.interfaces.numpy_fft
functions is as simple as replacing the np.fft.rfft operations with the corresponding
function from those libraries. In the case of using Dask, the function still remains
one line overall as Dask will automatically scale the operation to arbitrary number of
waveforms at a time based on how many were passed to the FFT function. Performance information for these simpler implementations of the FFT operation on bulk
waveforms is shown in Figure 6.3.
Dask, with parallelism built in, outperforms all of the other methods, which makes
sense considering they are not utilizing the same number of CPU cores. The performance increase is not linear though. The computer being tested on is a 12 CPU core,
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1 def pyFFTWBuilders(waveforms, batchSize = −1):
2
if batchSize <= 0 or batchSize >= len(waveforms):
3
rfft = pyfftw.builders.rfft(waveforms.compute(), axis=1)
4
return rfft()
5
else:
6
numBatches = waveforms.shape[0]//batchSize
7
numWaves = len(waveforms)
8
output = np.zeros(shape=[numWaves, waveforms.shape[1]//2+1], dtype=
,→ np.complex64)
9
inputArray = np.zeros(shape=[batchSize, waveforms.shape[1]], dtype=np
,→ .float32)
10
rfft = pyfftw.builders.rfft(inputArray, axis=1)
11
for i in range(numBatches):
12
startLoc = i ∗ batchSize
13
stopLoc = (i+1) ∗ batchSize
14
if stopLoc > numWaves:
15
stopLoc = numWaves
16
inputArray[:stopLoc−startLoc,:] = waveforms[startLoc:stopLoc
,→ ,:].compute()
17
output[startLoc:stopLoc,:] = rfft()[:stopLoc−startLoc,:]
18
return output
19
return

Code 6.4: Simple Python code to calculate the FFT of a set of waveforms using the
FFTW libraries builders functionality
or 24-thread, machine and the Dask performance is not 12× or 24× the performance
of the single-threaded alternatives. Also visible in Figure 6.1, with all methods except
Dask, is the scaling of performance based on how many waveforms are being handled
at a time. Generally speaking, more waveforms handled at once improves the performance. The FFTW implementation with cache enabled breaks this trend as its
main performance increase comes from re-using the FFT plans that are calculated
initially. When the FFT is only calculated once, as is the case with the 104 and 105
batch sizes, these performance gains never come into play. On an even larger dataset,
the FFTW with cache performance could scale further, but diminishing returns are
already evident in the testing done here.
The FFTW library allows for more direct control of FFT plans and computations
along with pre-allocation of the spaces used for computations. This can be done in
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1 def pyFFTWClass(waveforms, batchSize = −1):
2
if batchSize <= 0 or batchSize >= len(waveforms):
3
output = np.zeros(shape=[waveforms.shape[0], waveforms.shape
,→ [1]//2+1], dtype=np.complex64)
4
fft_object = pyfftw.FFTW(waveforms.compute(), output, direction=’
,→ FFTW_FORWARD’, axes=[1])
5
return fft_object()
6
else:
7
numBatches = waveforms.shape[0]//batchSize
8
numWaves = len(waveforms)
9
output = np.zeros(shape=[numWaves, waveforms.shape[1]//2+1], dtype=
,→ np.complex64)
10
inputArray = np.zeros(shape=[batchSize, waveforms.shape[1]], dtype=np
,→ .float32)
11
smallOutput = np.zeros(shape=[batchSize, waveforms.shape[1]//2+1],
,→ dtype=np.complex64)
12
fft_object = pyfftw.FFTW(inputArray, smallOutput, direction=’
,→ FFTW_FORWARD’, axes=[1])
13
for i in range(numBatches):
14
startLoc = i ∗ batchSize
15
stopLoc = (i+1) ∗ batchSize
16
if stopLoc > numWaves:
17
stopLoc = numWaves
18
inputArray[:stopLoc−startLoc,:] = waveforms[startLoc:stopLoc
,→ ,:].compute()
19
fft_object()
20
output[startLoc:stopLoc,:] = smallOutput[:stopLoc−startLoc,:]
21
return output
22
return

Code 6.5: Simple Python code to calculate the FFT of a set of waveforms using the
FFTW class functionality
two main ways, with the builders methods that are built to be more similar to numpy,
and with the FFTW class itself. Both versions require some small modifications to the
code which are shown in Code blocks 6.4 and 6.5. In both codes, the modifications
from the base code 6.3 are fairly straightforward. Both require the creation of an
additional class object that contains the FFT plan and configuration information. In
the case of using the FFT builders, a small buffer array needs to be created for the
input data to the FFT operation, but the operation itself allocates the output array
at runtime. With the FFTW class version, both arrays require allocation in advance.
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Figure 6.1: The base performance of the various FFT methods built off of code 6.3.
Tests were run on a set of 200,000 waveforms stored in RAM to avoid harddrive
read/write bottlenecks.
The performance of the codes shown above behaves roughly as expected, as seen
in Figure 6.2. The FFTW builders version, as it needs to allocate the output array
each time, is slower than the more efficient FFTW class version. However both
outperform the previous FFTW implementations, as they do not rely on caching
behavior and directly store the execution plan for the FFTs. In fact, the single
threaded FFTW class implementation manages to outperform the multi-threaded
Dask FFT implementation. This is a clear example of how a more efficient algorithm
can outperform simply throwing more CPU cores at a problem. However, on the
subject of simply throwing more cores at the problem, the FFTW class does support
multi-threaded operations. Enabling this allows the FFTW library to easily outpace
the other methods.
The main downside to using the FFTW multi-threaded functionality is its inte-
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Figure 6.2: FFT Performance compared now including the FFTW builders and
FFTW class functionality and multi-threaded operations
gration into nabPy. As nabPy utilizes Dask for its parallelization for many other
routines, the inclusion of an additional scaling method, especially one that does not
scale to clusters of computers and is instead restricted to single-computer operation.
As such, it is desirable to use FFTW in such a way that it is being called through
Dask. This way, Dask handles the distribution of work across the available compute
hardware, but FFTW does the calculations on each thread, providing the best of
both worlds. This can be done fairly simply with the dask.array.map_blocks function. This function maps an operation defined by the user to the dask array. Each
“block” of the array is passed to a different core/thread for execution. For the testing
done here, the pyFFTWClass as defined in Code 6.5 was used as the function passed
to map_blocks. As shown in Figure 6.3, this does not quite catch up to the performance of the threaded pyFFTW library implementation, but it is far closer than
any of the other methods. For users on a personal computer processing datasets that
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can entirely fit in memory, the pyFFTW threaded variant is the best solution. For
users on a personal computer with larger datasets, or users on a cluster, the Dask +
FFTW version of the code is most effective.

Figure 6.3: Performance comparison between the various methods of calculation of
FFT explored. The fastest individual result from any size of batch for each method
was chosen. Each method’s performance is compared with the base level performance
of numpy to give a percent improvement metric.
All of this testing focused on CPU performance only. In Chapter 4, high performance GPU-based FFT algorithms were presented. How do those compare to the
performance numbers seen here? It depends significantly on how the test is designed.
For example, if the data is considered to already be on the GPU and the output of
the FFT process can stay on the GPU, then the performance of the GPU version
is dramatically higher than the CPU version and reaches rates in excess of 750 kHz
of waveforms on a GeForce GTX 1070 graphics card. However, as was discussed in
Chapter 4, the time it takes to transfer data to and from the GPU is significant. For
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a more reasonable comparison, the timing should involve the time it takes to move
the data to the GPU but not necessarily from the GPU. It is not unreasonable to
assume the remainder of the processing of the waveform data remains on the GPU,
and that the results of that processing are significantly smaller than the waveforms
themselves, so ignoring the transfer time of the results back from the GPU is fair
approximation of a real analysis scenario. The performance of the system on GPU,
including the data transfer time, is significantly lower and ends up being very similar
to the CPU performance obtained in this testing at around 90 kHz. With a more
modern GPU that has a higher data transfer rate, using PCIe Gen 4.0 instead of
3.0, these results could be improved further but as it is, the main bottleneck in this
system is the transfer of data to the GPU.
6.3.2

Compilation of Functions

It is not always possible to find convenient functions from other libraries for analysis
purposes. An example of this is the energy extraction from the flat top of a trapezoidal
filter. An algorithm for this is shown in Code 6.6. This function is a fairly straightforward one. The user is expected to pass in a numpy.ndarray along with the rise time
and flat top length parameters. The percentage parameter controls the percent of
the maximum value that is used for threshold cross identification. The function finds
the maximum value and its location in output, identifies threshold crossings on both
the rising and falling edge of the trapezoid, takes the average of these positions to
find the center of the trapezoid, and extracts energy and timing information at that
position. In terms of actual calculations, the function is not complicated. However,
due to how Python handles iterations in loops, this function is quite inefficient and
takes 440 µs per waveform to execute, which translates to around 2.2 kHz. This is
substantially slower than the FFT operations as seen in Figure 6.3.
Improving the performance of this function can be done with the Numba library
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1 def extractTrapResults(filtered, rise, top, percentage):
2
maxloc = np.argmax(filtered)
3
maxval = filtered[maxloc]
4
threshold = maxval ∗ percentage
5
i = maxloc
6
found = False
7
leftCross = None
8
while i >= maxloc − rise − top and found == False:
9
if filtered[i] >= threshold and filtered[i−1] <= threshold:
10
found = True
11
leftCross = i−1
12
i−= 1
13
rightCross = None
14
found = False
15
i = maxloc
16
while i <= maxloc + rise + top and found == False:
17
if filtered[i] >= threshold and filtered[i+1] <= threshold:
18
found = True
19
rightCross = i + 1
20
i+=1
21
if rightCross is None or leftCross is None:
22
return np.nan, np.nan
23
else:
24
midpoint = (leftCross + rightCross)/2
25
return filtered[int(midpoint)], midpoint − top/2 − rise

Code 6.6: Extraction of energy and timing information from trapezoidal filter output
[33]. This library allows the user, with little modification required in many cases,
to compile Python code at run-time. Especially for functions with loops, this can
provide massive improvements in performance. For this particular function, all that
is required is the addition of the ‘@numba.jit’ decorator before the function definition.
Doing this, the performance of this function increased to only taking 3.82 µs. This
is approximately 262 kHz of waveforms or an over 100× performance increase from
just adding a single line to the code. It is worth mentioning that the initial call of
the function will take longer as Numba uses Just-In-Time (JIT) compilation, but all
future calls will be directed to the compiled code and bypass this step.
Not all code can be accelerated this way. While there are some calls Numpy
functionality in Code 6.6, many Numpy functions are not available through Numba
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yet and other libraries outside of Numpy may or may not be supported. This is why
some functions will require modification before being passed into Numba. Due to
how Python functions as a language, writing functions that are efficient after they
have been compiled by Numba means writing an initial code that is very inefficient
in base Python. This is a bit counter-intuitive, but effectively, if you write a Python
function in a C/C++ style it would be quite inefficient, particularly if it involves
loops. However, once that function is compiled by Numba, the performance improves
dramatically and approaches that of a C/C++ implementation. This leads to the
rule of thumb that if you want to compile a function with Numba, write the function
as if you were writing in C and then wrap it with the Numba jit decorator.
6.4

Discussion of Ongoing Development and Conclusion

The nabPy library offers an easy to use interface to data recorded by the Nab FastDAQ system. This library presently is primarily focused on waveform analysis in the
form of finite impulse response filters and waveform fitting routines. While many of
the base functions work excellently at this time, such as the trapezoidal filter routine,
there is still missing functionality within the code base that should be expanded upon
in the future. In particular, the nabPy library needs additional functionality to better
handle electron-proton coincidence events.
As the nabPy library was developed when coincidence data was not available,
and the only datasets present to be tested on were from Ca45 and the University of
Manitoba proton beam studies, the focus of the library has been heavily on singles
processing. Effectively, all of the analysis is expecting individual particle triggers
without correlations with other particle triggers. For the Nab experiment, the main
physics extractions will be performed on proton-electron coincidence events, and the
nabPy library will need to be expanded to handle these events. Most likely, this means
an overhaul of the eventFile class to better implement additional functionality, such
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as cuts on the timing difference between the proton and electron.
Another area of ongoing work in the nabPy library is the implementation of
hybrid CPU and GPU-based analysis routines. While independent versions of these
exist within the nabPy library, on computers that have both significant CPU and
GPU resources it is wasteful of compute performance to only use one or the other.
A balanced use of both CPUs and GPUs would speedup processing of the data.
Implementing this would require a method for Dask to know how to distribute the
workload across both CPU and GPU resources in a balanced manner. Such a method
is not available in the library currently. There are methods to solve this, such as at
run-time calculating how the workload should be distributed, that are being explored.
In conclusion, nabPy offers a significant amount of processing capability to the
average user for the Nab experimental dataset, but is still a work in progress. While
the waveform processing techniques in the code are mature, the handling of the
results from these routines can be improved. Fortunately, Python is easier to learn
than most languages and adding functionality to the various classes that make up the
nabPy library is simple. Newcomers to the Nab experiment can easily get involved
in development of this library. At this time, the code is being actively developed
by several of the users and updates are coming out frequently to add additional
functionality and patch bugs as they appear.

Copyright© David G. Mathews, 2022.
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Chapter 7 Calcium-45 Analysis

The extraction of b from the Calcium-45 experimental dataset requires a series of
analysis steps before it can be completed. First the energy of each beta particle
needs to be reconstructed in units of ADC, or analog-digital conversion value which
are the raw integer output from the Fast-DAQ system. Second, a conversion between
the units of ADC to keV must be determined. With such a conversion in place, the
electron energy spectrum can be fit to a superposition of simulated spectra, which
include physical energy loss mechanisms such as bremsstrahlung, with known b values.
The first stage in this process, the extraction of the energy of each incoming particle,
can be done with a variety of methods that have been discussed in this dissertation
so far. For example the trapezoidal or cusp filters, as implemented in nabPy, are
both candidate methods. The pseudoinverse fitting routine was actually developed
specifically for this experiment, due to oscillations in the baseline noise that will be
discussed in this section, so it is a valid option as well. The choice of which to use is
an optimization problem that will be discussed.
The second step, the energy calibration, is of critical importance for the precision
of the extracted b value. The method used to determine the energies in DAQ units
directly affects the extracted value of b. The calibration is extracted by examining the
measured peaks from radioactive sources places inside the spectrometer. With knowledge of the various energy peaks expected from each of these sources, in keV, and the
peaks present in the measured data, in units of ADC, a conversion between the two
unit systems can be established. The sources used in this experiment were all conversion electron sources due to their monoenergetic peaks that make the calibration
process more straightforward. This was done with two methods to help understand
the uncertainties. The first method was fitting all source peaks simultaneously to
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simulations, while the second method fit each peak individually to a functional form
and extracted the calibration from the fit parameters.
Finally, with an extracted calibration, the value of b can be determined with a fit
to a superposition of simulated spectra with known b values. The principle of this is
quite straightforward and becomes more obvious when you look at what changes in
Equation 1.5 for different values of b. Reducing Equation 1.5 to what varies with b
yields the form below.

w(ER , b) = Γ(ER ) · (1 + b

me
)
Ee

(7.1)

ER represents the measured energy through the detection system, and Γ(ER )
represents the independent of b components of the energy spectra. With the form
in Equation 7.1 for the decay rate, it is far easier to see how to extract b. Note the
following special cases for this equation:

(7.2)

w(ER , 0) = Γ(ER )
w(ER , 1) = Γ(ER ) + Γ(ER )

me
Ee

(7.3)

Using these, Equation 7.1 can be expressed in terms of Equations 7.2 and 7.3:

w(ER , b) = w(ER , 0) + b[w(ER , 1) − w(ER , 0)]

(7.4)

As what is actually measured in the experiment is not the count rate itself, but
the individual energies of the incoming particles, a more useful presentation of this
equation is w(ER , b) = η [w(ER , 0) + b (w(ER , 1) − w(ER , 0))]. The parameter η is a
normalization factor to convert from theoretical count rates to measured counts in
energy bins.
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The primary remaining concern at this point is the term ER . This represents the
energies extracted from the detection system, which is a combination of the responses
of the detector to the incoming particle, ∆(E), the response of the electronics to that
detector output, Φ(E), the response of waveform analysis system to the electronics
output, T (E), and physical losses in the system such as interaction with the source
foil, bremsstrahlung, and backscattering L(E). The detector response, ∆(E), includes
effects such as incomplete charge collection within the silicon detector and interaction
with the dead-layer in the silicon resulting in energy loss. The cumulative response
of the detection system can be expressed as a convolution of these effects Θ(E) =
∆(E) ∗ Φ(E) ∗ T (E) ∗ L(E). As such, even if provided with simulations of the decay
spectra with b = 0 and b = 1, an understanding of both the loss mechanisms present
in the system and the response of the detector system to electrons is required to
extract η and b.
It is possible to determine the function Θ(E), or at least an approximation of
it, by using calibration sources. Decoupling Θ(E) into its components ∆(E), Φ(E),
T (E), and L(E) is a very difficult problem. For this analysis, these components were
not decoupled as the system was assumed to be in the same state for calibration
source and b measurements. Systematic uncertainties due to e.g. temperature/gain
stability of the detector and electronics must be captured separately with this method.
Equation 7.5 shows the general form of the conversion between the energy deposited
in the detector E and the energy extracted from the signal ER . The parameter N
controls the polynomial order of the calibration with fit parameters ci while G(σ)
represents a Gaussian blurring function with standard deviation of σ. The order of
the polynomial is typically quadratic to capture possible nonlinearities within the
response of the system.

ER = G(σ) ∗

N
X
i=0
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ci E i

(7.5)

By direct substitution, this brings the form of the equation for b extraction to the
following:
"
w(ER , b) = η w(G(σ) ∗

N
X

ci E i , 0) +

i=0

b w(G(σ) ∗

N
X

ci E i , 1) − w(G(σ) ∗

i=0

N
X

!#

(7.6)

ci E i , 0)

i=0

In total, that gives 3 + N fit parameters to extract in tandem to make a b measurement. Through the use of calibration sources, it is possible to extract all the
parameters except for η and b. Note that when using the calibration sources in this
manner, each will require a normalization term in the fit, similar to η.
7.1

Simulations

In order to perform the b extraction a suite of simulations are required to generate
source spectra. These spectra are used for both the calibration of the dataset and
also for the fit for b. A simulation code was developed by Dr. Bryan Zeck and is
described in detail in his dissertation [51]. This code was written using PENELOPE
[1] and simulates radioactive sources within the UCNA spectrometer, tracking the
emitted beta particle positions through the magnetic field. The code also includes
backscatter effects as well for particles that hit the detector and reflect back via
Rutherford backscattering. This code allows for variation of the source position within
the system and also handles simulation of difference sources such as the calibration
sources.
The code did not utilize multiple CPU cores. In order to make the code utilize as
many CPU cores as possible, it was simply run multiple times simultaneously on the
same computer, each time with a different random number generator seed provided.
The user inputs to the code how long the algorithm is told to run and then the process
is sent to the background so the next simulation process can begin. This method is
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embarrassingly parallel and effective without requiring an overhaul of the original
code.
Multiple datasets were created with this simulation code. For the b extraction,
two datasets were generated with a significantly larger source size than the source
actually placed in the spectrometer for both b equal to 0 and 1. The reason for the
larger source size was to allow for analysis of how uncertainties in the source position
affects the measured b result. The input spectra for the beta spectrum were generated
using the Beta Spectrum Generator (BSG) code [21]. This software allows the user to
generate beta spectra for a variety of input sources, and the user can vary the value
of b. In addition to the Calcium-45 spectra generated with PENELOPE, spectra for
calibration sources were also simulated. The positioning of these sources within the
system is discussed in detail in Bryan’s thesis.
7.2

Fit Method for Extracting b

The extraction of b is done with the fitting library Emcee [15]. Emcee, or MCMC
Hammer, uses Markov-Chain Monte-Carlo techniques and is designed to perform
maximum likelihood fits. By iterating through the parameter space with its walker
based methodology, the correlations between the various fit parameters can be explored around the determined minimum which will prove invaluable in this analysis.
Poisson statistics were used to avoid biases from using χ2 methodologies.
In order to do the full b extraction the following parameters will need to be
extracted: ηi , σ, ci , b. Note that σ does depend on the energy of the incoming particle,
due to how electron/hole pairs are created in the detector, but for this analysis this
contribution was assumed to be negligible within the energy range of interest. For
the conversion between ADC to keV, the functional form of a quadratic was chosen,
based on work in [4], requiring 3 parameters for the conversion: constant (c0 ), linear
(c1 ), and quadratic (c2 ). As mentioned previously, σ represents the energy resolution
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and detector response width. This controls the width of a Gaussian function that is
convolved with the energy histogram after application of the conversion defined by
c0 , c1 , and c2 . This Gaussian function is normalized to a total area of 1 in order
to reduce the correlation between this parameter and the normalization parameters,
defined as ηi . There is a normalization parameter for each calibration source used
in the fitting and also for the Calcium-45 spectra itself. Finally, b itself is a fit
parameter. Equation 7.7 shows this conversion from y, the simulated spectrum, to ỹ,
the approximated measured data.

ỹ = ηi (c0 + c1 y + c2 y 2 ) ∗ G(σ)

(7.7)

Note that in this fit method, the conversion is being applied to the simulated
dataset to convert it from keV to DAQ ADC instead of converting the measurements
from ADC to keV. This ensures the integrity of the measured energy spectra by not
allowing them to be modified during the fitting process, and helps with fit routine
stability by only adjusting one of the datasets involved in the fitting. Also, it allows
the fit routine to operate on counts which is required for Poisson statistics. The units
of the ci parameters are ADC, ADC/keV, and ADC/keV2 respectively.
In theory, it is possible to extract the various calibration parameters ci and σ
simultaneously with an extraction of b in a method that will be referred to as a
“Global Fit”. Such a method would be ideal as it easily facilitates understanding
of the correlation between uncertainties in the calibration and the extracted b value
which was previously the largest source of uncertainty as discussed in [2]. In practice
the correlation between the calibration parameters and b make the use of a global
fit method unadvised as the results may be biased if the correlations are not well
understood. This can be demonstrated by fitting the simulations dataset with itself.
Feeding in either the b = 0 or b = 1 dataset as the measured data to this fit code
with a known applied ci and σ parameters works to show this correlation problem.
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Figure 7.1: Corner plot demonstrating the correlation between the various fit parameters involved with extracting b
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Table 7.1: Correlation between calibration parameters and b. This plot was generated
with the corner.py Python library.
b
Constant
Linear
Quadratic

b
1.0
0.122
-0.015
-0.043

Constant
0.122
1.0
-0.906
0.785

Linear
-0.015
-0.906
1.0
-0.972

Quadratic
-0.043
0.785
-0.972
1.0

The test to demonstrate this issue was simple in design. As discussed previously,
the extraction of b is done by fitting a superposition of b = 0 and b = 1 spectra. In
this test the “measurement” data is a down-sampled version of the b = 1 simulation.
The correlations between b and the calibration parameters are very small, barely
noticeable in the correlation plot but not 0. Calculating the normalized correlation
coefficients for these parameters gives the parameters in Table 7.1. Due to these
correlations, it is recommended to determine the calibration prior to extraction of b.
7.3

Calibration Discussion

Extraction of the calibration is done via fits to simulations of the various calibration
sources inside the spectrometer, or from fitting to functional forms for the calibration
peaks. The peaks used for calibration are shown in Figure 7.2. The lower energy
peaks of Sn-113 and Bi-207, below the main peaks of Ce-139, are avoided due to their
overlap with the noise pedestal in the dataset. The upper energy peaks, beyond the
circled Bi-207 peak, are not used due to being beyond the linear response region of
the electronics system. Output signals from particles depositing that much energy
were large enough in amplitude to have nonlinear gain in the electronics, causing
deviations in the waveform shapes making reliable energy extraction difficult. As
mentioned previously, the electronics have been modified since this experiment to
allow for reliable amplification of larger signals for the Nab experiment, but this issue
was present during the Calcium-45 experiment so the upper energy Bi-207 peaks
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Figure 7.2: Peaks used for calibration circled in red. Green is Bi-207, Blue is Sn-113,
and Orange is Ce-139.
cannot be used.
Effectively, 5 peaks remain to fit from the 3 calibration sources. There is one major
issue though. For reasons related to scheduling pressure and experimental difficulties,
the radioactive Calcium-45 source was not removed from the spectrometer while the
calibration sources were inserted. Thus, the pixels of interest for the Calcium-45
extraction, those that see a significant portion of the Calcium-45 spectrum, have a
Calcium-45 spectra superimposed on top of the measured calibration spectra. For Sn113 and Bi-207, the source peaks are beyond the endpoint energy range of Calcium-45
so this is not a problem. However for Ce-139, this is very problematic. This means
that either the Calcium-45 spectra needs to be subtracted from the Ce-139 dataset,
or the calibration will have to be performed with only peaks above the Calcium-45
endpoint energy.
Subtraction of Calcium-45 from the Ce-139 calibration spectra works in theory.
However, in practice it is not a viable solution here due to the physical locations of

194

Table 7.2: Calibration sources and peak energies used
Calibration Source
Ce-139
Sn-113
Bi-207

Peak Energies
126keV and 159keV
363keV and 387keV
481keV

Figure 7.3: Location of the various calibration sources and Ca-45 sources. Plot taken
from Dr. Bryan Zeck’s dissertation thesis [51].
the source in the system. As is shown in Figure 7.3, the location of the Ce-139 source
is significantly shifted from the location of the Calcium-45 source. In fact, it is shifted
far enough that the primary pixels that see the beta particles from the Calcium-45
source do not see the Ce-139 source. Even if the Calcium spectra was subtracted,
there would be no underlying Ce-139 spectra.
In order to deal with the lack of calibration data on pixels that see the Calcium-45
spectra, other pixels must be studied. The goal is to find an extraction method that
is reliable with and without the Ce-139 source peaks. It is expected that the amount
of error in the calibration will increase without the Ce-139 source included, but the
extracted calibration with and without the Ce-139 source should be at least within
error bars of each other. If they are not, that indicates a bias of some form appearing
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Figure 7.4: Calibration Spectrum from pixel 52W. This spectrum was generated with
the trapezoidal filter using un-optimized parameters as a first pass.
in the calibration that could shift the b extraction significantly.
For this testing, pixel 52 on the West Detector is an excellent pixel to use. As
seen in Figures 7.2 and 7.3 it should have access to all 3 calibration sources based
on its location geometrically in the system. Not all pixels have access to the various
sources due to the Larmor radius of the emitted electrons in the magnetic field, but
pixel 52W is positioned in such a way that it can see particles from all 3 calibration
sources. Figure 7.4 shows the measured calibration spectrum for pixel 52W. Some of
the regions of the spectrum were cut due to not containing source peaks.
With this spectrum a calibration extraction is possible, however, the error in the
calibration will be significant without optimization of the filter parameters used for
extraction. First, the decay rate of the waveforms should be extracted to determine
what the decay rate parameter should be for the various filters that will be tested.
This was done using the extractDecayRate function in the nabPy library. Each source
should have the same decay rate extraction, as the energy of the incoming particle is
not expected to modify the decay rate of the waveform. That shape feature should
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be entirely determined by the electronics in the system. Notice, however, that each
of the sources has a different uncertainty to this extraction, as seen in Figure 7.5.
This is due to the difference in the signal to noise ratio of the data utilized for this
extraction. As the Ce-139 dataset has the lowest signal to noise ratio due to being
the lowest energy peak, the uncertainty in the decay rate extraction is the highest.
Systematic effects, such as the temperature of the system, can affect the electronics
behavior and adjust the decay rate, but temperature data for the electronics during
this measurement is not available so this cannot be corrected for at this time. This is
one of the lessons that was learned during this experiment. The temperatures of the
detectors, electronics, and FPGAs are all recorded now so that the Nab experiment
will not run into the same issue.

Figure 7.5: Extracted decay rates for the three calibration sources. The values in
the legend represent the mean decay rate and 1 standard deviation of uncertainty for
each source in 4ns timebins.
Based on the extraction in Figure 7.5, the decay rate of the waveforms is 1243 in
DAQ 4ns timebins or 4.972 µs. With this extraction performed, we now have 1 of the
3 variable parameters in the trapezoidal filter and cusp filter determined. The other
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two parameters control the length of the rising edge and the length of the integration
flat top. The duration of the flat top parameter should be longer than the total
charge collection time, but not significantly so. Without the presence of electronic
noise, back-scattered particles, or accidental coincidences, so long as the flat top is
long enough, the length does not matter. For example if a flat top region of 100 ns
is all that is required to fully integrate the charge, then a flat top region of 1 µs will
give the same results. However, with electronic noise and possible pileup signals in
the data, this is not necessarily the case. In particular, to avoid effects from pileup
signals, it is best that the flat top region be as short as possible to reduce the odds
of an additional signal being present, distorting the energy extraction. However,
events where the particle backscatters and reenters the same pixel benefit from a
larger charge collection time, as there is a better chance of fully integrating the total
charge in that case. This effect was examined in [2] and a flat top duration of 100
timebins (400 ns) was chosen to encapsulate the majority of backscatter events based
on simulations.
The remaining parameter to examine is the length of the leading and trailing
edges of the trapezoidal and cusp filters, referred to here as the rising edge length
parameter. To be clear, this is a different parameter than the rising edge length of
the waveform itself and is purely a feature of the filter applied to the waveforms. This
rising edge parameter is tuned based on the electronic noise present in the dataset.
In order to do this tuning, the peak width needs to be evaluated as a function of the
rising edge length. Figure 7.6 shows a comparison of the peak behavior compared to
the rising edge parameter. Most of these parameters agree roughly on the location of
the peak, with the exception of the shortest rising edge of 10 timebins or 40 ns.
The peak widths in this case were extracted via fitting to a Gaussian function
using the Scipy curve_fit function. While a Gaussian function does not properly
model the tail below the peak, the fits were constrained around the peak to avoid
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Figure 7.6: Comparison of the 481keV Electron Peak from Bi-207. Each color corresponds to a different length of the rising edge used in the trapezoidal filter. The
units in the legend are in timebins. To convert to nanoseconds, multiply by 4.
the shape of the tail disturbing the extraction of the peak width. In this particular
example dataset, the minimum peak width is obtained around the 100 sample, or
400 ns, length for the trapezoidal filter, however, most values between 100 and 200
samples are pretty similar in performance. This is shown in Figure 7.7. As a point of
comparison, the cusp filter was also included. The cusp filter’s rising edge region is
tuned differently with respect to its noise response just due to the different shape of
its response function, so it is expected that they perform differently in this test. The
cusp filter appears to be stable with respect to peak width and rise time for rising
edges of length 100 to 300 samples.
For this particular dataset, the rising edge duration and the flat top duration
have a restriction placed on them by the length of the waveforms. The waveforms
recorded during Calcium-45 have npretrig = 1000, or 1000 samples before the trigger
location, and nposttrig = 2500, or 2500 samples after the trigger location. This is
shown in Figure 7.8. If the length of the rising edge, r, and flat top region, t, are too
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Figure 7.7: Peak Width and Uncertainties for the 481keV electron peak as a function
of the length of the rising edge parameter in the trapezoidal filter. The peak width
is measured in DAQ ADC units and the rise time in 4ns timebins.
long such that 2 ∗ r + t > npretrig then the trapezoid filter output can be distorted
in shape leading to a shift in the extracted energy and timing information. This is
also true for the cusp filter. As such, with a flat top length of 100 bins, the rising
edge parameter needs to be less than 450 bins. otherwise distortions in the output
can arise. Fortunately, both the trapezoidal and cusp filters reach their optimal
performance prior to that limit.
With these optimal parameters for the peak widths determined, the energy spectra
can be extracted and then fit to the simulations or functional form of choice to
extract the calibration. Each method used for energy extraction is expected to have
a different calibration and small variations in the filter parameters are expected to
shift the calibration. The goal is to find the method that minimizes the uncertainty
in the calibration and therefore reduces the uncertainty in the extraction of b.
First the calibration will be extracted using a fit to a functional form for the peak
A
shape. The function used is F (x) = (a0 +a1 ∗x)S(x, µ, σ2 )+ 2τ
e
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x−µ
+ 12
τ
2τ

erfc( √12 x−µ
+ στ1 )
σ1

Figure 7.8: Sample waveform from the Bi-207 dataset. This waveform was recorded
with a Fast-DAQ pretrigger offset parameter of 1000.
where S(x, µ, σ2 ) =

1
1+e−

x−µ
σ

and erfc() is the complementary error function [3]. In this

functional form σ1 and τ are responsible for the shape of the peak itself, µ describes
the location of the peak, a0 and a1 are for a linear fit to the low energy tail of the
peak and are combined with a sigmoid centered at µ with a width parameter of σ2 . A
represents the total number of counts in the peak, not the amplitude, as is common
with peak fitting routines.
An example of this fit is shown in Figure 7.9. The fitting itself was done using
the Emcee library, and the iterations of the various walkers are shown in Figure 7.10.
The walkers are initialized to random values within some vicinity of initial guesses
provided by the user. After that, the walkers iterate through the parameter space
until they settle in the region of a minimum. Once in this minimum region, they
continue to iterate and explore the region around the minimum until the desired
number of steps is reached. This additional iteration is useful when examining the
uncertainty in each parameter and the correlations between them.
For the purpose of the calibration, the parameter of interest is the mean value
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Figure 7.9: Example fit to the 481 keV peak from Bi-207 on pixel 52W
of the peak µ. By extracting each of the mean values for the various calibration
peaks, a mapping can be made between the mean values in the measured spectrum
and the theoretical spectrum. Evaluation of the best performing energy extraction
method will be done based on the uncertainties in the calibration. The calibration is
performed using either a linear fit or a quadratic fit. The data being fit is comprised
of the peak locations in keV as the x coordinates, and the peak locations determined
by fitting the measured data as the y coordinates. This gives a calibration function
to convert from keV to DAQ ADC units. In order to extract the uncertainty in this
calibration, the distribution in mean values for each measured peak was sampled multiple times and fit for a calibration. Then the resulting distribution in the constant,
linear, and quadratic fit parameters was examined to determine the uncertainty in
the calibration.
Figure 7.11 shows the results of this sampling and calibration effort for fits with
a constant and linear parameter. Notice that the varying methods have different

202

Figure 7.10: Demonstration of the iterations of the various walkers. Before around
iteration 200 the walkers were exploring the parameter space trying to find the minima
and around iteration 200 the minimum region was identified and explored from then
on.
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Figure 7.11: Distributions of the linear calibration fit parameters for each of the
three extraction methods. Each peak fit was evaluated with 100 walkers in Emcee
with 9,000 steps each resulting in 900,000 samples of the mean value distribution for
each peak.
calibrations, as expected. While the trapezoid and cusp filter methods are fairly
similar in their results, the pseudoinverse method defined in this paper is significantly
different, particularly in the linear term. This same technique was done a second
time, except including the quadratic parameter, and the results are shown in Figure
7.12. In each of these tests, it appears that for this particular pixel the cusp filter
method is the most appropriate for the purposes of the calibration, as the amplitude
of the uncertainty distributions is the largest compared to the cusp and pseudoinverse
methods, particular for the testing including a quadratic calibration parameter. Each
method was sampled the same number of times and has the same total number of
counts in the histograms so the larger amplitude indicates a tighter distribution which
is desirable for calibration.
With calibrations such as these, it is possible to convert either the simulations
to the DAQ ADC units or the measurements to keV. The issue now is to determine
such calibrations on the pixels that have Ca-45 beta spectra data available. As was
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Figure 7.12: Distributions of the quadratic calibration fit parameters for each of the
three extraction methods. Each peak fit was evaluated with 100 walkers in Emcee
with 9,000 steps each resulting in 900,000 samples of the mean value distribution for
each peak.
mentioned earlier in this chapter, the pixels that have Ca-45 beta spectra signals
detected on them do not have Ce-139 source data in high enough counts to be useful
for a calibration, due to their location in the spectrometer as shown in Figure 7.3.
Note that the Ce-139 source is significantly displaced from pixels 64W and 64E. Only
pixel 65W has access to the Ce-139 source, but it is also the most displaced from the
Ca-45, which means it will have fewer counts and most of the hits will be towards the
edge of the pixel, which, as discussed earlier in this dissertation, affects the measured
pulse shapes. Due to this, only pixels 64W and 64E are valid pixels for the extraction
of b.
Neither pixels 64W or 64E have access to the Ce-139 dataset so the previous
testing of the calibration was repeated without included Ce-139 as a test of reliability.
The results of this are shown in Figures 7.13 and 7.14.
Note that none of the calibration methods agree before and after the exclusion
of the Ce-139 calibration peaks. This is very problematic. A well behaved and
predictable calibration would behave similarly but have larger error bars when a peak
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Figure 7.13: A repeat of the analysis done for Figure 7.11 except with the inclusion
of the analysis without the two Ce-139 calibration peaks on pixel 52W.

Figure 7.14: A repeat of the analysis done for Figure 7.12 except without the two
Ce-139 calibration peaks on pixel 52W.
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Figure 7.15: Differences in the calibration results for varying configurations using
the cusp filter routine. The dotted red line represents the endpoint energy of Ca-45.
The y-axis values have been normalized relative to the average calibration extracted
with a linear fit to all calibration source peaks using the cusp filter energy extraction
method. This does not mean that the linear fit with all peaks is necessarily the best
method, it was just chosen as a point of comparison for the others. The shaded
regions represent the ±2σ confidence level for the calibration.
is removed. In this case, however, the uncertainties are both larger and displaced.
The quadratic calibration behaves particularly erratically, which in a way makes sense.
Without the Ce-139 peaks included, only 3 peaks remain and while a quadratic can be
fit to 3 points, it is not a good idea as there are as many free parameters as datapoints
being fit. This can lead to behavior with the results that is not representative of the
underlying physics. Figure 7.15 demonstrates this issue well.
In Figure 7.15 it is clear that the quadratic fitting routine without the Ce-139
source peaks included results in a wildly different calibration than the other methods.
This figure also demonstrates the primary issue with the calibration in the Ca-45
experiment. The main peaks available for calibration, 363 keV, 387 keV, and 481
keV, are well beyond the endpoint energy of the Ca-45 beta particles, which is 252
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keV, meaning the region where the calibration is the best understood and consistent
between the various calibration methods is also the region that is the least relevant
for the physics goals of the experiment. Without having a lower energy source like
Ce-139 present in the dataset, it is difficult to obtain a reliable calibration for the
energy range of interest. Making assumptions such as forcing the constant offset of the
calibration to go through 0 is possible but without having a lower energy calibration
source dataset available to validate this assumption, it could introduce an additional
source of bias in the extraction.
Repeating this calibration study using a simultaneous fit to all of the simulated
peaks, instead of each peak individually to a functional form, does not solve this
problem. The same study will be repeated as a demonstration of this. The cusp filter
will be focused on as its performance was the best with respect to the uncertainties
in the calibration while remaining similar in behavior to the standard trapezoidal
filter routine. This calibration extraction is performed in a different manner than the
previous functional form fits. In this method the idea is to apply Equation 7.7 to the
bins of the simulated dataset. The resulting modified form of the simulations is then
compared with the original data, the log likelihood for that particular distribution is
extracted, and the process is then repeated for a different set of fit parameters. In this
case each of the peaks are fit simultaneously, unlike before with the functional form
fitting. What this means is that the method isn’t finding the minimum log likelihood
for each peak individually, but instead is minimizing the cumulative log likelihood
for all peaks. Each calibration source is allowed its own normalization parameter
in the fits as well. This fitting is again performed using the Emcee library so that
correlations between the various fit parameters can be explored. An example of the
correlations from this method is shown in Figure 7.16.
In Figure 7.16 it is clear that ci are heavily correlated with each other. However the other parameters such as σ and the various normalization terms are not
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Figure 7.16: An example of the correlations between fit parameters as found by the
Emcee fitting library. This particular fit was done using the results from the cusp
filter energy extraction method and shows the distributions of each parameter as
determined from 100 walkers stepping 600 times.
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Figure 7.17: A demonstration in the correlation between the constant, linear, and
quadratic fit parameters from fitting the means of individual peaks to a functional
form. These peaks were calculated using the cusp filter method for this particular
example.
strongly correlated, which matches expectations. Compared with the correlations
from the prior fit method shown in Figure 7.17, these correlations seem roughly the
same shape/direction albeit with different values, due to having obtained different
calibrations and having differing distributions.
Repeating this calibration again without the Ce-139 peaks gives yet another cali-
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Table 7.3: The calibrations as extracted using the tandem fits to the simulation peaks.
Entries with NA were forced to be 0 during the fitting process.
Sources Included
Ce-139, Sn-113, Bi-207
Sn-113, Bi-207
Ce-139, Sn-113, Bi-207
Sn-113, Bi-207

c0
−27.30.45
−0.48
61523.7
−23.2
−9.60.26
−0.26
22.50.88
−0.84

c1
6.460.004
−0.004
3.360.11
−0.11
6.3090.0007
−0.0007
6.2320.002
−0.0.002

c2
−0.000270.00001
−0.00001
0.00340.0001
−0.0001
NA
NA

σ
3.780.07
−0.07
3.210.08
−0.08
3.960.07
−0.07
5.000.006
−0.002

bration function. The results of this are shown in Table 7.3. Notice that not a single
one of these parameters agrees with each other, not even the extractions of how wide
the peaks are. This is not a good sign for the calibration extraction. It is reasonable
for these parameters to vary, but having completely different values when particular
peaks are included or removed does not bode well for the calibration on the pixels
where the Ce-139 peaks are not available.
At this point it is clear that the calibration extraction from the Calcium-45 dataset
is suspect with respect to the pixels that do not have the lower energy Ce-139 peaks.
While there is no “truth” calibration to compare to, the fact that the various calibration methods do not agree with each other within error bars is troubling. The
extracted results for the constant, linear, and quadratic calibration parameters are
also highly correlated, as demonstrated. This means that setting one of these parameters to 0, such as the constant offset parameter, which at least from a physics
standpoint seems reasonable to do, would significantly modify the other two parameters and could introduce unknown biases into the results.
This leaves the Calcium-45 experiment in a difficult place. Without a well understood calibration, the extraction of b cannot be done in a trustworthy manner. Sure
it is possible to throw any of these calibrations at the Calcium-45 spectra that were
extracted and make a pass at a b extraction, but the confidence in that extraction
would be very low without achieving better agreement between the various calibration
methods or a method to explain the differences that arose between them.
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7.4

Future Work and Closing Remarks

The Calcium-45 experimental dataset taken in 2017 is unfortunately not adequate for
a precision extraction of b. However, a great deal was learned from this experimental
effort. Many of the lessons learned from this attempt at a b extraction can be directly
applied to the Nab experiment. These are discussed here.
7.4.1

Calibration Sources and Background Measurements

This is by far the most important lesson learned during the Calcium-45 experiment.
The primary difficulty in the b extraction was obtaining a reliable calibration on the
pixels that had access to the Calcium-45 beta spectrum. This can be addressed in
the future with two main steps that are obvious in hindsight, but due to experimental
pressures were not done at the time.
First and foremost, the Calcium-45 source, or other source of a beta spectrum being used for a b extraction, should not be present in the spectrometer during measurements of the calibration spectrum. This is important for several reasons. Obviously
having an additional source of ionizing radiation being detected on the detectors will
distort the extraction. Theoretically, if both spectra are well understood, the underlying spectrum can be subtracted from the calibration spectrum and the problem is
effectively solved. The issue with this is of course that it requires understanding both
spectra very well. For b extractions where deviations from the “expected” b = 0 are
the goal, the underlying spectra is, by definition, not well understood, and assuming
that it can be subtracted perfectly could lead to subtle biases in the results. Also
the subtraction process does increase the statistical uncertainty in the Calcium-45
spectra. One benefit to having the calibration sources in the system alongside the
Calicum-45 source is that the state of the system, such as temperature and vacuum
pressure, are the same between the two datasets. However, with careful control of
these conditions, it is safest to simply remove the source of the b spectrum from the
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spectrometer during calibration.
The second reason for the Calcium-45 source, or other source, to be removed
from the spectrometer during calibration is simplicity. When determining where a
source is located, one of the fastest/easiest ways to identify what pixel the source
is in front of is to look at the trigger rates on each pixel from the data acquisition
system. Having an additional source in the system will make this much harder to
do. With only the single source it is easier to maneuver the source to the desired
position and to understand its position within the spectrometer without depending
on offline analysis that may take a significant amount of time to reach a conclusion,
particularly if subtractions of other spectra need to be performed.
Besides simply removing the Calcium-45 source from the spectrometer, the calibration sources themselves need to be re-considered. For the 2017 Calcium-45 dataset,
only 3 sources were used, as discussed previously. These sources, with the electronics
as configured at the time, had a total of 5 calibration peaks within the dynamic range
of the system. Of these 5 peaks, only 2 of them were actually within the energy range
of the beta decay particles emitted from Calcium-45 and neither were available on
the pixels with the Calcium-45. It would be far better to have several calibration
peaks throughout the beta spectrum of the Calcium-45 source. Table 7.4 has a few
calibration sources with beta peaks in or near the region of interest. Not all of these
sources would be required, but the more sources, the better the calibration will be.
Ideally these calibration sources are used one at a time so as to avoid any confusion
with which peak is which. One thing that is worth mentioning is that while some
of these sources have low energy peaks such as the 7keV and 14keV peaks in Co-57,
these may be below the trigger threshold of the detection system so some care should
be had when choosing low energy source peaks to ensure that they are visible in the
system.
Another measurement that is extremely important for a b extraction or any preci-
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Table 7.4: Possibly useful sources for the calibration of a spectrometer for the extraction of b from Calcium-45
Source
Ba-133
Cd-109
Co-57
Ce-139
Sn-113
Bi-207

Peak(s)
45keV, 75keV, 267keV, and 320keV
63keV and 85keV
7keV, 14keV, 115keV, and 129keV
126keV and 159keV
20keV, 23keV, 363keV and 387keV
481keV

sion experiment depending on spectra from detected particles, is a measurement of the
backgrounds present in the spectrometer. In the Calcium-45 dataset, either no such
background measurement was made, or the documentation and data from this measurement was lost. This is problematic because any contributions from backgrounds
not accounted for could bias the results from the b extraction. It is in principle
possible to use information from the other pixels in the system that do not see the
Calcium-45 source to learn about the backgrounds. However it is made difficult in
this dataset due to the calibration difficulties. The variation and uncertainty in the
calibration makes it difficult to transfer knowledge about the backgrounds between
pixels. In the case of the Nab experiment, such backgrounds can, and should, be
measured in a few configurations. First, the backgrounds due to cosmics and other
radiation sources in the area can be measured with the neutron beam production
facility turned off. Secondly, backgrounds due to the neutron beam interacting with
shielding, and from the spallation neutron source, can be measured with the neutron
beam on, but the magnetic field of the spectrometer turned off. For the purposes of
calibration, the beam does not need to be available so it is ideal that the neutron
source is not actually running when using those calibration sources to minimize the
overall background. Depending on the amount of background in the facility, this may
or may not be required. However when making the a and b measurements, the beam
will obviously need to be on and thus backgrounds from the beam production will be
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present in the system. Therefore the second set of backgrounds with the beam on but
the magnetic field off, to reduce the probability of beta decay radiation from reaching
the detector, is a good idea to ensure that the backgrounds during the experiment
are well understood.
7.4.2

Configuration of the Data Acquisition System

The data acquisition system as used during this experiment was configured in such a
way that a b extraction was possible, but there are some improvements that should be
made to make this extraction easier in the future. Many of these improvements have
already been implemented and are discussed in Chapter 3, but they will be discussed
here specifically as related to the extraction of b from Calcium-45.
The first change that should be made is with respect to how the data is saved
from the system. Firstly, the waveform traces recorded in the 2017 dataset had a
pretrigger offset of 1000 samples and an overall waveform length of 3500 samples. This
is effectively the bare minimum amount of digitized data in each trace required to do
an extraction and it creates difficulties with some data analysis routines. The initial
difficulty is with extracting the energy and timing information with finite impulse
response filters. As mentioned in the calibration discussion previously, the pretrigger
length of 1000 samples restricts the values of the flat top and rising edge parameters
for each of those filters. It also restricts the length of the template functions passed
into the psuedoinverse based fitting routine described in Chapter 4. While it is
possible to “pad” the baseline data by fitting the baseline region and extending the
values out, this will only be an approximation to the data and may result in small
biases in the results, so care should be taken. The decay time of 2500 samples, or 10
µs is a long enough period of time for these filter methods though and could be used
again. A better configuration would look something like a waveform length of 4500
samples with a pretrigger offset of 2000. That way the same 10 µs of data is available
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after the trigger, but 8 µs of data is available prior to the detected trigger allowing
for more variation in the filters applied and also allowing the algorithms/user to have
more access to baseline noise features.
The baseline oscillations present in the detection system in the 2017 Calcium45 dataset were problematic for data analysis. One step that can and should be
taken to mitigate the effects of oscillations such as these is the recording of long untriggered traces of the baseline electronic noise. Having access to such traces makes it
significantly easier to understand the frequencies of these oscillations and to study the
noise itself. With a better understanding of the noise features it is possible to tune
both the pseudoinverse fitting routine and traditional least squares fitting routines to
subtract them from the signal of interest, thus improving both the timing and energy
extraction. This feature has been implemented in the Nab Fast-DAQ system for this
exact reason. Another benefit of this inclusion is the ability to more precisely simulate
noise in the system. With long traces of electronic noise it is possible to generate
a power spectra for each pixel which is useful for simulating realistic noise from the
system. With more realistic noise, the simulations of the detector and electronics
chains can be more precisely tuned and the overall accuracy of the simulation can be
improved.
Another addition to the data acquisition scheme that should be considered is the
use of a bias pulser when recording both calibration and measurement data. By
having an ideally constant input signal input to the detection system throughout
the run of the experiment, systematic effects such as variations in temperature can
be examined, and their effects on the gain of the system can be quantified. A bias
pulser was used throughout the Calcium-45 experimental effort; however, the data
acquisition system was not designed in such a way to be able to identify pulser inputs
and classify those triggers accordingly, making the data analysis process a bit more
complicated. Identification of these pulser hits was done primarily by requiring a
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significant portion of the detector to have triggered roughly simultaneously. This
can of course flag accidental coincidences, but at least in the Calcium-45 dataset
a significant peak is made visible through this method that can then be analyzed
making this possible. In the future it would be ideal if the pulser input was better
managed by the DAQ system to flag those waveforms as pulser waveforms in real
time, making the offline analysis more simple. This has also been implemented in to
the Nab Fast-DAQ.
The big remaining feature that should be implemented is the recording of neighboring pixels and opposing detector pixels for the purpose of extracting backscatter
and charge sharing events. In the Calcium-45 implementation of the Fast-DAQ, the
system would record the pixel that saw the trigger and one corresponding pixel from
the opposing detector in an attempt to capture any back-scattered particles. This
system, while capable of identifying some of the back-scattered particles, could not
be used for extracting any energy deposited in neighboring pixels. Secondly, if the
back-scattered particle hit a different pixel and was below the trigger threshold, then
that information was also lost. It would be better if the user could set the pixels that
were read out for hits on each pixel with an easily changed input file. This way the
system is more dynamic and can be updated if any changes are made to the experimental configuration. The DAQ system should also store information describing why
each waveform was recorded with the waveforms themselves. In the Calcium-45 FastDAQ implementation the waveforms had no indication of if they were the primary
trigger or the waveform from the opposite detector. The analyzer would only see two
triggers with the same timestamp but have no indication of which was which. In
the cases where no backscatter event was seen, the identification is easy, as one trace
will have a signal and the other won’t, making it obvious which is which. However,
if a backscatter event were to occur, it is not impossible that the secondary hit on
the detector has more energy deposited in the detector than the primary hit, as seen
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Figure 7.18: Examination of the energy difference between the initial detector hit and
the second detector hit in events that backscattered. Only events where both of the
deposits in the detector were above 15keV were used in the creation of this plot to
focus on triggers that should be above trigger threshold. This shows that it is indeed
possible, although less likely, for the second trigger to deposit more energy than the
primary trigger making reconstruction of which hit was which in the Calcium-45
dataset difficult.
in Figure 7.18, meaning that differentiating between which was the primary hit and
which was the secondary hit becomes very difficult.
7.4.3

Future Work and Closing Remarks

As was stated previously, with the datasets available from the Calcium-45 experiment
it is not possible to make a precision extraction of the b coefficient. The combination of uncertainties in the calibration and missing background datasets make such
an extraction impossible with any degree of confidence in the result. However a lot
of very useful methodologies and information was learned during the course of this
experiment that can be applied in future experiments. In particular the Nab experi218

ment will benefit greatly from this attempted extraction, Many of the pitfalls of the
Fast-DAQ system and offline analysis routines have been identified and steps have
been made to address these issues.
The measurement of b from Calcium-45 could be performed relatively easily in the
Nab spectrometer in fact. Nab is already aiming to perform a b extraction from the
free neutron. The only modifications required to conduct a b extraction from Calcium45 would be the creation of a new Calcium source and additional simulations. A new
source is necessary as the original one used during the 2017 data run is quite old
now. Based on it’s half-life of approximately 165 days, it is around 0.04% of it’s
original strength as of Summer 2022. These additional simulations would simply
be a modification of existing Geant4 simulations of the Nab spectrometer [17]. All
that would be required is placing of a Calcium-45 source in the simulations and the
creation of 3 sets of simulations. The first two would be the expected simulations
of b = 0 and b = 1 for the extraction method described in this chapter. The third
simulation should be of an additional b value that is kept blinded deliberately. The
idea is that having this blinded simulation dataset would allow the analyzers to test
their fitting functions to verify that using the combination of the b = 0 and b = 1
functions to fit for b works properly with the various cuts they are applying to the
data. Checks such as these are essential for identifying biases and potential issues in
the fit routines.

Copyright© David G. Mathews, 2022.
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Appendices

Nab DAQ Data Output Formats
This appendix describes the data output formats over the generations of the Nab
DAQ. Each named section represents a significant shift in data output format. Unless
otherwise specified, assume all data is stored using the little-endian format.
Ca45
This format is accessed through pyNab by setting the fileFormat parameter to ’Ca45’.
This file format has a simple one value header that indicates the start time of the
DAQ and this is followed by a flat binary format for the data itself. In particular this
format represents the Ca45 data taken in 2017 and does not represent data taken
previously during that experiment.
In this file format, the waveform length was always set to 3500 4ns timebins with
a pre-trigger offset of 1000 4ns timebins.
Waveform File
The file header is a simple 8 byte long that represents the start time of the DAQ in
Unix UTC timestamp.
The waveforms and their headers are stored in a flat binary format that is described in the table below.
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Name

C Data Type

Description

Result

1 byte character

FPGA corruption flag

Event ID

4 byte unsigned integer

An identification number for each waveform

Board

4 byte integer

The FPGA board the waveform is from

Channel

4 byte integer

The FPGA channel the waveform is from

Timestamp

8 byte unsigned long

The timestamp of the first element of the waveform

Request Time

8 byte unsigned long

When the waveform was requested by the DAQ

Length

4 byte int

The length of the waveform in 2 byte samples

Waveform

length x 2 byte unsigned shorts

The waveform itself

Note that the waveform itself needs to be processed before it can be analyzed.
The DAQ system outputs 14bit unsigned numbers into a 16 bit unsigned container.
As such the last few bits need to be discarded and the conversion from unsigned to
signed value needs to be applied. This can be done with the Python function in Code
7.1.
1
2
3
4

def doAnd(wave):
out = numpy.zeros(len(wave), dtype=’<i2’)
out[:] = out[:] & 16383
out[:] = out[:]−np.floor(out[:]/8192)∗16384

Code 7.1: Python Script for 14-bit unsigned to 16-bit signed conversion using Numpy.
Note that this assumes the datatype of wave is np.ndarray

LANL 2019
This format is similar to that used in the Ca45 format excepting the lack of the
Request Time parameter. This format also lacks the file header and simply dives
right into the repeating header and waveform output.
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Name

C Data Type

Description

Result

1 byte character

FPGA corruption flag

Event ID

4 byte unsigned integer

An identification number for each waveform

Board

4 byte integer

The FPGA board the waveform is from

Channel

4 byte integer

The FPGA channel the waveform is from

Timestamp

8 byte unsigned long

The timestamp of the first element of the waveform

Length

4 byte int

The length of the waveform in 2 byte samples

Waveform

length x 2 byte unsigned shorts

The waveform itself

As before, the waveforms saved with this format require processing as in Code
7.1.
Nab pre-HDF5
The format of the datafiles was modified significantly from the LANL 2019 version
going into the Nab experiment. The modifications centered around the use of file
headers that stored relevant meta-data such as start time of the DAQ and the presence
of a self-describing file format so the code opening the file could determine the format
from the header. The main advantage of this is that future analysis doesn’t require
knowing the exact format when the file is opened up and can instead read values
from the file header to determine what the format is. Note that this is not a fully
self-describing file format as is implemented in libraries such as HDF5 but instead it
only describes which of a predefined series of formats that particular file is using. Also
depending on if the data was saved with the Oscilloscope-DAQ.vi or the Nab-DAQ.vi
the file formats vary.
The first 8 bytes in any of these files, excepting the parameter file as that is stored
as non-binary file, store the file format and the length of the overall file header. This is
done so analysis codes can easily identify the format and if desired can skip directly
past the file header and proceed straight to the header and waveform flat binary
structure.
222

File Extension
.scope
.trigg
.param
.event

Source
Oscilloscope-DAQ.vi
Oscilloscope-DAQ.vi
Nab-DAQ.vi
Nab-DAQ.vi
Nab-DAQ.vi

.singl
.coinc
.pulsr
.noise

Nab-DAQ.vi
Nab-DAQ.vi
Nab-DAQ.vi
Nab-DAQ.vi

.tmprt

Nab-DAQ.vi

Description
Stores waveforms
Stores FPGA trigger information
Stores parameter metadata
Stores information about each event,
contains trigger information, neighbor
pixels read out, etc
Stores singles waveforms
Stores coincidence waveforms
Stores pulser waveforms
Stores long un-triggered waveforms of
baseline noise
Stores FPGA temperature data

Table 1: Nab File Extensions Pre-HDF5
Each system uses a series of different file types to store data as identified by the
DAQ system. In the case of the Nab-DAQ.vi, the different types of events as classified
by the global logic are output into separate files.
The naming scheme of these files is based around 2 values and follows the following
format: Run#_#.ext. The first number in this pair of values is referred to as the
Run Number. In the case of the Nab-DAQ.vi, files with the same Run Number will
have identical configurations. This is used to guarantee that nothing at the DAQ
level was modified between files so analysis codes can combine data from such files
without concern for variations in trigger parameters or filter parameters. The second
number is the Sub-Run number. This number starts at 0 for every run and increments
upwards as the files reach the cutoff size of 2GB.
For the Oscilloscope-DAQ.vi, the same 2 value format is used with slightly different meaning. The Run Number still indicates a single operation of the DAQ, but
the Sub-Run value will increment whenever a change is made to the system. For
example adjusting the trigger threshold on a channel will cause the Sub-Run number
to increment.
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File Format 0
The file header is defined in Table 2. This version of the DAQ utilized the 16-byte
LabVIEW timestamp format described here: [INSERT LABVIEW TIMESTAMP
REFERENCE]. This format was also the first to incorporate Git version tracking.
This enables the offline analysis to know exactly what version of the DAQ was being
utilized when saving the datafiles.
Name
File Format Number
File Header Length
Git Branch String Length
Git Branch String
Git Hash String Length
Git Hash
LabVIEW Timestamp Part 1
LabVIEW Timestamp Part 2
FPGA Timestamp
Pretrigger Offset

C Data Type
4 byte unsigned integer
4 byte unsigned integer
4 byte integer
N 1 byte characters
4 byte integer
M 1 byte characters
8 byte long
8 byte unsigned long
8 byte unsigned long
2 byte short

Description
The file format version number
The length of the full file header
The length (N) of the following git branch name
The name of the git branch used by the DAQ
The length (M) of the following git hash
The git hash of the version of the DAQ used
Timestamp in the LabVIEW epoch
Fractions of a second past the previous timestamp
The timestamp on the FPGA when the DAQ started in units of 4ns timebins
Only included for waveform files, this is the length of the pretrigger offset

Table 2: File Format Version 0 Header Description
After the initial file header, the binary files transition into their respective formats.
These are each shown below. For the trigger files, various waveform files (.singl, .coinc,
.pulsr, .noise), and temperature files, the format is a flat binary format that can be
read in easily in most languages. The event file format is not a flat binary format and
as such requires additional effort to parse. As discussed previously, the waveforms
must be processed through code like Code 7.1 before they can be analyzed.
Name
FPGA Timestamp
board channel number
Energy

C Data Type
8 byte unsigned long
1 byte unsigned number
2 byte unsigned short

Description
timestamp the trigger was identified in 4ns units
FPGA board * 8 + channel. This identifies where the trigger was recorded
the energy extracted from the trigger algorithm

Table 3: File Format Version 0 Trigger Description
For the Event File type, this format is not a flat binary format and as such
care must be taken when reading these in. They also use a new descriptor called
Event Type which is defined in Table 5. Due to the irregular format, this foramt
is not described in a table and instead is expressed in List [INSERT EVENT FILE
FORMAT LINK]
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Name
Result
Event ID
Board
Channel
Timestamp
Request Time
Length
Waveform

C Data Type
1 byte character
4 byte unsigned integer
4 byte integer
4 byte integer
8 byte unsigned long
8 byte unsigned long
4 byte int
length x 2 byte unsigned shorts

Description
FPGA corruption flag
An identification number for each waveform
The FPGA board the waveform is from
The FPGA channel the waveform is from
The timestamp of the first element of the waveform
The timestamp when the waveform was requested from FPGA
The length of the waveform in 2 byte samples
The waveform itself

Table 4: File Format Version 0 Header and Waveform Description

Event Type ID#
0

Name
Singles

1

Coincidence

2
3
4

Pulser
Baseline
Temperature

Description
A single trigger event that doesn’t match
the characteristics of any other event types
described here
A proton + electron(s) event as identified
in the DAQ
A pulser event as identified in the DAQ
Long baseline trace event
The recording of the temperature of the
FPGAs

Table 5: Nab File Format Event Type Description
The final file type is the Temperature File (.tmprt). These use a flat binary format
like the waveform files and are fairly simple to parse. In this file, all temperatures
are in [CHECK TEMPERATURE UNITS FROM FPGAS]. This format is in Table

Name
Board
Timestamp
Aluminum Temperature
FPGA Temperature
Basecard Temperature Sensor
0
Basecard Temperature Sensor
1

C Data Type
4 byte integer
8 byte unsigned
long
4 byte float
4 byte float
4 byte float
4 byte float

Description
The FPGA board for this measurement
The FPGA timestamp at the time of
recording this event in 4ns units
The temperature from this particular sensor on the FPGA
Another temperature reading from the
FPGA chip itself
Temperature reading from the basecard
A secondary temperature reading from a
different basecard sensor

Table 6: Nab File Format Temperature File Description
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• Event Type : 4 byte integer : Described in Table 5
• Event ID : 4 byte unsigned integer : The unique (within one run) value that
identifies this event
• Waveform Length : 2 byte unsigned short : the length of the waveform for
events with waveforms. This value is meaningless for events without waveforms
• Number of Triggers (N) : 4 byte integer : the number of triggers associated
with this event.
• N triggers:
– Trigger : See Table 3
– Number of Neighbor Pixels (M) : 4 byte integer: the number of neighbor
pixels read out at the same timestamp as the primary trigger
– Neighbor Pixel Locations : M 1 byte unsigned number : the board * 8 +
channel locations, as used the triggers, for each of the neighbor pixels
• Long Baseline Readout Timestamp : 8 byte unsigned long : The start time for
the long baseline trace waveforms in the case of that event type
List 7.1: Description of the Event File Format
File Format 1
This format adjusts the information stored in the waveform headers. Other than that,
all other parameters are the same as in File Format 0. The new header and waveform
file output format is shown in Table 7. The new Wave Source parameter is used to
identify the reason why a particular waveform was recorded without requiring the
analysis code to parse the event file. As the number of bytes used to store the FPGA
board and channel the waveform was retrieved from has been reduced in this format
from 8 bytes, 2 4 byte integers, down to a single byte there were 7 bytes of ”free” space
to play with before the original header size was reached. A 2 byte container for the
wave source parameter was chosen to bring the total number of bytes in the header
to 28 bytes in order to make this divisible by 4 which aides with byte alignment.
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Name
Result
Event ID
Board
Channel
Timestamp
Request
Time
Wave Source
Length
Waveform

C Data Type
1 byte character
4 byte unsigned
integer
1 byte unsigned
integer
8 byte unsigned
long
8 byte unsigned
long
2 byte unsigned
integer
4 byte int
length x 2 byte
unsigned shorts

Description
FPGA corruption flag
An identification number for each waveform
Location the waveform was recorded from in the
same format as the trigger file
The timestamp of the first element of the waveform
The timestamp when the waveform was requested
from FPGA
This parameter defines the type of waveform. 0
means triggering waveform. 1 means neighboring
pixel readout or pulser.
The length of the waveform in 2 byte samples
The waveform itself

Table 7: File Format Version 0 Header and Waveform Description
File Format 2
Version 2 differs from Version 1 in that the way the start time of the DAQ system
is recorded has been modified. Versions 0 and 1 had bugs related to the output of
the DAQ start time using the LabVIEW timestamp functionality. In this version,
the DAQ was modified to convert the 16-byte LabVIEW timestamp into a more
commonly used 8 byte unsigned long timestamp using the Linux Epoch.
Name
File Format Number
File Header Length
Git Branch String Length
Git Branch String
Git Hash String Length
Git Hash
Start time of DAQ
FPGA Timestamp
Pretrigger Offset

C Data Type
4 byte unsigned integer
4 byte unsigned integer
4 byte integer
N 1 byte characters
4 byte integer
M 1 byte characters
8 byte unsigned long
8 byte unsigned long
2 byte short

Description
The file format version number
The length of the full file header
The length (N) of the following git branch name
The name of the git branch used by the DAQ
The length (M) of the following git hash
The git hash of the version of the DAQ used
Unix Timestamp in UTC Timezone for when the FPGAs started acquiring data
The timestamp on the FPGA when the DAQ started in units of 4ns timebins
Only included for waveform files, this is the length of the pretrigger offset

Table 8: File Format Version 1 Header Description

File Format 3
File Format 3 is a transitory file format that was used very briefly before the transition
to HDF5. This format introduces changes to the waveform header format and also
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to the event file format from those seen in File Format 2.
Nab HDF5
Example Codes
This section contains code snippets referenced throughout this paper.
GPU DSP Codes
The first code here is a more efficient implementation of a GPU-based convolutional
filtering algorithm implemented in Python with Cupy. This particular version uses
the cuFFT interface available in Cupy to bypass the scipy interface. For simple oneoff convolutions, the scipy interface is far simpler and easier to use and a valid choice.
For high performance algorithms where the input data types and analysis pipeline is
well understood and fixed, a more rigid approach using the cuFFT interface offers
greater performance and control. This particular function was used for benchmarking
and not for actual analysis so all it returns is the time it took to ”analyze” a particular
sized batch of waveforms.
1 def preallocatedPrefft(waveforms, filt, numBatches):
2
#figure out the output size
3
outputSize = (waveforms.shape[0], waveforms.shape[1]+filt.shape[0]−1)
4
#now pad the filter to the right size
5
paddedFilt = np.zeros(outputSize[1], dtype=np.float32)
6
paddedFilt[:len(filt)] = filt[:]
7
#move the filter to the GPU and calculate it’s FFT
8
gpuFilt = cupy.array(paddedFilt)
9
#define the FFT plan for the filter
10
filtrFFTPlan = cupy.cuda.cufft.Plan1d(outputSize[1], cupy.cuda.cufft.
,→ CUFFT_R2C, 1)
11
#create the output array from this function
12
gpuFiltFFT = filtrFFTPlan.get_output_array(gpuFilt)
13
#now calculate the fft of this filter
14
filtrFFTPlan.fft(gpuFilt, gpuFiltFFT, cupy.cuda.cufft.CUFFT_FORWARD)
15
#configure this to work for batched multiplications
16
gpuFiltFFTBatched = cupy.array(gpuFiltFFT)[None,]
17
18
#Allocate empty space for the GPU to hold the waveforms
19
gpuBatchWaveforms = cupy.empty(waveforms.shape, dtype=cupy.float32)
20
gpuBatchWaveformsPadded = cupy.empty(outputSize, dtype=cupy.float32)
21
#define the FFT Plan that will be followed for the forward transform
22
fftPlan = cupy.cuda.cufft.Plan1d(gpuBatchWaveformsPadded.shape[0], cupy.cuda
,→ .cufft.CUFFT_R2C, waveforms.shape[0])

228

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56

#get the space for the FFT waveforms to live in
gpuBatchWaveformsFFT = fftPlan.get_output_array(
,→ gpuBatchWaveformsPadded)
#define the plan for the reverse FFT plan to be followed
fftPlanReverse = cupy.cuda.cufft.Plan1d(gpuBatchWaveformsPadded.shape[0],
,→ cupy.cuda.cufft.CUFFT_C2R, waveforms.shape[0])
start = time.time() #used for performance timing
for batch in range(numBatches):
#copy the data into the buffer on GPU
gpuBatchWaveforms.set(waveforms)
#move to the padded buffer in memory here since the memory is faster
,→ on the GPU normally
gpuBatchWaveformsPadded[:,:waveforms.shape[1]] = gpuBatchWaveforms
,→ [:]
gpuBatchWaveformsPadded[:,waveforms.shape[1]:] = 0 #set any padded
,→ space to 0
#calculate the forward fft of the waveform data
fftPlan.fft(gpuBatchWaveformsPadded, gpuBatchWaveformsFFT, cupy.
,→ cuda.cufft.CUFFT_FORWARD)
#now multiply the FFT waveform data with the FFT filter
#specify the output to not create a new array
cupy.multiply(gpuBatchWaveformsFFT, gpuFiltFFTBatched, out=
,→ gpuBatchWaveformsFFT)
#do the reverse FFT
fftPlanReverse.fft(gpuBatchWaveformsFFT, gpuBatchWaveformsPadded,
,→ cupy.cuda.cufft.CUFFT_INVERSE)
#now the gpuBatchWaveformsPadded stores the results
#results on GPU can then be utilized for filtering or transfered back to
,→ the CPU
stop = time.time()
#free everything out
del paddedFilt
del gpuFilt
del filtrFFTPlan
del gpuFiltFFT
del gpuFiltFFTBatched
del gpuBatchWaveforms
del gpuBatchWaveformsPadded
del fftPlan
del gpuBatchWaveformsFFT
del fftPlanReverse
return stop−start

Code 7.2: Batched GPU DSP implementation that utilizes the Cupy cuFFT interface
for an efficient convolution implementation
Below is a version of this function that utilizes CUDA streams as well to overlap
memory transfers with computations. The user can control how many streams are
used. In this particular case, there are no blocking functions which makes the use of
streams far simpler. A blocking function is one such that the CPU and GPU need
to synchronize stopping all execution on either until that is accomplished. In this
example, all of the GPU code is non-blocking meaning the CPU can queue up each
operation to run on the GPU and then move to queuing up the next operation. If
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there were blocking operations in the mix, then the process of using multiple streams
would be more complex.
1 def streamedVersion(waveforms, filt, numBatches, numStreams = 2):
2
#figure out the output size
3
padLength = waveforms.shape[1] + filt.shape[0] − 1
4
padLength = cupyx.scipy.fft.next_fast_len(padLength) #does the clever padding
,→ trick to improve performance
5
while padLength % 2 != 0:
6
padLength = cupyx.scipy.fft.next_fast_len(padLength+1)
7
outputSize = (waveforms.shape[0], padLength)
8
#now pad the filter to the right size
9
paddedFilt = np.zeros(outputSize[1], dtype=np.float32)
10
paddedFilt[:len(filt)] = filt[:]
11
gpuFiltFFTBatchedStreams = []
12
gpuBatchWaveformsStreams = []
13
gpuBatchWaveformsPaddedStreams = []
14
fftPlanStreams = []
15
gpuBatchWaveformsFFTStreams = []
16
fftPlanReverseStreams = []
17
cudaStreams = []
18
for i in range(numStreams):
19
s = cupy.cuda.Stream()#first initialize the stream
20
cudaStreams.append(s)
21
with s:
22
#move the filter to the GPU and calculate it’s FFT
23
gpuFilt = cupy.array(paddedFilt)
24
#define the FFT plan for the filter
25
filtrFFTPlan = cupy.cuda.cufft.Plan1d(outputSize[1], cupy.cuda.
,→ cufft.CUFFT_R2C, 1)
26
#create the output array from this function
27
gpuFiltFFT = filtrFFTPlan.get_output_array(gpuFilt)
28
#now calculate the fft of this filter
29
filtrFFTPlan.fft(gpuFilt, gpuFiltFFT, cupy.cuda.cufft.
,→ CUFFT_FORWARD)
30
#configure this to work for batched multiplications
31
gpuFiltFFTBatched = cupy.array(gpuFiltFFT)[None,]
32
gpuFiltFFTBatchedStreams.append(gpuFiltFFTBatched)
33
#Allocate empty space for the GPU to hold the waveforms
34
gpuBatchWaveforms = cupy.empty(waveforms.shape, dtype=
,→ cupy.float32)
35
gpuBatchWaveformsStreams.append(gpuBatchWaveforms)
36
gpuBatchWaveformsPadded = cupy.empty(outputSize, dtype=
,→ cupy.float32)
37
gpuBatchWaveformsPaddedStreams.append(
,→ gpuBatchWaveformsPadded)
38
#define the FFT Plan that will be followed for the forward
,→ transform
39
fftPlan = cupy.cuda.cufft.Plan1d(gpuBatchWaveformsPadded.
,→ shape[0], cupy.cuda.cufft.CUFFT_R2C, waveforms.shape
,→ [0])
40
fftPlanStreams.append(fftPlan)
41
#get the space for the FFT waveforms to live in
42
gpuBatchWaveformsFFT = fftPlan.get_output_array(
,→ gpuBatchWaveformsPadded)
43
gpuBatchWaveformsFFTStreams.append(
,→ gpuBatchWaveformsFFT)
44
#define the plan for the reverse FFT plan to be followed
45
fftPlanReverse = cupy.cuda.cufft.Plan1d(
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46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

66
67
68
69
70
71
72
73
74
75
76
77

,→ gpuBatchWaveformsPadded.shape[0], cupy.cuda.cufft.
,→ CUFFT_C2R, waveforms.shape[0])
fftPlanReverseStreams.append(fftPlanReverse)
del gpuFilt
del filtrFFTPlan
del gpuFiltFFT
start = time.time() #used for performance timing
for batch in range(numBatches):
#iterate over the various streams
#all of these operations are non−blocking so they should be fine to just
,→ queue up
for i in range(len(cudaStreams)):
with cudaStreams[i]: #
gpuBatchWaveformsStreams[i].set(waveforms) #copy
,→ data over
gpuBatchWaveformsPaddedStreams[i][:,:waveforms.shape
,→ [1]] = gpuBatchWaveformsStreams[i][:]
gpuBatchWaveformsPaddedStreams[i][:,waveforms.shape
,→ [1]:] = 0 #set any padded space to 0
#calculate the forward fft of the waveform data
fftPlanStreams[i].fft(gpuBatchWaveformsPaddedStreams[
,→ i], gpuBatchWaveformsFFTStreams[i], cupy.cuda.
,→ cufft.CUFFT_FORWARD)
#now multiply the FFT waveform data with the FFT
,→ filter
#specify the output to not create a new array
cupy.multiply(gpuBatchWaveformsFFTStreams[i],
,→ gpuFiltFFTBatchedStreams[i], out=
,→ gpuBatchWaveformsFFTStreams[i])
#do the reverse FFT
fftPlanReverseStreams[i].fft(
,→ gpuBatchWaveformsFFTStreams[i],
,→ gpuBatchWaveformsPaddedStreams[i], cupy.cuda
,→ .cufft.CUFFT_INVERSE)
#now the gpuBatchWaveformsPadded stores the results
#results on GPU can then be utilized for filtering or
,→ transfered back to the CPU
stop = time.time()
#free everything out
del paddedFilt
del gpuFiltFFTBatchedStreams
del gpuBatchWaveformsStreams
del gpuBatchWaveformsPaddedStreams
del fftPlanStreams
del gpuBatchWaveformsFFTStreams
del fftPlanReverseStreams
return stop−start

Code 7.3: Batched and Streamed GPU DSP implementation
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