Abstract We prove a stochastic averaging theorem for stochastic differential equations in which the slow and the fast variables interact. The approximate Markov fast motion is a family of Markov process with generator L x . The theorem is proved under the assumption that L x satisfies Hörmander's bracket conditions, or more generally L x is a family of Fredholm operators with sub-elliptic estimates. On the other hand a conservation law of a dynamical system can be used as a tool for separating the scales in singular perturbation problems. We discuss a number of motivating examples from mathematical physics and from geometry where we use non-linear conservation laws to deduce slow-fast systems of stochastic differential equations.
Introduction
A deterministic or random system with a conservation law is often used to approximate the motion of an object that is also subjected to many other smaller deterministic or random influences. The latter is a perturbation of the former. To describe the evolution of the dynamical system, we begin with these conservation laws. A conservation law is a quantity which does not change with time, for us it is an equivariant map on a manifold, i.e. a map which is invariant under an action of a group. They describe the orbit of the action. Quantities describing the perturbed systems have their natural scales, the conservations laws can be used to determine the different components of the system which evolve at different speeds. Some components may move at a much faster speed than some others, in which case we either ignore the slow components, in other words we approximate the perturbed system by the unperturbed one, or ignore the fast components and describe the slow components for which the key ingredient is ergodic averaging. It is a standard assumption that the fast variable moves so fast that its influence averaged over any time interval, of Xue-Mei Li The University of Warwick, e-mail: xue-mei.li@warwick.ac.uk the size comparable to the natural scale of our observables, is effectively that of an averaged vector field. The averaging is with respect to a probability measure on the state space of the fast variable. Depending on the object of the study, we will need to neglect either the small perturbations or quantities too large (infinities) to fit into the natural scale of things. To study singularly perturbation operators, we must discard the infinities and at the same time retain the relevant information on the natural scale. In Hamiltonian formulation, for example, the time evolution of an object, e.g. the movements of celestial bodies, is governed by a Hamiltonian function. If the magnitude of the Hamiltonian is set to be of order '1', the magnitude of the perturbation (the collective negligible influences) is of order ε, then the perturbation is negligible on an interval of any fixed length. This ratio in magnitudes translates into time scales. If the original system is on scale 1, we work on a time interval of length 1 If the state space of our dynamical system has an action by a group, the orbit manifold is a fundamental object. We use the projection to the orbit manifold as a conservation law and use it to separate the slow and the fast variables in the system. The slow variables lie naturally on a quotient manifold. In many examples we can further reduce this system of slow-fast stochastic differential equations (SDEs) to a product manifold N × G, which we describe later by examples. From here we proceed to prove an averaging principle for the family of SDEs with a parameter ε. In these SDEs the slow and the fast variables are already separate, but they interact with each other.
This can then be applied to a local product space such as a principal bundle. In [Li15, Li16a, Li16b] , the slow variables in the reduced system are random ODEs, where we study the system on the scale of [1, 1 ε 2 ] to obtain results of the nature of diffusion creation. In these studies we by-passed stochastic averaging and went straight for the diffusion creation. In [Li08, HR15, GGR16] stochastic averaging are studied, but they are computed in local coordinates. Here the slow variables solve a genuine SDE with a stochastic integral and the computations are global. We first prove an averaging theorem for these SDEs and then study some examples where we deduce a slow-fast system of SDEs from non-linear conservation laws, to which our main theorems apply.
Throughout the article (Ω , F , F t , P) is a probability space satisfying the usual assumptions. Let (B t ,W t ) be a Brownian motion on R m 1 × R m 2 where m 1 , m 2 ∈ N . We write B t = (B 1 t , . . . , B If V is a vector field, by V f we mean d f (V ) or L V f , the Lie differential of f in the direction of V . Then (x ε t , y ε t ) is a sample continuous Markov process with generator
(1) where
In other words if f : N × G → R is a smooth function then The result we seek is the weak convergence of the slow variables x ε t to a Markov processx t whose Markov generatorL is to be described. 
]. In particular, if u ε (t, x, y) is a bounded regular solution to the Cauchy problem for the PDE ( for example C 3 in space and C 1 in time)
∂ u ε ∂t = L ε u with the initial value f in L ∞ , then u ε (t, x 0 , y 0 ) = E[ f (x ε t , y ε t )]. Suppose that the initial value function f is independent of the second variable so f : N → R. Then the weak convergence will imply that lim ε→0 u ε (t, x 0 , y 0 ) = u(t, x 0 )
where u(t, x) is the bounded regular solution to the Cauchy problem
Stochastic averaging is a procedure of equating time averages with space averages using a form of Birkhoff's ergodic theorem or a law of large numbers. Birkhoff's pointwise ergodic theorem states that if T : E → E is a measurable transformation preserving a probability measure µ on the metric space E then for any
for almost surely all x, as n → ∞, and where I is the invariant σ -algebra of T . Suppose that (z t ) is a sample continuous ergodic stochastic process with values in E, stationary on the space of paths C([0, 1]; E). Denote by µ its one time probability distribution. Then for any real valued function f ∈ L 1 (µ),
This is simply Birkhoff's theorem applied to the shift operator and to the function
If z t is not stationary, but a Markov process with initial value a point, conditions are needed to ensure the convergence of the Markov process to equilibrium with sufficient speed.
We explain below stochastic averaging for a random field whose randomness is introduced by a fast diffusion. Let (x ε t , y ε t ) be solution to the SDE on R m 1 × R m 2 :
with initial values x ε 0 = x 0 , and y ε 0 = y 0 . A sample averaging theorem is as following. Let z x t denotes the solution to the SDE 
Then the stochastic processes x ε t converge weakly to a Markov process with generator Averaging of stochastic differential equations on manifolds has been studied in the following articles [Kif88] , [Li08] , [Li12] , and [GGR16] . In these studies either one restricts to local coordinates, or has a set of convenient coordinates, or one works directly with local coordinates. We will be using a global approach.
We will first deduce a locally uniform Birkhoff's ergodic theorem for L x , then prove an averaging theorem for (1). Finally we study a number of examples of singular perturbation problems.
The main assumptions on L x is a Hörmander's (bracket) condition. This means that {Y i (x, ·), i = 0, 1, . . . , m 2 } and their iterated Lie brackets generate the tangent spaces of G at each point. If {Y i (x, ·), i = 1, . . . , m 2 } and their iterated Lie brackets generate the tangent spaces at each point, we say that L x satisfies the strong Hörmander's condition.
Outline of the paper. In §2 we study the regularity of invariant probability measures µ x of L x with respect to the parameter x and prove the local uniform law of large numbers with rate. We may assume that each L x satisfies Hörmander's condition. What we really need is that L X is a family of Fredholm operators satisfying the sub-elliptic estimates and with zero Fredholm index. In §3 we give estimates for SDEs on manifolds. It is worth noticing that we do not assume that the transition probabilities have densities. We use an approximating family of distance functions to overcome the problem that the distance function is not smooth. These estimates lead easily to the tightness of the slow variables. In §4 we prove the convergence of the slow variables, for which we first prove a theorem on time averaging of path integrals of the slow variables. This is proved under a law of large numbers with any uniform rate. In §5 we study some examples of singular perturbation problems. Finally, we pose a number of open questions, one of which is presented in the next section, the others are presented in §5.
Description of Results.
The following law of large numbers with a locally uniform rate is proved is section 2.
Theorem 1 (Locally Uniform Law of Large Numbers). Let G be a compact manifold. Suppose that Y i are bounded, C ∞ with bounded derivatives. Suppose that each there exists a positive constant C(x), depending continuously in x, such that for every smooth function f : G → R,
where z r denotes an L x -diffusion.
Remark 1. Let P x (t, y, ·) denote the transition probability of L x . Suppose L x satisfies Doeblin's condition: there exist a probability measure ν, a number c ∈ (0, 1], and a positive number t 0 such that P x t 0 (y 0 , A) ≥ cν(A) for all y 0 and for every Borel set A. Then L x has a unique invariant probability measure. This holds in particular if L x satisfies the strong Hörmander's condition and G is compact. The uniqueness follows from the fact that it has a smooth strictly positive density. ( Hörmander's condition ensures that any invariant measure has a smooth kernel and the kernel of its L 2 adjoint L * contains a non-negative function. The density is however not necessarily positive. ) Suppose that each L x satisfies the strong Hörmander's condition and G is compact. It is well know that the transition probability measures P x (t, y 0 , ·), with any initial value y 0 , converges to the unique invariant probability measure µ x with an exponential rate which we denote by C(x)e γ(x)t . If x takes values also in a compact space N, the exponential rate and the constant in front of the exponential rate can be taken to be independent of x. When N is non-compact, we obviously need to make further assumptions on L x for a uniform estimate.
Let O be a reference point in N and ρ is the Riemannian distance from O. 
(ii) Suppose that the square of the distance function on N is smooth. Suppose that 
See the Appendix in §4 for a sum of squares of vector fields decomposition ofL . (ii) Under Assumptions 1 there exists a unique global solution x ε t for each initial value (x, y). We also have uniform estimates on the distance ρ(x ε s , x ε t ) which leads to the conclusion that the family {x ε · , ε > 0} is tight. Also we may conclude that the moments of the solutions are bounded uniformly on any compact time interval and in ε for ε ∈ (0, 1]. Such estimates are given in §3. for the ergodic average to take effect.
Problem 1. Suppose that L x satisfies Hörmander's conditions. Then the kernel of L * x is finite dimensional. Without assuming the uniqueness of the invariant probability measures, it is possible to define a projection to the kernel of L x , by pairing up a basis {u i (x)} of ker(L x ) with a dual basis π i (x) of ker(L * x ) and this leads to a family of projection operators Π (x). To obtain a locally uniform version of this, we should consider the continuity of Π with respect to x. Let us consider the simple case of a family of Fredhom operators T (x) from a Hilbert space E to a Hilbert space F. It is well known that the dimension of their kernels may not be a continuous function of x, but the Fredholm index of T (x) is a continuous function if x in the space of bounded linear operators [Ati69] . See also [vE10, vE11] for non-elliptic operators. Given that the projection π(x) involves both the kernel and the co-kernel, it is reasonable to expect that Π (x) is continuous in x. The question is whether this is true and more importantly whether in this situation there is a local uniform Law of large numbers.
Ergodic theorem for Fredholm operators depending on a parameter
Birkhoff's theorem for a sample continuous Markov process is directly associated to the solvability of the elliptic differential equation L u = v where L is the diffusion operator (i.e. the Markov generator ) of the Markov process and v is a given function. A function v for which L u = v is solvable should satisfy a number of independent constraints. The index of the operator L is the dimension of the solutions for the homogeneous problem minus the dimension of the independent constraints.
Definition 2.1 A linear operator T : E → F, where E and F are Hilbert spaces, is said to be a Fredholm operator if both the dimensions of the kernel of T and the dimension of its cokernel F/ Range(T ) are finite dimensional. The Fredholm index of a Fredholm operator T is defined to be
A Fredholm operator T has also closed range and E 2 / Range(T ) = ker(T * ). A smooth elliptic diffusion operator on a compact space is Fredholm. It also has a unique invariant probability measure. The Poisson equation L u = v is solvable for a function v ∈ L 2 if and only if v has null average with respect to the invariant measure, the latter is the centre condition used in diffusion creations.
If we have a family of operators {L x : x ∈ N} satisfying Hörmander's conditions where x is a parameter taking values in a manifold N, the parameter space is typically the state space for the slow variable, we will need a continuity theorem on the projection operator f →f . We give a theorem on this in case each L x has a unique invariant probability measure. It is clear that for each bounded measurable function f , f (z)dµ x (z) is a function of x. We study its smooth dependence on x.
For the remaining of the section, for i = 0, 1, . . . , m, let Y i : N ×G → T G be smooth vector fields and let Let s ≥ 0, let dx denotes the volume measure of a Riemannian manifold G and let ∆ denote the Laplacian. If f is a C ∞ function we define its Sobolev norm to be
and we let H s denote the closure of C ∞ functions in this norm. This can also be defined without using a Riemannian structure. If {λ i } is a partition of unity subordinated to a system of coordinates {φ i , u i }, then the above Sobolev norm is equivalent to the norm 
Then Q x (y), measuring the sub-ellipticity of the operator. Let
Then γ(x) is locally bounded from below by a positive number. We summarise the properties of Hörmander type operators in the proposition below. Let L * x denotes the L 2 adjoint of L x . An invariant probability measure for L x is a probability measure such that G L x f (y)µ x (dy) = 0 for any f in the domain of the generator. (1) There exists a positive numbers δ (x) such that for every s ∈ R there exists a constant C(x) such that for all u ∈ C ∞ (G; R) the following sub-elliptic estimates hold,
We may and will choose C(x) to be continuous and δ (x) to be locally bounded from below. If r is bounded there exists
Proof. It is clear that Hörmander's condition still holds if we change the sign of the drift Y 0 , or add a zero order term, or add a first order term which can be written as a linear combinations of
L x satisfies also Hörmander's conditions. By a theorem of Hörmander in [Hör67] , there exists a positive number δ (x), such that for every s ∈ R and all u ∈ C ∞ (G; R),
The constant C(x) may depends on s, the L ∞ bounds on the vector fields and their derivatives, and on the rank r(x), and the sub-ellipticity constant γ(x). The constant δ (x) in the sub-elliptic estimates depend only on how many number of brackets are needed for obtaining a basis of the tangent spaces, we can for example take δ (x) to be 1 r(x) . The number of brackets needed to obtain a basis at T y G is upper semicontinuous in y and is bounded for a compact manifold. Since L x varies smoothly in x, then for x ∈ D there is a uniform upper bound on the number of brackets needed. Also as indicated in Hörmander's proof [Hör67] , the constant C(x) depends smoothly on the vector fields. If there exists a number k 0 such that r(x) ≤ k 0 for all x, then we can choose a positive δ that is independent of x. This proves the estimates in part (1) for both L x and L * x . The hypo-ellipticity of L x and L * x is the celebrated theorem of Hörmander and follows from his sub-elliptic estimates, this is part (2).
For part (3) we only need to work with L x . We sketch a proof for L x to be Fredholm as a bounded operator from its domain with the graph norm to L 2 . From the sub-elliptic estimates it is easy to see that L x has compact resolvents and that ker(L x ) and ker(L * x ) are finite dimensional. Then a standard argument shows that L x has closed range: If L x f n converges in L 2 , then either the sequence { f n } is bounded in which case they are also bounded in H δ the latter is compactly embedded in L 2 , and therefore has a convergent sub-sequence. Let us denote g a limit point. Then since
bounded, we can find another sequence {g n } in the kernel of L such that f n − g n is bounded to which the previous argument produces a convergent sub-sequence. The dimension of the cokernel is the dimension of the kernel of L * x , proving the Fredholm property. That it has zero index is another consequence of the sub-elliptic estimates and can be proved from the definition and is an elementary (using properties of the eigenvalues of the resolvents and their duals), see [Yos65] . Part (4) is clear as constants are always in the kernel of L x .
If µ 1 and µ 2 are two probability measures on a metric space M we denote by |µ − ν| TV = sup A∈F |µ(A) − ν(A)| their total variation norm and W 1 their Wasserstein distance:
where ρ is the distance function and the infimum is taken over all couplings of µ 1 and µ 2 . Suppose that L x has an invariant probability measure µ x (dy) = q(x, y)dy.
Let µ x be an invariant probability measure for L x . We study the regularity of the densities of the invariant probability measures with respect to the parameter, especially the continuity of the invariant probability measures in the total variation norm. This can be more easily obtained if L x are Fredholm operators on the same Hilbert space and if there is a uniform estimate on the resolvent. For a family of uniformly strict elliptic operators, these are possible.
Remark 2.4 For the existence of an invariant probability measure, we may use Krylov-Bogoliubov theorem which is valid for a Feller semi-group: Let P t (x, ·) be the transition probabilities. If for some probability measure µ 0 and for a sequence of numbers T n with
, n ≥ 1} is tight, then any limit point is an invariant probability measure. The existence of an invariant probability measure is trivial for a Feller Markov process on a compact space. Otherwise, a Laypunov function is another useful tool. See [EH01, HM06, HP11, HMS11] for relevant existence and uniqueness theorems.
Remark 2.5 Our operators L x are Fredholm from their domains to L 2 . On a compact manifold L x is a bounded operator from W 2,2 to L 2 but this is only an extension of
Due to the directions of degeneracies the domain of L x , given by its graph norm, can be larger than W 2,2 . Since the points of the degeneracies of L x move, in general, with x, their domain also change with x.
In the following proposition we consider the continuity of µ x .
Proposition 2.6 Let G be compact. Suppose that Y i ∈ BC ∞ and the conclusions of Proposition 2.3. Suppose also that each L x has a unique invariant probability measure µ x (dy).
(i) Let q(x, y) denote the kernel of µ x (dy). Then q and its derivatives in y are locally bounded in x.
If the rank r is bounded from above, γ is bounded from below, then q and its derivatives in y are bounded, i.e.
ii) The kernel q is smooth in both variables. (iii) Let D be a compact subset of N. There exists a number c such that for any x
1 , x 2 ∈ D, |µ x 1 − µ x 2 | TV ≤ cρ(x 1 , x 2 ). (
iv) Suppose furthermore that r is bounded from above, γ is bounded from below, and A is bounded, then µ x is globally Lipschitz continuous in x and q
We observe that q(x, ·) are probability densities, so bounded in L 1 . Since G is compact, sup x G q 2 (x, y)dy is bounded. We apply the sub-elliptic estimates to L * x and obtain that
The function C(x) depends on the L ∞ norm of the vector fields Y i , their covariant derivatives, and also on γ(x). Also, δ can be taken to be 1 r(x)+1 and r(x) is locally bounded. By the Sobolev embedding theorems and the sub-elliptic estimates in part (1) of Proposition 2.3, q and the norm of its derivatives in y are locally bounded in x.
If r and γ are bounded, Y i and their derivatives in x are bounded, then both δ and C can be take as a constant. Then q and their derivatives in y are bounded.
Since q is in L 2 , its distributional derivative in the x-variable exists and will be denoted by ∂ x q. For each x, L * x q = 0, and so the distributional derivative in x of the left hand side vanishes and
Then g is smooth in y, whose Sobolev norms in y are locally bounded in x. Since the distributional derivative of q in x satisfies G L * x (∂ x q) dy = 0 for every x, g(x, y) dy vanishes also. Since the dimension of the kernel is 1, they consists of only constants and so g(x, ·) is an annihilator of the kernel of L . By Fredholm's alternative, this time applied to L * x , we see that for each x we can solve the Poisson equation
, by the uniqueness of solutions we see that ∂ x q(x, y) = G(x, y). Thus the distributional derivative of q in x is a local integrable function. Iterating this procedure and use sub-elliptic estimates to pass to the supremum norm we see that q(x, y) is C ∞ in x with its derivatives in x locally bounded, in particular for a locally bounded function c 1 , sup
Finally, let f be a measurable function with
where D is a relatively compact open set containing a geodesic passing through x 1 and x 2 . We use the fact that the total variation norm between two probability measures µ and ν is 1 2 sup |g|≤1 | g dµ − g dν| where the supremum is taken over the family of measurable functions with values in [−1, 1] to conclude that |µ
2 ) and conclude the proof.
Example 2.7 An example of a fast diffusion satisfying all the conditions of the proposition is the following on S 1 and take x ∈ R:
∂ y 2 satisfies Hörmander's condition, has a unique invariant probability measure and r(x) = 1. Furthermore the resolvent of L x is bounded in x.
Definition 2.8 The operator L x is said to satisfy the parabolic Hörmander's conditions if {Y 1 (x, ·), . . . ,Y m 2 (x, ·)} together with the brackets and iterated the brackets of {Y 0 (x, ·),Y 1 (x, ·), . . . ,Y m 2 (x, ·)} spans the tangent space of N at every point. Let P x (t, y 0 , y) denotes the semigroup generated by L .
Remark 3. Suppose that each L x is symmetric, satisfies the parabolic Hörmander's condition and the following uniform Doeblin's condition: there exists a constant c ∈ (0, 1], t 0 > 0, and a probability measure ν such that
for all x ∈ N, y 0 ∈ G and for every Borel set U of G, Suppose that Y j ∈ BC ∞ . Then A(x) is bounded. In fact for any f with f µ x (dy) = 0, the function P x t f (y 0 ) = G f (y)P x (t, y 0 , dy) converges to 0 as t → ∞ with a uniform exponential rate. Since
this gives a bound on A(x).
We refer to the book [BGL14] for studies on Poincaré inequalities for Markov semigroups.
Corollary 2.9 Let G be compact. Then q is smooth in both variables and in BC ∞ (N × G). In particular µ x = q(x, y)dy is globally Lipschitz continuous.
Just note that the semigroups P x t converges to equilibrium with uniform rate. The spectral gap of L x is bounded from below by a positive number.
The following is a version of the law of large numbers. 
where z x r is an L x diffusion and C(x) is locally bounded.
Proof. In the proof we take t = 0 for simplicity. We only need to work with a fixed x ∈ N. We may assume that G f (x, y)µ x (dy) = 0. Since L x is hypo-elliptic and since µ x is the unique invariant probability measure then, for any smooth function
If f is compactly supported in the first variable, so is g. We may then apply Itô's formula to the smooth function g(x, ·), allowing us to estimate
norm is controlled by the norm of g in C 1 and the norms |Y j (x, ·)| ∞ . The L x diffusion satisfies the equation:
Since |Y j (x, ·)| ∞ is bounded, it is sufficient to estimate the stochastic integral term by Burkholder-Davis-Gundy inequality:
It remains to control the supremum norm of dg(x, ·). By the Sobolev embedding theorem this is controlled by the L 2 Sobolev norms f (x, ·) s where
2 . Let D be a compact set containing the supports of the functions f (·, y). We can choose a number δ > 0, chosen according to sup x∈D r(x), such that the sub-elliptic estimates holds for every x ∈ D. There exist constants c 1 , c 2 , c 3 such that for every
The constant c 2 may depend on s. The constant c 3 (x) is locally bounded. We have used the following fact. The spectrum of L x is discrete, the dimension of the kernel space of L x is 1 and hence the only solutions to L x h = 0 are constants. We know that the spectral distance is continuous, which is not the right reason for c 3 (x) to be locally bounded. To see that we may assume that f is not a constant and observe that |L −1
x | op ≤ k(x) where k(x) is a finite number. This number is locally bounded following the fact that the semi-group P x t f converges to zero exponentially and the kernels for the probability distributions of L x are smooth in the parameter x.
For the study of the limiting process in stochastic averaging we would need to know the regularity of the average of a Lipschitz continuous function with respect to one of its variables. The following illustrates what we might need.
Remark 2.11 Let {µ x , x ∈ M} be a family of probability measures on G. Let f : N × G → R be a measurable function.
(1) Let f be a bounded function, Lipschitz continuous in the first variable, i.e.
(2) Suppose furthermore that µ x depends continuously on x in the total variation metric. Let f be bounded continuous such that
for a positive number K 2 . Then
(3) Suppose that µ x depends continuously on x in the Wasserstein 1-distance. Then for any bi-Lipschitz continuous f ,
ds exists and the estimate in part (1) holds with the total variation distance replaced by W 1 , the Wasserstein 1-distance.
Proof. Just observe that:
obtaining the required inequality in part (1) . For any non-negative numbers s,t,
This holds pathwise. Since each function
Since x s is sample continuous, x → µ x is continuous and f is a bounded and continuous, G f (x s , z)µ x s (dz) is continuous in s and so integrable in s. Consequently,
Finally we use the fact that f is Lipschitz in the second variable and the following dual formulation for the Wasserstein 1-distance W 1 (µ, ν) of two probability measures µ and ν,
where |g| Lip denotes the Lipschitz constant of g. We obtain
The required assertion and estimate now follows by the argument in part (2).
Put Proposition 2.6 and Proposition 2.10 together we obtain Theorem 1. Finally we would like to refer to [BC16] for the convergence in total variation in the Law of large numbers for independent random variable, see also [KKM16] . See the books [ELJL99, Bau04] for stochastic flows in sub-Riemmian geometry. It would be interesting to study problems in this section under the 'uniformly finitely generated' conditions, see e.g. [CO16, KS85] . See also [ADK08, CF10] .
Basic Estimates for SDEs on manifolds
To obtain an averaging theorem associated to a family of stochastic processes {x ε t , ε > 0} on a manifold N, we first prove that the family of stochastic processes is pre-compact and we then proceed to identify the limiting processes. To this end we first obtain uniform estimates on the family of slow variables, on the space of continuous functions on the manifold, and also obtain estimates on the limiting Markov processes. In this section we obtain essential estimates for a general SDE and these estimates will be in terms of bounds on the driving vector fields.
Throughout this section we assume that M is a connected smooth and complete Riemannian manifold, B t = (B 
with initial value x. We also set x t = φ t (x 0 ). The type of estimates we need are variation of the following E[ρ(x s , x t )] 2 ≤ C|t − s| where the constant C depends on the SDE only on specific bounds for the driving vector fields. Since no ellipticity is assumed, it is essential to deal with the problem that ρ(x, y) is only C 1 , when x and y are on the cut locus of each other, and we cannot apply Itô's formula to ρ directly. If we are only interested in obtaining tightness results, this problem can be overcome by choosing an auxiliary distance function.
Otherwise, e.g. for the convergence of the stochastic processes, we work with the Riemannian distance function ρ : 
If furthermore the curvature has a bounded covariant derivative, then we may also assume that 
We then convolve f δ with the heat flow to obtain f δ (x, y,t), apply Li-Yau heat kernel estimate for manifolds whose Ricci curvature is bounded from below and using harmonic coordinates on a a small geodesic ball of radius a/K where K is the upper bound of the sectional curvature and a is a universal constant. For part (ii), M is compact. We take a smooth cut off function h : R + → R + such that h(t) = 1 for t < a and vanishes for t > 2a where 2a is the injectivity radius of M and such that |∇h| is bounded. The function f := h • ρ is as required.
We denote by ρ the Riemannian distance on M. Let T be a positive number and let O ∈ M. Let K ′ , K, a i and b i denote constants. 
(ii) Suppose that ρ 2 : M × M → R is smooth and 
Then, the following statements hold. (a) There exists a constant c which depends only on K ′ , T , p, and dim(M) such that for every pair of numbers s,t with 0 ≤ s ≤ t ≤ T ,
Proof. Let δ ∈ (0, 1] and let f δ : M × M → R be a smooth function satisfying the estimates
where K 1 is a constant depending on K ′ and dim(M). If ρ 2 is smooth we take f δ = ρ. 
where d and L are applied to the second variable. Let τ n denote the first time after s that f δ (x, x t ) ≥ n and we take the expectation of the earlier identity to obtain
Under hypothesis (ii), we use ρ in place of f δ and conclude by Gronwall's inequality that Eρ
The second estimate follows from Markov property and taking O = x s .
Let us now assume hypothesis (i) and let C 1 ,C 2 , . . . denote a constant depending on p. In the formula below, ∇ denotes differentiation w.r.t. the second variable,
We first take x = O and
We may then apply Grownall's inequality followed by Fatou's lemma to obtain:
Take δ = 1, we conclude the first estimate from the following inequality:
Let s < t. Using the flow property, we see that
For any s,t > 0 we may choose δ 0 such that δ 2p 0 < |t − s| and conclude that
For part (b) we take δ = 1 and take p = 2 in (2). Then
We conclude that
This leads to the required estimates for E sup 0≤u≤t ρ 2p (O, x u ) . Similarly, for some constants c 1 and c, depending on m and the bound of the sectional curvature, for some constants c and C(T ),
We have completed the proof for part (b).
These estimates will be applied in the next section to both of our slow and fast variables. For the slow variables, we have the uniform bounds on the driving vector fields and hence we obtain a uniform moment estimate (in ε) of the distance traveled by the solutions. For the fast variables, the vector fields are bounded by 1 ε and we expect that the evolution of the y-variable in an interval of size ∆t i to be controlled by the following quantity 
Proof of the main theorem
In this section N and G are smooth complete Riemannian manifolds and N × G is the product manifold with the product Riemannian metric. We use ρ to denote the Riemannian distance on N, or on G, or on N × G. This will be clear in the context and without ambiguity. For each y ∈ G let X i (·, y) be smooth vector fields on N and for each x ∈ N let Y i (x, ·) be smooth vector fields on G, as given in the introduction. Let x 0 ∈ N and y 0 ∈ G. We denote by (x ε t , y ε t ) the solution to the equations:
Let us first study the slow variables {x ε t , ε ∈ (0, 1]}. We use O to denote a reference point in N. 
Any limiting process of x ε t , which we denote byx t , has infinite life time and satisfies the same estimates:
In either case, the bounds are independent of the y-variable. We apply Lemma 3.2 to each x ε t to obtain estimates that are uniform in ε: there exists a constant C such that for all 0 ≤ s ≤ t ≤ T and for every ε > 0, Eρ 2 (x ε s , x ε t ) ≤ C|t − s|. Then use a chaining argument we obtain the following estimate for some positive constant α: 
Write
s,t denote the solution flow to the SDE:
Observe that the time changed solution flow φ
In the following locally uniform law of large numbers (LLN), any rate of convergence λ (t) is allowed.
Assumption 3 (Locally Uniform LLN) Suppose that there exists a family of probability measures µ x on G which is continuous in the total variation norm. Suppose that for any smooth function g : G → R and for any initial point z 0 ∈ G and t 0 ≥ 0,
Here λ (t) is a constant such that lim t→∞ λ (t) = 0, s is a non-negative number, and α(x) is a real number locally bounded in x.
Remark 4. In Proposition 2.10 we proved that if each L x satisfies Hörmander's conditions and if µ x is the invariant probability measure for L x (assume uniqueness), the locally uniform LLN holds with λ (t) =
Lemma 4.2 Suppose the locally uniform LLN assumption. Let f : N × G → R be a smooth function with compact support (it is allowed to be independent of the first variable)
. Let t 0 = 0 < t 1 < · · · < t N = T be a partition of equal size ∆t i . Then, for some number c,
s , both are finite numbers by the assumptions on f and on α(x). Firstly we observe that
Summing up over i and making a time change we obtain that
and thus conclude the proof.
For the application of the LLN, we must ensure the size of the sub-interval to be sufficiently large and we should consider ∆t i /ε to be of order ∞ as ε → 0. Then we must ensure that z
r is an approximation for the fast variable y ε t on the sub-interval [t i ,t i+1 ]. A crude counting shows that the distance of the two, beginning with the same initial value, is bounded above by 
] whereC is a constant and so
If we take ∆t i to be of the order ε| ln ε| a for a suitable a > 0, then the above qunatity converges to zero uniformly in r as ε → 0. See. e.g. [Has68, Fre78, FW12, Ver90] .
In the next lemma we give the statement and the details of the computation under our standard assumptions. In particular we assume that the sectional curvature of G is bounded. Let C, c, c ′ denote constants. Proof. Since the sectional curvature of G is bounded above by K, its conjugate radius is bounded from below by
Lemma 4.3 Let
0 = t 0 < t 1 < · · · < t N = T and ε ∈ (0, 1]. Let α ε i (C) := C ∆t i ε + (∆t i ) 2 ε 2 e C( ∆t i ε + (∆t i ) 2 ε 2 ) sup s∈[t i ,t i+1 ] Eρ 2 x ε s , x ε t i .
Suppose Assumption 2. Then there exist constants c and C such that:
. Let us consider a distance function on N that agrees with the Riemannian distance, which we denote by ρ, on the tubular neighbourhood of the diagonal of N × N with radius . We use the identity
to obtain that
Thus,
By the earlier argument, it is sufficient to estimate Eρ 2 y ε r∧τ , y 
Here the notation d in the first dρ 2 refers to differentiation w.r.t. the first variable, as a gradient we use ∇ (1) (ρ 2 ), and the d in the second dρ 2 is with respect to the second variable whose gradient is denoted by ∇ (2) (ρ 2 ). However ρ 2 )(x, y) , where // denotes the parallel translation of the relevant gradient vector along the geodesic from y to x. In the following let us denote by dρ 2 the differential of ρ 2 w.r.t to the first variable. Using the assumption that each Y k , k = 1, . . . , m 2 , has bounded first order derivative, and the fact that ∇ρ and ∇ 2 ρ are bounded, the latter follows from the assumption that the sectional curvature is bounded, we see:
It is useful to observe that Y i is a vector field on G depending on x ∈ N, so the (product) distance function on N × G is needed for the estimate. On the other hand we only need to control the Hessian of the Riemannian distance on G and the assumption on the boundedness of the sectional curvature of G suffices. A similar estimates applies to the first order differential involvingỸ 0 , the sum of the Stratnovich correction for the stochastic integrals and Y 0 . Again we use the assumption that each Y k where k ranges from 1 to m 2 is bounded, andỸ 0 has bounded first order covariant derivative. To summing up, for a constant C independent of ε and i, we have
Use Gronwall's inequality we obtain that,
We can now plug in the uniform estimates that Eρ 2 x ε s , x ε t i ≤ C|t i − s| we see that
Observe that the constant here is independent of ε, i and independent of r ∈ [t i ,t i+1 ].
A similar estimates hold for Eρ 2 y ε r , y
On {r > τ} we use a more crude estimate, which we obtain without using estimates on the slow variables at time s and time t i . It is sufficient to estimate 
Again, the constant is independent of ε, i and independent of r ∈ [t i ,t i+1 ]. We put the two estimates together to see that
For ε small the first term is small. The second factor in the second term on the right hand side is large. We conclude that for another constantC,
Let us suppose that ∆t i ∼ ε| ln ε| a . Then the exponent
The right hand side is of order ε δ for δ < 1 2 . We conclude the proof.
The next lemma is on the convergence of Riemannian sums in the stochastic averaging procedure and the continuity of stochastic averages of a function with respect to a family of measures µ x . 
Let µ x be a family of probability measures on G, continuous in x in the total variation
Then, the following statements hold:
In particular, the following converges in L 1 ,
(ii) The following convergence is uniform in ε:
Consequently, the Riemannian sum
Proof. Suppose that x ε n · converges tox · . We simplify the notation by assuming that x ε → x almost surely. We may assume that N is not compact, the compact case is easier. Let D n be a family of relatively compact open set such that D n ⊂ B a n ⊂ B a n+2 ⊂ D n+1 where B a n is the geodesic ball centred at O of radius a n where a n → ∞. This exists by a theorem of Greene and Wu. For any t ∈ [0, T ] and for any ε ∈ (0, 1],
converges to zero. This proves part (i).
We are now ready to prove the main theorem.
Even simpler we only need to prove that
Under Assumption 1, we may apply Lemma 4.1 from which we see that conditions (3) and (4) of Proposition 4.5 hold. Since f has compact support, F has compact support in the first variable. We may apply Proposition 4.5 to the function F to complete the proof.
We remark that the locally uniform law of large numbers hold if G is compact, if L x satisfies strong Hörmander's conditions, or if L x satisfies Hörmander's conditions with the additional assumption that L x has a unique invariant probability measure. We obtain the following Corollary. From the proof of Theorem 4.6, the Markov generatorL given below.
where ∇ denotes differentiation with respect to the first variable.We observe that 1 2
If µ x is a family of probability measures on G, we set
The auxiliary vector fields can be easily constructed. For example, we may use the gradient vector fields coming from an isometric embedding i : N → R n 1 . Then they have the following properties. For e ∈ R n 1 , we define E(x)(e) = ∑ n 1 i=1 E i (x)e i where {e i } is an orthonormal basis of R n 1 . Then R n 1 has a splitting of the form ker[X(x)] ⊥ ⊕ X(x) and X(e) has vanishing derivative for e ∈ ker[X(x)] ⊥ . We may also use a 'moving frames' instead of the gradient vector fields. This is particularly useful if N is an Euclidean space, or a compact space, or a Lie group. For such spaces and their moving frames, the assumption that X 1 , . . . , X k and their two order derivatives, X 0 and ∇X 0 are bounded can be expressed by the boundedness of the functions a k,l and b k 0 and their derivatives.
Examples
We describe some examples which motivated this study, the first being dynamical descriptions for Brownian motions, the second being the convergence of metric spaces. The overarching question concerning the second is: given a family of metric spaces converging to another in measured Gromov Hausdorff topology, can we give a good dynamical description for their convergence? What can one say about the associated singular operators? These will considered in terms of stochastic dynamics. See [IO90, OT96] and [Li12] concerning collapsing of Riemannian manifolds. The third example is a model on the principal bundle. These models were considered before, where the perturbation were chosen for diffusion creation. This means that the reduced systems are random ODEs for which a set of limit theorems are available, and which also means that one could by pass the stochastic averaging procedure and work directly on the scale of 1 ε 2 . Theorem 4.6 allows us to revisit these models to consider more general perturbations. It also highlights from a different angle the reason for the choice of the perturbation vector in the previous models.
A dynamical description for Brownian motions
In 1905, Einstein, while working on his atomic theory, proposed the diffusion model to describe the density of the probability for finding a particle at time t in a position x. A similar model was proposed by Smoluchowski with a force field. Some years later Langevin (1908) and Ornstein- Uhlenbeck (1930) [UO30] proposed a dynamical model for Brownian motion for time larger than the relaxation time 
where B t a one dimensional Brownian motion and b a vector field. This equation is stated for R with β , D constants and was studied by Kramers [Kra40] and Nelson [Nel67] . The model is on the real line, there is only one direction for the velocity field, its magnitude together with the sign changes rapidly. A second order differential equation for unit speed geodesics on a manifold M is equivalent to a first order ODE on the space of orthonormal frames, which we denote by OM. Suppose we rotation the direction of the geodesic uniformly, according to the probability distribution of a Brownian motion on SO(n), while keeping its magnitude fixed to be 1, and suppose that the rotation is at the scale of 
where {A 1 , . . . , A N } is an o.n.b. of so(n), and A 0 ∈ so(n). ), converges to a Brownian motion on M with generator 4 n(n−1) ∆ , furthermore their parallel translations converge to the stochastic parallel translations. The conservation law in this case is the projection π from the frame to its base point. And the reduced system of slow-fast SDEs are:
The slow variable does not have a stochastic part, and the averaging equation is given by the average vector field SO(n) H(ug)(e)dg, where dg is the Haar measure, and vanishes. Hence we observe the slow variable on a faster scale and consider x ε t ε and obtain the scaled Brownian motion in the limit.
Let us consider two further generalisations. Both case allow degeneracy in the fast variables. One of which has the same type of reduced random ODE and is closer to the above mentioned theorem. We state this theorem first and will take M compact for simplicity. Remark The scale is determined by the eigenvalues of the symmetry matrix ∑
Since g t does not depend on the slow variable, the conditions of the Theorem is satisfied provided M has bounded sectional curvature.
The limiting process, in this case, will not be a fixed point. It is a Markov process on the orthonormal frame bundle with generator
where ∇ is a flat connection, ∇H i vanishes. Let dg denotes the normalised biinvariant Haar measure. Using this connection and an orthonormal basis {e i } of R n , extending our orthonormal set {e 1 , . . . , e m 1 } we see that
It is easy to see that
This means thatL
Thus theL diffusion has Markov generator 1 2 m 1 n ∆ H where ∆ H is the horizontal diffusion and which means that π(u ε t ) converges to a scaled Brownian motion as we have guessed.
Problem 2. The vertical vector fields in (2) are left invariant invariant. Instead of left invariant vertical vector fields we may take more general vector fields and consider the following SDEs. Let f : OM → R be smooth functions, e j ∈ R n are unit vectors. Let us consider the equation
Then the horizontal lift of its position processes will, in general, depend on the slow variables. It would be interesting to determine explicit conditions on f k for which the averaging procedure is valid and if so what is the effective limit?
Collapsing of manifolds
Our overarching question is how the stochastic dynamics describe the convergence of metric spaces. Let us consider a simple example: SU(2) which can be identified with the sphere S 3 . The Lie algebra of SU(2) is given by the Pauli matrices
} an orthonormal frame we define Berger's metrics g ε .
Thus (S 3 , g ε ) converges to S 2 , They are the first known family of manifolds which collapse to a lower dimensional one, while keeping the sectional curvatures uniformly bounded (J. Cheeger). Then all the operators in the sum
commute, the eigenvalues satisfy the relation λ 3 (∆ ε
The non-zero eigenvalues of ∆ S 1 flies away and the eigenfunctions of λ 1 = 0 are function on the sphere S 2 ( 1 2 ) of radius 1 2 , the convergence of the spectrum of ∆ ε S 3 follows. See [Tan79] , [BBB82] [Ura86] for discussions on the spectrum of Laplacians on spheres, on homogeneous Riemannian manifolds and on Riemannian submersions with totally geodesic fibres. We propose to study 
Inhomogeneous scaling of Riemannian metrics
If a manifold is given a family of Riemannian metric depending on a small parameter ε > 0, the Laplacian operators ∆ ε is a family of singularly perturbed operators. We might ask the question whether their spectrum converge. More generally let us consider a family of second order differential operators L ε , each in the form of a finite sum of squares of smooth vector fields with possibly a first order term. As ε → 0, the corresponding Markov process does not converge in general. Let us give g and Ad(H)-invariant inner product and take m = h ⊥ . Then G/H is a reductive homogeneous manifold, in the sense of Nomizu, by which we mean Ad(H)(m) ⊂ m. This is a different from the concept of a reductive Lie group, where the adjoint representation of the Lie group G is completely reducible. We assume that the real Lie group G is smooth, connected, not necessarily compact, of dimension n and H a closed connected proper subgroup of dimension at least one. We identify elements of the Lie algebra with left invariant vector fields.
Let us rescaled a metric on G by scaling the h directions by ε. Let {A 1 , . . . , A p ,Y p+1 , . . . , X N } be an orthonormal basis of g for an inner product extending an orthonormal basis {A 1 , . . . , A p } of h, and the remaining vectors are from m. By declaring
an orthonormal frame, we obtain a family of left invariant Riemannian metrics. Let us consider the second order differential operator, related to the re-scaled metric:
where A k ⊂ h and Y 0 ∈ m is a unit vector. This leads to the following family of equations, where ε ∈ (0, 1],
These SDEs belong to the following family of equations
The solutions of the family of equations, with parameters γ and δ real numbers, interpolate between translates of a one parameter subgroups of G and diffusions on H. Let (g ε t ) be a Markov processes with Markov generator L ε , and set x ε t = π(g ε t ) where π is the map taking an element of G to the coset gH.
2 + A 0 . We will assume that {A k } are bracket generating in h. Scaled by 1/ε, the Markov generator of (g ε t ε
) is precisely 1 ε L ε . The operators L ε are not necessarily hypo-elliptic in G, and they will certainly not converge in any reasonable sense. Our first task is to understand the nature of the perturbation and to extract from them a family of first order random differential operators,L ε , which converge and which have the same orbits as L ε , the 'slowdynamics on [0, 1 ε ]. The reduced first order random differential operators give rise to second order differential operators by the action of the Lie bracket.
Problem 3. With Theorem 4.6, we can now study a fully coupled system:
where a k , b k are smooth functions. It would be interesting to study the convergence of the slow variables, vanishing of the averaged processes, and the nature of the limits in terms of obtain more a k and b k .
An averaging principle on Principal bundles
In all the examples we described earlier, we have a perturbed dynamical systems on a manifold P. On P there is an action by a Lie group G, and the projection to M = P/G is a conservation law. We study the convergence of the slow motion and their horizontal lifts. More precisely we have a principal bundle with fibre the Lie group G. To describe these motions we consider the kernels of the differential of the projection π: they are called the vertical tangent spaces and will be denoted by V T u P. Any vector field taking values in the vertical tangent space is called a vertical vector field, the Lie-bracket of any two vertical vector fields is vertical. A smooth choice of the complements of the vertical spaces, that are right invariant determines a connection. These complements are called the horizontal spaces. The ensemble is denoted by HT u P and called the horizontal bundle. From now on we assume that we have chosen such a horizontal space. A vector field taking values in the horizon tangent spaces is said to be a horizontal vector field. Right invariant horizontal vector fields are specially interesting, they are precisely the horizontal lifts of vector fields on M. Let us denote by R g : P → P the right action by g. For simplicity we also write ug, where u ∈ P, for R g u. A connection on a principal bundle P is a splitting of the tangent bundle T u P = HT u P + V T u P where V T u P is the kernel of the differential of the canonical projection π : O → M which takes an element of the total space P to the base manifold. Let g denotes the Lie algebra of G. For any A ∈ g we define A * (u) = lim t→0 R exp(tA) u.
The splitting we mentioned earlier is in one to one correspondence with connection 1-forms, by which we mean a map ϖ : T u P → g with the following properties:
This splitting also determines a horizontal lifting map h u at u ∈ P and a family of horizontal vector fields H i . If {e 1 , . . . e n } is an orthonormal basis of R n , where n = dim(M), we set H i (u) = h u (ue i ). If {A 1 , . . . , A N } is an orthonormal basis of the Lie algebra g, then at every point u, {H 1 (u), . . . , H n (u), A * 1 (u), . . . , A * N (u)} is a basis of T u P. We give P the Riemannian metric so that the basis is orthonormal.
Any stochastic differential equation (SDE) on P are of the following form, where β and γ are two real positive numbers and σ k j and θ k j are BC 3 functions on P. 
The solutions are Markov processes with Markov generator
We observe that the projection of the second factor vanishes, so if β = 0, then π(u t ) = π(u 0 ) and π is a conservation law. The equation with small β is a stochastic dynamic whose orbits deviate slightly from that of the initial value u 0 . If on the other hand, X i are vector fields invariant under the action of the group, and γ = 0 then the projection π(u t ) is an autonomous SDE on the manifold M. Let us take β = 1 and γ =
We proceed to compute the equations for the slow and for the fast variables. Let x ε t = π(u ε t ). Then x ε t has a horizontal lift, see e.g. [Éme89, Arn93, Elw82]. See also [ELJL99] and [ELJL10] . Let T R g denotes the differential of R g . For k = 0, 1, . . . , m 1 , set object. Concerning Theorem 4.6, we expect the conditions of the theorem can be improved for more specific examples of manifolds, an upper bound for the rate of convergence if the resolvents of the operators L x is bounded in x and if the rank of the operators and their quadratic forms are bounded, and also an averaging principle for slow-fast SDEs driven by Lévy processes.
