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Abstrat
The aim of this paper is to establish estimates of the lowest eigen-
value of the Neumann realization of (i∇+BA)2 on an open bounded
subset of R
2 Ω with smooth boundary as B tends to innity. We intro-
due a "magneti" urvature mixing the urvature of ∂Ω and the nor-
mal derivative of the magneti eld and obtain an estimate analogous
with the one of onstant ase. Atually, we give a preise estimate of
the lowest eigenvalue in the ase where the restrition of magneti eld
to the boundary admits a unique minimum whih is non degenerate.
We also give an estimate of the third ritial eld in Ginzburg-Landau
theory in the variable magneti eld ase.
1 Introdution and statement of main results
Let Ω be an open bounded subset of R2 with smooth boundary andA ∈ C∞(Ω,R2).
We let :
β = ∇×A
and for B > 0 and u ∈ H1(Ω) :
qNBA,Ω(u) =
∫
Ω
|(i∇+BA)u|2dx
∗
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and we onsider the assoiated selfadjoint operator, i.e the Neumann real-
ization of (i∇+BA)2 on Ω. We denote by λ1(BA) the lowest eigenvalue of
this operator. By the minimax priniple, we have :
λ1(BA) = inf
u∈H1(Ω)
qNBA,Ω(u)
‖u‖2 .
We rst reall some properties of the harmoni osillator on a half axis (see
[DH93, HM01℄).
Harmoni osillator on a half axis
For ξ ∈ R, we onsider the Neumann realization hN,ξ in L2(R+) assoiated
with the operator
(1.1) − d
2
dt2
+ (t + ξ)2, D(hN,ξ) = {u ∈ B2(R+) : u′(0) = 0}.
One knows that it has ompat resolvent and its lowest eigenvalue is denoted
µ(ξ) ; the assoiated L2-normalized and positive eigenstate is denoted by
uξ = u(·, ξ) and is in the Shwartz lass. The funtion ξ 7→ µ(ξ) admits a
unique minimum in ξ = ξ0 and we let :
(1.2) Θ0 = µ(ξ0),
(1.3) C1 =
u2ξ0(0)
3
.
Let us also reall identities established by [BS98, p. 1283-1284℄. For k ∈ N∗,
we denote by Mk :
Mk =
∫
t>0
(t+ ξ0)
k|uξ0(t)|2dt.
M0 = 1, M1 = 0, M2 =
Θ0
2
, M3 =
C1
2
and
µ′′(ξ0)
2
= 3C1
√
Θ0.
(1.4)
Let us state a result in the ase where β is onstant :
Theorem 1.1 Assuming that β = 1, we have the estimate :
λ1(BA) = Θ0B − C1κmax
√
B +O(B1/3),
where
κmax = max{k(s), s ∈ ∂Ω}
and k(s) denotes the urvature of the boundary at the point s. Moreover, the
grounstate deays exponentially away from the points of maximal urvature.
2
Remark 1.2.
This result was rst announed by a formal analysis in [BS98℄ and rigorously
proved in the ase of the disk (see [BPT98℄). Let us also mention that in
[LP99a℄, an estimate at the rst order was rigorously proved (see also [LP00℄
for the problem in R2 and R2+). For higher order expansion in the ase of
onstant magneti eld, one an nally mention [dPFS00, HM01, FH06a,
FH08℄.

Our aim is to obtain a similar result when the the magneti eld is not
onstant. We will assume that β > 0 on Ω. We introdue :
b = inf
Ω
β and b′ = inf
∂Ω
β,(1.5)
and we assume :
(1.6) Θ0b
′ < b.
Estimate for the variable magneti eld
Let us state a rst (rough) estimate onerning the rst eigenvalue :
Theorem 1.3 Assuming that β|∂Ω admits a unique and non degenerate min-
imum, we have :
λ1(BA) = Θ0b
′B +O(B1/2).
Remark 1.4.
The rst term was obtained by many authors (f. [LP99a, HM01℄) with a
worse remainder estimate. Our assumption of non-degeneray permits to
nd the optimal remainder O(B1/2) (the improvement ours for the lower
bound) whih is ruial to establish tangential Agmon estimates (see Setion
4).

Let us also state a tangential loalization result of the rst eigenfuntions :
Proposition 1.5 (Tangential Agmon's estimates for uB) Let uB be an
eigenfuntion assoiated with the lowest eigenvalue of the Neumann realiza-
tion of (i∇+BA)2. We have the ontrol :∫
exp(α1χ(t(x))d(s(x))B
1/2){|uB|2 +B−1|(i∇+BA)uB|2}dx ≤ C‖uB‖2,
where χ is a smooth uto funtion in a neighborhood of the boundary, t(x) =
d(x, ∂Ω), s(x) the urvilinear oordinate on the boundary and where d is the
Agmon distane to the minimum of β dened in Setion 4.
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Remark 1.6.
This estimate improves the loalization found in [HM01℄ by speifying the
behaviour of uB near the minimum of β. In Setion 4 we also get tangential
Agmon estimates for DsuB. All these loalizations properties are essential
to obtain the seond orretion term of Theorem 1.3.

Theorem 1.7 Assuming that β|∂Ω admits a unique and non degenerate min-
imum in x0, we have :
λ1(BA) = Θ0b
′B +Θ1/2b
′1/2B1/2 +O(B2/5),
where
Θ1/2 = Θ1/2(x0) = −κ(x0)C1+
(
C1
2
−Θ0ξ0
)
1
b′
∂β
∂t
(x0)+Θ
3/4
0
(
3C1
2b′
∂2β
∂s2
(x0)
)1/2
.
Remark 1.8.
1. When β|∂Ω admits a nite set M of non degenerate minima, we have
the same expansion by replaing Θ1/2 by min
x∈M
Θ1/2(x).
2. Without assuming the non degeneray of the minima, we believe that
the onlusion of Theorem 1.7 is true by replaing Θ1/2 by min
x∈M
Θ1/2(x).
3. The optimal remainder is ertainly O(B1/4) as suggested by the upper
bound.
4. The omputations for the upper bound suggest the following expansion
of the n-th eigenvalue :
λn(BA) = Θ0b
′B +Θn1/2B
1/2 +O(B1/4).
where :
Θn1/2 = −κ(x0)C1+
(
C1
2
−Θ0ξ0
)
1
b′
∂β
∂t
(x0)+(2n−1)Θ3/40
(
3C1
2b′
∂2β
∂s2
(x0)
)1/2
.
5. In the variable ase, the loalization due to the urvature doesn't play
a role anymore ; the eet of the urvature is small ompared to the
variation of the magneti eld.
6. This expansion with two terms of the rst eigenvalue ould be general-
ized at any order under the previous assumptions (unique and non de-
generate minimum of β|∂Ω) by using a Grushin approah (see [FH06a℄).
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7. The ase where the magneti eld (non degenerately) vanishes in Ω
was treated in [KP02℄. Moreover, the ase where it non degenerately
vanishes on the boundary remains open and should be an interesting
problem.
8. Theorems 1.3 and 1.7 are also sensible under the hypothesis of regular-
ity of the domain. When the domain has orners (see [Bon05, Theorem
1.2℄) and with a variable magneti eld, the ground state is not ne-
essarily loalized near the points of the boundary where the magneti
eld is minimum.
9. The asymptoti behaviour in Theorems 1.3 and 1.7 is strongly depen-
dent on the Neumann boundary ondition we impose, as one an see
in [Ka06, Ka07a, Ka07b℄. In partiular, in ertain ases, the loal-
ization is no more determined by the minimal points of β.

Constant magneti eld on the boundary
In [Ara07, Ara06℄, the ase of the onstant magneti eld on the boundary is
treated. Nevertheless, this ase is studied under a non degeneray ondition :
it is assumed that the urvature of the boundary κ admits a unique maximum
at x = x0 and that the normal derivative
∂β
∂t
admits a unique minimum at
x = x0 ; moreover, the minimum of
∂β
∂t
− b′κ has to be non degenerate. Here,
we improve his result by using more generi assumptions ; in partiular, we
will see that the quantity to maximize is the "magneti urvature" dened
by :
κ˜(x) = C1κ(x) +
(
Θ0ξ0 − C1
2
)
1
b′
∂β
∂t
(x).
More preisely, our result is the following :
Theorem 1.9 (Upper bound : onstant magneti eld on ∂Ω) When
the magneti eld is onstant on the boundary, we have the upper bound :
λ1(BA) ≤ Θ0b′B−max
x∈∂Ω
{
C1κ(x)−
(
C1
2
−Θ0ξ0
)
1
b′
∂β
∂t
(x)
}
b′1/2B1/2+O(B1/3),
where κ(x)denotes the urvature of the boundary at x.
Remark 1.10.
1. The orresponding lower bound ould ertainly be obtained by the
tehniques of [FH08℄.
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2. Assuming the existene of a unique and non degenerate maximum of the
magneti urvature κ˜, one ould surely give an asymptotis at any order
of λ1(BA) and loalization properties as for the onstant magneti eld
ase (see [FH06a℄) whih would improve the hypothesis of Aramaki.

Organization of the paper
In Setion 2 and 3, we will prove the Theorem 1.3 and give the upper bound
of Theorem 1.7 and of Theorem 1.9. Then, we will see, in Setion 4, that this
rst rough estimate gives information on the loalization of the groundstates
on the boundary near the mimimum of the magneti eld. In Setion 5, we
prove the lower bound of Theorem 1.7 thanks to a redution to a degenerate
ase studied by S. Fournais and B. Heler. Finally, we apply the previous
results to give an estimate of the third ritial eld in Ginzburg-Landau
theory.
2 A rough lower bound
In order to get the lower bound in Theorem 1.3, we use a loalization teh-
nique permitting the redution to easier models.
2.1 Partition of unity
For eah 0 < ρ < 1
2
, B > 0, ǫ > 0 and C0 > 0, we onsider a partition of
unity (f. [HM04℄) for whih there exists C = C(Ω, β, ǫ, C0) > 0 suh that :∑
j
|χBj |2 = 1 on Ω ;(2.7)
∑
j
|∇χBj |2 ≤ CB2ρ on Ω.(2.8)
Eah χBj is a C∞-uto funtion supported in Dj ∩ Ω. Moreover, we may
assume that there exists a ball Dj = Djmin whose enter is the minimum of β
on the boundary and C0B
−ρ
for radius. We may also assume that the balls
whih interset the boundary have their enters on the boundary and that
those one admit ǫB−ρ for radius. The radius of all the other balls is assumed
to be B−ρ. We will hoose ρ, ǫ and C0 later for optimizing the error. We will
use the following loalization IMS formula (f. [CFKS86℄) :
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Lemma 2.1
qBA(u) =
∑
j
qBA(χ
B
j u)−
∑
j
‖|∇χBj |u‖2, ∀u ∈ H1(Ω).(2.9)
So, in order to minimize qBA(u), we are redued to the minimization of
qBA(v), with v supported in some Dj.
2.2 Estimates for the lower bound
2.2.1 Study inside Ω
Let j suh that Dj does not interset the boundary. It is well known that :
qBA(χ
B
j u) ≥ B
∫
Ω
β(x)|χBj u|2dx ≥ bB
∫
Ω
|χBj u|2dx.
Having in mind (1.6), these terms will not play a role in the omputation of
the asymptotis.
2.2.2 Study at the boundary
In the next paragraph, we introdue boundary oordinates.
Boundary oordinates
We hoose a parametrization of the boundary :
γ : R/(|∂Ω|Z)→ ∂Ω.
Let ν(s) be the unit vetor normal to the boundary, pointing inward at the
point γ(s). We hoose the orientation of the parametrization γ to be ounter-
lokwise, so
det(γ′(s), ν(s)) = 1.
The urvature k(s) at the point γ(s) is given in this parametrization by :
γ′′(s) = k(s)ν(s).
The map Φ dened by :
Φ : R/(|∂Ω|Z)×]0, t0[→ Ω
(s, t) 7→ γ(s) + tν(s),
is learly a dieomorphism, when t0 is suently small, with image
Φ(R/(|∂Ω|Z)×]0, t0[) = {x ∈ Ω|d(x, ∂Ω) < t0} = Ωt0 .
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We let :
A˜1(s, t) = (1− tk(s))A(Φ(s, t)) · γ′(s), A˜2(s, t) = A(Φ(s, t)) · ν(s),
β˜(s, t) = β(Φ(s, t)),
and we get :
∂sA˜2 − ∂tA˜1 = (1− tk(s))β˜(s, t).
Let j suh that Bj interset the boundary ; we have, with vj = χ
B
j u and
v˜j = vj ◦ Φ :
qBA(vj) =
∫
(1− tk(s))|(i∂t +BA˜2)v˜j |2 + (1− tk(s))−1|(i∂s +BA˜1)v˜j|2dsdt.
Approximation by a onstant magneti eld on a domain with on-
stant urvature
Loally, we an hoose a gauge suh that
A˜1(s, t) =
∫ t
0
(1− t′k(s))β˜(s, t′)dt′, A˜2 = 0.
We assume that the enter of the ball Dj has the oordinates (sj, 0) and that
the oordinates of the minimum are (0, 0). We let :
kj = k(sj), β˜(sj, 0) = β˜j and ∆kj(s) = k(s)− kj.
We have :
(1− tk(s))β˜(s, t) = (1− tkj)β˜j − t∆kj(s)β˜(s, t) + (1− tkj)(β˜(s, t)− β˜j).
(2.10)
We write :
A˜1(s, t) = A1,j(s, t) +Rj(s, t),(2.11)
with
A1,j(s, t) = (t− kj t
2
2
)β˜j.(2.12)
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Control of the remainders
Therefore, we are redued to ompare qBA with the quadrati form assoi-
ated with the Neumann problem on a domain with onstant urvature (see
[BPT98, FH08, FH06a, HM01℄). For all λ > 0, we get the inequality (with
the Cauhy-Shwarz inequality):
qBA(vj) ≥ (1− λ)
∫
(1− tkj)|∂tv˜j|2 + (1− tkj)−1|(i∂s +BA1,j)v˜j |2dsdt
−C
∫
∆kj(s)t(|∂tv˜j |2 + |(i∂s +BA˜1)v˜j |2)dsdt
−B
2
λ
∫
|Rj(s, t)v˜j|2dsdt.
We apply the result of the onstant magneti eld on a domain with on-
stant urvature to get the existene of C > 0 suh that for all j suh that
Dj ∩ ∂Ω 6= ∅ (f. [BPT98, Theorem 6.1℄) :
(2.13)∫
(1−tkj)|∂tv˜j |2+(1−tkj)−1|(i∂s+BA1,j)v˜j |2dsdt ≥ (Θ0β˜jB−C1kjB1/2−C)‖v˜j‖2.
In order to ontrol the remainders, we reall the Agmon estimates (f. [Agm82,
HM01, FH08, FH06a℄) :
Proposition 2.2 (Normal Agmon's estimates) Let uB be an eigenfun-
tion assoiated with the lowest eigenvalue of the Neumann realization of
(i∇ + BA)2. We have the ontrol the momenta of order n in the normal
variable t :∫
t(x)n{|uB|2 +B−1|(i∇+BA)uB|2}dx ≤ CnB−n2 ‖uB‖2.
We hoose ρ = 1
4
(see Figure 2.13) and notie that |∆jk(s)| = O(B−1/4)
(uniformly in j). So, there exists C > 0 suh that for all j :∣∣∣∣
∫
∆kj(s)t(|∂tv˜j |2 + |(i∂s +BA˜1)v˜j |2)dsdt
∣∣∣∣ ≤ CB 14‖v˜j‖2.
We let :
(2.14) α =
1
2
∂2β
∂s2
(0, 0).
Using the assumption of non degeneray of the minimum, we an hoose
ǫ0 > 0 small enough suh that
(2.15)
α
2
s2 ≤ β˜(s, 0)− β˜(0, 0) ≤ 3
2
αs2
9
ǫB−1/4
∂Ω
Ω
ǫ0
ǫ0
C0B
−1/4
xjmin = (0, 0)
xj = (sj, 0)
Figure 2.13: Partition of unity near the boundary
for all |s| ≤ ǫ0.
To estimate the other remainder, we will distinguish between three ases :
• j = jmin,
• |sj| ≥ ǫ0,
• C0B−1/4 ≤ |sj| ≤ ǫ0.
Case 1 : j = jmin
As
∂β˜
∂s
(0, 0) = 0,
we have, with (2.10) and (2.11) :
|Rjmin(s, t)| ≤ C(t2 + s2t).
Consequently, using Proposition 2.2, we get :∫
|Rjmin(s, t)v˜jmin |2dsdt ≤ CB−2‖v˜jmin‖2.
Taking λ = B−1/2, we dedue :
qBA(vjmin) ≥ (Θ0b′B − CB1/2)‖v˜jmin‖2.
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Case 2 : |sj| ≥ ǫ0
We get :
|Rj(s, t)| ≤ C((s− sj)t+ t2).
Thus, we nd :∫
|Rj(s, t)v˜j|2dsdt ≤ C(B−3/2ǫ2 +B−2)‖v˜j‖2.
Moreover, there exists b′′ > b′ suh that for all |sj| ≥ ǫ0, we have : β˜j ≥ b′′.
We take λ = B−1/2 and dedue, using (2.13) and for B large enough, that
for all j satisfying |sj| ≥ ǫ0 :
qBA(vj) ≥ Θ0b′B‖v˜j‖2.
Case 3 : C0B
−1/4 ≤ |sj| ≤ ǫ0
We use the inequality :
sup
|s−sj|≤ǫB−1/4
∣∣∣∣∣∂β˜∂s (0, s)
∣∣∣∣∣
2
≤ C sup
|s−sj|≤ǫB−1/4
|β˜ − b′|
to nd with (2.11) and (2.10) :∫
|Rj(s, t)v˜j |2dsdt ≤ C(B−3/2ǫ2 sup
|s−sj|≤ǫB−1/4
|β − b′|+B−2)‖v˜j‖2.
As a onsequene, we an write, with λ = B−1/2 :
qBA(vj) ≥ (Θ0b′B +B(Θ0(β˜(sj)− b′)− Cǫ2 sup
|s−sj|≤ǫB−1/4
|β − b′|))‖v˜j‖2.
By non degeneray, we have, for C0 ≥ 2ǫ :
(2.16) sup
|s−sj|≤ǫB−1/4
|β˜ − b′| ≤ 27 inf
|s−sj|≤ǫB−1/4
|β˜ − b′|.
Indeed, we have, for all C0 ≥ 2ǫ :
inf
|s−sj|≤ǫB−1/4
|β˜ − b′| ≥ α
2
inf
|s−sj|≤ǫB−1/4
s2 ≥ α
2
(sj − ǫB−1/4)2
and
sup
|s−sj |≤ǫB−1/4
|β˜ − b′| ≤ 3α
2
sup
|s−sj|≤ǫB−1/4
s2 ≤ 3α
2
(sj + ǫB
−1/4)2.
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Thus, we get, for C0 ≥ 2ǫ :
sup|s−sj|≤ǫB−1/4 |β˜ − b′|
inf |s−sj|≤ǫB−1/4 |β˜ − b′|
≤ 3
(
sj + ǫB
−1/4
sj − ǫB−1/4
)2
= 3
(
1 +
2ǫB−1/4
sj − ǫB−1/4
)2
≤ 27.
We dedue, for C0 ≥ 2ǫ :
qBA(vj) ≥ (Θ0b′B +B(Θ0 − 27Cǫ2) inf
|s−sj|≤ǫB−1/4
|β˜ − b′|)‖v˜j‖2.
We will further use that there exists c > 0 suh that for all C0 ≥ 2ǫ :
qBA(vj) ≥
(
Θ0b
′B + cB(β˜(sj)− b′)
)
‖v˜j‖2.
Indeed, we have, for all C0 ≥ 2ǫ :
inf
|s−sj|≤ǫB−1/4
|β˜ − b′| ≥ 1
27
(β˜(sj)− b′).
We nd, for ǫ > 0 small enough :
qBA(vj) ≥ (Θ0b′B + CB1/2)‖v˜j‖2.
We onlude that :∑
j bnd
qBA(vj) ≥ (Θ0b′B − CB1/2)
∑
j bnd
‖vj‖2.
Putting together this estimate and the estimate inside Ω, we have the lower
bound in Theorem 1.3.
3 Models near a minimum of β and upper bounds
3.1 Model operator
We x k0, k1 and α ≥ 0 and we wish to study the quadrati form on the
Hilbert spae L2((1− k0t)dtds) dened, for u ∈ C∞0 (Bk0) by :
(3.17)
qk0,k1,α,B(u) =
∫
s∈R
0<t≤ 1
2k0
(1−tk0)|∂tu|2+(1−tk0)−1|(−i∂s+Bt(1−k1
2
t+αs2))u|dtds,
where Bk0 = R×
[
0, 1
2k0
[
(and by onvention B0 = R×R+). The self-adjoint
assoiated operator is :
−(1− k0t)−1∂t(1− k0t)∂t + (1− tk0)2(−i∂s +Bt(1− k1
2
t+ αs2))2,
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with Neumann ondition on t = 0 and Dirihlet ondition on t = 1
2k0
(if
k0 6= 0). We rst resale the problem :
t = B−1/2τ,
s = B−1/4σ,
and we are redued to the operator on L2((1− tk0B−1/2)dtds) :
(3.18)
−
(
1− k0t
B1/2
)−1
∂t
(
1− k0t
B1/2
)
∂t+
(
1− tk0
B1/2
)−2(
t− k1
2B1/2
t2 + α
s2t
B1/2
− i ∂s
B1/4
)2
.
We make a hange of gauge u 7→ eiξ0B1/4σu. Then, the operator dened in
(3.18) beomes :
(3.19)
−
(
1− k0t
B1/2
)−1
∂t
(
1− k0t
B1/2
)
∂t+
(
1− tk0
B1/2
)−2(
t + ξ0 − k1
2B1/2
t2 + α
s2t
B1/2
− i ∂s
B1/4
)2
.
3.2 Degenerate ase : α = 0
This ase orresponds to the degeneray of the minimum of the restrition
of β to the boundary. In partiular, we will prove Theorem 1.9.
3.2.1 Formal omputation
In order to have an upper bound, we rst onstrut a formal quasimode. We
make a Fourier transform in the variable s. Thus, we are redued to the
study of the family of operators on L2((1− k0t
B1/2
)dt) :
Hk0,k1,ξ = −(1−
k0t
B1/2
)−1∂t(1− k0t
B1/2
)∂t + (1− k0t
B1/2
)−2(t+ ξ − k1
2B1/2
t2)2.
We formally expand this operator in powers of B.
Term in B0 :
H0 = −∂2t + (t + ξ)2.
Term in B−1/2 :
H1 = k0∂t − k1(t + ξ)t2 + 2k0t(t+ ξ)2.
We look for a quasimode expressed as :
ψ =
+∞∑
j=0
B−j/2uj
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and a expansion of the rst eigenvalue :
λ1(B) =
+∞∑
j=0
λjB
−j/2.
So, we have to solve
H0u0 = λ0u0
and, as we look for λ0 minimal, we x ξ = ξ0, we dedue λ0 = Θ0 and we
take u0 = uξ0. Then, the next equation to solve is :
H0u1 +H1u0 = Θ0u1 + λ1u0.
Thus, we dedue :
(H0 −Θ0)u1 = (λ1 −H1)u0.
To have solutions, the seond member must be orthogonal to u0, so, using
the formulas (1.4), we get :
λ1 +
k0 + k1
2
C1 −Θ0ξ0(k1 − k0) = 0,
and we take :
u1 = R0(λ1 −H1)u0.
We let :
Θk0,k11/2 = −
k0 + k1
2
C1 +Θ0ξ0(k1 − k0).
Thus, ψ is a good andidate to be a quasimode after trunation.
3.2.2 Quasimode
We write, in the initial oordinates (with b′ = 1, for simpliity) :
A˜1 = A1 +R,
where
A1 = t(1− tk1
2
)
with
(3.20) k1 = k0 − ∂β
∂t
(0, 0).
Let us denote ψ = u0 + B
−1/2u1 and notie that ψ is in the Shwartz lass.
As a quasimode, we take :
uB(s, t) = χ(t)ψ(B
1/2t)e−s
2B1/2−2ρeiξ0B
1/2s,
14
with χ a smooth uto funtion supported in
[
0, 1
2k0
]
and ρ ∈]0, 1
4
[ whih
will be hoosen later to optimize the error. The Gaussian e−s
2B1/2−2ρ
permits
a loalization near s = 0. We have :
qBA(uB) ≤
∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA˜1)uB|2dsdt
+C
∫
∆k(s)t{|∂tuB|2 + |(−i∂s +BA˜1)uB|2}dsdt.
By notiing that there exists C > 0 suh that :
|A˜1(s, t)| ≤ Ct,
we get :∣∣∣∣
∫
∆k(s)t{|∂tuB|2 + |(−i∂s +BA˜1)uB|2}dsdt
∣∣∣∣ ≤ CB1/4+ρ‖uB‖2.
Let us prove the upper bound for the rst term (the seond an be treated
in the same way). We have :
∂tuB = χ
′(t)ψ(B1/2t)e−s
2B1/2−2ρeiξ0B
1/2s+B1/2χ(t)ψ′(B1/2t)e−s
2B1/2−2ρeiξ0B
1/2s.
Thus we get :
|∂tuB|2 ≤ 2|χ′(t)ψ(B1/2t)|2e−2s2B1/2−2ρ + 2B|χ(t)ψ′(B1/2t)|2e−2s2B1/2−2ρ .
Then, we nd :∫
t∆k(s)|∂tuB|2dtds ≤ C
∫
ts|χ′(t)|2|ψ(B1/2t)|2e−2s2B1/2−2ρdtds
+ CB
∫
ts|χ(t)|2|ψ′(B1/2t)|2e−2s2B1/2−2ρdtds.
As ψ is in the Shwartz lass, we get :∫
ts|χ′(t)|2|ψ(B1/2t)|2e−2s2B1/2−2ρdtds = O(B−∞)‖uB‖2.
Then, we have after resaling, for some C > 0 independent of B :
B
∫
ts|χ(t)|2|ψ′(B1/2t)|2e−2s2B1/2−2ρdtds ≤ CBB−1/2B−1/4+ρ‖uB‖2 = CB1/4+ρ‖uB‖2.
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Moreover, we have :∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA˜1)uB|2dsdt
=
∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA1)uB|2dsdt
+ℜ
{∫
(1− tk0)−1(B2|RuB|2 + 2B(−i∂s +BA1)uBRuB)dsdt
}
.
We get :
qk0,k1,0,B(uB) ≤ (Θ0B +Θk0,k11/2 B1/2 + CB1/2−2ρ)‖uB‖2,
the ruial points being to estimate the term∫
|∂2se−s
2B1/2−2ρ |e−s2B1/2−2ρ |χ(t)|2|ψ(B1/2t)|2dtds
by O(B1/2−2ρ)‖uB‖2 and the term
∫
(Bt+B1/2ξ0)∂s(χ(t)ψ(B
1/2t)e−s
2B1/2−2ρ)
by O(B−∞)‖uB‖2 thanks to the fat that M1 = 0 (f. (1.4)) and that ψ is in
the Shwartz lass. Using that :
|R(s, t)| ≤ C(t3 + s4t + st2),
we nd :∣∣∣∣ℜ
{∫
(1− tk0)−1(B2|RuB|2 + 2B(−i∂s +BA1)uBRuB)dsdt
}∣∣∣∣ ≤ CB1/4+ρ‖uB‖2.
and nally with ρ = 1
12
:
qBA(uB) ≤ (Θ0B +Θk0,k11/2 B1/2 + CB1/3)‖uB‖2.
Thus, after replaing k1 by its expression, the upper bound of Theorem 1.9
is proved.
Remark 3.1.
It follows from the identities (1.4) that :
C1
2
−Θ0ξ0 = M3 − ξ30 > 0,
where M3 =
∫
t>0
(t+ ξ0)
3u20dt. This remark permits to understand how the
upper bound of Theorem 1.9 improves the one of Aramaki.

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3.3 Non-degenerate ase α > 0
3.3.1 Formal omputation
We onsider the operator H (f.(3.19)) :
−(1− k0t
B1/2
)−1∂t(1− k0t
B1/2
)∂t+(1− k0t
B1/2
)−2(t+ξ0− k1
2B1/2
t2+
α
B1/2
s2t−i ∂s
B1/4
)2.
Formally, we write :
H =
+∞∑
j=1
B−j/4Hj.
Let us look for a quasimode expressed as :
(3.21) U =
+∞∑
j=1
B−j/4Uj .
and a Taylor expansion of the lowest eigenvalue :
λN1 (B) =
+∞∑
j=1
Θj/4B
−j/4.
Here, we have :
H0 = −∂2t + (t+ ξ0)2,
H1 = −2i∂s(t+ ξ0),
H2 = k0∂t − ∂2s + 2(t+ ξ0)(αs2t−
k1
2
t2) + 2k0t(t+ ξ0)
2.
This leads us to solve :
H0U0 = λ0U0.
We write U0 as U0 = u0(t)ψ0(s) and, as we look for λ
N
1 minimal, we take
λ0 = Θ0 and u0 > 0 the assoiated normalized eigenvetor.
Then, we solve :
H1U0 +H0U1 = Θ0U1 + λ1U0.
We an take Θ1/4 = 0 by writing U1 = u1(t)ψ1(s) with ψ1 = ∂sψ0 and we
nd :
(H0 −Θ0)u1 = 2i(t + ξ0)u0.
As M1 = 0 (see (1.4)), this last equation admits a unique solution u1 suh
that
∫
t>0
u0u1dt = 0.
Finally, we onsider :
H0U2 +H1U1 +H2U0 = Θ0U2 +Θ1/2U0.
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Thus, we get :
(H0−Θ0)U2 = −H1U1−H2U0+Θ1/2U0 = 2i(t+ ξ0)u1∂sψ1−H2U0+Θ1/2U0.
Multiplying by u0 and integrating with respet to t, one applies the formulas
(1.4) and one solves :
−(1 − 4I2)∂2sψ0 + αΘ0s2ψ0 =
(
Θ1/2 +
k0 + k1
2
C1 − (k1 − k0)Θ0ξ0
)
ψ0.
where
I2 =
∫
t>0
(t+ ξ0)R0((t+ ξ0)u0)u0dt.
This last integral an be rewritten by letting v = R0((t+ ξ0)u0) ; we have :
(H0 −Θ0)v = (t + ξ0)u0.
By omputing, we get :
−1
2
∂u
∂ξ
(·, ξ0) = v.
Using the identities of [FH08℄, we nd :
1− 4I2 = µ
′′(ξ0)
2
= 3C1
√
Θ0 > 0.
After resaling, we let :
ψ0(s) = e
−Θ
1/4
0
√
αs2
2
√
3C1
and :
(3.22) Θ1/2 = Θ
k0,k1,α
1/2 = −
k0 + k1
2
C1 + (k1 − k0)Θ0ξ0 +
√
3C1Θ
3/4
0
√
α.
3.3.2 Quasimode
For simpliity, we assume b′ = 1. We write :
A˜1 = A1 +R,
where
A1 = t(1− tk1
2
+ αs2)
with α dened in (2.14) and k1 dened in (3.20). We let :
uB(s, t) = χ(t)U(B
1/4s, B1/2t)eiξ0B
1/2s,
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where U onsists of the three rst terms of (3.21). We have :
qBA(uB) ≤
∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA˜1)uB|2dsdt
+C
∫
∆k(s)t{|∂tuB|2 + |(−i∂s +BA˜1)uB|2}dsdt.
Moreover, we have :∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA˜1)uB|2dsdt
=
∫
(1− tk0)|∂tuB|2 + (1− tk0)−1|(−i∂s +BA1)uB|2dsdt
+ℜ
{∫
(1− tk0)−1(B2|RuB|2 + 2B(−i∂s +BA1)uBRuB)dsdt
}
.
Using that U is in the Shwartz lass, we get :
qk0,k1,α,B(uB) ≤ (Θ0B +Θk0,k1,α1/2 B1/2 + C)‖uB‖2.
Moreover, we have :
|A˜1 − A1| ≤ C(s3t+ st2 + t3).
So, we get :∣∣∣∣ℜ
{∫
(1− tk0)−1(B2|RuB|2 + 2B(−i∂s +BA1)uBRuB)dsdt
}∣∣∣∣ ≤ CB1/4‖uB‖2.
Finally, we nd :
qBA(uB) ≤ (Θ0B +Θk0,k1,α1/2 B1/2 + CB1/4)‖uB‖2.
In partiular, we have proved the upper bound in Theorem 1.3.
4 Tangential Agmon's estimates
We rst observe that, for Φ a real Lipshitzian funtion and if u is in the do-
main of the Neumann realization of (i∇+BA)2, then we have, by integration
by parts :
ℜ〈(i∇+BA)2u, exp(2B1/2Φ)u〉 = qBA(exp(B1/2Φ)u)−B‖|∇Φ| exp(B1/2Φ)u‖2.
Taking u = uB an eigenfuntion attahed to the lowest eigenvalue λ
1(BA) ,
we get :
(4.23)
λ1(BA)‖ exp(B1/2Φ)uB‖2 = qBA(exp(B1/2Φ)uB)−B‖|∇Φ| exp(B1/2Φ)uB‖2.
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4.1 Tangential Agmon's estimates for uB
We now use the lower bound found in Setion 2 ; more preisely, for all ǫ > 0,
there exists c > 0 and C > 0 suh that, for all C0 > 0 suiently large, there
exists C ′ > 0 s.t for all u in the form domain of qBA :
qBA(u) ≥ (bB − CB1/2)
∑
j int
‖χju‖2
+
∑
j bnd,j 6=jmin
(Θ0b
′B + c(β(sj)− b′)B)‖χju‖2
+(Θ0b
′B − C ′B1/2)‖χjminu‖2.
We hoose u = exp(B1/2Φ)uB ; we reall that, by Theorem 1.3, we have the
upper bound :
λ1(BA) ≤ Θ0b′B + CB1/2.
Using these estimates in (4.23), we nd the inequality by dividing by B :∫
(C ′B−1/2 + |∇Φ|2)|χjmin exp(B1/2Φ)uB|2 ≥∑
j bnd
j 6=jmin
∫
(c(β˜(sj)− b′)− CB−1/2 − |∇Φ|2)|χj exp(B1/2Φ)uB|2dsdt.
We hoose
Φ = α1d(s),
where d is the Agmon distane assoiated with the metri (β(s, 0) − b′)ds2
i.e :
d(s) =
∫ |s|
0
(β(σ, 0)− b′)1/2dσ.
On Djmin , we notie that
|∇Φ|2 ≤ CB−1/2.
Then, for j 6= jmin, we onsider the quantity :
c(β˜(sj)− b′)− CB−1/2 − α21(β˜(s)− b′).
For ǫ > 0 and α1 small enough, there exists c
′ > 0 suh that for j suh that
|sj | ≥ ǫ0 and B large enough, we have :
c(β˜(sj)− b′)− CB−1/2 − α21(β˜(s)− b′) ≥ c′.
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For C0 ≥ 2ǫ, there exists c′′ > 0 suh that for j 6= jmin and |sj| ≤ ǫ0and B
large enough, we have :
c(β˜(sj)− b′)− CB−1/2 − α21(β˜(s)− b′) ≥ c′′B−1/2.
Indeed, due to the non degeneray, we have (2.16). Thus, we get C > 0 and
B0 > 0 suh that for all B ≥ B0 :∑
j bnd
∫
|χj exp(B1/2Φ)uB|2 ≤ C
∫
|s|≤C0B−1/4
| exp(B1/2Φ)uB|2.
We dedue Proposition 1.5 and have the following orollary :
Corollary 4.1 For all n ∈ N, there exists C > 0 suh that for all B large
enough :∫
Ω
s2n{|uB|2 +B−1|(i∇+BA)uB|2}dx ≤ CB−n/2
∫
Ω
|uB|2dx.
4.2 Agmon's estimates for DsuB
We onsider a partition of unity as in (2.7). We have the formula (2.9) and :
qBA(u) ≥
∑
j
qBA(χ
B
j u)− CB1/2‖u‖2.
We use (4.23). We have
λ1(B) ≤ Θ0b′B + CB1/2.
Thus, we get, using the inequalities of the previous setion :
qBA
(
χjmine
B1/2ΦuB
)
+
∑
j 6=jmin
(Θ0b
′B + c(β(sj)− b′)B)
∣∣∣χjeB1/2ΦuB∣∣∣2
+bB
∑
j int
∣∣∣χjeB1/2ΦuB∣∣∣2
≤ (Θ0b′B + CB1/2)
∫ ∣∣∣eB1/2ΦuB∣∣∣2 +B ∫ ∣∣∣∇ΦeB1/2ΦuB∣∣∣2 + CB1/2‖uB‖2,
where Φ = α1d(s).
We have the ontrol :
B
∫
Ω
∣∣∣χjmin∇ΦeB1/2ΦuB∣∣∣2 ≤ CB1/2
∫
Ω
∣∣∣χjmineB1/2ΦuB∣∣∣2 ≤ CB1/2
∫
Ω
|uB|2dx,
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and we dedue, for α1 small enough :
qBA(χjmine
B1/2ΦuB)−Θ0b′B
∣∣∣χjmineB1/2ΦuB∣∣∣2 ≤ CB1/2
∫
|uB|2.
We introdue :
qapp(v) =
∫
t>0,s∈R
(1− k0t)|∂tv|2+(4.24)
(1− k0t)−1|(Bt+Bαs2t+B1/2ξ0 −Ds − Bk1
2
t2)v|2dtds.
If we write :
A˜1(s, t) =
∫
(1− t′k(s))β˜(s, t′)dt′,
we have :
(1− tk(s))β˜(s, t) = (1− tk1) + αs2 +O(t2 + st+ s3),
and thus :
(4.25) A˜1(s, t) = t− k1
2
t2 + αs2t+O(t3 + st2 + s3t).
Then, by the Cauhy-Shwarz inequality, we have for all λ > 0 :
qBA(v) ≥ (1− λ)qapp(v)− B
2
λ
‖Rv‖2.
For instane, we an estimate
∫
(st2)2|v|2. Using the tangential (f. Proposi-
tion 1.5) and normal Agmon estimates and letting :
v = χjmine
B1/2ΦuB,
we have :
B2
∫
s2t4|v|2dsdt ≤ CB2B−1/2B−2‖v‖2.
In the same way, we ontrol the other remainders and by hoosing λ orretly,
we get :
(4.26) qBA(v) ≥ qapp(v)− CB1/4
∫
|v|2.
Using the Cauhy-Shwarz inequality and again the Agmon estimates, we
nd :
qapp(v) ≥ (1−B−1/2)q2app(v)− CB1/2
∫
|v|2,
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where
q2app(v) =
∫
t>0,s∈R
(1− k0t)|∂tv|2 + (1− k0t)−1|(Bt+B1/2ξ0 −Ds)v|2dx.
Making a Fourier transform in the variable s and letting w = vˆ, we have :
q2app(v) =
∫
t>0,σ∈R
(1− k0t)|∂tw|2 + (1− k0t)−1|(Bt+B1/2ξ0 − σ)w|2dtdσ.
Thus, we get (see [FH08, Chapter 6, Prop 6.2.1℄ or [HM01, Setion 11℄) :
q2app(v) ≥ Θ0b′B
∫
|v|2 +B1/2µ
′′(ξ0)
2
∫
|Dsv|2 − CB1/2
∫
|v|2.
Consequenlty, we get the upper bound :∫ ∣∣∣Ds(χjmineB1/2ΦuB)∣∣∣2 ≤ C
∫
|uB|2.
We dedue the following proposition :
Proposition 4.2 (Tangential Agmon's estimates for DsuB) With the pre-
vious notations, there exists C > 0 and α1 > 0 suh that for all B large
enough : ∫
Ω
∣∣∣eα1B1/2χ(t(x))d(s(x))DsuB∣∣∣2 dx ≤ CB1/2 ∫
Ω
|uB|2dx,
where χ is a smooth uto funtion supported in [−t0, t0].
Corollary 4.3 For all n ∈ N, there exists C > 0 suh that for all B large
enough, we have :∫
Ω
χ(t)s2n|DsuB|2dx ≤ CB1/2−n/2
∫
Ω
|uB|2dx.
Remark 4.4.
The tangential and normal Agmon estimates roughly say that |uB| has the
same behaviour as e−αs
2B1/2u0(B
1/2t).
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5 Rened lower bounds
In this setion, we prove the lower bound in Theorem 1.7. We onsider a
partition of unity as in (2.7) with ρ =
1
4
− η for η > 0. We have :
qBA(u) ≥
∑
j
qBA(χ
B
j u)− CB1/2−2η‖u‖2.
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5.1 Control far from the minimum
Let us rst reall some the estimates we have proved. For j suh that Dj
does not interset the boundary, we have :
qBA(χju) ≥ bB
∫
|χju|2dx.
For j suh that Dj interset the boundary and j 6= jmin, we notie that, for
B large enough :
qBA(χju) ≥ Θ0b′B
∫
|χju|2.
5.2 Redution to a model near the minimum
Using the inequalities of the previous setion, we get :
qBA(uB) ≥ Θ0b′B
∑
j 6=jmin
‖χjuB‖2 + qBA(χjminuB)− CB1/2−2η‖uB‖2.
By the normal and tangential Agmon estimates, we have proved in (4.26),
with (4.24), (4.25) and the Cauhy-Shwarz inequality :
qBA(χjminuB) ≥ qapp(χjminuB)− CB1/4‖uB‖2.
In order to make the term in αs2t disappear, we make the hange of variables :
t = λ(s)τ,
where λ(s) = (1 + αs2)−1/2 ; we have
∂sv =
∂τ
∂s
∂τ v˜ + ∂sv˜, ∂tv =
∂τ
∂t
∂τ v˜,(5.27)
where v˜ denotes the funtion v in the variables (τ, s) and we are redued to
the form :
q˜app(v) =
∫ {(
1− k0τλ(s)
)|∂τv|2
+
(
1− k0τλ(s)
)−1|(Bτ + ξ0λ(s)B1/2 − λ(s)Ds − Bk1τ 2
2
λ(s)3
+ ατsλ(s)3Dτ )v|2
}
λ(s)−1dτds,
where we have omitted the tilde. Notiing that s2 = O(B2ρ−1/2), on the
support of v = χjminuB, we make the approximations in L
2
:
−λ(s)Dsv = −Dsv +O
(
s2
)
Dsv,
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τ 2λ(s)3v = τ 2v +O
(
s2τ 2
)
v,
sλ(s)3τDτv = sτDτv +O(s
3τ)Dτv.
We rst nd :
q˜app(v) ≥
∫ {
(1− τk0)|∂τv|2
+ (1− τk0)−1
∣∣(Bτ + ξ0λ(s)B1/2 − λ(s)Ds − Bk1τ 2
2
λ(s)3 + αsλ(s)3τDτ
)
v
∣∣2}λ(s)−1dτds
− C
∫
∆λ(s)τ
{|∂τv|2 + ∣∣(Bτ + ξ0λ(s)B1/2 − λ(s)Ds −Bk1τ 2
2
λ(s)3
+ αsλ(s)3τDτ
)
v
∣∣2}λ(s)−1dτds,
where
∆λ(s) = λ(s)− λ(0).
Let us onsider the seond term :∫
∆λ(s)τ
{|∂τv|2 + ∣∣(Bτ + ξ0λ(s)B1/2 − λ(s)Ds −Bk1τ 2
2
λ(s)3
+ αsλ(s)3τDτ
)
v
∣∣2}λ(s)−1dτds.
Coming bak in the variables (t, s), this term beomes :∫
∆λ(s)
λ(s)
t
{|∂tv|2 + |(B(1 + αs2)t+ ξ0B1/2 −Ds −Bk1t2
2
)v|2}dtds.
Thus, the Agmon estimates give a ontrol of the seond term of order O(1).
Then, by the Cauhy-Shwarz inequality, the Agmon estimates (for uB and
DsuB after having ome bak in the variables (s, t)) and using the same kind
of analysis as in (4.26), we have :∫ {
(1− τk0)|∂τv|2 + (1− τk0)−1
∣∣(Bτ + ξ0λ(s)B1/2 − λ(s)Ds − Bk1τ 2
2
λ(s)3
+ αsλ(s)3τDτ
)
v
∣∣2}λ(s)−1dτds
≥
∫ {
(1− τk0)|∂τv|2 + (1− τk0)−1
∣∣(Bτ + ξ0λ(s)B1/2 −Ds −Bk1τ 2
2
)
v
∣∣2}λ(s)−1dτds
− CB1/4‖v‖2.
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We have nally, with v = χjminuB :
qBA(uB) ≥ Θ0b′B
∑
j 6=jmin
‖χjuB‖2
(5.28)
+
∫ {
(1− τk0)|∂τv|2 + (1− τk0)−1
∣∣(Bτ + ξ0λ(s)B1/2 −Ds − Bk1τ 2
2
)
v
∣∣2}λ(s)−1dτds
− CB1/4‖uB‖2 − CB1/2−2η‖uB‖2.
Moreover, thanks to the exponential derease of uB away from the boundary
(normal Agmon estimates), we an replae χjmin by a smooth uto funtion
suh that
suppχjmin ⊂ {0 < t ≤ B−1/2+η and |s| ≤ B−1/4+η},
that is we assume χjmin is supported in retangles rather than balls ; the
reason is tehnial and will appear in the next setion.
5.3 Lower bound for the model
So, we are redued, after the resaling τ =
τˆ
B1/2
, s =
sˆ
B1/4
, to the study of :
qmod(u) =
∫
τˆ>0,sˆ∈R
{
(1− k0τˆ
B1/2
)|∂τˆu|2
+ (1− k0τˆ
B1/2
)−1|(τˆ + ξ0λ(B−1/4sˆ)− Dsˆ
B1/4
− k1
2B1/2
τˆ 2)u|2
}
(1 +
αsˆ2
B1/2
)1/2dτˆdsˆ.
Redution to the eulidean measure
In order to make disappear the measure (1 + αsˆ
2
B1/2
)1/2, we make the hange
of funtion dened by :
v =
(
1 +
αsˆ2
B1/2
)1/4
u = fB(sˆ)u,
we have :
qmod(u) =
∫
τˆ>0,sˆ∈R
{
(1− k0τˆ
B1/2
)|∂τˆv|2
+ (1− k0τˆ
B1/2
)−1|(τˆ + ξ0λ(B−1/4sˆ)− Dsˆ
B1/4
− f
′
B(sˆ)
B1/4fB(sˆ)
− k1
2B1/2
τˆ 2)v|2
}
dτˆdsˆ.
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Term in sˆ
We want to make a Fourier transform in the variable sˆ to be redued to a
problem on a half axis, but the term ξ0λ(B
−1/4sˆ) is annoying ; that is why we
make it disappear with a hange of gauge. We write : λ(B−1/4sˆ) = 1+ rB(sˆ)
and we make the hange of gauge v 7→ v˜ = ve−iφ(sˆ), where
φ(sˆ) =
∫ sˆ
0
ξ0rB(σ)− 1
B1/4
f ′B(σ)
fB(σ)
dσ
to be redued to :
q˜mod(v˜) =
∫
τˆ>0,sˆ∈R
{
(1− k0τˆ
B1/2
)|∂τˆ v˜|2
+ (1− k0τˆ
B1/2
)−1|(τˆ + ξ0 − Dsˆ
B1/4
− k1
2B1/2
τˆ 2)v˜|2
}
dτˆdsˆ,
where u = (χjminuB)(B
1/2τˆ , B1/4sˆ). We make a Fourier transform in the
variable sˆ and we are redued to a half axis problem in the normal variable :
qn(w) =
∫
τˆ>0
(1− k0τˆ
B1/2
)|∂τˆw|2+(1− k0τˆ
B1/2
)−1|(τˆ+ξ0− σ
B1/4
− k1
2B1/2
τˆ 2)w|2dτˆ ,
with w = vˆ.
Model on a half axis
We an apply the same kind of analysis as in [FH08, Chapter 6, Prop 6.2.1℄
or in [HM01, Setion 11℄ to get the lower bound ; there exists C > 0 suh
that for all B large enough :
(5.29)
qn(w) ≥
(
Θ0 + (Θ
k0,k1
1/2 +
µ′′(ξ0)
2
σ2)B−1/2 − CB−3/4+3η
)∫
τˆ>0
|w|2
(
1− τˆk0
B1/2
)
dτˆ .
Remark 5.1.
In [FH08℄, the fat that the magneti eld is onstant permits to be redued
to the ase k0 = k1 = 1, thus Θ
k0,k1
1/2 = −C1.

Let us just reall the main ideas of the proof. We onsider rst the (formal)
operator on L2((1− k0τˆ
B1/2
)dτˆ) :
h(σ,B) = −(1− k0τˆ
B1/2
)−1
d
dτˆ
(1− k0τˆ
B1/2
)
d
dτˆ
+(1− k0τˆ
B1/2
)−2(τˆ+ξ0− σ
B1/4
−k1 τˆ
2
2B1/2
)2.
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Then, we formally expand this operator in powers of B and, for |σ| ≤MBη,
with η′ > 0 small enough :
h(σ,B) = h0 +B
−1/4h1 +B
−1/2h2 +O(B
−3/4+3η),
where
h0 = −
d2
dτˆ 2
+ (τˆ + ξ0)
2,
h1 = −2(τˆ + ξ0)σ,
h2 = k0τˆ
d
dτˆ
− k1τˆ 2(τˆ + ξ0) + 2k0τˆ(τˆ + ξ0)2 + σ2.
Thus, as in Setion 3.3.1, we ompute a quasimode and obtain for some ψ :
‖(h(σ,B)− (λ0 + λ1B−1/4 + λ2B−1/2))ψ‖L2(R+,(1− k0 τˆ
B1/2
))
= O(B−3/4+3η).
Finally, we an prove that the previous operator admits only one eigenvalue
stritly less than 1 thanks to a omparison with the harmoni osillator on
a half axis and, applying the spetral theorem, we get the bottom of the
spetrum given in (5.29) (the values of σ suh that |σ| ≥ MBη provide
higher energies thanks to the non-degeneray of ξ 7→ µ(ξ) near ξ0).
Return in the initial variables
Applying the Parseval formula, we get :
qmod(u) = q˜mod(v˜) ≥
(Θ0 +Θ
k0,k1
1/2 B
−1/2)
∫
sˆ∈R
τˆ>0
|v|2
(
1− τˆ k0
B1/2
)
dτˆdsˆ
+B−1/2
µ′′(ξ0)
2
∫
sˆ∈R
τˆ>0
|Dsˆv˜|2
(
1− τˆk0
B1/2
)
dτˆdsˆ− CB−3/4+3η‖u‖2.
We have :
|Dsˆv˜|2 = |(Dsˆ − φ′(sˆ))v|2.
As |φ′(sˆ)| ≤ Csˆ2B−1/2 ≤ CB−1/2+2η on the support of v, we get :
|Dsˆv˜|2 ≥ (1− B−1/4+η)|Dsˆv|2 − B−1/4+η|v|2.
Moreover, we have :
Dsˆv =
αsˆ
2B1/2
fB(s)
−3u+ fB(sˆ)Dsˆu.
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We dedue :
|Dsˆv˜|2 ≥ |Dsˆu|2 − CB−1/4+η(|u|2 + |Dsˆu|2)− B−1/4+η|Dsˆv|2.
Realling that
dτˆdsˆ =
(
1 +
αsˆ
B1/2
)1/2
dtˆdsˆ,
|v|2 =
(
1 +
αsˆ
B1/2
)1/2
|u|2,
where tˆ = B−1/2t, and with the tangential Agmon estimates, we get :
‖Dsˆv‖2 ≤ C‖u‖2, ‖Dsˆu‖2 ≤ C‖u‖2
and
qmod(u) ≥ Θ0‖u‖2 +Θk0,k1B−1/2‖u‖2
+
(∫ {
αΘ0|sˆuˇ|2 + µ
′′(ξ0)
2
|Dsˆuˇ|2dsˆ
}(
1− tˆk0
B1/2
)
dtˆ
)
B−1/2(5.30)
−CB−3/4+3η ,
where uˇ(tˆ, sˆ) = u(τˆ , sˆ) and, thanks to the Agmon estimates, we have re-
plaed Dsˆu by Dsˆuˇ and τˆ by tˆ by notiing that Dsˆu = Dsˆuˇ +
∂tˆ
∂sˆ
Dtˆuˇ and
λ(sˆB−1/4)τˆ = tˆ. We reognize the quadrati form of the harmoni osillator
and we have :∫ {
αΘ0|sˆuˇ|2 + µ
′′(ξ0)
2
|Dsˆuˇ|2dsˆ
}
≥
√
µ′′(ξ0)αΘ0
2
∫
|uˇ|2dsˆ.
We take η = 1
20
and the lower bound of Theorem 1.7 follows from (5.30),
(5.28) and (1.4) after having notied that the estimates of Agmon give :∫
Ω
|χjminuB|2dx = (1 +O(e−cB
η
))
∫
Ω
|uB|2dx.
6 Estimate for the third ritial eld of the
Ginzburg-Landau funtional
In this setion, we give an estimate of the third ritial eld of the Ginzburg-
Landau funtional in the ase where the applied magneti eld denoted by
β admits a unique and non degenerate minimum on the boundary of Ω.
The onstant magneti eld ase has already been studied in details (see
[FH06b, LP99a, LP99b, LP00℄).
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Reall of properties of the funtional
The Ginzburg-Landau funtional is dened by :
G(ψ,A) =
∫
Ω
{|(i∇+σκA)ψ|2−κ2|ψ|2+κ2
2
|ψ|4}dx+(κσ)2 ∫
Ω
|∇×A−β|2dx,
for ψ ∈ H1(Ω,C) and A ∈ H1div(Ω,R3) where
H1div(Ω,R
3) = {A ∈ H1(Ω,R3) : div(A) = 0 inΩ,A · ν = 0 on ∂Ω}.
We assume moreover that
β = ∇× F.
Then, we introdue the ritial elds :
HC3(κ) = inf{σ > 0 : (0,F) is the unique minimizer of Gκ,σ},
HC3(κ) = inf{σ > 0 : (0,F) is the unique minimizer ofGκ,σ′ for all σ′ > σ},
HC3(κ) = inf{σ > 0 : (0,F) is a minimizer ofGκ,σ}
and
H
loc
C3(κ) = sup{σ > 0 | λ1(κσF) < κ2}.
We have
HC3(κ) ≤ HC3(κ) ≤ HC3(κ)
and
H
loc
C3
(κ) ≤ HC3(κ).
We an prove the following result (f. [FH08℄) :
Theorem 6.1 Let Ω be a bounded, simply onneted domain with smooth
boundary and suppose that the applied magneti eld β satises
0 < Θ0b
′ < b.
Then, there exists κ0 > 0 suh that for all κ ≥ κ0 :
HC3(κ) = H
loc
C3
(κ).
Furthermore, if B 7→ λ1(BF) is stritly inreasing for large B, then all the
ritial elds oinide for large κ and are given by the unique solution H of
λ1(κHF) = κ2.
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Estimate of HC3(κ) for large κ
Notiing that B 7→ λ1(BF) is stritly inreasing for large B (it is due to the
exponential derease of the rst eigenfuntions away from the boundary, still
true in the ase of variable magneti eld ; see [FH08, Chapter 9, Setion
6℄), we dedue the following theorem :
Theorem 6.2 Let Ω be a bounded, simply onneted domain with smooth
boundary and suppose that the applied magneti eld β has a unique and non
degenerate minimum on ∂Ω and that :
0 < Θ0b
′ < b.
Then, we have :
HC3(κ) =
κ
b′Θ0
− b′1/2Θ1/2
Θ
3/2
0
+O(κ−7/20).
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