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Abstract
In this thesis, we develop, analyze, and implement adaptive discontinuous Galerkin
(DG) finite element solvers for the efficient simulation of porous-media flow problems.
We consider 2d and 3d incompressible, immiscible, two-phase flow in a possibly
strongly heterogeneous and anisotropic porous medium. Discontinuous capillary-
pressure functions and gravity effects are taken into account. The system is written
in terms of a phase-pressure/phase-saturation formulation. First and second order
Adams-Moulton time discretization methods are combined with various interior penalty
DG discretizations in space, such as the symmetric interior penalty Galerkin (SIPG),
the nonsymmetric interior penalty Galerkin (NIPG) and the incomplete interior penalty
Galerkin (IIPG). These fully implicit space time discretizations lead to fully coupled
nonlinear systems requiring to build a Jacobian matrix at each time step and in each
iteration of a Newton-Raphson method.
We provide a stability estimate of the saturation and the pressure with respect to
initial and boundary data. We also derive a-priori error estimates with respect to the
L2(H1) norm for the pressure and the L∞(L2)∩L2(H1) norm for the saturation.
Moving on to adaptivity, we implement different strategies allowing for a simulta-
neous variation of the element sizes, the local polynomial degrees and the time step
size. These approaches allow to increase the local polynomial degree when the solution
is estimated to be smooth and refine locally the mesh otherwise. They also grant more
flexibility with respect to the time step size without impeding the convergence of the
method. The aforementioned adaptive algorithms are applied in series of homogeneous,
heterogeneous and anisotropic test cases. To our knowledge, this is the first time the
concept of local hp-adaptivity is incorporated in the study of 2d and 3d incompressible,
immiscible, two-phase flow problems.
Delving into the issue of efficient linear solvers for the fully-coupled fully-implicit
formulations, we implement a constrained pressure residual (CPR) two-stage precondi-
tioner that exploits the algebraic properties of the Jacobian matrices of the systems.
Furthermore, we provide an open-source DG two-phase flow simulator, based on the
software framework DUNE, accompanied by a set of programs including instructions
on how to compile and run them.

Zusammenfassung
Mehrphasenströmungen in porösen Medien finden ein breites Anwendungsspektrum in
der Hydrologie und Geologie, z. B. in der Erdöl oder Erdgasproduktion.
In dieser Arbeit entwickeln, analysieren und implementieren wir adaptive diskon-
tinuierliche Galerkin (DG) Finite-Elemente-Löser für die effiziente Simulation von
Strömungsproblemen in porösen Medien. Wir betrachten 2d- und 3d-inkompressible,
nicht mischbare Zweiphasenströmungen in einem porösen Medium welches möglicher-
weise stark heterogenen und/oder anisotrop ist. Dabei werden diskontinuierliche Kapil-
lardruckfunktionen und Gravitationseffekte berücksichtigt. Wir verwenden eine Phasen-
Druck / Phasen-Sättigungs-Formulierung. Adams-Moulton-Zeitdiskretisierungsverfahren
erster und zweiter Ordnung werden mit verschiedenen DG-Diskretisierungen des Gebi-
etes im Raum kombiniert, wie der Symmetric Interior Penalty Galerkin (SIPG), der
Nonsymmetric Interior Penalty Galerkin (NIPG) und der Incomplete Interior Penalty
Galerkin (IIPG). Diese voll impliziten Raumzeitdiskretisierungen führen zu voll gekop-
pelten nichtlinearen Systemen und damit zu einer Jacobi-Matrix assemblierung in jeder
Iteration einer Newton-Raphson-Methode in jedem Zeitschritt. Wir liefern eine Stabil-
itätsabschätzung der Sättigung und des Drucks in Bezug auf Anfangs- und Randdaten.
Zusätzlich leiten wir a-priori-Fehlerschätzungen in Bezug auf die L2(H1)-Norm für den
Druck und die L∞(L2)∩L2(H1)-Norm für die Sättigung her.
Wir implementieren verschiedene Adaptivitätsstrategien, die eine gleichzeitige
Variation der Elementgrößen, der lokalen Polynomgrade und der Zeitschrittgröße
ermöglichen. Diese Ansätze erlauben es, den lokalen Polynomgrad zu erhöhen, wenn
die Lösung als glatt beurteilt wird, und das Gitter ansonsten lokal zu verfeinern. Sie
gewähren auch mehr Flexibilität in Bezug auf die Zeitschrittgröße, ohne die Konvergenz
der Methode zu beeintrachtigen. Die adaptiven Algorithmen werden in homogenen,
heterogenen und anisotropen Testfällen angewendet. Nach unserer Kenntnis ist dies
das erste Mal, dass das Konzept der lokalen hp-Adaptivität in die Untersuchung
von inkompressiblen, nicht mischbaren Zweiphasenströmungsproblemen in 2d und 3d
einbezogen wird.
Wir beschäftigen uns mit effizienten linearen Lösern für die voll gekoppelten,
voll impliziten Formulierungen und implementieren einen zweistufigen Vorkondition-
xierer (z. B. Constrained Pressure Residual), der die algebraischen Eigenschaften der
Jacobimatrizen der Systeme ausnutzt. Darüber hinaus entwickeln wir einen Open-
Source-DG-Zweiphasen-Strömungssimulator, basierend auf dem Software-Framework
DUNE.
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Chapter 1
Introduction
1.1 Motivation
Modeling and simulation of porous-media multi-phase flow arising in environmental
problems such as infiltration, remediation, CO2 storage and nuclear waste storage is
complex and requires careful numerical treatment. For multi-phase flow problems the
behavior is much more complex than in the case of a single phase, since in the presence
of two or more phases, the occurrence of one phase influences the mobility of the other
phase(s). Moreover, the strong heterogeneity and anisotropy of the porous medium and
uncertainties associated with field problems introduce difficulties into the simulation
process.
In order to describe immiscible two-phase flow in a rigid porous medium, we focus
on the mass balances for the wetting phase w and the nonwetting phase n, together
with the extended Darcy law, which evolves to the following problem.
Let Ω be an open bounded subset of Rd, d ∈ {1,2,3} and let T ∈ R+. For each phase
α ∈ {w,n},
ϕ
∂(ραsα)
∂t
−div(ραλαK(∇pα−ραg)) = qα. (1.1)
Here, sα :Ω× (0,T )→ R and pα :Ω× (0,T )→ R are the unknown phase saturation
and pressure, respectively, while ρα is the phase density that may depend on pressure
and temperature, g the vector of gravitational acceleration, and qα a prescribed source
term. The intrinsic parameters ϕ and K describe the porosity and the permeability
tensor of the porous medium, respectively, while the phase mobility λα is assumed
usually to be a nonlinear function of the phase saturation sα. The system is closed
by the relation sw+ sn = 1 and the possibly nonlinear capillary-pressure-saturation
relationship pn−pw = pc(sw). The term pc(sw) is called the capillary pressure. Besides
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the nonlinearity in the constitutive relations, the main challenge for developing suitable
discretizations for (1.1) is the potentially strong heterogeneity of the porous medium,
which is expressed by strongly heterogeneous parameters ϕ and K as well as varying
parameters for the mobility and capillary-pressure-saturation relationships.
The discretization of partial differential equations (PDEs) arising from many
environmental problems requires locally conservative methods in order to be able to
follow small variations of the quantities of interest (e.g. saturation, concentration) [21].
Discontinuous Galerkin (DG), finite volume and mixed finite element methods, are
examples of discretization methods wich achieve local conservation at the element level
[52]. DG methods are based on weak formulations with finite dimensional piecewise
polynomial solution spaces and test function spaces. The main difference to classical
finite element methods is that the finite element functions corresponding to DG methods
can be discontinuous across element interfaces. Numerical fluxes and penalty terms
are added in order to enforce weakly the continuity of the solution and the boundary
conditions. DG methods present attractive features such as inherent local and global
conservation properties, high-order accuracy, high parallel efficiency and geometric
flexibility (e.g. unstructured meshes, nonconforming grids) allowing local hp-adaptivity
[9, 97]. Furthermore, the ability of DG methods to treat problems with nonsmooth
coefficients and to capture discontinuities in solutions allows the DG methods to be
suitable candidates for the discretization of PDEs arising in environmental engineering
[59, 23, 105]. Nonetheless, the simulation of complex 3d problems results in tremendous
computational costs. In order to mitigate the computational effort while keeping the
solution accuracy at an acceptable level, adaptive approaches can be applied. Such
kind of adaptive discretizations pose multiple challenges concerning modeling, analysis,
and implementation to be addressed:
(1) stability of the discretization and its approximation properties have to be analyzed,
(2) suitable a-posteriori indicators and adaptive strategies have to be derived,
(3) efficient solvers for the nonlinear system have to be developed, taking into account
the special structure of the discretization.
1.2 State of the art
Two main approaches for the numerical solution of (1.1) exist: the fully implicit-fully
coupled method and the decoupled method.
In the decoupled approach, provided that the fluid phases are incompressible,
the mass balances (1.1) are reformulated in terms of an elliptic diffusion equation
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and a possibly degenerate hyperbolic-parabolic transport equation as in (2.35)-(2.36).
The diffusion or pressure equation is treated in an implicit way, while the transport
or saturation equation is solved by an explicit method, which is usually referred to
as IMPES (IMplicit Pressure, Explicit Saturation). For this approach, many state-
of-the-art space-discretization schemes such as multi-point flux-approximation finite
volumes have been applied and investigated [1]. The application of DG methods to
incompressible two-phase flow started within the framework provided by the decoupled
approach [22, 103, 25, 90]. Upwinding, slope limiting techniques, and sometimes
H(div)-projection were required in order to remove unphysical oscillations and to
ensure convergence to a solution.
In the fully implicit and fully coupled approach, the mass balances (1.1) are usually
discretised in time by the implicit Euler method, resulting in a fully coupled system
of nonlinear equations that has to be solved at each time step. The main advantage
of a fully implicit scheme is that it allows for the possibility of significantly larger
time step sizes, which can be crucial in view of long-term scenarios like atomic waste
disposal. Commonly, rather simple yet robust space-discretization schemes such as
cell-centered or vertex-centered finite volume schemes are used [21, 24]. In the first
fully coupled and fully implicit DG schemes introduced in [61, 104, 62], the schemes
are formulated in two space dimensions for incompressible and immiscible fluid phases.
Numerical tests are restricted to homogeneous capillary-pressure functions and are
performed without any kind of adaptivity. A-priori error estimates [62] are derived
through a global pressure formulation [44] as in system (2.40)-(2.41). More recently,
Bastian [23] introduced a fully coupled symmetric interior penalty DG formulation for
incompressible two-phase flow based on a formulation using a wetting-phase potential
and capillary potential formulation. Discontinuity in capillary-pressure functions is
taken into account by incorporating the interface conditions into the penalty terms for
the capillary potential. Heterogeneity in absolute or intrinsic permeability is treated
by weighted averages. A higher-order diagonally implicit Runge-Kutta method in time
is used and there is no post processing of the velocity or slope limiting. Only piecewise
linear and piecewise quadratic functions are employed and no adaptive method is
considered. A general abstract framework allowing for an a-posteriori estimator for
porous-media two-phase flow problem was introduced by Vohralík and Wheeler [122].
This led up to an h-adaptive strategy for homogeneous two-phase flow problems [42].
However, it has not been applied to DG methods so far. Finally, Darmofal et al.
introduced recently a space-time discontinuous Galerkin h-adaptive framework for
2d reservoir flows. Implicit estimators are derived through the use of dual problems
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[31, 32] and a higher-order discretization is performed on anisotropic, unstructured
meshes. Unfortunately, application to 3d problems and hp-adaptive strategies haven’t
been considered yet.
1.3 Thesis overview
This thesis is an opportunity to contribute to update the standard of knowledge in the
fields of adaptive higher order DG methods for porous media flow. Several articles based
on the contents of our contributions on this subject are already published [85, 86],[87]
in peer-reviewed scientific journals. We provide in the following an overview of the
various contributions made.
The first contribution of this work is the implementation of a robust framework
allowing for the numerical evaluation of interior penalty DG methods for 2d and 3d
incompressible, immiscible, two-phase flow. We consider strongly heterogeneous or
anisotropic porous media and discontinuous capillary-pressure functions. We write
the problem in terms of a phase-pressure and phase-saturation formulation as in
system (2.35)-(2.36). Adams-Moulton schemes of first order (i.e. Backward Euler)
and second order (i.e. Crank-Nicolson) in time are combined with various interior
penalty DG discretizations in space, the symmetric interior penalty Galerkin (SIPG),
the nonsymmetric interior penalty Galerkin (NIPG) and the incomplete interior penalty
Galerkin (IIPG) [9]. These implicit space-time discretizations lead to fully coupled
nonlinear systems for determining the discrete solutions [85].
The second contribution of this work consists in the analysis of the fully coupled
scheme. We derive stability estimates for the saturation and the pressure with respect
to initial and boundary data. We also establish a-priori error estimates as in [91] with
respect to the L2(H1) norm for the pressure and the L∞(L2)∩L2(H1) norm for the
saturation. Nonetheless, instead of the hyperbolic equation (2.43) considered in [91],
we analyze a saturation equation of parabolic type (e.g. (4.2)). Through the inclusion
of lifting operators, we formulate a more comprehensive framework allowing to derive
stability and a-priori estimates for Bassi-Rebay 2 (BR2) [9] and compact discontinuous
Galerkin 2 (CDG2) [38] schemes in addition to the interior penalty methods [9].
The third contribution consists in the design of an adaptive framework fully grasping
the typically singular behavior of the solutions. We consider adaptive approaches
allowing for refinement and coarsening in both the element size, the polynomial degree
and the time step size. These adaptive strategies allow to increase the local polynomial
degree when the solution is estimated to be smooth and refine the mesh when the
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solution is estimated to be nonsmooth [86, 87]. They also grant more flexibility with
respect to the time step size without impeding the convergence of the methods. The
results show that an increase of the polynomial degree gives a considerable improvement
of the solution with sharper fronts and the oscillations appearing in the vicinity of the
front are reduced by the local mesh refinement. To our knowledge, this is the first time
the concept of adaptivity is incorporated to such an extent in the DG discretization
of two-phase flow problems. The contribution of Klieber & Rivière [90] limits to a
decoupled formulation with continuous capillary-pressure functions and h-adaptivity
for 2d flow on nonconforming simplicials grids.
The significant geologic complexity involved in multi-phase models and the treatment
of strongly heterogeneous soil properties underline the need for efficient preconditioning
strategies for fully implicit formulations. Multilevel techniques such as constrained
pressure residual (CPR) two-stage preconditioners [123, 124] allow to exploit the
algebraic properties of the Jacobian matrix of the system. Hence, we apply the CPR
to our two-phase model by combining a first stage preconditioner on the pressure
subsystem with algebraic multigrid (AMG) and a second stage preconditioner on the
full system with an incomplete LU (e.g. ILU-0) method [93].
The implementation is done in the open-source PDE software framework DUNE
[26] and the DUNE-based finite-element module DUNE-FEM [50]. Furthermore, we
provide the DG two-phase flow simulator accompanied by a set of programs including
instructions on how to compile and run them.
The rest of this document is organized as follows. First an introduction to single and
two-phase flow model is provided in Chapter 2. The DG discretization is introduced
in Chapter 3. Stability and error analysis are completed in Chapter 4. The adaptive
strategy is outlined in Chapter 5. The CPR preconditioning strategy is described in
Chapter 6. Numerical examples are provided in Chapter 7. Finally, concluding remarks
are provided in the last chapter.

Chapter 2
Flow in porous media
Porous media flow phenomena are omnipresent in our environment. Examples of
applications range from the flow of fluids and solutes in biological tissues to the
absorption of liquids in diapers, water flow and solute transport in the subsurface,
oil and gas extraction, CO2 sequestration, geothermal energy and aquifer thermal
energy storage. The modeling and numerical simulation of such problems is an essential
tool in comprehending the complex phenomena governing the flow, thus providing
technological advances that are important for both our comfort and the sustainable
management of our natural resources.
This chapter provides a succinct introduction to the physical properties and mathe-
matical models arising in porous media flow, especially in reservoir engineering and
in the prediction of the spreading of contaminants. The first section focuses on the
fundamental concepts. The following sections formulate the mathematical models for
single and two-phase flow. Finally, the last section pinpoints the critical predicament
of the treatment of heterogeneities in porous media flow.
2.1 Fundamental concepts
This section introduces some fundamental material properties and physical processes
arising in the context of porous media flow.
Porous medium
A porous medium consists of a solid part called solid matrix through which are
distributed cavities (e.g. pores spaces) that can be filled with one or more fluids (e.g.
oil, gas, water).
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Fig. 2.1 Immiscible fluids in a porous medium.
Phase
Following the definition provided in [29], a phase is a chemically homogeneous portion
of a system under consideration that is separated from other such portions by a definite
physical boundary. Hence, if multiple immiscible fluids (i.e. maintaining a distinct
boundary between them) fill a volume, we call each fluid a phase of the multi-phase
system. In this thesis, we will only investigate the case of two immiscible fluid phases.
Fig. 2.2 Contact angle between wetting and nonwetting phase, taken from [77].
Wettability
In a two-phase system, the two fluid phases can be divided into a wetting and a
nonwetting phase. This classification relies on the value of the contact angle θ between
fluid-fluid interface and solid surface (see Figure 3.1). The fluid attracted (θ ≤ π2 ) by
the surface of the solid skeleton is called the wetting phase (e.g. water), and the other
fluid is called the nonwetting phase (e.g. oil).
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Representative elementary volume (REV)
The modeling of porous media flow is complex. This complexity arises from the
consideration of different length scales ranging from pore scale to geological scale [78].
The fluid flow behavior is strongly influenced by the effects on the diverse length
scales. Numerical simulations at pore scale is quite challenging for most common
applications due to the enormous size and the complexity of the problem. Rather, a
Representative Elementary Volume (REV) paradigm [28] is used in order to describe
the porous medium by meaningful physical quantities. The REV approach introduces
averaged properties of the porous medium and of the fluid phases.
Porosity
The porosity ϕ ∈ [0,1] of a porous medium is defined as the ratio of pore space in the
REV and the volume of the REV,
ϕ= Volume of pore space in the REVVolume of the REV . (2.1)
Saturation
We define the saturation sα of each phase α ∈ {w,n} as the volume fraction of the
pore space occupied by a given fluid. In all that follows, we denote with subscript w
the wetting phase and with subscript n the nonwetting phase,
sα =
Volume of the phase α in the REV
Volume of the pore space in the REV , (2.2)
hence, 0≤ sα ≤ 1 for all α ∈ {w,n}.
Assuming the pore space of the REV is always filled with the fluids, we have:
∑
α∈{w,n}
sα = 1. (2.3)
Residual & effective saturations
The drainage of a fully water saturated porous medium triggers a wetting phase
saturation decrease up to a state where the fluid flow by pure displacement will not
be possible anymore. The corresponding wetting phase saturation srw is called the
wetting phase residual saturation. Similarly the imbibition process in a dry medium
does not generally achieve full water saturation due to the insular air droplets trapped
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in the medium. The corresponding nonwetting phase saturation is denoted srn and
called nonwetting phase residual saturation. The value of the residual saturations
might depend on the position in the medium. They should also be viewed as problem
specific parameters depending on whether we have pure displacement or not [21].
The normalized or effective saturation seα , α ∈ {w,n} depends on the respective
phases saturation and their residual saturation,
seα =
sα− srα
1− srw− srn ∀α ∈ {w,n}, (2.4)
where srα, α ∈ {w,n} are the residual saturations.
Capillary pressure
Considering the pore scale, in the equilibrium case, the pressure is discontinuous at
the interface. The difference between nonwetting phase pressure and wetting-phase
pressure is called ppc ,
ppc = ppn−ppw. (2.5)
Here ppn and ppw are respectively the nonwetting-phase pressure and the wetting phase
pressure on the pore scale.
The capillary pressure on the REV scale is defined similarly to the capillary pressure
on pore scale, however, in that setting the capillary pressure is defined as an integral
quantity for the entire pore space in the REV [116]. Experimental results have proven
that pc is a nonlinear function of the wetting saturation [78].
For the two-phase flow problems, we consider two main models [41, 120] deriving
the capillary-pressure saturation relation. In this work, we do not delve into the case of
dynamic capillary pressure relations, for more details on this issue, we refer to [75, 89].
Brooks-Corey capillary-pressure function
Introduced in [41], the Brooks-Corey capillary-pressure saturation relation for two-phase
flow problems is
pc(sw) = pds
−1
θ
ew . (2.6)
2.1 Fundamental concepts 11
Here, pd ≥ 0 is the constant entry pressure needed to displace the fluid from the largest
pore. The parameter θ ∈ [0.2,3.0] is a result of the inhomogeneity of the medium.
A large θ indicates a highly heterogeneous porous medium[104]. Figure 2.3 displays
capillary-pressure saturation curves for the Brooks-Corey model.
Van-Genuchten capillary-pressure function
Introduced in [120] and originally designed for a two-phase water-gas system, the
Van-Genuchten capillary-pressure saturation relation is
pc(sw) =
1
α
(s−1/me,w −1)1/n. (2.7)
Here the parameters n ∈ [2,5] and m= 1− 1n are constants and α is a parameter similar
to an entry pressure. Figure 2.4 displays capillary-pressure saturation curves for the
Van-Genuchten model.
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Fig. 2.3 Brooks-Corey capillary-pressure
saturation relations with pd = 2×105 Pa.
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Fig. 2.4 Van-Genuchten capillary-pressure sat-
uration relations with α= 0.33×10−5.
Relative permeability
For a two-phase flow problem, the main models for the relative permeability are the
Brooks-Corey [41] and the Van-Genuchten [120] model.
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Brooks-Corey relative permeability
The Brooks-Corey formulation is expressed as
krw(sew) = s
2+3θ
θ
ew , (2.8)
krn(sew) = (1− sew)2(1− s
2+θ
θ
ew ), (2.9)
where seα is the effective saturation. Figure 2.5 displays relative permeability curves
for the Brooks-Corey model.
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Fig. 2.5 Relative permeability curves after Brooks-Corey with θ = 2.
Van-Genuchten Relative permeability
The Van-Genuchten relative permeability-saturation relation is formulated as
krw(sew) = sϵew [1− (1− s
1
m
ew)m)]2, (2.10)
krn(sew) = (1− sew)γ [1− s
1
m
ew ]2m, (2.11)
where m= 1− 1n , with n ∈ [2,5]. The parameters ϵ and γ are chosen as in [78], ϵ= 12
and γ = 13 .
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2.2 Mathematical models
In this section, we provide an introduction to the mathematical models for single and
two-phase flow.
2.2.1 Single-phase steady Darcy flow
Let Ω be a polygonal and bounded domain in Rd, d ∈ {1,2,3} with Lipschitz boundary
∂Ω. The boundary is divided into disjoints sets such that ∂Ω = ΓD ∪ΓN where ΓD is
the Dirichlet boundary and ΓN is the Neumann boundary. For the sake of simplicity,
we assume ΓD ̸= ∅.
We consider here a single-phase, single-component Darcy flow problem depicting a
steady-state groundwater flow. Often used to describe flow processes in aquifers [30],
the single-component Darcy flow problem (2.12)-(2.15) is of elliptic form with respect
to the unknown φ :Ω→ R,
u = −K∇φ in Ω, (2.12)
∇·u = f in Ω, (2.13)
φ = gD on ΓD, (2.14)
−u ·ν = gN on ΓN . (2.15)
Here u :Ω→Rd is the Darcy velocity, ν denotes the outward normal unit vector to ∂Ω
and K is the absolute or intrinsic permeability tensor. We assume K ∈ L∞(Ω,Rd×d) to
be uniformly symmetric positive definite and bounded from above and below, f ∈L2(Ω)
is the source term, gD and gN are the Dirichlet boundary data and the Neumann
boundary data, respectively. We neglect here the gravitational effects.
2.2.2 Single-phase transport
We consider a generic transport equation including convective and diffusive transport
for single-phase flow in porous media as in [21, 104]. Let T ∈ R+, the domain Ω is
assumed to be polygonal and bounded in Rd, d ∈ {1,2,3} with Lipschitz boundary
∂Ω = ΓIn∪ΓOut, ΓIn = {x ∈ ∂Ω : u · ν < 0} is the inflow boundary and ΓOut = {x ∈
∂Ω : u · ν ≥ 0} the outflow boundary. Here u : Ω× (0,T )→ Rd is the given Darcy
velocity field.
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The formulation of the single phase transport problem is
ϕ
∂c
∂t
−∇· (uc−D(u)∇c) = f in Ω× (0,T ), (2.16)
(uc−D(u)∇c) ·ν = cbu ·ν on ΓIn× (0,T ), (2.17)
(−D(u)∇c) ·ν = 0 on ΓOut× (0,T ), (2.18)
c(.,0) = c0 in Ω. (2.19)
Here D(u) is the diffusion tensor assumed to be uniformly symmetric positive definite
and bounded from above and below, ϕ is the porosity, it is positive and bounded from
above and below, f ∈ L2(0,T ;L(Ω)) is the source term, c0 ∈ L2(Ω) is the given initial
concentration and cb ∈ L2(0,T ;H 12 (ΓIn)) is the concentration at the inflow boundary.
2.2.3 Incompressible two-phase flow
Model formulation
Let Ω be a polygonal bounded domain in Rd, d ∈ {1,2,3}, with Lipschitz boundary ∂Ω
and let T ∈ R+. The flow of the wetting phase (e.g. water) and the nonwetting phase
(e.g. oil, gas) is described by Darcy’s law and the continuity equation (e.g. balance of
mass) for each phase α ∈ {w,n} [78]. The unknown variables are the phase pressures
pw, pn : Ω× (0,T )→ R and the phase saturations sw, sn : Ω× (0,T )→ R. For each
phase α ∈ {w,n}, the Darcy velocity vα :Ω× (0,T )→ Rd is given by
vα =−λαK(∇pα−ραg) on Ω× (0,T ) (2.20)
where λα : Ω× (0,T )→ R is the phase mobility, K : Ω → Rd×d is the absolute or
intrinsic permeability tensor of the porous medium, ρα :Ω× (0,T )→ R is the phase
density, and g ∈ Rd is the constant gravitational vector.
Phase mobilities λα :Ω× (0,T )→ R are defined by
λα =
krα
µα
, α ∈ {w,n}, (2.21)
where µα is the constant phase viscosity and krα :Ω× (0,T )→R is the relative perme-
ability of phase α. The relative permeabilities are functions that depend nonlinearly on
the phase saturation (i.e. krα = krα(sα)). Models for the relative permeability are the
Van-Genuchten model and the Brooks-Corey model already mentioned in Section 2.1.
We define the total velocity vt :Ω× (0,T )→ Rd, the total mobility λt :Ω× (0,T )→ R
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and the fractional flow function fα :Ω× (0,T )→ R as
vt =
∑
α∈{w,n}
vα, (2.22)
λt =
∑
α∈{w,n}
λα, (2.23)
fα =
λα
λt
, ∀α ∈ {w,n}. (2.24)
For each phase α ∈ {w,n}, the balance of mass yields the saturation equation
ϕ
∂(ραsα)
∂t
+∇· (ραvα) = ραqα, (2.25)
where ϕ :Ω→R is the porosity, qα :Ω× (0,T )→R is a source or sink term (e.g. wells
located inside the domain in the case of a reservoir problem).
In addition to (2.20) and (2.25) the following closure relations must also be satisfied:
sw+ sn = 1, (2.26)
pn−pw = pc(sw), (2.27)
where pc(sw) :Ω× (0,T )→ R is the capillary pressure already defined in Section 2.1.
In summary the immiscible incompressible (i.e. constant phase densities) two-phase
flow formulation for phases α ∈ {w,n} reads
vα =−λαK(∇pα−ραg), α ∈ {w,n}, (2.28)
ϕ
∂sα
∂t
+∇· (vα) = qα, α ∈ {w,n}, (2.29)
sw+ sn = 1, (2.30)
pn−pw = pc, (2.31)
where we search for the phase pressures pα and the phase saturations sα.
Boundary properties
In order to have a complete system, we add appropriate boundary and initial conditions.
Thus, we assume that the boundary of the system is divided into disjoint sets such
that ∂Ω = ΓD∪ΓN . We denote by ν the outward normal to ∂Ω and set for α ∈ {w,n}
pα(·,0) = p0α(·) , sα(·,0) = s0α(·) , in Ω, (2.32)
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pα = pα,D , sα = sα,D , on ΓD× (0,T ), (2.33)
vα ·ν = Jα , Jt =
∑
α∈{w,n}
Jα , on ΓN × (0,T ). (2.34)
Here, Jα ∈ R is the inflow, s0α, p0α, sα,D and pα,D are real numbers. We also set
ΓD ̸= ∅.
2.2.4 Various formulations
From the relations (2.30) and (2.31), we can rewrite the two-phase flow problem into a
system of two equations with two unknowns. We provide hereafter some examples.
Wetting phase pressure-nonwetting phase saturation formulation
Considering the phases are incompressible, we get a total fluid conservation equation
by summing the two mass balance equations from (2.25),
ϕ
∂(sn+ sw)
∂t
+∇· (vn+vw) = qn+ qw.
Thanks to relation (2.30),
∇· (vn+vw) = qn+ qw.
From relation (2.28) we have
−∇· (λnK(∇pn−ρng)+λwK(∇pw−ρwg)) = qn+ qw.
The last closure relation (2.31) allows to write
−∇· (λnK(∇pc+∇pw−ρng)+λwK(∇pw−ρwg)) = qn+ qw.
Finally,
−∇·
(
(λw+λn)K∇pw+λnK∇pc− (ρwλw+ρnλn)Kg
)
= qw+ qn.
To complete our system, we consider as second equation the nonwetting phase conser-
vation relation
ϕ
∂sn
∂t
+∇·vn = qn.
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Using relation (2.28) and (2.31) yields
ϕ
∂sn
∂t
−∇·
(
λnK(∇pw−ρng)
)
−∇·
(
λnK∇pc
)
= qn.
We get therefore a system of two equations with two unknowns pw and sn,
−∇·
(
(λw+λn)K∇pw+λnK∇pc− (ρwλw+ρnλn)Kg
)
= qw+ qn, (2.35)
ϕ
∂sn
∂t
−∇·
(
λnK(∇pw−ρng)
)
−∇·
(
λnK∇pc
)
= qn. (2.36)
Equation (2.35) is of elliptic type with respect to the pressure pw. The type of
the second equation (2.36) is either nonlinear hyperbolic if ∂pc(sn)∂sn ≡ 0 or degenerate
parabolic if capillary pressure is not neglected. The diffusion term can be degenerate
since λn(sn = 0) = 0. In the derivation of the discrete DG scheme in Section 3.3, we
use mainly the present formulation.
Capillary pressure - wetting-phase pressure formulation
In this formulation,the unknowns are pw and pc. Part of the nonlinearity (i.e. capillary
pressure nonlinearity) is moved from the diffusion term to the time derivative term,
−∇·
(
(λw+λn)K∇pw+λnK∇pc− (ρwλw+ρnλn)Kg
)
= qw+ qn, (2.37)
ϕ
∂Ψ(pc)
∂t
−∇·
(
λnK(∇pw−ρng)
)
−∇·
(
λnK∇pc
)
= qn. (2.38)
Here λα = λα(pc), α ∈ {n,w} and Ψ(pc) = sn.
Global pressure-nonwetting phase saturation formulation
Based on the work of Chavent and Jaffré [44], the model is reformulated by using the
global pressure p:
p= pn−
∫ 1−sn
1−snr
fwp
′
c+pc(1− snr). (2.39)
The global pressure is an artificial value. Thus, it cannot be measured experimentally
and boundary conditions for simulations must be calculated [46].
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The global pressure-nonwetting phase saturation formulation is
−∇·
(
λtK∇p
)
= qw+ qn, (2.40)
−ϕ∂sn
∂t
−∇·
(
λwK∇p−λnfwK∇pc
)
= qw. (2.41)
Here, the unknowns are p and sn. For easier reading, we neglect gravity effects. This
formulation leads to less steep pressure gradients, it is always well defined and handy
for theoretical proofs [62].
Wetting phase pressure-wetting phase saturation formulation
For this formulation, the unknowns are pw and sw,
−∇·
(
λtK∇pw+λnK∇pc
)
= qw+ qn, (2.42)
ϕ
∂sw
∂t
−∇·
(
λwK∇pw
)
= qw. (2.43)
This formulation is considered in [61, 91]. Numerical analysis of DG schemes based on
this formulation is also provided in [91].
2.3 Heterogeneity effects
In the case of chemical species infiltration in a porous medium, the heterogeneities of
the physical parameters (e.g. porosity, intrinsic permeability) within the considered
domain have very important effects on the behavior of the solution. To tackle this
concern, we need to handle properly the effects of these heterogeneities on the primary
variables such as the pressure and the saturation. For instance the saturation might
present a jump (e.g. discontinuity) at the interface between domains with different
material properties. We illustrate the latter effects in this section by considering a
porous medium consisting of two types of materials (see Figure 2.6). The domain Ω1
consists of coarse sand and Ω2 consists of fine sand. The two domains are separated
by an interface Γ and we denote by ν the normal vector pointing from Ω1 to Ω2. The
intrinsic permeability, the porosity and the entry pressures are discontinuous,
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K=
 KΩ1 in Ω1,KΩ2 in Ω2, ϕ=
 ϕΩ1 in Ω1,ϕΩ2 in Ω2, pd =
 pdΩ1 in Ω1,pdΩ2 in Ω2.
Γ
Ω2Ω1
Fig. 2.6 Porous domain with heterogeneous material properties.
2.3.1 Case 1: Flow from a domain of high permeability to a
domain of low permeability
In a domain fully saturated with water, the nonwetting phase flows from a domain
Ω1 of high intrinsic permeability to a domain Ω2 of low intrinsic permeability. At the
interface Γ , the nonwetting phase will only penetrate the region Ω2 if the capillary
pressure is large enough to infiltrate the smaller pores of Ω2. Hence, the capillary
pressure should be larger than the domain Ω2 entry pressure pdΩ2 [28, 21]. In the
present case, we also assume pdΩ1 < pdΩ2 .
The critical saturation s∗w corresponds to the minimal value of the saturation
allowing the fluid to penetrate the domain Ω2.
• Non infiltration into the domain Ω2
sΩ1w < s
∗
w and pcΩ1 < pdΩ2 .
• Infiltration into the domain Ω2
sΩ1w > s
∗
w and pcΩ1 = pdΩ2 .
We show in Figure 2.7 the effects of the heterogeneity on the curves of the capillary-
pressure functions.
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Fig. 2.7 Capillary-pressure-saturation relations for a porous domain with heterogeneous
material properties.
2.3.2 Case 2: Flow from a domain of low permeability to a
domain of high permeability
In this case, the capillary-pressure function is continuous at the interface. For the
Brooks-Corey model, we have pcΩ1 = pcΩ2 , nonetheless, the saturation is discontinuous
and the nonwetting phase is absorbed into the domain Ω1 of high permeability [76].
2.3.3 Van-Duijn extended capillary pressure conditions
We consider the formulation (2.35)-(2.36) and we assume the wetting phase is always
mobile on both sides of the interface (i.e. pw is continuous across the interface Γ ). We
also have continuity of the normal component the Darcy velocities (i.e. ρwvw ·ν and
ρnvn · ν are continuous across Γ ). The saturation sΩ2n at a point on Γ approached
from Ω2 is derived using the extended capillary pressure conditions of Van Duijn et al.
[119],
sΩ2n =

0 if sΩ1n < 1− s∗w,
1−p−1cΩ2
(
pcΩ1 (1− sΩ1n )
)
if sΩ1n ≥ 1− s∗w.
Here sΩ1n is the non wetting saturation at a point on Γ approached from Ω1. The
critical saturation s∗w is such that pcΩ1 (s
∗
w) = pcΩ2 (1).
Chapter 3
Discontinuous Galerkin methods
for flow in porous media
The first DG method was originally developed in the early seventies by Reed and Hill
[101] for solving the neutron transport problem. Since then, numerous DG methods
have been developed for hyperbolic problems [40, 19, 48]. The Bassi and Rebay [19]
method and the local discontinuous Galerkin (LDG) method introduced in [48] are
two examples among others. Independently of the development of the DG methods for
hyperbolic equations, interior penalty (IP) discontinuous Galerkin methods for elliptic
and parabolic equations were introduced in [8, 15, 57, 125]. DG methods present
attractive features such as an inherent local and global conservation, a high-order
accuracy, a high parallel efficiency and a geometric flexibility (e.g. unstructured meshes,
nonconforming grids) allowing an easier local hp-adaptivity. Furthermore, the ability
of DG methods to treat nonsmooth coefficient problems and capture discontinuities in
solutions allows them to be suitable candidates for the discretization of PDEs arising
in environmental engineering.
In the first section of this chapter, we introduce basic concepts required for the DG
discretization. The second section addresses the DG discretization of the second order
elliptic PDE depicting a steady Darcy flow in a porous medium. The last section is
based on our original article [85], it focuses on the DG discretization of a fully coupled
two-phase model introduced in Section 2.2.4.
3.1 Preliminaries
This section introduces useful concepts required in order to derive DG approximations
for flow in porous media.
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3.1.1 Discrete setting
Domain partition
Throughout this work, we assume that the domain Ω is polyhedral. The mesh T
is a partition of the closure Ω¯ of the domain Ω into a finite collection of disjoint
shape-regular closed d-dimensional elements (e.g. simplices, quads) such that
Ω¯ =
⋃
E∈T
E. (3.1)
We denote by ∂E the boundary of an element E ∈ T , hE is the element diameter and
h = max
E∈T
hE is the mesh size. For the sake of clarity, in the sequel we designate by
Th = {E} the mesh T , a family of shape-regular, quasi-uniform, possibly nonconforming
partitions of Ω consisting of Nh elements (e.g. quadrilaterals or triangles in 2d,
tetrahedrons or hexahedrons in 3d) of maximum diameter h.
Definition 3.1.1 (Shape-regular meshes). The family of meshes {Th}h>0, is shape-
regular if there exists a constant Creg > 0 such that
hE
ρE
≤ Creg ∀E ∈ Th, ∀h > 0. (3.2)
We denote by ρE the radius of the largest d-dimensional ball inscribed into the mesh
element E ∈ Th.
Definition 3.1.2 (Quasi-uniform meshes). The family of meshes {Th}h>0, is quasi-
uniform if there exists a constant Cqu > 0 such that
h≤ CquhE ∀E ∈ Th, ∀h > 0. (3.3)
Definition 3.1.3 (Conforming meshes). The meshes {Th}h>0 are conforming if the
intersection of any couple of elements E, E ′ ∈ Th is either empty, a vertex, an edge, or
a face. Meshes that do not fulfill this condition are nonconforming.
Intersections sets
We call Γh the union of the boundaries of the elements E of Th and we define:
• ΓDh = {e ∈ Γh | e⊂ ΓD}, the set of all intersection with the Dirichlet boundary,
• ΓNh = {e ∈ Γh | e⊂ ΓN}, the set of all intersection with the Neumann boundary,
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• Γ Inth = Γh \ (ΓDh ∪ΓNh ), the set of all interior intersections.
For each e ∈ Γ Inth shared by two elements E− and E+ of Th, we associate with e a unit
normal vector νe directed from E− to E+. We also denote by |e| the length of e in 2d
and the area of e in 3d.
Fig. 3.1 Mesh skeleton and intersection sets.
Broken Sobolev spaces
For 1≤ p≤∞ and m≥ 0, the broken Sobolev space Wm,p(Th) is associated with the
triangulation Th and denotes the space of functions whose restriction to each element
E belongs to the Sobolev space Wm,p(E),
Wm,p(Th) = {v ∈ Lp(Ω); ∀E ∈ Th, v|E ∈Wm,p(E)}. (3.4)
In particular when p= 2, Wm,2(Th) =Hm(Th),
Hm(Th) = {v ∈ L2(Ω); ∀E ∈ Th, v|E ∈Hm(E)}. (3.5)
We define by Dr(Th) ⊂ Hm(Th), the space of discontinuous piecewise polynomial
functions,
Dr(Th) = {v ∈ L2(Ω); ∀E ∈ Th, v|E ∈ PrE (E)} (3.6)
where r = (rE)E∈Th and PrE(E) denotes QrE (resp. PrE) the space of polynomial
functions of degree at most rE ≥ 1 on E (resp. the space of polynomial functions of
total degree rE ≥ 1 on E).
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Traces of functions, jump and average operators
The traces of functions in H1(Th) belong to T(Γh) where
T(Γh) =
∏
E∈Th
(L2(∂E)). (3.7)
Functions in T(Γh) are double-valued on Γ Inth and single-valued on ΓDh ∪ΓNh . The
space L2(Γh) can then be identified as the subspace of T(Γh) consisting of functions
for which the two values coincide on all internal edges [9]. For q ∈ T(Γh), we define the
average {q} and the jump JqK of q on Γ Inth as follows:
• ∀e ∈ Γ Inth , {q}e = 12(q−+ q+),
• ∀e ∈ Γ Inth , JqKe = q−− q+,
with q− = q|∂E− and q+ = q|∂E+ .
For vector-valued functions ϕ, the jump and average operators act component-wise
on ϕ.
For e ∈ ΓDh ∪ΓNh , the set of boundary edges, each q ∈ T(Γh) has a uniquely defined
restriction on e;
• JqKe = q,
• {q}e = q.
Remark 3.1.1. For the sake of brevity, in the sequel, we write JqK (resp. {q}) instead
of JqKe (resp. {q}e).
Lifting operators
Definition 3.1.4 (Local lifting). We define for any mesh face e ∈ Γh, local internal
lifting operators re : L2(e)→ [Dr(Th)]d and le : L2(e)→ [Dr(Th)]d such that, for all
ϕ ∈ L2(e), ∫
Ω
re(ϕ) · τ =
∫
e
{τ} ·νeϕ, ∀τ ∈ Vd,∫
Ω
le(ϕ) · τ =
∫
e
ϕJτ ·νeK, ∀τ ∈ Vd
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For any mesh face e ∈ ΓDh the boundary lifting operator rDe : L2(e)→ [Dr(Th)]d is such
that, for all ϕ ∈ L2(e), ∫
Ω
rDe (ϕ) · τ =
∫
e
τ ·νϕ ∀τ ∈ Vd.
Here Vd = {v ∈ L2(Ω,Rd);vE ∈ [PrE (E)]d} and PrE (E) denotes the space of piecewise
polynomial functions previously introduced in 3.6.
Definition 3.1.5 (Global lifting). For any function φ ∈H1(Th), we define the global
lifting of its interface and boundary as
r(φ) =
∑
e∈Γ Inth
re(φ),
l(φ) =
∑
e∈Γ Inth
le(φ),
rD(φ) =
∑
e∈ΓDh
rDe (φ),
Rh,D(φ) = r(φ)+ rD(φ).
3.1.2 Basis functions
In the context of higher-order discretization of large-scale complex two-phase flow,
the choice of proper basis functions is decisive for the computational efficiency and
accuracy of the solver. In the sequel, we present the families of modal and nodal basis
functions.
Modal basis
The modal basis functions are sets of orthogonal polynomials with respect to an
appropriate inner product. They are also designed to have desirable properties such
as hierarchism, that is to say the basis for a given polynomial degree r includes the
bases for polynomials degrees less than r. The use of hierarchical bases is essential
for the prospect of higher-order methods and local polynomial order adaptivity. An
approximate solution sEh (x,t) on each element E can be expressed as
sEh (x,t) =
Nloc∑
j=1
sˆEj (t)ψj(x), ∀E ∈ Th, (3.8)
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where the term {sˆj(t)}j=1,...,Nloc denotes the time-dependent modal degrees of free-
dom (dofs) and ψj(x) is a d-dimensional polynomial basis. In the case of piecewise
polynomials of total degree at most r, the local dimension Nloc is
Nloc =#Pr =
(r+d)!
r!d! . (3.9)
In the case of piecewise polynomials of degree at most r in each variable the local
dimension is
Nloc =#Qr = (r+1)d. (3.10)
A classical choice to generate modal basis functions ψj(x) is to choose:
ψj(x) = Pj+1(x)−Pj(x), j = 1, ...,Nloc, (3.11)
where Pj is the Legendre polynomial of degree j. It is also possible to use a Gramm-
Schmidt procedure with the usual inner product to build an orthonormal basis from
an initial monomial basis (see, e.g. [102]).
Nodal basis
The nodal approach is based on Lagrange polynomials with roots at a set of nodal
points. Therefore, the local approximation is
sEh (x,t) =
Nloc∑
i=1
s˜E(xi, t)lEi (x), (3.12)
lEi (x) is the d-dimensional Lagrange polynomial based on the nodal set {xi}i=1,...,Nloc .
Following Heasthaven [79], it is possible to switch from modal to nodal and vice-versa
by using
s˜= V sˆ, V ⊤l(x) = ψ(x), Vi,j = ψj(xi). (3.13)
Here, V is the Vandermonde matrix containing the evaluation of modal polynomials
at the interpolation points. This transformation allows to evaluate efficiently higher-
dimensional Lagrange polynomials li(x).
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3.2 DG methods for elliptic problems
In this section, we present a description of several DG discretizations for an elliptic
problem. We base our work on the unified analysis for DG methods presented in [9]
where the authors provide a detailed study of most of these methods as well as a unified
error analysis. The model problem considered in this section is the following second
order elliptic PDE previously introduced in (2.12)-(2.15),
−∇· (K∇w) = f in Ω, (3.14)
w = gD on ΓD, (3.15)
K∇w ·ν = gN on ΓN . (3.16)
Here Ω ⊂ Rd, d ∈ {1,2,3} is a bounded domain with boundary ∂Ω. The boundary
is divided into disjoints sets ΓD and ΓN such that ∂Ω = ΓD ∪ΓN . Here, ΓD is the
Dirichlet boundary and ΓN is the Neumann boundary. For the sake of simplicity, we
assume ΓD ̸= ∅.
Here, w is the unknown, f is a given function in L2(Ω), gD ∈ L2(ΓD) and gN ∈ L2(ΓN )
are the Dirichlet boundary data and the Neumann boundary data, respectively. We
denote by ν the outward unit normal to the boundary of Ω and K ∈ L∞(Ω,Rd×d) is
assumed to be a positive definite diffusion matrix.
3.2.1 The primal formulation
We set m> 3/2 in all that follows. Assuming that w ∈Hm(Ω) and multiplying equation
(3.14) by a test function v ∈Hm(Th), we express a typical finite element formulation
called the primal formulation,
∑
E∈Th
∫
E
K∇w ·∇v− ∑
E∈Th
∫
∂E
K∇w ·νEv =
∫
Ω
fv, (3.17)
where νE is the outer unit normal to ∂E.
Remark 3.2.1. For all q ∈ T(Γh), ∀ϕ ∈ [T(Γh)]d,
∑
E∈Th
∫
∂E
qEϕE ·νE =
∫
Γh
JqϕK ·νe = ∫
Γh
{ϕ} ·νeJqK+ ∫
Γ Inth
{q}Jϕ ·νeK. (3.18)
Since
Jqϕ ·νeK= q−ϕ− ·νe− q+ϕ+ ·νe
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= 12(q−+ q+)(ϕ− ·νe−ϕ+ ·νe)+(q−− q+)
1
2(ϕ− ·νe+ϕ+ ·νe)
= {ϕ} ·νeJqK+{q}Jϕ ·νeK.
In order to express the sum on the interfaces in terms of jumps and average
operators, we apply the identity (3.18) to the second term of (3.17),
∑
E∈Th
∫
E
K∇w ·∇v− ∑
e∈Γh
∫
e
{K∇w} ·νeJvK− ∑
e∈Γh
∫
e
{v}JK∇w ·νeK
=
∫
Ω
fv ∀v ∈Hm(Th). (3.19)
The third term ∑
e∈Γh
∫
e{v}JK∇w ·νeK of (3.19) vanishes since w ∈H2(Ω).
By taking into account the specific boundary conditions, we get
∑
E∈Th
∫
E
K∇w ·∇v− ∑
e∈Γ Inth ∪ΓDh ∪ΓNh
∫
e
{K∇w} ·νeJvK= ∫
Ω
fv ∀v ∈Hm(Th). (3.20)
Setting the primal bilinear form Bh(w,v) as
Bh(w,v) :=
∑
E∈Th
∫
E
K∇w ·∇v− ∑
e∈Γ Inth ∪ΓDh ∪ΓNh
∫
e
{K∇w} ·νeJvK ∀v ∈Hm(Th)
(3.21)
and the right-hand side
⟨f,v⟩ :=
∫
Ω
fv ∀v ∈Hm(Th), (3.22)
equation (3.17) becomes
Bh(w,v) = ⟨f,v⟩ ∀v ∈Hm(Th). (3.23)
Definition 3.2.1 (Consistency). The bilinear form Bh(·, ·) is said to be consistent if,
for a solution u ∈Hm(Ω) of the problem (3.14)-(3.16), we have
Bh(u,v) = ⟨f,v⟩ ∀v ∈Hm(Th). (3.24)
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Remark 3.2.2. If (3.24) holds for all test functions v ∈Hm(Th), this means that for
an approximation Uh ∈Hm(Th) of u, the Galerkin orthogonality holds,
Bh(u−Uh,v) = 0 ∀v ∈Hm(Th). (3.25)
Boundedness and stability of primal forms
Definition 3.2.2 (Continuity). The primal bilinear form Bh is said to be bounded or
continuous with respect to the norm |||·||| if there is a constant Cb such that
|Bh(w,v)| ≤ Cb|||w||||||v||| ∀w,v ∈Hm(Th). (3.26)
Definition 3.2.3 (Stability). The primal bilinear form Bh is said to be stable (coercive)
with respect to the norm |||·||| if there is a constant Cs such that
Bh(v,v)≥ Cs|||v|||2 ∀v ∈Hm(Th). (3.27)
Definition 3.2.4 (Symmetry). The primal bilinear form Bh is said to be symmetric if
Bh(w,v) =Bh(v,w) ∀w,v ∈Hm(Th). (3.28)
For the sake of clarity, we define the volume term Bbulk,h and the consistency term
Bcons,h as
Bbulk,h(w,v) =
∑
E∈Th
∫
E
K∇w ·∇v (3.29)
and
Bcons,h(w,v) =−
∑
e∈Γ Inth ∪ΓDh
∫
e
{K∇w} ·νeJvK. (3.30)
The formulation (3.23) becomes,
Bbulk,h(w,v)+Bcons,h(w,v) =
∫
Ω
fv+
∑
e∈ΓNh
∫
e
K∇w ·νev. (3.31)
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Thus,
Bbulk,h(w,v)+Bcons,h(w,v) =
∫
Ω
fv+
∑
e∈ΓNh
∫
e
gNv. (3.32)
The bilinear form in (3.32) is consistent however, not symmetric with respect to w and
v. In order to derive a symmetric bilinear form, we add to the primal form of (3.32)
the term Bsym,h,
Bsym,h(w,v) = ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{K∇v} ·νeJwK. (3.33)
We get therefore,
Bbulk,h(w,v)+Bcons,h(w,v)+Bsym,h(w,v) =
∫
Ω
fv+
∑
e∈ΓNh
∫
e
gNv
+ ϵsym
∑
e∈ΓDh
∫
e
K∇v ·νegD. (3.34)
The last term of (3.34) allows to keep the consistency. In fact, we have the following
identity for the exact solution u,
ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{K∇v} ·νeJuK= ϵsym ∑
e∈ΓDh
∫
e
K∇v ·νegD. (3.35)
The previous identity derives from the fact that JuK= 0 in Γ Inth and JuK= gD on ΓD.
Remark 3.2.3. In all that follows, we set for ϵsym = 1,
Bnsym,h(w,v) =
∑
e∈Γ Inth ∪ΓDh
∫
e
{K∇v} ·νeJwK, (3.36)
for ϵsym =−1,
Bssym,h(w,v) =−
∑
e∈Γ Inth ∪ΓDh
∫
e
{K∇v} ·νeJwK (3.37)
and for ϵsym = 0,
Bisym,h(w,v) = 0. (3.38)
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In order to impose the weak continuity of the discrete solution, we define the
stability term Bstab,h as
Bstab,h(w,v) =
∑
e∈Γ Inth ∪ΓDh
γe
∫
e
JwKJvK. (3.39)
Henceforward, the general primal formulation of the DG method is:
Find w ∈Hm(Th) such that
Bprimal(w,v) = lprimal(v) ∀v ∈Hm(Th), (3.40)
where,
Bprimal(w,v) =Bbulk,h(w,v)+Bcons,h(w,v)+Bsym,h(w,v)+Bstab,h(w,v)
and the right-hand side lprimal is
lprimal(v) =
∫
Ω
fv+
∑
e∈ΓNh
∫
e
gNv+ ϵsym
∑
e∈ΓDh
∫
e
K∇v ·νegD+
∑
e∈ΓDh
γe
∫
e
gDv.
3.2.2 Examples of DG methods
In this section, we present different DG methods and their respective primal formula-
tions. However, our main focus is on IP methods. They arose from the observation that,
just as Dirichlet boundary conditions could be imposed weakly instead of being built
into the finite element space, so inter-element continuity could be attained in a similar
way [9]. This makes it possible to use spaces of discontinuous piecewise polynomials
which could facilitate adaptivity. We provide a summary of all the primal formulations
of IP based and non-IP based methods in Table 3.1 and Table 3.2, respectively. For
convenience, we use the shorter notation (a,b) =
∫
Ω ab for the volume contribution and
< a,b >Γ=
∑
e∈Γ
∫
eab for the edges contribution.
The Baumann-Oden method (BO)
Baumann and Oden [27] introduced a DG method for diffusion problems. Their
approach weakly enforces Dirichlet boundary conditions; it results in a coercive bilinear
form even when the penalty parameter vanishes. However, the bilinear form is not
symmetric even for symmetric problems. The primal form BBO is consistent but not
symmetric and not stable for p= 1, it recovers weak stability for p≥ 2 [9].
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DGmethod BDGmethod(w,v) lDGmethod(v)
BO Bbulk,h(w,v)+Bcons,h(w,v)+Bnsym,h(w,v) (f,v)+< gN ,v >ΓNh +<K∇v ·νe,gD >ΓDh
NIPG
Bbulk,h(w,v)+Bcons,h(w,v)+Bnsym,h(w,v)
+Bstab,h(w,v)
(f,v)+< gN ,v >ΓNh +< γegD,v >ΓDh
+<K∇v ·νe,gD >ΓDh
IIPG Bbulk,h(w,v)+Bcons,h(w,v)+Bstab,h(w,v) (f,v)+< gN ,v >ΓNh +< γegD,v >ΓDh
SIPG
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+Bstab,h(w,v)
(f,v)+< gN ,v >ΓNh +< γegD,v >ΓDh
−<K∇v ·νe,gD >ΓDh
Table 3.1 Primal forms of interior penalty methods.
The non-symmetric interior penalty method (NIPG)
The non-symmetric interior penalty method (NIPG) method is a stabilized version of
the BO method. The primal form BNIPG of the NIPG method is consistent and stable
however, it is not symmetric (ϵsym = 1). A very attractive feature specific to the NIPG
method is the coercivity of the primal form for any penalty value γe > 0 [104].
The symmetric interior penalty discontinuous Galerkin method (SIPG)
The primal form BSIPG of the SIPG is symmetric (ϵsym =−1) consistent and stable.
The coercivity of the bilinear form is established assuming the penalty value γe is
sufficiently large [104, 9].
The incomplete interior penalty discontinuous Galerkin method (IIPG)
The IIPG is one of the simplest version of the IP methods, here there is no symmetry
term (e.g. ϵsym = 0). The primal form BIIPG of IIPG method is consistent and stable.
The method can prove to be quite efficient for cases where the diffusion operator is
nonlinear [54, Ch. 2, Rem. 2.10 ].
The Bassi-Rebay 2 DG method
The initial Bassi-Rebay method was introduced in [19], the authors used the discretiza-
tion ideas of the Runge-Kutta discontinuous Galerkin (RKDG) methods to develop a
new DG scheme. A primal formulation of the Bassi and Rebay (BR) method for elliptic
problems was later derived in [9]. The primal form BBR of the method is consistent
but not stable. A stable version of the Bassi-Rebay (BR2) is provided in [20] and
reformulated in [38]. In contrast to BR, the stencil of the BR2 method includes only
first neighbors.
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DGmethod BDGmethod(w,v) lDGmethod(v)
Bassi-Rebay
(BR)
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+
∫
Ω
KRh,D(JwK) ·Rh,D(JvK) (f,v)+< gN ,v >ΓNh −<K∇v ·νe,gD >ΓDh
Bassi-Rebay
(BR2)
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+χ
∑
e∈Γh
∫
Ω
Kre(JwK) · re(JvK)
+< ηeJwK,JvK>Γ Inth ∪ΓDh
(f,v)+< gN ,v >ΓNh +χ
∑
e∈Γh
∫
Ω
Kre(gD) · re(v)
−<K∇v ·νe,gD >ΓDh +< ηegD,v >ΓDh
LDG
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+
∫
Ω
KRh,D(JwK) ·Rh,D(JvK)
− (K∇v ·νe,gD)ΓDh
+< ηeJwK,JvK>Γ Inth ∪ΓDh
(f,v)+< gN ,v >ΓNh +
∫
Ω
KRD(gD) ·RD(v)
+< ηegD,v >ΓDh
CDG
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+β1
∫
Γ Inth
βe · (JK∇vKJwK+ JK∇wKJvK)
+χ
∑
e∈Γh
∫
Ω
KL˜e(w) · L˜e(v)
+< ηeJwK,JvK>Γ Inth ∪ΓDh
(f,v)+< gN ,v >ΓNh +χ
∑
e∈Γh
∫
Ω
KL˜e(gD) · L˜e(v)
−<K∇v ·νe,gD >ΓDh +< ηegD,v >ΓDh
CDG2
Bbulk,h(w,v)+Bcons,h(w,v)+Bssym,h(w,v)
+χ
∑
e∈Γh
∫
Ω
KL˜e(w) · L˜e(v)
+< ηeJwK,JvK>Γ Inth ∪ΓDh
(f,v)+< gN ,v >ΓNh +χ
∑
e∈Γh
∫
Ω
KL˜e(gD) · L˜e(v)
−<K∇v ·νe,gD >ΓDh +< ηegD,v >ΓDh
Table 3.2 Primal forms of non-IP methods.
The local discontinuous Galerkin method
Introduced in [48], the local discontinuous Galerkin (LDG) method can be seen as a
generalization of the original method of Bassi and Rebay (BR). The LDG method is
consistent and stable.
Remark 3.2.4. The term ∫ΩKRh,D(JwK) ·Rh,D(JvK) in the primal form BLDG entails
a non-compact stencil. Hence, contribution for one element E also contains information
from non-neighboring elements. It is also quite challenging to parallelize the LDG since
the connectivity of processes and communication time are increased in comparison to
other methods [100].
The compact discontinuous Galerkin methods
Introduced by Peraire and Persson in [100]. The compact discontinuous Galerkin
method (CDG) is an improvement of the LDG. The stencil of the CDG is compact,
only information from direct neighboring elements is needed [100]. This is due to a
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decomposition of the lifting operators into facewise contributions. The primal form
BCDG is symmetric consistent and stable.
The CDG2 method is derived from the CDG method in such a way that inherits
all positive characteristics (e.g. consistency, symmetry, stability) of the CDG method
[38]. It is also more straightforward to implement.
Remark 3.2.5. The operator L˜e: L2(e)→ [Dr(Th)]d in BCDG, BCDG2, lCDG and
lCDG2 is a lifting operator. The parameters χ, β1 and βe depend on the method
(see Table 3.3). We also define κ = max
e∈Γ Inth
|E−e |
|E+e | ; NTh = maxE∈ThNE where NE is the total
number of interfaces of the mesh element E; N outTh = maxE∈ThN
out
E where NoutE is the
maximal number of outflow intersections of the mesh element E.
Method L˜e χ βe β1
CDG re(J·K)+ le(βe · J·K) N outTh 12νe 1
CDG2 re(J·K)+ le(βe · J·K) NTh4 (1+κ) 12νe 0
Table 3.3 Lifting operators & DG parameters.
3.2.3 DG methods convergence rates
Definition 3.2.5. We define the mesh-dependent norm |||·|||E as
|||w|||E =
(
|w|2H1(Th)+ |w|
2
∗
) 1
2
∀w ∈H1(Th) (3.41)
where |w|2∗=

∑
e∈Γ Inth
∥re(w)∥2L2(e)+
∑
e∈ΓDh
∥∥∥rDe (w)∥∥∥2L2(e) for BR, LDG, CDG, CDG2,∑
e∈Γ Inth ∪ΓDh
γe ∥JwK∥2L2(e) for SIPG, NIPG, IIPG, BO.
Theorem 3.1 (Energy norm estimates). For m> 32 , let u∈Hm(Ω) be an exact solution
of (3.14)-(3.16) and Uh ∈Dr(Th) with r≥ 1, the approximate solution satisfying (3.40).
There is a constant C independent of h such that consistent and stable method converge
with optimal order with respect to the DG energy norm |||·|||E ,
|||u−Uh|||E ≤ Chmin(r+1,m)−1|u|min(r+1,m),Ω. (3.42)
Proof. See [9, 104, 54] and references therein.
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Definition 3.2.6 (Adjoint consistency). Assuming for simplicity that the entire bound-
ary is a Dirichlet boundary, i.e., ∂Ω = ΓD. The dual problem of (3.14)-(3.15) is
formulated as follows: Given z ∈ L2(Ω), find ψ such that
−∇· (∇ψ) = z in Ω, (3.43)
ψ = 0 on ∂Ω. (3.44)
The primal bilinear form Bh of (3.21) is said to be adjoint consistent if
Bh(v,ψ) =
∫
Ω
vz ∀v ∈Hm(Th). (3.45)
Theorem 3.2 (Optimal L2 norm estimates). For m> 32 , let u ∈Hm(Ω) be an exact
solution of (3.14)-(3.16) and Uh ∈Dr(Th) with r≥ 1, the approximate solution satisfying
(3.40). If the primal form is consistent, adjoint consistent, bounded and stable, then
there is a constant C independent of h such that the method converges with optimal
order with respect to the L2 norm,
∥u−Uh∥L2(Ω) ≤ Chmin(r+1,m)|u|min(r+1,m),Ω. (3.46)
Here C is a constant independent of h and u.
Proof. See [9, 104, 54] and references therein.
Following Theorem 3.2, optimal L2-convergence rates of order r+1 can be proven
for the SIPG, LDG, and CDG methods [9]. As a result of the lack of adjoint consistency
of the BO and NIPG methods, only suboptimal L2-convergence rates of order r hold
for the latter methods. Optimal L2 convergence rates can be retrieved for the NIPG
method in case of superpenalization. For a more thorough analysis see [9, 104, 54] and
references therein. We summarize some features of the DG methods in Table 3.4 where
the brackets around the convergence rate indicate that the estimates are valid only
under certain conditions (e.g. superpenalization for the NIPG method).
3.3 DG formulation for two-phase flow in porous
media
In this section, we provide a DG discretization framework for incompressible, immiscible
two-phase flow in a strongly heterogeneous and anisotropic porous medium. Discontin-
uous capillary-pressure functions and gravity effects are also considered. We write the
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Method Bh consistency Bh adjoint consistency Bh stability H1-convergence L2-convergence
BO (p= 1)
√
- - - -
BO (p≥ 2) √ - √ hr hr
NIPG
√
-
√
hr [hr+1]
IIPG
√ √ √
hr [hr+1]
SIPG
√ √ √
hr hr+1
BR
√ √
- [hr] [hr+1]
BR2
√ √ √
hr hr+1
LDG
√ √ √
hr hr+1
CDG
√ √ √
hr hr+1
CDG2
√ √ √
hr hr+1
Table 3.4 Properties of the DG methods.
system in terms of a phase-pressure/phase-saturation formulation. Adams-Moulton
schemes of first and second order in time are combined with various interior penalty
DG discretizations in space such as SIPG, NIPG and IIPG. This implicit space time
discretization leads to a fully coupled nonlinear system requiring to build a Jacobian
matrix at each time step for the Newton-Raphson method.
Historically, application of DG methods to incompressible two-phase flow started
with [22], [90] and [103]. The initial approach consisted in a decoupled formulation
where first a pressure equation is solved implicitly and then the saturation is advanced
by an explicit time stepping scheme (Implicit Pressure Explicit Saturation). Upwinding,
slope limiting techniques, and sometimes H(div) projection were required in order
to remove unphysical oscillations and to ensure convergence. Bastian [23] presented
a fully coupled symmetric interior penalty DG scheme for incompressible two-phase
flow based on a wetting-phase potential/capillary potential formulation. Discontinuity
in capillary-pressure functions is taken into account by incorporating the interface
conditions into the penalty terms for the capillary potential and heterogeneity in
intrinsic permeability is treated by weighted averages. A higher-order diagonally
implicit Runge-Kutta method in time is used and there is no post processing of the
velocity or slope limiting. Only piecewise linear and piecewise quadratic functions are
implemented and no adaptive methods are considered.
3.3.1 Wetting-phase-pressure/nonwetting-phase-saturation for-
mulation
We consider here the formulation (2.35)-(2.36) of Chapter 2 where the two-phase flow
problem is a system of two equations with two unknowns pw and sn,
−∇· (λtK∇pw+λnK∇pc− (ρwλw+ρnλn)Kg) = qw+ qn on Ω× (0,T ), (3.47)
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ϕ
∂sn
∂t
−∇· (λnK(∇pw−ρng))−∇· (λnK∇pc) = qn on Ω× (0,T ). (3.48)
Here λt = λw+λn denotes the total mobility. The first equation (3.47) is of elliptic
type with respect to the pressure pw. The type of the second equation (3.48) is either
nonlinear hyperbolic if ∂pc(sn)∂sn ≡ 0 or degenerate parabolic if capillary pressure is not
neglected. The diffusion term might degenerate if λn(sn = 0) = 0.
Setting ∇pc = p′c(sn)∇sn as in [78, 74], the system (3.47)-(3.48) becomes
−∇· (λtK∇pw+λcK∇sn− (ρwλw+ρnλn)Kg) = qw+ qn on Ω× (0,T ), (3.49)
ϕ
∂sn
∂t
−∇· (λnK(∇pw−ρng))−∇· (λcK∇sn) = qn on Ω× (0,T ) (3.50)
where λc(sn) := λn(sn)p′c(sn).
In order to have a complete system, we add appropriate boundary and initial
conditions. Thus, we assume that the boundary of the system is divided into disjoint
sets ∂Ω = ΓDh ∪ΓNh . We denote by ν the outward normal to ∂Ω and we set
pw(·,0) = p0w(·) , sn(·,0) = s0n(·) , in Ω, (3.51)
pw = pD , sn = sD , on ΓD× (0,T ), (3.52)
vα ·ν = Jα , Jt =
∑
α∈{w,n}
Jα , on ΓN × (0,T ). (3.53)
Here, Jα ∈ R, α ∈ {w,n} is the inflow, s0n ∈ R, p0w ∈ R, sD ∈ R and pD ∈ R. In order
to make pw uniquely determined, the Dirichlet boundary is such that ΓDh ̸= ∅.
3.3.2 Semi-discretization in space
First, we multiply each equation of the system (3.49)-(3.50) by a test function and
integrate over each element, then we apply Green formula to get the semi-discrete weak
DG formulation as in [64, 90, 23]. Hence, the semi-discrete DG formulation consists in
finding the continuous in time approximations Pw,h(·, t) ∈ Drp(Th), Sn,h(·, t) ∈ Drs(Th)
such that: For all t > 0,
Bh(Pw,h,φ;Sn,h) = lh(φ) ∀φ ∈ Drp(Th), (3.54)
(Φ∂Sn,h
∂t
,ψ)L2(Ω)+ ch(Pw,h,ψ;Sn,h)+dh(Sn,h,ψ) = rh(ψ) ∀ψ ∈ Drs(Th). (3.55)
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The bilinear form Bh in the total fluid conservation equation (3.54) is expressed as:
Bh(Pw,h,φ;Sn,h) =Bbulk,h(Pw,h,φ;Sn,h)+Bcons,h(Pw,h,φ;Sn,h)+Bsym,h(Pw,h,φ;Sn,h)
+Bstab,h(Pw,h,φ;Sn,h). (3.56)
The first term Bbulk,h of (3.56) is the volume contribution:
Bbulk,h(Pw,h,φ;Sn,h) =
∑
E∈Th
∫
E
(
λtK∇Pw,h+λcK∇Sn,h
)
·∇φ
− ∑
E∈Th
∫
E
(
(ρnλn+ρwλw)Kg
)
·∇φ. (3.57)
The second term Bcons,h, is the consistency term:
Bcons,h(Pw,h,φ;Sn,h) =−
∑
e∈Γ Inth ∪ΓDh
∫
e
{λtK∇Pw,h}ω ·νeJφK
− ∑
e∈Γ Inth ∪ΓDh
∫
e
{λcK∇Sn,h}ω ·νeJφK
+
∑
e∈Γ Inth ∪ΓDh
∫
e
{(ρnλn+ρwλw)Kg)}ω ·νeJφK (3.58)
where {·}ω is a weighted average operator.
Remark 3.3.1. The weighted operator {·}ω allows for a suitable treatment of the
strong heterogeneity of the permeability tensor [64]. For all q ∈ Dr(Th),
∀e ∈ Γ Inth , {q}e,ω = ωE−qE−+ωE+qE+
∀e ∈ ∂Ω, {q}e,ω = qE− . (3.59)
The weights are ωE− =
δ
E+
K
δ
E+
K +δ
E−
K
, ωE+ =
δ
E−
K
δ
E+
K +δ
E−
K
with δE−K = νTe KE−νe and δ
E+
K =
νTe KE+νe. Here KE− (resp. KE+) is the permeability tensor for the element E− (resp.
E+). For the sake of brevity, in the sequel, we write {q}ω instead of {q}e,ω.
The third term Bsym,h of (3.56), is the symmetry term. Depending on the choice
of ϵsym we get different DG methods SIPG (ϵsym = −1), NIPG (ϵsym = 1), IIPG
(ϵsym = 0):
Bsym,h(Pw,h,φ;Sn,h) =ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{λtK∇φ}ω ·νeJPw,hK
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+ ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{λnK∇φ}ω ·νeJSn,hK. (3.60)
The last term Bstab,h is the stability term:
Bstab,h(Pw,h,φ) =
∑
e∈Γ Inth ∪ΓDh
γpe
∫
e
JPw,hKJφK. (3.61)
Here γpe > 0 is a penalty parameter.
The right-hand side of the total fluid conservation equation (3.54) is a linear form
including the Dirichlet and Neumann boundary conditions and the source terms,
lh(φ) =
∫
Ω
(qw+ qn)φ−
∑
e∈ΓNh
∫
e
Jtφ+ ϵsym
∑
e∈ΓDh
∫
e
λtK∇φ ·νepD
+ ϵsym
∑
e∈ΓDh
∫
e
λcK∇φ ·νesD+ lstab,h(φ), ∀φ ∈ Drp(Th). (3.62)
Here lstab,h(φ) is the stability term for the linear form:
lstab,h(φ) =
∑
e∈ΓDh
γpe
∫
e
pDφ. (3.63)
Equation (3.55) is the discrete weak formulation of the nonwetting-phase conservation
equation where the convection term −∇· (λnK(∇pw−ρng)) is discretized as
ch(Pw,h,ψ;Sn,h) =
∑
E∈Th
∫
E
(Kλn(∇Pw,h−ρng)) ·∇ψ
− ∑
e∈Γ Inth ∪ΓDh
∫
e
{Kλ#n∇Pw,h}ω ·νeJψK
+
∑
e∈Γ Inth ∪ΓDh
∫
e
{ρnKλ#n g}ω ·νeJψK
+ ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{Kλ#n∇ψ}ω ·νeJPw,hK, (3.64)
where λ#n = (1− ϱ)λn,E + ϱλ↑n and λ↑n is the upwind mobility. For all interfaces
e ∈ ∂E−∩∂E+, λ↑n is defined as
λ↑n =
λn,E− if −K(∇Pw,h+∇pc,h−ρng) ·n≥ 0,λn,E+ else.
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Hence, depending on the value of ϱ ∈ {0,1}, we use central differencing or upwinding
of the mobility for internal interfaces.
The diffusion term −∇· (λnK∇pc) is discretized by a bilinear form similar to that of
(3.56),
dh(Sn,h,ψ) =
∑
E∈Th
∫
E
λcK∇Sn,h ·∇ψ−
∑
e∈Γ Inth ∪ΓDh
∫
e
{λcK∇Sn,h}ω ·νeJψK
+ ϵsym
∑
e∈Γ Inth ∪ΓDh
∫
e
{λnK∇ψ}ω ·νeJSn,hK+ ∑
e∈Γ Inth ∪ΓDh
γse
∫
e
JSn,hKJψK.
(3.65)
where γse > 0 is a penalty parameter.
The right-hand side rh includes the Dirichlet and Neumann boundary condition and
the nonwetting source term,
rh(ψ) =
∫
Ω
qnψ−
∑
e∈ΓNh
∫
e
Jnψ+ ϵsym
∑
e∈ΓDh
∫
e
λnK∇ψ ·νepD
+ ϵsym
∑
e∈ΓDh
∫
e
λcK∇ψ ·νe(sD)+
∑
e∈ΓDh
γse
∫
e
sDψ, ∀ψ ∈ Drs(Th). (3.66)
Remark 3.3.2. The penalty terms γpe and γse are discrete positive functions that take
constant values on the interfaces. In order to ensure stability and convergence of the
DG method, γpe and γse must be chosen properly. This choice is especially crucial
for strongly heterogeneous problems where parameters such as permeability, porosity,
entry pressures can vary strongly, hence triggering a strong effect on the solution
behavior. Thus following [23], we use in this work, unless specified otherwise, the
following penalty formulation,
γpe = Cp
rp(rp+d−1) | e |
min(| E− |, | E+ |) , Cp ≥ 0, (3.67)
and
γse = Cs
rs(rs+d−1) | e |
min(| E− |, | E+ |) , Cs ≥ 0. (3.68)
The penalty formulation takes into account the element size and the local polynomial
degree, this is quite convenient in case of local hp-adaptivity [87, 86].
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3.3.3 Fully coupled-Fully implicit DG scheme
The time interval [0,T ] is divided into N intervals ∆ti = ti+1− ti as 0 = t0 ≤ t1 ≤ · · · ≤
tN−1 ≤ tN = T . Let P iw and Sin be the numerical solutions at time ti. We also set
λiα = λα(Sin), pic = pc(Sin). The approximation S0n,h is chosen as the L2 projection of
the saturation sn(0). For the sake of simplicity and easier reading, we apply a first
order Adams-Moulton (i.e. Backward Euler) time discretization and interior penalty
DG for space discretization to the semi-discrete system (3.54)-(3.55):
Bh(P i+1w,h ,φ;Si+1n,h ) = lh(φ), ∀φ ∈ Drp(Th), (3.69)
(Φ
Si+1n,h −Sin,h
∆t
,ψ) + ch(P i+1w,h ,ψ;S
i+1
n,h )+dh(S
i+1
n,h ,ψ) = rh(ψ), ∀ψ ∈ Drs(Th), (3.70)
(S0n,h, ζ) = (s0n, ζ), ∀ζ ∈ Drs(Th). (3.71)
System (3.69)-(3.71) leads to a large, nonlinear system of algebraic equations written
in the form:
G(P¯ i+1w,h , S¯
i+1
n,h ) =
Grp(P¯ i+1w,h , S¯i+1n,h )
Grs(P¯ i+1w,h , S¯
i+1
n,h )
= 0, (3.72)
where P¯ i+1w,h = (PE)E and S¯
i+1
n,h = (SE)E are vectors of unknowns for P
i+1
w,h and S
i+1
n,h .
The system is solved by using a Newton-Raphson method,
JG(P¯ i+1,rw , S¯i+1,rn )δr+1 =−G(P¯ i+1,rw , S¯i+1,rn ), (3.73)
(P¯ i+1,r+1w , S¯i+1,r+1n ) = δr+1+(P¯ i+1,rw , S¯i+1,rn ). (3.74)
Here, r denotes the rth Newton iterate and for a coupled system such as (3.73) and
the Jacobian JG is
JG =

Jpp Jps
Jsp Jss
=

∂Grp
∂P
∂Grp
∂S
∂Grs
∂P
∂Grs
∂S
 . (3.75)

Chapter 4
Analysis of the DG methods for
two-phase flow in porous media
This chapter is dedicated to the numerical analysis of fully coupled discontinuous
Galerkin discretizations of two-phase incompressible, immiscible flow in a porous
domain.
Epshteyn and Rivière provided in [62] the first a-priori error analysis for the
fully coupled scheme within the DG framework. The authors used a global pressure
formulation and derived first an estimate for the global pressure, which was in turn then
used to estimate the saturation. The more recent work of Kou and Sun [91, 92] provided
an analysis of the fully coupled DG schemes for both the pressure and saturation
equations, based on a two-phase flow formulation (2.42)-(2.43) introduced in [61].
Karpinski et al. provided in [89] simultaneous estimates for both phase pressure and
phase saturation within a fully implicit interior penalty DG discretization framework
of the two-phase flow model involving dynamic capillary pressure effects. In this work,
we apply the Kou and Sun approach introduced in [91] to a quite different two-phase
formulation. Instead of the hyperbolic equation (2.43) considered in [91], we analyze
here a saturation equation of parabolic type (e.g. (4.2)). We also provide a more
comprehensive framework allowing to derive estimates for BR2 and CDG2 schemes in
addition to the IP methods.
The rest of this chapter is organized as follows. In Section 4.1, we introduce the
fully coupled two-phase flow formulation and different assumptions on the regularity of
the functionals and of the solution. Section 4.2 introduces a broader DG discretization
framework including interior penalty, BR2 and CDG2 methods, while Section 4.3
provides a stability estimate of the saturation and the pressure with respect to initial
and boundary data. In the last section, we derive a-priori error estimates as in [91]
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with respect to the L2(H1) norm for the pressure and the L∞(L2)∩L2(H1) for the
saturation.
4.1 Preliminaries
In this section, we introduce the generalized DG scheme for the two-phase formulation
and we lay the groundwork for the numerical analysis of the problem by setting up
some assumptions and regularity hypotheses.
Let Ω be a polygonal bounded domain in Rd, d ∈ {1,2,3}, with Lipschitz boundary
∂Ω and let J = (0,T ), T ∈ R+.
Wetting-phase-pressure/Wetting-phase-saturation formulation
From the relation (2.26), we rewrite the two-phase flow system (3.47)-(3.48) as a system
of two equations with unknowns pw and sw,
−∇· (λtK∇pw+λcK∇sw) = qw+ qn, on Ω×J , (4.1)
ϕ
∂sw
∂t
+∇· (λnK∇pw)+∇· (λcK∇sw) =−qn on Ω×J . (4.2)
Here λt = λw+λn denotes the total mobility and λc(sw) = λn(sw)p′c(sw) is such that
λc(sw)< 0.
Assuming that the boundary of the system is ∂Ω = ΓDh , we denote by ν the outward
normal to ∂Ω and set
sw(·,0) = s0w(·), pw(·,0) = p0w(·) in Ω, (4.3)
pw = pD, sw = sD on ΓDh ×J . (4.4)
Here s0w ∈ R, p0w ∈ R, sD ∈ R and pD ∈ R. In order to make pw uniquely determined,
the Dirichlet boundary is such that ΓDh ̸= ∅.
4.1.1 Regularity hypotheses
The mathematical properties of the two-phase flow problem (2.28)-(2.31) such as
existence, uniqueness, regularity and asymptotical behavior of the solution have been
thoroughly studied in [62, 43, 91] and references therein. Henceforth, we assume for
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convenience the following regularity properties as in [91]: For m> 32 ,
pα ∈ L2(J ,Hm(Ω)), (4.5)
sα ∈ L2(J ,Hm(Ω))∩L∞(J ,L2(Ω)), (4.6)
∂sα
∂t
∈ L2(J ,Hm−1(Ω)), (4.7)
s0α ∈Hm−1(Ω), (4.8)
∇pα and ∇sα are essentially bounded, (4.9)
pD ∈ L2(J ,H
1
2 (ΓDh ))∩L∞(J ×ΓDh ), (4.10)
sD ∈ L∞(J ,H
1
2 (ΓDh ))∩L∞(J ×ΓDh ), (4.11)
qα ∈ L2(J ,L2(Ω)). (4.12)
4.1.2 Assumptions
We make the following assumptions:
A1) The porosity is uniformly bounded from above and below, i.e., there exist Φ1,Φ2> 0
such that
0< Φ≤ Φ≤ Φ.
A2) The permeability tensor is symmetric, positive definite and can be uniformly
bounded from above and below. There exist k,k > 0 such that
kx⊤x≤ x⊤Kx≤ kx⊤x ∀x ∈ Rd.
A3) The mobilities λα, α ∈ {w,n} are nonnegative, Lipschitz continuous functions of
the saturation and there exist λα, λt, λt > 0 such that
0≤ λα ≤ λα ∀α ∈ {w,n} and 0< λt ≤ λt = λw+λn ≤ λt.
A4) The capillary pressure functions pc(sw) and p′c(sw) are Lipschitz continuous with
respect to sw and are also bounded from above and below, i.e.,
0< p1 ≤ pc ≤ p2 and 0< q1 ≤ |p′c| ≤ q2.
A5) The functional λc(sw) is also Lipschitz continuous with respect to sw and is
uniformly bounded from above and below, i.e.
0< λc ≤ |λc| ≤ λc.
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A6) Let’s define as in [91] the nonnegative function ζ(sw) such that
ζ(sw) :=
λn(sw)1/2(Mc−p′c(sw))
λt(sw)1/2|Mcp′c(sw)|1/2
(4.13)
and there exists 0< δ < 2 such that
max
Th×J
ζ(sw)≤ δ < 2. (4.14)
Here, Mc > 0 is a positive constant.
Remark 4.1.1. All the regularity hypotheses and assumptions are physically reason-
able, for a more thorough discussion, the reader is referred to [45, 28, 99].
4.1.3 Notations
In all that follows, we define the broken Sobolev norm |||·|||m as
|||v|||m =
( ∑
E∈Th
∥v∥2Hm(E)
)1/2
∀v ∈Hm(Th). (4.15)
We define the norms associated to the Bochner spaces of functions mapping the time
interval (a,b) to the normed space Hm as
|||v|||Lk(a,b;Hm) =
(∫ b
a
|||v(t)|||km
) 1
k
∀v ∈Hm(Th), k ∈ [1,+∞] (4.16)
|||v|||L∞(a,b;Hm) = esssup
t∈(a,b)
|||v(t)|||m ∀v ∈Hm(Th). (4.17)
Definition 4.1.1 (Broken gradient). The broken gradient operator ∇h :W1,p(Th)→
[L2(Ω)]d allows to define functions ∇hφ whose restrictions to each element E ∈ Th are
equal to ∇φ, i.e., for all φ ∈W1,p(Th),
(∇hφ)|E =∇(φ|E) ∀E ∈ Th. (4.18)
For the sake of readability, in all that follows, we remove the index h of the broken
gradient when inside an integral over a mesh element E ∈ Th.
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4.2 Semi-discretization in space
The derivation of the semi-discrete DG formulation is done in a similar fashion as in
Section 3.3. The formulation consists in finding the approximations Pw,h(·, t)∈Drp(Th),
Sw,h(·, t) ∈ Drs(Th) which are continuous in time such that:
Bh(Pw,h,φ;Sw,h) = lh(φ) ∀φ ∈ Drp(Th), ∀t ∈ J ,
(4.19)
(Φ∂Sw,h
∂t
,ψ)L2(Ω)+ ch(Pw,h,ψ;Sw,h)+dh(Sw,h,ψ) = rh(ψ) ∀ψ ∈ Drs(Th), ∀t ∈ J .
(4.20)
The bilinear form Bh in the total fluid conservation equation (4.19) is expressed as:
Bh(Pw,h,φ;Sw,h) =Bbulk,h(Pw,h,φ;Sw,h)+Bcons,h(Pw,h,φ;Sw,h)+Bsym,h(Pw,h,φ;Sw,h)
+Bstab,h(Pw,h,φ)+Bλtff,h(Pw,h,φ). (4.21)
The term Bbulk,h of (4.21) is the volume contribution,
Bbulk,h(Pw,h,φ;Sw,h) =
∑
E∈Th
∫
E
(λtK∇Pw,h+λcK∇Sw,h) ·∇φ. (4.22)
The consistency Bcons,h term is
Bcons,h(Pw,h,φ;Sw,h) =−
∫
Ω
λtK∇hPw,h ·Rh,D(JφK)−∫
Ω
λcK∇hSw,h ·Rh,D(JφK).
(4.23)
Here, ∇h is the broken gradient operator introduced in Definition 4.1.1.
The term Bsym,h is the symmetry term,
Bsym,h(Pw,h,φ;Sw,h) =ϵsym
∫
Ω
λtK∇hφ ·Rh,D(JPw,hK)+ ϵsym ∫
Ω
λcK∇hφ ·Rh,D(JSw,hK).
(4.24)
The stability term Bstab,h is
Bstab,h(Pw,h,φ) =
∑
e∈Γ Inth ∪ΓDh
δp
f(rp)
|e|
∫
e
JPw,hKJφK. (4.25)
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The last term Bff,h allows to take into consideration BR2 and CDG2 schemes [38],
Bλtff,h(Pw,h,φ) = χ
∑
e∈Γ Inth ∪ΓDh
λtK
∫
Ω
L˜e(Pw,h) · L˜e(φ). (4.26)
Method ϵsym χ βe
NIPG -1 0 0
IIPG 0 0 0
SIPG 1 0 0
BR2 1 NTh 0
CDG2 1 NTh4 (1+κ)
1
2ne
Table 4.1 DG methods parameters.
Remark 4.2.1 (Lifting for BR2 and CDG2). Following [38], the operator L˜e: L2(e)→
[Dr(Th)]d in (4.26) is defined as L˜e(·) = re(J·K) for BR2 and L˜e(·) = 2re(J·K) for CDG2.
For all IP methods χ = 0, for BR2 χ = NTh and for CDG2 χ =
NTh
4 (1+κ), κ =
max
e∈Γ Inth
|E−e |
|E+e | . A summary of the DG methods parameters is provided in Table 4.1.
The right-hand side lh of the total fluid conservation equation (4.19) is a linear
form including the Dirichlet and Neumann boundary conditions and the source terms,
lh(φ) =
∫
Ω
(qw+ qn)φ+ ϵsym
∫
Ω
λtK∇hφ ·RD(pD)+ ϵsym
∫
Ω
λcK∇hφ ·RD(sD)
+ lstab,h(φ)+ lff,h(φ), ∀φ ∈ Drp(Th). (4.27)
Here lstab,h(φ) is the stability term for the linear form
lstab,h(φ) =
∑
e∈ΓDh
δp
f(rp)
|e|
∫
e
pDφ (4.28)
and lff,h(φ) is the BR2/CDG2 part of the linear form,
lff,h(φ) = χ
∑
e∈ΓDh
λtK
∫
Ω
L˜e(pD) · L˜e(φ). (4.29)
4.2 Semi-discretization in space 49
Equation (4.20) is the discrete weak formulation of the nonwetting-phase conserva-
tion equation (4.2) where the convection term ∇· (λnK∇pw) is discretized as
ch(Pw,h,ψ;Sw,h) =
∑
E∈Th
∫
E
(−λnK∇Pw,h) ·∇ψ+
∫
Ω
Kλ#n∇hPw,h ·Rh,D(JψK)
− ϵsym
∫
Ω
Kλ#n∇hψ ·Rh,DJPw,hK. (4.30)
Here λ#n = (1− ϱ)λn,E + ϱλ↑n and λ↑n is the upwind mobility. For all interfaces e ∈
∂E−∩∂E+, λ↑n is defined as
λ↑n =
λn,E− if −K(∇Pw,h+∇pc,h) ·ν ≥ 0,λn,E+ else.
Hence depending on the value of ϱ ∈ {0,1}, we use central differencing or upwinding of
the mobility for internal interfaces.
The diffusion term ∇· (λcK∇sw) is discretized by a bilinear form similar to that of
(4.21),
dh(Sw,h,ψ) =−
∑
E∈Th
∫
E
λcK∇Sw,h ·∇ψ+
∫
Ω
λcK∇hSw,h ·Rh,D(JψK)
− ϵsym
∫
Ω
λcK∇hψ ·Rh,D(JSw,hK)+ ∑
e∈Γ Inth ∪ΓDh
δs
f(rs)
|e|
∫
e
JSw,hKJψK
+Bλcff,h(Sw,h,ψ). (4.31)
Here,
Bλcff,h(Sw,h,ψ) = χ
∑
e∈Γ Inth ∪ΓDh
λcK
∫
Ω
L˜e(Sw,h) · L˜e(ψ). (4.32)
The right-hand side rh includes the Dirichlet and Neumann boundary conditions and
the nonwetting source term,
rh(ψ) =−
∫
Ω
qnψ− ϵsym
∫
Ω
λnK∇ψ ·RD(pD)− ϵsym
∫
Ω
λcK∇ψ ·RD(sD)
+
∑
e∈ΓDh
δs
f(rs)
|e|
∫
e
sDψ+ rff,h(ψ), ∀ψ ∈ Drs(Th) (4.33)
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and rff,h(ψ) is the linear form,
rff,h(ψ) = χ
∑
e∈ΓDh
|λc|K
∫
Ω
L˜e(sD) · L˜e(ψ). (4.34)
4.3 Stability of the DG solution
In this section, we provide as in [91] a stability result for the DG solution with respect to
the L2(H1) norm for the pressure pw and the L∞(L2)∩L2(H1) norm for the saturation
sw.
Theorem 4.1 (Stability). Under the assumptions A1 to A6 and that there exist positive
constants C˜, τ1 and τ2 independent of h, rp, rs such that
δp ≥ 2
(
τ1λt
12 k+(1− ϵsym)
2C˜
λ
2
tM
−2
c k
τ1λt
3
+ C˜ λ
2
ck
τ2λc
3
+ ϵ2symC˜
λ
2
nk
τ2λc
3
)
> 0, (4.35)
δs ≥ 2
(
ϵ2symC˜
λ
2
cM
−2
c k
τ1λt
3
+ C˜ λ
2
nk
τ1λt
3
+ C˜ λ
2
ck
τ2λc
3
+ ϵ2symC˜
λ
2
ck
τ2λc
3
)
> 0, (4.36)
then, the following bound holds
|||Sw,h|||2L∞(J ,L2(Ω))+ |||K
1
2∇Pw,h|||2L2(J ,L2(Ω))+ |||K
1
2∇Sw,h|||2L2(J ,L2(Ω))
+
∑
e∈Γ Inth ∪ΓDh
δp
f(rp)
|e|
∥∥∥JPw,hK∥∥∥2L2(J ,L2(e))+ ∑
e∈Γ Inth ∪ΓDh
δs
f(rs)
|e|
∥∥∥JSw,hK∥∥∥2L2(J ,L2(e))
+χ
∑
e∈Γ Inth ∪ΓDh
∥∥∥L˜e(Pw,h)∥∥∥2L2(J ,L2(Ω))+χ ∑
e∈Γ Inth ∪ΓDh
∥∥∥L˜e(Sw,h)∥∥∥2L2(J ,L2(Ω))
≤ c |||Sw,h(0)|||20+ c
∑
e∈ΓDh
f(rs)
|e| ∥sD∥
2
L2(J ,L2(e))+ c
∑
e∈ΓDh
f(rp)
|e| ∥pD∥
2
L2(J ,L2(e))
+ c∥qw∥2L2(J ,L2(Ω))+ c∥qn∥2L2(J ,L2(Ω))+ c χ
∑
e∈ΓDh
∥∥∥L˜e(pD)∥∥∥2L2(J ,L2(Ω))
+ c χ
∑
e∈ΓDh
∥∥∥L˜e(sD)∥∥∥2L2(J ,L2(Ω)) , (4.37)
Here, c is a constant independent of h, rp, rs.
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Proof. Let us put φ =M−1c Pw,h in (4.19) and ψ = Sw,h in (4.20), the system (4.19)-
(4.20) becomes:
Bh(Pw,h,M−1c Pw,h;Sw,h) = lh(M−1c Pw,h) (4.38)
(Φ∂Sw,h
∂t
,Sw,h))L2(Ω)+ ch(Pw,h,Sw,h;Sw,h)+dh(Sw,h,Sw,h) = rh(Sw,h) (4.39)
The sum of the two equations (4.38) and (4.39) gives
(
ϕ
∂Sw,h
∂t
,Sw,h
)
Ω
+
∑
E∈Th
∫
E
M−1c λtK∇Pw,h ·∇Pw,h+
∑
E∈Th
∫
E
|λc|K∇Sw,h ·∇Sw,h
+
∑
e∈Γ Inth ∪ΓDh
M−1c δp
f(rp)
|e|
∫
e
JPw,hKJPw,hK+ ∑
e∈Γ Inth ∪ΓDh
δs
f(rs)
|e|
∫
e
JSw,hKJSw,hK
+χ
∑
e∈Γ Inth ∪ΓDh
M−1c λtK
∫
Ω
L˜e(Pw,h) · L˜e(Pw,h)
+χ
∑
e∈Γ Inth ∪ΓDh
|λc|K
∫
Ω
L˜e(Sw,h) · L˜e(Sw,h)
=
(
qw+ qn,M−1c Pw,h
)
Ω
−
(
qn,Sw,h
)
Ω
+
∑
E∈Th
∫
E
(λn−M−1c λc)K∇Pw,h ·∇Sw,h
+(1− ϵsym)M−1c
∫
Ω
λtK∇Pw,h ·Rh,D(JPw,hK)
+
∫
Ω
λcK∇hSw,h ·Rh,D(JPw,hK)− ϵsym ∫
Ω
M−1c λcK∇hPw,h ·Rh,D(JSw,hK)
−
∫
Ω
λ#nK∇hPw,h ·Rh,D(JSw,hK)+ ϵsym ∫
Ω
λ#nK∇hSw,h ·Rh,D(JPw,hK)
−
∫
Ω
λcK∇hSw,h ·Rh,D(JSw,hK)+ ϵsym ∫
Ω
λcK∇hSw,h ·Rh,D(JSw,hK)
+ ϵsym
∫
Ω
M−1c λtK∇hPw,h ·RD(pD)+ ϵsym
∫
Ω
M−1c λcK∇hPw,h ·RD(sD)
− ϵsym
∫
Ω
λnK∇hSw,h ·RD((pD)− ϵsym
∫
Ω
λcK∇hSw,h ·RD(sD)
+
∑
e∈ΓDh
M−1c δp
f(rp)
|e|
∫
e
Pw,hpD+
∑
e∈ΓDh
δs
f(rs)
|e|
∫
e
Sw,hsD
+χ
∑
e∈ΓDh
M−1c λtK
∫
Ω
L˜e(pD) · L˜e(Pw,h)+χ
∑
e∈ΓDh
|λc|K
∫
Ω
L˜e(sD) · L˜e(Sw,h)
= T1+T2+ ....+T16+T17+T18 (4.40)
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Remark 4.3.1. For the sake of brevity, in all that follows we set
Γ Int∪Dh = Γ Inth ∪ΓDh (4.41)
and for all u,v ∈ L2(Ω),
(u,v)Ω = (u,v)L2(Ω). (4.42)
Now, we bound each term Ti, i ∈ {1, ...,18} of the right-hand side of (4.40). In the
following, the numbers εi are positive real numbers.
The first term is
T1 =
(
qw+ qn,M−1c Pw,h
)
Ω
,
|T1| ≤M−1c ∥qw+ qn∥0,Ω
∥∥∥Pw,h∥∥∥0,Ω .
From lemma A.2.6 there exists a positive constant C1 such that
∥∥∥Pw,h∥∥∥0,Ω ≤ C1M−1c
( ∑
E∈Th
∥∥∥∇Pw,h∥∥∥20,E+ ∑
e∈Γ Int∪Dh
|e| d1−d
∥∥∥JPw,hK∥∥∥20,e
) 1
2
.
Hence,
|T1| ≤ C1M−1c ∥qw+ qn∥0,Ω
( ∑
E∈Th
∥∥∥∇Pw,h∥∥∥20,E+ ∑
e∈Γ Int∪Dh
|e| d1−d
∥∥∥JPw,hK∥∥∥20,e
) 1
2
.
By using Young’s Inequality, we get
|T1| ≤ C
2
1M
−2
c
4ε1k
∥qw+ qn∥20,Ω+
2ε1k
2
( ∑
E∈Th
∥∥∥∇Pw,h∥∥∥20,E+ ∑
e∈Γ Int∪Dh
|e| d1−d
∥∥∥JPw,hK∥∥∥20,e
)
and thanks to hypothesis A2,
|T1| ≤ C
2
1M
−2
c
4ε1k
∥qw+ qn∥20,Ω+ ε1
( ∑
E∈Th
∥∥∥∥K 12∇Pw,h∥∥∥∥2
0,E
+k
∑
e∈Γ Int∪Dh
|e| d1−d
∥∥∥JPw,hK∥∥∥20,e
)
.
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Finally,
|T1| ≤ C
2
1M
−2
c
4ε1k
∥qw+ qn∥20,Ω+ ε1
( ∑
E∈Th
∥∥∥∥K 12∇Pw,h∥∥∥∥2
0,E
+k
∑
e∈Γ Int∪Dh
f(rp)
|e|d/d−1
∥∥∥JPw,hK∥∥∥20,e
)
where we use f(rp)> 1 ([62, Lemma 3]).
We bound the second term T2 = −
(
qn,Sw,h
)
Ω
by using the Cauchy-Schwarz and
Young inequalities,
|T2| ≤ ∥ qn∥0,Ω
∥∥∥Sw,h∥∥∥0,Ω ,
|T2| ≤ 12 ∥ qn∥
2
0,Ω+
1
2
∥∥∥Sw,h∥∥∥20,Ω .
The third term T3 =
∑
E∈Th
∫
E(λn−M−1c λc)K∇Pw,h ·∇Sw,h is bounded by following the
same approach as [91], thus we rewrite T3 as
T3 =
∑
E∈Th
∫
E
ζ(Sw,h)λ
1
2
t |λc|
1
2K∇Pw,h ·∇Sw,h
where ζ(Sw,h) is given by (4.13).
Following the hypothesis A6 we have
|T3| ≤ δ
(
1
2
∑
E∈Th
∥∥∥∥λ 12t K 12∇Pw,h∥∥∥∥2
0,E
+ 12
∑
E∈Th
∥∥∥∥|λc| 12K 12∇Sw,h∥∥∥∥2
0,E
)
with δ < 2.
For T4 = (1− ϵsym)M−1c
∫
Ω λtK∇hPw,h · Rh,D(JPw,hK), we use Cauchy-Schwarz and
Young’s Inequality
|T4|= (1− ϵsym)M−1c λtk
1
2
∥∥∥∥K 12∇hPw,h∥∥∥∥
0,Ω
∥∥∥Rh,D(JPw,hK)∥∥∥0,Ω ,
≤ ε42 |||K
1
2∇Pw,h|||20+(1− ϵsym)2
λ
2
tM
−2
c k
2ε4
∥∥∥Rh,D(JPw,hK)∥∥∥20,Ω .
Using Lemma A.2.11 to bound the global lifting operator and recalling (f(rp)≥ 1), we
get
|T4| ≤ ε42 |||K
1
2∇Pw,h|||20+
∑
e∈Γ Int∪Dh
(1− ϵsym)2C˜ λ
2
tM
−2
c k f(rp)
2ε4 |e|
∥∥∥JPw,hK∥∥∥20,e .
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The fifth term T5 =
∫
Ω λcK∇hSw,h ·Rh,D(JPw,hK) is bounded similarly,
|T5| ≤ ε52 |||K
1
2∇Sw,h|||20+
∑
e∈Γ Int∪Dh
C˜
λ
2
ck f(rp)
2ε5 |e|
∥∥∥JPw,hK∥∥∥20,e .
For T6 =−ϵsymM−1c
∫
Ω λcK∇hPw,h ·Rh,D(JSw,hK), we have
|T6| ≤ ε62 |||K
1
2∇Pw,h|||20+
∑
e∈Γ Int∪Dh
ϵ2symC˜
λ
2
cM
−2
c k f(rs)
2ε6 |e|
∥∥∥JSw,hK∥∥∥20,e .
The seventh term T7 =−∫Ω λ#nK∇hPw,h ·Rh,D(JSw,hK) is bounded as
|T7| ≤ ε72 |||K
1
2∇Pw,h|||20+
∑
e∈Γ Int∪Dh
C˜
λ
2
nk f(rs)
2ε7 |e|
∥∥∥JSw,hK∥∥∥20,e .
We have for T8 = ϵsym
∫
Ω λ
#
nK∇hSw,h ·Rh,D(JPw,hK),
|T8| ≤ ε82 |||K
1
2∇Sw,h|||20+
∑
e∈Γ Int∪Dh
ϵ2symC˜
λ
2
nk f(rp)
2ε8 |e|
∥∥∥JPw,hK∥∥∥20,e .
Similarly for T9 =−∫Ω λcK∇hSw,h ·Rh,D(JSw,hK),
|T9| ≤ ε92 |||K
1
2∇Sw,h|||20+
∑
e∈Γ Int∪Dh
C˜
λ
2
ck f(rs)
2ε9 |e|
∥∥∥JSw,hK∥∥∥20,e .
For T10 = ϵsym
∫
Ω λcK∇hSw,h ·Rh,D(JSw,hK),
|T10| ≤ ε102 |||K
1
2∇Sw,h|||2+
∑
e∈Γ Int∪Dh
ϵ2symC˜
λ
2
ck f(rs)
2ε10 |e|
∥∥∥JSw,hK∥∥∥20,e .
For T11 = ϵsymM−1c
∫
Ω λtK∇hPw,h ·RD(pD), we have
|T11| ≤ ε112 |||K
1
2∇Pw,h|||20+
∑
e∈ΓDh
ϵ2symC˜
λ
2
tM
−2
c k f(rp)
2ε11 |e| ∥pD∥
2
0,e .
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For T12 = ϵsymM−1c
∫
Ω λcK∇hPw,h ·RD(sD),
|T12| ≤ ε122 |||K
1
2∇Pw,h|||20+
∑
e∈ΓDh
ϵ2symC˜
λ
2
cM
−2
c k f(rs)
2ε12 |e| ∥sD∥
2
0,e .
Similarly for T13 =−ϵsym ∫Ω λnK∇hSw,h ·RD(pD),
|T13| ≤ ε132 |||K
1
2∇Sw,h|||20+
∑
e∈ΓDh
ϵ2symC˜
λ
2
nk f(rp)
2ε13 |e| ∥pD∥
2
0,e .
Similarly for T14 =−ϵsym ∫Ω λcK∇hSw,h ·RD(sD),
|T14| ≤ ε142 |||K
1
2∇Sw,h|||20+
∑
e∈ΓDh
ϵ2symC˜
λ
2
ck f(rs)
2ε14 |e| ∥sD∥
2
0,e
For the penalty term T15 =
∑
e∈ΓDh
M−1c δp
f(rp)
|e|
∫
ePw,hpD, we have
|T15| ≤ ε152
∑
e∈Γ Int∪Dh
f(rp)
|e|
∥∥∥JPw,hK∥∥∥20,e+ ∑
e∈ΓDh
(δp)2M−2c f(rp)
2|e|ε15 ∥pD∥
2
0,e .
Similarly for T16 =
∑
e∈ΓDh
γse
∫
eSw,hsD,
|T16| ≤ ε162
∑
e∈Γ Int∪Dh
f(rs)
|e|
∥∥∥JSw,hK∥∥∥20,e+ ∑
e∈ΓDh
(δs)2f(rs)
2|e|ε16 ∥sD∥
2
0,e .
For T17 = χ
∑
e∈ΓDh
λtM
−1
c K
∫
Ω L˜e(pD) · L˜e(Pw,h), the lifting term is bounded by using
Remark 4.2.1 and Lemma A.2.10,
|T17| ≤ χε172
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Pw,h)∥∥∥20,Ω+χλ
2
tM
−2
c k
2
2ε17
∑
e∈ΓDh
∥∥∥L˜e(pD)∥∥∥20,Ω .
Similarly for T18 = χ
∑
e∈ΓDh
|λc|K∫Ω L˜e(sD) · L˜e(Sw,h), we have
|T18| ≤ χε182
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Sw,h)∥∥∥20,Ω+χλ
2
ck
2
2ε18
∑
e∈ΓDh
∥∥∥L˜e(sD)∥∥∥20,Ω .
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Combining all the above bounds in (4.40) gives
(
ϕ
∂Sw,h
∂t
,Sw,h
)
Ω
+
∑
E∈Th
∥∥∥∥λ 12t K 12∇Pw,h∥∥∥∥2
0,E
+
∑
E∈Th
∥∥∥∥|λc| 12K 12∇Sw,h∥∥∥∥2
0,E
+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∫
e
JPw,hKJPw,hK+ ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫
e
JSw,hKJSw,hK
+χ
∑
e∈Γ Int∪Dh
λtK
∫
Ω
L˜e(Pw,h) · L˜e(Pw,h)+χ
∑
e∈Γ Int∪Dh
|λc|K
∫
Ω
L˜e(Sw,h) · L˜e(Sw,h)
≤ 12
∥∥∥Sw,h∥∥∥20,Ω+ δ
(
1
2
∑
E∈Th
∥∥∥∥λ 12t K 12∇Pw,h∥∥∥∥2
0,E
+ 12
∑
E∈Th
∥∥∥∥|λc| 12K 12∇Sw,h∥∥∥∥2
0,E
)
+
(
ε1+
ε4
2 +
ε6
2 +
ε7
2 +
ε11
2 +
ε12
2
)
|||K 12∇Pw,h|||20
+
(
ε5
2 +
ε8
2 +
ε9
2 +
ε10
2 +
ε13
2 +
ε14
2
)
|||K 12∇Sw,h|||20
+
(
ε1k+ C˜k
(
(1− ϵsym)2λ
2
tM
−2
c
2ε4
+ λ
2
c
2ε5
+ ϵ2sym
λ
2
n
2ε8
)
+ ε152
) ∑
e∈Γ Int∪Dh
f(rp)
|e|
∥∥∥JPw,hK∥∥∥20,e
+
(
ϵ2symC˜
λ
2
cM
−2
c k
2ε6
+ C˜ λ
2
nk
2ε7
+ C˜ λ
2
ck
2ε9
+ ϵ2symC˜
λ
2
ck
2ε10
+ ε162
) ∑
e∈Γ Int∪Dh
f(rs)
|e|
∥∥∥JSw,hK∥∥∥20,e
+
(
ϵ2symC˜
λ
2
cM
−2
c k
2ε12
+ ϵ2symC˜
λ
2
ck
2ε14
+ (δs)
2
2ε16
) ∑
e∈ΓDh
f(rs)
|e| ∥sD∥
2
0,e
+
(
ϵ2symC˜
λ
2
tM
−2
c k
2ε11
+ ϵ2symC˜
λ
2
nk
2ε13
+ (δp)
2M−2c
2ε15
) ∑
e∈ΓDh
f(rp)
|e| ∥pD∥
2
0,e
+(C
2
1M
−2
c
4ϵ1k
)∥qw∥0,Ω+(
C21M
−2
c
4ϵ1k
+1)∥qn∥0,Ω
+χε172
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Pw,h)∥∥∥20,Ω+χλ
2
tM
−2
c k
2
2ε17
∑
e∈ΓDh
∥∥∥L˜e(pD)∥∥∥20,Ω
+χε182
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Sw,h)∥∥∥20,Ω+χλ
2
ck
2
2ε18
∑
e∈ΓDh
∥∥∥L˜e(sD)∥∥∥20,Ω . (4.43)
As 12
d
dt |||ϕ
1
2Sw,h|||20 =
(
ϕ
∂Sw,h
∂t ,Sw,h
)
Ω
and τi := τi(δ), ∀i ∈ {1,2}, we have
1
2
d
dt
|||ϕ 12Sw,h|||20+ τ1λt|||K
1
2∇Pw,h|||20+ τ2λc|||K
1
2∇Sw,h|||20
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+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∥∥∥JPw,hK∥∥∥20,e+ ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∥∥∥JSw,hK∥∥∥20,e
+χ
∑
e∈Γ Int∪Dh
λtK
∥∥∥L˜e(Pw,h)∥∥∥20,Ω+χ ∑
e∈Γ Int∪Dh
|λc|K
∥∥∥L˜e(Sw,h)∥∥∥20,Ω
≤ 12
∥∥∥Sw,h∥∥∥20,Ω+
(
ε1+
ε4
2 +
ε6
2 +
ε7
2 +
ε11
2 +
ε12
2
)
|||K 12∇Pw,h|||20
+
(
ε5
2 +
ε8
2 +
ε9
2 +
ε10
2 +
ε13
2 +
ε14
2
)
|||K 12∇Sw,h|||20
+
(
ε1k+ C˜k
(
(1− ϵsym)2λ
2
tM
−2
c
2ε4
+ λ
2
c
2ε5
+ ϵ2sym
λ
2
n
2ε8
)
+ ε152
) ∑
e∈Γ Int∪Dh
f(rp)
|e|
∥∥∥JPw,hK∥∥∥20,e
+
(
ϵ2symC˜
λ
2
cM
−2
c k
2ε6
+ C˜ λ
2
nk
2ε7
+ C˜ λ
2
ck
2ε9
+ ϵ2symC˜
λ
2
ck
2ε10
+ ε162
) ∑
e∈Γ Int∪Dh
f(rs)
|e|
∥∥∥JSw,hK∥∥∥20,e
+
(
ϵ2symC˜
λ
2
cM
−2
c k
2ε12
+ ϵ2symC˜
λ
2
ck
2ε14
+ (δs)
2
2ε16
) ∑
e∈ΓDh
f(rs)
|e| ∥sD∥
2
0,e
+
(
ϵ2symC˜
λ
2
tM
−2
c k
2ε11
+ ϵ2symC˜
λ
2
nk
2ε13
+ (δp)
2M−2c
2ε15
) ∑
e∈ΓDh
f(rp)
|e| ∥pD∥
2
0,e
+(C
2
1M
−2
c
4ϵ1k
)∥qw∥0,Ω+(
C21M
−2
c
4ϵ1k
+1)∥qn∥0,Ω
+χε172
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Pw,h)∥∥∥20,Ω+χλ
2
tM
−2
c k
2
2ε17
∑
e∈ΓDh
∥∥∥L˜e(pD)∥∥∥20,Ω
+χε182
∑
e∈Γ Int∪Dh
∥∥∥L˜e(Sw,h)∥∥∥20,Ω+χλ
2
ck
2
2ε18
∑
e∈ΓDh
∥∥∥L˜e(sD)∥∥∥20,Ω . (4.44)
Thus, for convenience we choose (εi)i∈{1,...,18} in (4.44) such that
ε1 =
ε4
2 =
ε6
2 =
ε7
2 =
ε11
2 =
ε12
2 =
τ1λt
12 ,
ε5
2 =
ε8
2 =
ε9
2 =
ε10
2 =
ε13
2 =
ε14
2 =
τ2λc
12 ,
ε15 = δp, ε16 = δs, ε17 = λtk and ε18 = λck.
Inequality (4.44) becomes
d
dt
|||Sw,h|||20+ |||K
1
2∇Pw,h|||20+ |||K
1
2∇Sw,h|||20+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∥∥∥JPw,hK∥∥∥20,e
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+
∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∥∥∥JSw,hK∥∥∥20,e+χ ∑
e∈Γ Int∪Dh
∥∥∥L˜e(Pw,h)∥∥∥20,Ω+χ ∑
e∈Γ Int∪Dh
∥∥∥L˜e(Sw,h)∥∥∥20,Ω
≤ c |||Sw,h|||20+ c
∑
e∈ΓDh
f(rs)
|e| ∥sD∥
2
0,e+ c
∑
e∈ΓDh
f(rp)
|e| ∥pD∥
2
0,e+ c∥qw∥0,Ω+ c∥qn∥0,Ω
+ c χ
∑
e∈ΓDh
∥∥∥L˜e(pD)∥∥∥20,Ω+ c χ ∑
e∈ΓDh
∥∥∥L˜e(sD)∥∥∥20,Ω . (4.45)
We integrate the inequality (4.45) from 0 to t:
|||Sw,h(t)|||20+
∫ t
0
|||K 12∇Pw,h(τ)|||20 dτ +
∫ t
0
|||K 12∇Sw,h(τ)|||20 dτ
+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∫ t
0
∥∥∥JPw,h(τ)K∥∥∥20,e dτ + ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫ t
0
∥∥∥JSw,h(τ)K∥∥∥20,e dτ
+χ
∑
e∈Γ Int∪Dh
∫ t
0
∥∥∥L˜e(Pw,h(τ))∥∥∥20,Ω dτ +χ ∑
e∈Γ Int∪Dh
∫ t
0
∥∥∥L˜e(Sw,h(τ))∥∥∥20,Ω dτ
≤ c |||Sw,h(0)|||20+ c
∑
e∈ΓDh
f(rs)
|e|
∫ t
0
∥sD(τ)∥20,e dτ + c
∑
e∈ΓDh
f(rp)
|e|
∫ t
0
∥pD(τ)∥20,e dτ
+ c
∫ t
0
∥qw(τ)∥0,Ω+ c∥qn(τ)∥0,Ω dτ + c χ
∑
e∈ΓDh
∫ t
0
∥∥∥L˜e(pD(τ))∥∥∥20,Ω dτ
+ c χ
∑
e∈ΓDh
∫ t
0
∥∥∥L˜e(sD(τ))∥∥∥20,Ω dτ. (4.46)
By applying the continuous Gronwall inequality A.2.5 to (4.46), we retrieve (4.37).
4.4 Error estimates
In this section, we derive a-priori error estimates for the DG schemes. In all that
follows, for simplicity, we set r = rp = rs. We now recall well known hp-approximation
results [10, 13].
Lemma 4.2. Let E ∈ Th and v ∈ Hm(E), m > 32 . Then there exists a constant C
independent of v, r and h and a sequence vrh ∈ Pr(E), r ≥ 1 such that the following
bounds hold,
∥v−vrh∥q,e ≤ C
hµ−q−
1
2
rm−q− 12
∥v∥m,E 0≤ q < µ−
1
2 , (4.47)
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∥v−vrh∥q,E ≤ C
hmin(r+1,m)−q
rm−q
∥v∥m,E 0≤ q < µ, (4.48)
where µ=min(r+1,m).
Proof. See [10, 13].
We now define the numerical errors by
ξp = pw−Pw,h = ξhp − ξIp , (4.49)
ξs = sw−Sw,h = ξhs − ξIs (4.50)
where ξhp = pˆw−Pw,h, ξIp = pˆw−pw, ξhs = sˆw−Sw,h, ξIs = sˆw− sw.
Here, pˆw ∈Drp(Th) (resp. sˆw) is the DG interpolation of the wetting phase pressure pw
(resp. the wetting phase saturation sw) such that the approximation results of Lemma
4.2 hold.
Theorem 4.3 (A-priori estimates). Under the assumptions A1 to A6 and considering
the fulfillment of regularity properties (4.5) to (4.12), there exists a positive constant c,
independent of h, r such that for m> 32 and µ=min(r+1,m),
|||ξp|||2L2(J ,L2(Ω))+ |||K
1
2∇ξp|||2L2(J ,L2(Ω)) ≤ c
h2µ−2
r2m−3
(
|||pw|||2L2(J ,Hm(Ω))
+ |||sw|||2L2(J ,Hm(Ω))
+ |||∂sw
∂t
|||2L2(J ,Hm−1(Ω))
)
, (4.51)
|||ξs|||2L∞(J ,L2(Ω))+ |||K
1
2∇ξs|||2L2(J ,L2(Ω)) ≤ c
h2µ−2
r2m−3
(
|||pw|||2L2(J ,Hm(Ω))
+
∫ t
0
|||sw|||2L2(J ,Hm(Ω))
+ |||∂sw
∂t
|||2L2(J ,Hm−1(Ω))
+ |||sw(0)|||2L2(J ,Hm−1(Ω))
)
.
(4.52)
Proof. By replacing in (4.19)-(4.20) Pw,h and Sw,h by the exact solutions pw and sw,
we get
Bh(pw,φ;sw) = lh(φ), (4.53)
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(Φ∂sw
∂t
,ψ)Ω+ ch(pw,ψ;sw)+dh(sw,ψ) = rh(ψ). (4.54)
We use the consistency of the scheme and subtract (4.19) from (4.53) to get
∑
E∈Th
∫
E
λhtK∇ξp ·∇φ+
∑
E∈Th
∫
E
(λt−λht )K∇pw ·∇φ
+
∑
E∈Th
λhcK∇ξs ·∇φ+
∑
E∈Th
∫
E
(λc−λhc )K∇sw ·∇φ
−
∫
Ω
(λt−λht )K∇hpw ·Rh,D(JφK)−∫
Ω
λhtK∇hξp ·Rh,D(JφK)
−
∫
Ω
(λc−λhc )K∇hsw ·Rh,D(JφK)−∫
Ω
λhcK∇h∇ξs ·Rh,D(JφK)
+ ϵsym
∫
Ω
(λt−λht )K∇hφ ·Rh,D(JpwK)+ ϵsym ∫
Ω
λhtK∇hφ ·Rh,D(JξpK)
+ ϵsym
∫
Ω
(λc−λhc )K∇hφ ·Rh,D(JswK)+ ϵsym ∫
Ω
λhcK∇hφ ·Rh,D(JξsK)
+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∫
e
JξpKJφK+χ ∑
e∈Γ Int∪Dh
(λt−λht )K
∫
Ω
L˜e(pw) · L˜e(φ)
+χ
∑
e∈Γ Int∪Dh
λhtK
∫
Ω
L˜e(ξp) · L˜e(φ) = lh(φ;sw)− lh(φ;Sw,h) ∀φ ∈ Drp(Th). (4.55)
We do the same by subtracting (4.20) from (4.54)
ϕ(∂ξs
∂t
,ψ)Ω−
∑
E∈Th
∫
E
(λn−λhn)K∇pw ·∇ψ−
∑
E∈Th
∫
E
λhnK∇ξp ·∇ψ
+
∑
E∈Th
∫
E
(λc−λhc )K∇sw ·∇ψ−
∑
E∈Th
∫
E
λhcK∇ξs ·∇ψ
+
∫
Ω
(λn−λhn)K∇hpw ·Rh,D(JψK)+∫
Ω
λhnK∇hξp ·Rh,D(JψK)
+
∫
Ω
(λc−λhc )K∇hsw ·Rh,D(Jψ+∫
Ω
λhcK∇hξs ·Rh,D(JψK)K)
− ϵsym
∫
Ω
(λhn)K∇hξp ·Rh,D(JψK)− ϵsym ∫
Ω
(λhn)K∇hξp ·Rh,D(JψK)
− ϵsym
∫
Ω
(λhc )K∇hψ ·Rh,D(JξsK)− ϵsym ∫
Ω
(λn−λhn)K∇hψ ·Rh,D(JpwK)
− ϵsym
∫
Ω
(λc−λhc )K∇hψ ·Rh,D(JswK)+ ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫
e
JξsKJψK
+χ
∑
e∈Γ Int∪Dh
(|λc|− |λhc |)K
∫
Ω
L˜e(sw) · L˜e(ψ)+χ
∑
e∈Γ Int∪Dh
|λhc |K
∫
Ω
L˜e(ξs) · L˜e(ψ)
= rh(ψ;sw)− rh(ψ;Sw,h) ∀φ ∈ Drs(Th). (4.56)
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Setting the test function φ=M−1c ξhp in (4.55) and ψ = ξhs in (4.56) ) and summing the
two resulting equations gives
ϕ(∂ξ
h
s
∂t
,ξhs )Ω+
∑
E∈Th
∫
E
λhtM
−1
c K∇ξhp ·∇ξhp −
∑
E∈Th
∫
E
λhcK∇ξhs ·∇ξhs
+
∑
e∈Γ Int∪Dh
M−1c δp
f(rp)
|e|
∫
e
Jξhp KJξhp K+ ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫
e
Jξhs KJξhs K
+χ
∑
e∈Γ Int∪Dh
λhtM
−1
c K
∥∥∥L˜e(ξhp )∥∥∥20,Ω+χ ∑
e∈Γ Int∪Dh
|λhc |K
∥∥∥L˜e(ξhs )∥∥∥20,Ω
= ϕ(∂ξ
I
s
∂t
,ξhs )Ω+
∑
E∈Th
∫
E
(λhn−M−1c λhc )K∇ξhp ·∇ξhs +Λp+Λs. (4.57)
Here, Λp and Λs are expressed as
Λp =
∑
E∈Th
∫
E
λhtM
−1
c K∇ξIp ·∇ξhp +
∑
E∈Th
∫
E
λhcM
−1
c K∇ξIs ·∇ξhp
− ∑
E∈Th
∫
E
(λc−λhc )M−1c K∇sw ·∇ξhp −
∑
E∈Th
∫
E
(λt−λht )M−1c K∇pw ·∇ξhp
+
∫
Ω
(λt−λht )M−1c K∇hpw ·Rh,D(Jξhp K)+∫
Ω
λhtM
−1
c K∇hξp ·Rh,D(Jξhp K)
+
∫
Ω
(λc−λhc )M−1c K∇hsw ·Rh,D(Jξhp K)+∫
Ω
λhcM
−1
c K∇hξs ·Rh,D(Jξhp K)
− ϵsym
∫
Ω
(λt−λht )M−1c K∇hξhp ·Rh,D(JpwK)− ϵsym ∫
Ω
λhtM
−1
c K∇hξhp ·Rh,D(JξpK)
− ϵsym
∫
Ω
(λc−λhc )M−1c K∇hξhp ·Rh,D(JswK)− ϵsym ∫
Ω
λhcM
−1
c K∇hξhp ·Rh,D(JξsK)
+
∑
e∈Γ Int∪Dh
δpM
−1
c
f(rp)
|e|
∫
e
JξIpKJξhp K+χ ∑
e∈Γ Int∪Dh
λhtM
−1
c K
∫
Ω
L˜e(ξIp) · L˜e(ξhp )
+χ
∑
e∈Γ Int∪Dh
(λt−λht )M−1c K
∫
Ω
L˜e(pw) · L˜e(ξhp ) (4.58)
and
Λs =
∑
E∈Th
∫
E
λhnK∇ξIp ·∇ξhs +
∑
E∈Th
∫
E
λhcK∇ξIs ·∇ξhs
+
∑
E∈Th
∫
E
(λn−λhn)K∇pw ·∇ξhs +
∑
E∈Th
∫
E
(λc−λhc )K∇sw ·∇ξhs
−
∫
Ω
(λn−λhn)K∇hpw ·Rh,D(Jξhs K)−∫
Ω
λhnK∇hξp ·Rh,D(Jξhs K)
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−
∫
Ω
(λc−λhc )K∇hsw ·Rh,D(Jξhs K)−∫
Ω
λhcK∇hξs ·Rh,D(Jξhs K)
+ ϵsym
∫
Ω
(λhn)K∇hξhs ·Rh,D(JξpK)+ ϵsym ∫
Ω
λhtK∇hξhs ·Rh,D(JξsK)
+ ϵsym
∫
Ω
(λn−λhn)K∇hξhs ·Rh,D(JpwK)+ ϵsym ∫
Ω
(λc−λhc )K∇hξhs ·Rh,D(JswK)
+
∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫
e
JξIs KJξhs K+χ ∑
e∈Γ Int∪Dh
|λhc |K
∫
Ω
L˜e(ξIs ) · L˜e(ξhs )
+χ
∑
e∈Γ Int∪Dh
(|λc|− |λhc |)K
∫
Ω
L˜e(sw) · L˜e(ξhs ). (4.59)
Appendix B provides a detailed estimation of the terms Λp and Λs.
In the following, the terms εpi , εsi are positive real numbers.
|Λp|+ |Λs| ≤c|||ξhs |||20+(
εp1
2 +
εp2
2 + ε
p
3+ ε
p
4+
εp6
2 +
εp10
2 +
εs6
2 +)|||K
1/2∇ξhp |||20
+(ε
s
1
2 +
εs2
2 + ε
s
3+ εs4+
εs8
2 +
εs9
2 +
εs10
2 +
εp8
2 +
εp12
2 )|||K
1/2∇ξhs |||20
+( 1
εp5
+ 1
εp6
+ 1
εp7
+ 1
εp8
+ 1
εs9
+ 1
εp10
+ ε
p
13
2 )
∑
e∈Γ Int∪Dh
f(rp)
|e|
∥∥∥Jξhp K∥∥∥20,e
+( 1
εs5
+ 1
εs6
+ 1
εs7
+ 1
εs8
+ 1
εs10
+ 1
εp12
+ ε
s
13
2 )
∑
e∈Γ Int∪Dh
f(rs)
|e|
∥∥∥Jξhs K∥∥∥20,e
+ ε
p
14
2 χ
∑
e∈Γ Inth ∪ΓDh
∥∥∥L˜e(ξhp )∥∥∥20,Ω+ ε
s
14
2 χ
∑
e∈Γ Inth ∪ΓDh
∥∥∥L˜e(ξhs )∥∥∥20,Ω
+ c h
2µ−2
r2m−3
(|||pw|||2m+ |||sw|||2m). (4.60)
We bound the first term of the right-hand side of (4.57) by using the Cauchy-Schwarz
inequality and the approximation inequality from Lemma 4.2,
|ϕ(∂ξ
I
s
∂t
,ξhs )Ω| ≤ c|||ξhs |||20+ c|||
∂ξIs
∂t
|||20
≤ c|||ξhs |||20+ c
h2min(r+1,m−1)
r2(m−1)
|||∂sw
∂t
|||2m−1.
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The second term ∑
E∈Th
∫
E(λhn−M−1c λhc )K∇ξhp ·∇ξhs of (4.57) is bounded in a similar
fashion as in the proof of Theorem 4.1 (e.g. term T3). Hence,∣∣∣∣∣ ∑
E∈Th
∫
E
(λhn−λhc )K∇ξhp ·∇ξhs
∣∣∣∣∣≤ δ
(
1
2
∑
E∈Th
∥∥∥∥λ 12t K 12∇ξhp ∥∥∥∥2
0,E
+ 12
∑
E∈Th
∥∥∥∥|λc| 12K 12∇ξhs ∥∥∥∥2
0,E
)
where 0< δ < 2.
Equation (4.55) becomes
ϕ(∂ξ
h
s
∂t
,ξhs )Ω+(1−
δ
2)
( ∑
E∈Th
∫
E
λhtK∇ξhp ·∇ξhp +
∑
E∈Th
∫
E
|λhc |K∇ξhs ·∇ξhs
)
+
∑
e∈Γ Int∪Dh
δp
f(rp)
|e|
∫
e
Jξhp KJξhp K+ ∑
e∈Γ Int∪Dh
δs
f(rs)
|e|
∫
e
Jξhs KJξhs K
+χ
∑
e∈Γ Int∪Dh
λhtK
∥∥∥L˜e(ξhp )∥∥∥20,Ω+χ ∑
e∈Γ Int∪Dh
|λhc |K
∥∥∥L˜e(ξhs )∥∥∥20,Ω
≤ c|||ξhs |||20+(
εp1
2 +
εp2
2 + ε
p
3+ ε
p
4+
εp6
2 +
εp10
2 +
εs6
2 )|||K
1/2∇ξhp |||20
+(ε
s
1
2 +
εs2
2 + ε
s
3+ εs4+
εs8
2 +
εs9
2 +
εs10
2 +
εp8
2 +
εp12
2 )|||K
1/2∇ξhs |||20
+( 1
εp5
+ 1
εp6
+ 1
εp7
+ 1
εp8
+ 1
εs9
+ 1
εp10
+ ε
p
13
2 )
∑
e∈Γ Int∪Dh
f(rp)
|e|
∥∥∥Jξhp K∥∥∥20,e
+( 1
εs5
+ 1
εs6
+ 1
εs7
+ 1
εs8
+ 1
εs10
+ 1
εp12
+ ε
s
13
2 )
∑
e∈Γ Int∪Dh
f(rs)
|e|
∥∥∥Jξhs K∥∥∥20,e
+ ε
p
14
2 χ
∑
e∈Γ Inth ∪ΓDh
∥∥∥L˜e(ξhp )∥∥∥20,Ω+ ε
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As 12
d
dt |||ϕ
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)
Ω
and τi := τi(δ), ∀i ∈ {1,2}, inequality (4.61) becomes:
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For convenience, we choose (εpi )i∈{1,...,14} and (εsi )i∈{1,...,14} in (4.44) such that
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Hence, we get by integrating the equation from 0 to t,
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By applying the continuous Gronwall lemma, we get
|||ξs(t)|||2L∞(J ,L2(Ω))+ |||K
1
2∇ξs(t)|||2L2(J ,L2(Ω))+ |||K
1
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|||pw|||2L2(J ,Hm(Ω))+ |||sw|||2L2(J ,Hm(Ω))
+ |||∂sw
∂t
|||2L2(J ,Hm−1(Ω))+ |||sw(0)|||2L2(J ,Hm−1(Ω))
)
. (4.64)
Theorem 4.4. Under the assumptions A1 to A6 and considering the fulfillment of
regularity properties (4.5) to (4.12), there exists a positive constant c, independent of
h, rp, rs such that for m> 32 , there exists a solution to (4.19)-(4.20).
Proof. The proof uses the Leray-Schauder theorem by constructing a compact operator
that has fixed points coinciding with the numerical solution. For more details, we refer
the reader to [62, Theo. 6.] and [91, Lemma 6.1].

Chapter 5
Adaptive discontinuous Galerkin
finite element techniques
In the last decade, substantial progress has been achieved in the development of
adaptive finite element methods. They allow for an automatic modification of the mesh
element sizes and/or the local polynomial degrees in order to achieve an optimal trade-
off between accuracy and computational effort. This helps to mitigate the increased
computational overhead resulting from the handling of complex geological systems.
In the first section of this chapter, we present the different adaptive methods that
have been proposed in the literature. Section 5.2 introduces the concepts of error
indicators and error estimators. The last section is based on our original articles [87]
and [86], it summarizes the different adaptive strategies implemented in this work.
5.1 General principle of adaptivity
This section introduces the main finite element adaptation paradigms which can be
used in a single or combined way.
5.1.1 r-adaptivity
Also called relocation refinement or moving mesh method, r-adaptivity consists in
relocating the nodes of a mesh without changing the total number of mesh elements.
This method can be quite convenient for instationary problems in order to track an
evolving phenomenon. The mesh points are then moved into the region in which higher
resolution is desired. The r-adaptive methods have been successfully applied in various
application areas such as reaction diffusion problems [127], hyperbolic conservation
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laws [94, 111, 118], phase change problems [95, 117], groundwater flow [83, 82] and
porous media two-phase flow [56]. The downside of the r-adaptive method resides in
the fact that a too coarse initial mesh will not allow to achieve a satisfying accuracy
without having to add more dofs.
5.1.2 h-adaptivity
The h-adaptivity is the most widely used adaptive method. The polynomial degree
is kept fixed and the mesh is locally modified. This local grid modification consists
in refinement and coarsening processes realized by the local inclusion (resp. deletion)
of grid points and elements. The h-adaptivity is a very efficient tool for decreasing
the numerical cost of complex simulations while keeping a satisfying level of accuracy
[97]. All elements of the initial grid are said to be of level 0. The initial grid has to
be chosen carefully because the quality of the initial grid is very important for the
kind of problems we are aiming to solve. For instance, due to the heterogeneity of the
medium, it is key to have an initial mesh such that the associated material properties
(e.g. intrinsic permeability, porosity) stay homogeneous within each mesh element.
The refinement of a grid element consists of partitioning that element into several
smaller ones referred to as children. For instance, when a quad element of level k and
dimension d is refined, it is partitioned into 2d elements of level k+1. The coarsening
of elements consist in replacing the patch of 2d element of level k+1 by their father
of level k. We build therefore a hierarchical grid. We define the leaf grid (resp. level
grid) as the grid consisting of the cells of the highest level k available (resp. all the
cells available on the same level k, k ∈ {0,1, ...,maxlevel}). Figure 5.1 and 5.2 depict
respectively leaf and level views of a hierarchical grid.
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Fig. 5.1 Leaf grid view of a hierarchical grid.
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There are several ways to derive grid-refinement techniques depending on consider-
ations such as the construction effort and the quality of the mesh. These techniques
include red refinement, red-green refinement [16, 36, 37] and bisection refinement
[18, 96, 110].
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Fig. 5.2 Level grid view of a hierarchical grid.
5.1.3 p-adaptivity
The p-adaptive method was introduced by Babuvška et al. in [12]. It consists in
increasing or decreasing the polynomial degree on each mesh element while keeping the
same mesh elements. In DG methods, the modification of the local polynomial degree
is quite straightforward with the use of modal hierarchical basis functions. For smooth
problems, the p-adaptive methods appear as one of the most effective techniques thanks
to their exponential convergence rate [73, 97].
5.1.4 hp-adaptivity
Originating from the work of Babuvška and Suri in [11], hp-adaptivity combines
both h-adaptive and p-adaptive methods. This strategy allows to refine the mesh
when the solution is estimated to be rough (e.g. near discontinuities) and increase
the polynomial degree when the solution is estimated to be smooth. This helps to
compensate the increased computational cost for complex models. Under certain
conditions, hp-adaptive methods allow to achieve an exponential convergence rate
70 Adaptive discontinuous Galerkin finite element techniques
with respect to the number of dofs [97, 54]. Figure 5.3 shows a sketch of the general
approach for the hp-adaptation procedure.
Fig. 5.3 Sketch of the hp-adaptation procedure.
5.2 Error indicators & error estimators
A-posteriori error indicators and estimators are essential in the assessment of numerical
solution accuracy [5]. They allow to pinpoint efficiently where and when modification
in the discretization parameters (e.g. mesh-elements size, polynomial degree, time-step
size) are required. We provide in this section an overview of the concepts of error
indicators and estimators.
5.2.1 Gradient-based error indicators
Gradient-based error indicators are used in many problems where the derivation of
more rigorous a-posteriori error estimates is difficult or even impossible. The use
of gradient indicators for the purpose of h-adaptive algorithm is quite common for
parabolic and elliptic PDEs [84]. As its name implies, a gradient indicator depends
on the local gradient of the discrete solution Uh measured in the L2 norm. On each
element E of the mesh, the indicator ηE,rE is defined such that
ηE,rE = ∥∇Uh∥L2(E) ∀E ∈ Th (5.1)
where rE is the local polynomial degree.
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5.2.2 Error estimators
Adaptive algorithms are usually based on suitable error estimators. Thus the interest
on deriving effective estimators that allow for a robust estimation of the spatial and
even temporal discretization error. In the following, we provide a succinct introduction
to the a-posteriori error estimator paradigm. For a more thorough analysis we refer
to [121, 5, 109]. The basic idea of a-posteriori error estimation can be traced to
the seminal work of Babuvška and Rheinbold in [14]. Since then, the theory has
witnessed several developments. For steady-state linear elliptic problems, a large
variety of a-posteriori error estimates for DG methods is available [88, 106, 33, 81].
DG a-posteriori estimates for steady-state convection-diffusion problems can be found
in [65, 69, 128]. For transient problems such as instationary pure diffusion equations,
we refer to [70, 67]. Regarding unsteady convection-diffusion problems, we refer the
reader to [63, 114, 115, 68, 55]. As to multiphase flow in porous media, an abstract
framework allowing an a-posteriori estimation for the two-phase flow problem that is
independent of the discretization scheme was recently introduced in [122] where the
authors provide an upper bound on the error measure.
Essentially, a-posteriori error estimates for finite element methods aim at using
the approximate solution to assess the accuracy of the discretization schemes. They
provide bounds on the error between the exact solution u and the discrete solution Uh
|||u−Uh||| ≤ E(Uh).
Here E(Uh) is the estimator and it depends solely on Uh and the problem data (e.g.
source term).
Following [53], we briefly recall some important properties used to describe an
optimal a-posteriori estimate.
Property 5.1 (Guaranteed upper bound). There exists a computable upper bound
E(Uh) such that
|||u−Uh||| ≤ E(Uh) =
( ∑
E∈Th
EE(Uh)
) 1
2
. (5.2)
Property 5.2 (Local efficiency). For each element E ∈ Th, there exists a lower bound
on the error up to a positive constant C in the vicinity UE of the element E,
EE(Uh)≤ C |||u−Uh|||UE ∀E ∈ Th. (5.3)
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Property 5.3 (Asymptotic exactness). The effectivity index Ieff defined as the ratio
of the estimator by the error approaches one as the a-posteriori estimator becomes
sharper,
Ieff :=
E(Uh)
|||u−Uh||| → 1. (5.4)
Property 5.4 (Robustness). The previous Properties 5.1, 5.2 and 5.3 should be
satisfied independently of parameter variations.
Property 5.5 (Small evaluation cost). The stencil should stay compact in order to
minimize the evaluation costs (i.e. we only need the current element E or its direct
neighbors for the evaluation of the estimator).
Explicit & implicit error estimators
• Explicit error estimators can be computed directly from the approximated solution
and the problem data (e.g. source term). We implement in some test cases, an
explicit estimator designed for instationary convection-diffusion problems [114].
Applying it to the nonwetting-phase conservation equation of the system (2.36)
yields:
η2E,rE =h
2
E ∥Rvol∥2L2(E)+
1
2
∑
e∈Γh
(
he ∥Re2∥2L2(e)+
1
he
∥Re1∥2L2(e)
)
+
∑
e∈∂E∩∂Ω
(
he ∥Re2∥2L2(e)+
1
he
∥Re1∥2L2(e)
)
. (5.5)
Here hE is the diameter of the element E, rE is the local polynomial degree and
he is the length of e in 2d and the area of e in 3d.
The interior residual Rvol indicates how accurate the discretized solution satisfies
the original PDE at every interior point of the domain,
Rvol = qn−ϕ∂Sn,h
∂t
+∇· [λhnK(∇Pw,h−ρng)]+∇· [λhcK∇Sn,h].
We define Re1 as the numerical zero order inter-element residual (resp. Dirichlet
boundary condition residual) depending on the jump of the discrete solution at
the elements boundaries (resp. at the Dirichlet Boundary). It reflects therefore
5.3 Adaptive strategy 73
the regularity of the DG approximation (resp. the accuracy of the approximation
on the Dirichlet boundary),
Re1 =
{γseλhc δKν}JShnK if e ∈ Γ hγseλhc δKν(sD−Sn,h) if e ∈ ΓD
where δKν = νTe Kνe and γse = Cs
rs(rs+d−1)|e|
min(|E−|,|E+|) , σs ≥ 0.
Re2 is the first order numerical inter-element residual (resp. Neumann boundary
condition residual) depending on the jump of numerical approximation of the
normal flux at the element boundaries (resp. at the Neumann boundary). It also
allows to assess the regularity of the DG approximation (resp. the accuracy of
the approximation on the Neumann boundary),
Re2 =
JλhnK(∇Pw,h−ρng)+λhcK∇Sn,hK ·νe if e ∈ Γ h,Jn+(λnK(∇Pw,h−ρng)+λhcK∇Sn,h) ·νe if e ∈ ΓN .
• Implicit error estimators involve the solution of linear algebraic systems, hence
increasing the computational effort required to derive the estimator in comparison
with their explicit counterparts [5, Chap. 3].
Hierarchical error estimators
Hierarchical error estimators consist in comparing two discretization schemes of different
accuracy, in practice the numerical solution is compared with a solution calculated on
a finer mesh or a discrete space of higher polynomial degree. Despite their simplicity,
the practical use of hierarchical error estimators for complex problems can be rather
challenging due to the excessive computational cost of the method [97]. The key here
is to approximate locally the finer solution.
5.3 Adaptive strategy
Different adaptive strategies are possible depending on how elements are refined/-
coarsened (e.g. anisotropic, isotropic); whether the elements should be p-refined or
h-refined; when should the refinement process be stopped (e.g. maximum level of
refinement, stopping criterion). Keeping this in focus, we provide in this section a
brief introduction to different adaptive strategies implemented and tested in this work.
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In all that follows, the parameters maxpolorder and maxlevel refer respectively to
the maximum polynomial degree and the maximum level of refinement allowed. We
assume also rE > 0 ∀E ∈ Th unless specified otherwise.
5.3.1 Gradient indicator
The first approach considered, GradIndicator, is based on a heuristic indicator which
depends on the local gradient of the DG solution measured in the L2 norm. As depicted
in Section 5.2.1, we define on each element E of the mesh, the indicator ηiE at time step
i, such that: ηiE = ∥∇Sin,h∥L2(E), ∀E ∈ Th. Each element whose indicator ηiE is greater
than a threshold value stol ≥ 0 is refined. Algorithm 5.1 details the GradIndicator
strategy.
Algorithm 5.1 GradIndicator
1: for all E ∈ Th do
2: hE = diam(E), rE = poldeg(E)
3: if ηE > stol then
4: if level(E)<maxlevel then
5: hnewE =
hE
2
6: else
7: rnewE = rE−1
8: end if
9: else
10: if rE <maxpolorder then
11: rnewE = rE+1
12: else
13: hnewE = 2hE
14: end if
15: end if
16: end for
5.3.2 Prior2p
Introduced in [80], the Prior2p strategy is based on an estimate of the convergence rate
in the polynomial degree rE , rE ≥ 3, by using error estimates based on the L2 projection
into lower order polynomial spaces of degree rE−1 and rE−2. The derivation of those
L2 projections is quite straightforward thanks to the hierarchical aspect of the modal
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DG bases implemented in this work. Following [97], the smoothness indicator for the
Prior2p method is
ςE = 1−
log
(
ηE,rE−1
ηE,rE−2
)
log
(
rE−1
rE−2
) ∀E ∈ Th. (5.6)
Algorithm 5.2 implements a slightly modified version of the original Prior2p strategy
[97]. In addition to h-refinement and p-refinement, we allow for element coarsening
and local polynomial degree reduction.
Algorithm 5.2 Prior2p
1: for all E ∈ Th do
2: hE = diam(E), rE = poldeg(E)
3: if rE ≥ 3 then
4: if ςE ≥ rE+1 then
5: if level(E)<maxlevel then
6: hnewE =
hE
2
7: else
8: rnewE = rE−1
9: end if
10: else
11: if level(E)> 0 then
12: hnewE = 2×hE
13: else
14: rnewE = rE+1
15: end if
16: end if
17: else
18: rnewE = rE+1
19: end if
20: end for
5.3.3 New hp-algorithm
We introduce in Algorithm 5.3 a new strategy allowing for refinement and coarsening
for both the polynomial degree and the mesh size. The smoothness indicator used for
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this method is
ςE =
ηE,rE
ηE,rE−1
, (5.7)
where ηE,rE , E ∈ Th is a given error indicator and ηE,rE−1 its L2 projection into a lower
order polynomial space. The derivation of this L2 projection is quite straightforward
thanks to the hierarchical aspect of the modal DG bases implemented in this work.
The New hp-algorithm requires a maximum level of allowed h-refinement maxlevel
to be specified in order to avoid overly aggressive refinement. Whenever an element
is selected for h-refinement it is also selected for p-coarsening in order to reduce the
oscillations in the vicinity of the front of the fluid-phase propagation.
Algorithm 5.3 New-hp
1: Let ηE be given
2: for all E ∈ Th do
3: hE = diam(E), rE = poldeg(E)
4: if ηrE > stol then
5: if ςE > threshold then
6: if maxlevel > level(E) then
7: hnewE =
hE
2
8: else
9: rnewE = rE−1
10: end if
11: else
12: rnewE = rE+1
13: end if
14: else if ηrE < 0.01× stol then
15: if ςE < threshold then
16: rnewE = rE+1
17: else
18: hnewE = 2hE
19: end if
20: end if
21: end for
The parameters threshold and stol introduced in Algorithm 5.3 are user-defined
constants.
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Remark 5.1. The choice between h-adaptivity and p-adaptivity in Algorithm 5.2 and
5.3 depends heavily on the value of the smoothness indicators. They allow to refine the
mesh when the solutions are estimated to be rough and increase the polynomial degree
when the solution are estimated to be smooth.
Remark 5.2. In all that follows, the error estimator ηrE considered in Algorithm 5.3
is the one defined in (5.5).
5.3.4 Time-adaptive algorithm
Stable and efficient adaptive time stepping strategies are crucial for the numerical
simulation of problems that exhibit nonlinearity and strong heterogeneity in material
properties. Therefore, we put forward in Algorithm 5.4 a new adaptive time stepping
strategy. The error indicator ηtime implemented in this algorithm is based on the
"temporal jump" of the gradient of the solution as in [53]. Hence, at time step i, the
temporal-error indicator is such that
(ηitime)2 =
∑
E∈Th
∥∥∥∇(Sih−Si−1h )∥∥∥2L2(E) .
Depending on the value of the time indicator ηtime, we increase, decrease or maintain
the time step size. The parameters timefact−, timefact+, ttolmax and ttolmin are
user-chosen constants.
Algorithm 5.4
1: Let ηitime and ∆ti be given
2: if ηitime > ttolmax then
3: ∆ti+1 = timefact−×∆ti
4: else if ηitime < ttolmin then
5: ∆ti+1 = timefact+×∆ti
6: else
7: ∆ti+1 =∆ti
8: end if

Chapter 6
Multistage preconditioning
The significant geologic complexity involved in multi-phase models and the treatment
of strongly heterogeneous soil properties need efficient preconditioning strategies for
fully implicit formulations. Multilevel techniques such as the constrained pressure
residual (CPR) two-stage preconditioner allow to exploit the algebraic properties of
the Jacobian matrix of the system. The two-stage CPR preconditioner was introduced
by Wallis [124, 123] from the previous work of Behie and Vinsome [34] on combinative
preconditioners in reservoir engineering. Lacroix et al. [93] combined a first stage
preconditioner on the pressure subsystem with AMG and a second stage preconditioner
on the full system with ILU-0. In recent years the CPR-AMG has shown to be quite
effective for the simulation of complex problems in the field of reservoir engineering
[112, 72, 66, 71] and in basin modeling [108].
This chapter is organized as follows. In the first section, we provide a brief
description of the Jacobian matrix arising from a fully implicit discretization of a
two-phase flow problem. The second section sets out the general formulation of the
CPR-AMG method for linear systems arising from fully implicit higher order DG
discretization of strongly heterogeneous two-phase flow. To our knowledge this is the
first time the CPR-AMG is applied within a DG discretization framework.
6.1 Structure of the Jacobian matrix
The development of effective and robust preconditioning techniques requires to fully
understand and exploit the algebraic properties of each individual block of the Jacobian
matrix JG stemming from the fully-implicit and fully-coupled DG discretization of the
two-phase flow system. Following Section 3.3.3, let JGX = b be the linear system to
solve and r= b−JGX the residual, where X = (Xp,Xs) is the unknown and b= (bp, bs)⊺
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the right-hand side. The jacobian matrix JG is expressed as
JG =

Jpp Jps
Jsp Jss
=

∂Grp
∂p
∂Grp
∂s
∂Grs
∂p
∂Grs
∂s
 . (6.1)
Here Jpp ∈ Rnp×np is the pressure block, Jss ∈ Rns×ns is the saturation block. The
coupling blocks are Jps ∈ Rnp×ns and Jsp ∈ Rns×np .
We consider in our implementation a dof-based re-ordering of variables where JG is
reformulated as
JG =

(Jpp)1,1 (Jps)1,1
(Jss)1,1 (Jss)1,1
· · · (J
pp)1,ns (Jps)1,ns
(Jss)1,ns (Jss)1,ns
... . . . ...
(Jpp)np,1 (Jps)np,1
(Jss)np,1 (Jss)np,1
· · · (J
pp)np,ns (Jps)np,ns
(Jss)np,ns (Jss)np,ns

. (6.2)
Above, np is the number of dofs for the pressure and ns is the number of dofs for the
saturation and (J)i,j represents the coupling between two dofs.
6.2 Constrained pressure residual preconditioner
This section provides an extended insight into the structures and the different stages
involved in the construction of the CPR preconditioner.
6.2.1 Method description
The CPR belongs to the family of two-stage preconditioners, first it extracts and
solves a pressure subsystem. The residual associated with this solution is subsequently
corrected with an additional preconditioning step that recovers part of the global
information contained in the original system. The elliptic feature exhibited by the
pressure subsystem allows it to be handled well by multigrid methods. The other
equation is usually degenerate parabolic and might be handled by an ILU preconditioner.
Figure 6.1 provides a sketch of the CPR preconditioning.
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Fig. 6.1 Sketch of the CPR preconditioning.
Definition 6.2.1. The general formulation of a two-stage preconditioner is:
M−12st =M−12
[
I− J˜M−11
]
+
(
M−11
)
(6.3)
where M−11 (resp. M−12 ) corresponds to the first (resp. second) stage of the precondi-
tioner and the operator J˜ is such that
D−11 JGD
−1
2 = J˜ =

J˜pp J˜ps
J˜sp J˜ss
 . (6.4)
Here D1 and D2 are decoupling operators, different choices of Di, i ∈ {1,2} generate
different first stage preconditioners [112]. We provide more details concerning the
decoupling operators in the next section.
For the CPR, the first stage in (6.3) corresponds to
M−11 = CJ˜−1pp CT , (6.5)
where CT and C are restriction and prolongation operators, respectively. In particular,
C is given by
C =

e
. . .
e
 and e=
1
0
 .
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The second stage in (6.3) is
M−12 =M−1ILU , (6.6)
where M−1ILU is an ILU preconditioner.
CPR procedure
The CPR preconditioning step δ =M−1CPRr can be outlined as follows:
1. Weakening of the coupling between the pressure and non pressure blocks:
D−11 JG = J˜ =

J˜pp J˜ps
J˜sp J˜ss
 ; (6.7)
2. Compute the pressure subsystem residual:
rp = CTD−11 r; (6.8)
3. Solve the pressure system (e.g. with an AMG preconditioner):
J˜ppδp = rp; (6.9)
4. Expand the pressure solution to the full system:
γ = Cδp =
δp
0
 ; (6.10)
5. Compute the new residual:
rˆ = r− J˜γ; (6.11)
6. Prediction and correction step:
δ =M−12 rˆ+γ. (6.12)
Here δ = (δp, δs)t denotes the correction obtained after the two stages and for the sake
of simplicity, we set D−12 = I for the decoupling step (i.e. (6.7)).
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Remark 6.2.1. More robust preconditioners can be formulated with the inclusion
of the convective-diffusive block [112]. The general formulation of this variant of
CPR-AMG is
M−1CPR∗ =M
−1
2
I−(J˜−M2)
J˜−1pp −J˜−1pp J˜psJ˜ss−1
0 J˜−1ss
 . (6.13)
6.2.2 Decoupling operators
The decoupling introduced in (6.4) is a very important preprocessing step allowing to
weaken the coupling between the pressure and non-pressure blocks while preserving
the good algebraic properties for the extracted pressure subsystem [108]. The main
decoupling strategies usually considered in the literature are the Alternate-Block
Factorization (ABF) procedure [17], the Quasi-IMPES procedure [93, 108] and the
True-IMPES procedure [49].
Definition 6.2.2. Following [93, 108, 112], the Quasi-IMPES method is defined such
that
D1 =

I DpsD−1ss
0 I
 and D2 = I
where Dps = diag(Jps) and Dss = diag(Jss).
Definition 6.2.3. The True-IMPES is using a simplified Schur complement as decou-
pling operator [49].
D1 =

I D˜1
0 I
 and D2 = I
where D˜1 = colsum(Dps) colsum(Dss)−1 and colsum(Dss) (resp. colsum(Dps)) is a
vector whose elements are the sums of each column of the matrix Dss (resp. Dps).
Definition 6.2.4. Following Bank et al. [17], the ABF method is defined such that
D1 =

Dpp Dps
Dsp Dss
=

diag(Jpp) diag(Jps)
diag(Jsp) diag(Jss)
 and D2 = I.
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Remark 6.1. Considering a dof-wise re-ordering, the ABF method corresponds to a
simple to block diagonal scaling with
D1 =

(Jpp)1,1 (Jps)1,1
(Jss)1,1 (Jss)1,1
. . .
(Jpp)np,ns (Jps)np,ns
(Jss)np,ns (Jss)np,ns

. (6.14)
In this work we only focus on the ABF method owing to its structural simplicity
and ease of implementation. We might although expect some potential drawbacks
because J˜pp may be "strongly" non-symmetric compared to Jpp. It is also important to
emphasize the fact that computing the exact inverse of J˜pp not feasible for large scale
settings. It is therefore crucial to calibrate carefully inner and outer tolerances within
the nested iterative procedure defined from (6.4) to (6.12).
Chapter 7
Numerical results
This chapter provides different numerical experiments aiming to demonstrate the
efficiency and robustness of the DG discretization of porous media flow models. All test
cases are implemented with either the SIPG or the IIPG method combined with first
or second order Adams-Moulton time discretization. In order to ensure second order
accuracy, we employ a central differencing of the mobility for internal interfaces thus
following a similar approach to that of Epshteyn and Rivière [61]. We do not use any
kind of slope limiting or upwinding techniques. The linear solver used is GMRES and
we do not use any preconditioner unless stated otherwise. For all numerical examples
involving grid adaptivity, we use ALUCubeGrid [6] which implements the Dune grid
interface for 3d hexahedral meshes.
The rest of this chapter is organized as follows. Section 7.1 is based on our
publication [87], it investigates the simulation of a simple advection-diffusion problem.
Different adaptive algorithms from Chapter 5 are tested and a comparative study of the
results is provided. Section 7.2 examines the convergence order of the SIPG method
for a two-phase flow problem with an analytical solution. Section 7.3 is based on our
publications [85, 86] and [87], it treats a dense non-aqueous phase liquid (DNAPL)
infiltration in two and three space dimensions. A DNAPL is a liquid that is immiscible
and denser than water. Strong nonlinearities and heterogeneous (resp. anisotropic)
effects are taken into account in the different test cases. Adaptive strategies allowing
for refinement/coarsening in both the element size, the polynomial degree and in some
cases the time-step size are considered. Finally, Section 7.5 provides some insights into
the efficiency of the CPR preconditioner introduced in Chapter 6.
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7.1 Rotating pulse problem
Following [22], we consider a two dimensional test case depicting the transport of a
Gaussian pulse in a rotating flow field.
Let Ω = (−0.5,0.5)2, J = (0,T ), u = (−4y,4x)T and K = 10−4: We search for s
such that
∂s
∂t
+∇· (us+K∇s) = 0 in Ω×J. (7.1)
The problem boundary and initial conditions are derived from the exact solution
s(x,y, t) = 2σ
2
(2σ2+4Kt) e
(− (x¯−xc)2+(y¯−yc)22σ2+4Kt ) (7.2)
where x¯= xcos(4t)+ysin(4t), y¯ =−xsin(4t)+ycos(4t), xc =−0.25, yc = 0 and 2σ2 =
0.004.
The domain is subdivided uniformly into square elements. The coarsest mesh
consist of 8×8 elements. The solutions are approximated by piecewise polynomials
of order r, r ∈ {1,2,3,4}. We set the DG penalty parameter Cp = 10−10, the Newton-
solver tolerance newtTol = 10−8 and the linear-solver tolerance linabstol = 10−12. The
time-step size is set to ∆t= 10−4 s. Details of the parameters used in the adaptive
algorithms are provided in Table 7.1.
maxlevel threshold stol
GradIndicator 4 1.0 5×10−7
Prior2p 4 1.0
New Algorithm 4 1.0 3×10−13
Table 7.1 Adaptive algorithm parameters.
Figure 7.1 provides contours of the solution for the IIPG scheme combined with
second order Adams-Moulton (i.e. Crank-Nicolson) method time discretization. We
compare the performances of the Prior2p, GradIndic and New-hp algorithms in Table
7.2. The results show that Prior2p and New-hp yield smaller L2 errors compared to
GradIndicator. In contrast to GradIndicator and Prior2p, the New-hp method favors
h-refinement over decreasing the local polynomial order. Compared to the results
provided in [22], we did not need very fine meshes to reach absolute errors smaller
than 10−4. The hp-adaptive schemes are therefore very competitive with respect to
accuracy and number of dofs.
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∥η(Sh)∥L2(Ω) ∥s−Sh∥L2(Ω) Final nb ofDOFs
Avg nb of
lin it/
Newton
cycle
Avg inv
time/
Newton [s]
Avg assem
time /
Newton [s]
Prior2p 8.4×10−4 2.77×10−5 33140 73.28 0.28 0.76
New Algorithm 1.2×10−3 4×10−4 10240 70.6 0.126 0.395
GradIndicator 1.7×10−2 6.4×10−4 17878 71.24 0.11 0.32
Table 7.2 Errors, estimates and runtime overview for the IIPG at T=0.4.
Fig. 7.1 From left to right, concentration at T=0.4, polynomial degree distribution for the
Prior2p, New-hp and GradIndicator methods.
7.2 Two-phase flow model with analytical solution
Following [98], we examine the convergence order of the DG method for a coupled
system of equations that admits an exact solution.
Problem: Considering Ω = (0,1)2 and J= (0,T ), find (p,s) such that
−∇· (λ(s)K∇p) = 0 in Ω×J, (7.3)
ϕ
∂s
∂t
−∇· (−ϵ∇s+f(s)λ(s)K∇p) = q in Ω×J (7.4)
with λ(s) = (0.5−0.2s)−1, ϵ= 0.01, f(s) = s, q = 2πϵsin(π(x1+x2−2t)).
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Exact solution:
p(x,y, t) = 0.2
π
cos(π(x+y−2t))−0.5(x+y) ∀(x,y, t) ∈Ω×J, (7.5)
s(x,y, t) = sin(π(x+y−2t)) ∀(x,y, t) ∈Ω×J. (7.6)
Boundary conditions and initial conditions correspond to the exact solution.
We subdivide the domain uniformly into square elements. The initial mesh consists
of square cells of side length equal to h= 13 . The pressure and saturation are approxi-
mated by piecewise polynomials of order r, r ∈ {1,2,3}. The penalty parameter is set
to Cp = 60 as in [98]. We consider a Newton-solver tolerance newtTol = 10−6 and a
linear-solver tolerance linabstol = 10−7. We use a time step of 3.125×10−4 instead of
3.125×10−5 in [98]. Compared to [98] where they use a projection into RTN spaces,
our scheme does not need any H(div) reconstruction of the total velocity v= λ(s)K∇p.
Table 7.3 provides the errors and convergence orders of the SIPG after two levels of
uniform refinement. The experimental order of convergence (EOC) with respect to the
L2 norm for the pressure (resp. saturation) is given by EOCpress = 1ln(2) ln
(
∥p−Ph∥
∥p−Ph/2∥
)
(resp. EOCsat = 1ln(2) ln
(
∥s−Sh∥
∥s−Sh/2∥
)
). We notice an optimal convergence order for all
variables and as expected, the use higher polynomial degrees provides more accurate
solutions.
h r ∥p−Ph∥L2(Ω) EOCpress ∥s−Sh∥L2(Ω) EOCsat
0.083 1 3.11×10−3 1.7 3.32×10−2 2.04
0.020 2 6.84×10−4 2.9 4.29×10−4 2.82
0.005 3 6.46×10−5 3.85 2.44×10−4 3.87
Table 7.3 L2 error and convergence orders of DG method for the solutions at T=0.2.
7.3 Heterogeneous porous media flow
A container is filled with two kinds of sand and saturated by water with density
ρw = 1000 Kg/m3 and viscosity µw = 1×10−3 Kg/m s. The DNAPL considered in
the experiment is Tetrachloroethylene with density ρn = 1460 Kg/m3 and viscosity
µn = 9×10−4 Kg/m s. Brooks-Corey’s constitutive relations are used for the capillary
pressure and the relative permeabilities. Discretization of the system is performed by
interior penalty DG methods with a fully implicit and fully coupled approach. All
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test cases in this section include gravitational forces and capillary pressure effects.
We set rp = rs for all test cases. The maximal polynomial orders employed for the
2d-problem are rp = rs = 3. Although it is possible to use higher polynomial orders
(e.g. quartics and quintics), the schemes become computationally expensive, in terms
of both storage and CPU time, for practical use. The terms Cp (resp. Cs) refers to the
penalty parameter introduced in (3.67) (resp. (3.68)). The grids are locally adapted
in a nonconforming fashion. The adaptive strategy considered in Section 7.3.1 and
Section 7.3.2 is the GradIndicator method introduced in Algorithm 5.1. The reason for
this choice is motivated by the simplicity and straightforward implementation of the
method. This conveniently allows to provide a comparative study of the performances
of adaptive and non-adaptive schemes in Section 7.3.2. For Sections 7.3.3, 7.4.1 and
7.4.2, we consider more involved techniques combining time-adaptive strategies (e.g.
Algorithm 5.4) and hp-adaptive methods as introduced in Algorithm 5.3.
7.3.1 h-adaptive test cases
We implement in this section h-adaptive methods with the GradIndicator strategy
introduced in Algorithm 5.1.
2d flow problem: We consider a two-dimensional DNAPL infiltration problem with
different sand types. The material properties are detailed in Table 7.4. The bottom of
the reservoir is impermeable for both phases. Hydrostatic conditions for the pressure
pw and homogeneous Dirichlet conditions for the saturation sn are prescribed at the left
and right boundaries. A flux of Jn =−5.137×10−5 m s−1 of the DNAPL is infiltrated
into the domain from the top. Detailed boundary conditions are specified in Figure 7.2
and Table 7.5. Initial conditions where the domain is fully saturated with water and
hydrostatic pressure distribution are considered (i.e. p0w = (0.65− y) · 9810, s0n = 0).
The initial mesh consists of 600 quadrilateral elements. We choose a time step of
size ∆t= 5 s. The final time is T = 2000 s. We consider a Newton solver tolerance
newtTol = 3×10−7 and a linear solver tolerance linabstol = 2.7×10−7.
Figures 7.3 and 7.4 show the numerical results for the IIPG scheme with polynomial
order rs = rp = 3 combined with first (resp. second) order Adams-Moulton method
time discretization. The implementation of the Lagrange DG space we use is done
in Dune-Fem by the means of a Vandermonde matrix operating the transformation
from spectral to physical space. It took 520 s for the DNAPL to reach the lens and to
spread out in the horizontal direction until reaching the edge of the lens. Afterwards,
the nonwetting front propagates down the sides of the lens. However, as expected
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Fig. 7.2 Geometry and boundary conditions for the 2d DNAPL infiltration problem.
Ωlens Ω\Ωlens
Φ [-] 0.39 0.40
k [m2] 6.64×10−16 6.64×10−11
Swr [-] 0.1 0.12
Snr [-] 0.00 0.00
θ [-] 2.0 2.70
pd [Pa] 5000 755
Table 7.4 2d-problem parameters.
ΓIN Jn =−5.137×10−5, Jw = 0
ΓN Jn = 0.00, Jw = 0.00
ΓS Jw = 0, Jn = 0.00
ΓE ∪ΓW pw = (0.65−y) ·9810, sn = 0
Table 7.5 2d-problem boundary condi-
tions.
for gravity-dominated flows, we witness severe undershoots in the vicinity of the free
boundary. The local h-adaptivity allows to reduce those undershoots to small values.
Thanks to the use of higher order space and time discretization methods, Figure 7.3
displays sharp fronts and more accurate saturation contours.
Figures 7.5 and 7.6 show a comparison between the modal and Lagrange DG
schemes. We witness smeared fronts for the orthonormal monomial basis unless we use
small values of penalisation. The front shape for the Lagrange basis are less diffusive for
large values of the penalisation parameter. Table 7.7 clarifies the columns labels used in
the numerical results. In Table 7.6 we provide details of the simulation including total
computation times. As expected, the total computation time increases substantially
with higher order polynomial degree. We notice that almost 80% (resp. 70%) of the
total computing time is spent assembling the Jacobian matrix for the DG/Q3 AM1
(resp. DG/Q3 AM2).
3d flow problem: In this Section, we extend the previous results to the three-
dimensional case. We consider different sand types with different permeabilities and
different entry pressures. The bottom of the reservoir is impermeable for both phases.
7.3 Heterogeneous porous media flow 91
Fig. 7.3 DNAPL saturation distribution after 2000 s (left), leaf grid view (right). Polynomial
order rs = rp = 3.
Fig. 7.4 Comparison of nonwetting-phase saturations at T = 2000 s. Center, profile along the
line x= 0.3 m (yellow vertical line of the left figure). Right, profile along the line x= 0.45 m
(purple vertical line of the left figure).
Hydrostatic conditions for the pressure pw and homogeneous Dirichlet conditions for
the saturation sn are prescribed at the lateral boundaries. A flux of Jn =−1.712×
10−4 m s−1 of the DNAPL is infiltrated into the domain from the top. The details of
the domain topology and material properties are provided in Figure 7.7 and Table 7.8,
92 Numerical results
Fig. 7.5 Contour plot of DNAPL saturation after 2000 s for modal orthonormal basis with
Cs = 1e−2 (left column), modal orthonormal basis with Cs = 1e−3 (center column) and
Lagrange basis with Cs = 1e−2 (right column). Polynomial order rs = rp = 1.
Fig. 7.6 Comparison of nonwetting-phase saturations at T = 2000 s. Center, profile along the
line x= 0.3 m (yellow vertical line of the left figure). Right, profile along the line x= 0.45 m
(purple vertical line of the left figure).
respectively. The initial mesh consists of 10×10×10 hexahedral elements and resolves
the interfaces between regions with different permeabilities. A total of 60 time steps of
length ∆t= 60 s are computed (final time T = 3600 s).
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DG/Q1 AM1 DG/Q3 AM1 DG/Q3 AM2
Avg nb lin iter / Newton cycle 486.869 310.574 517.365
Avg assem time / lin iter [sec] 0.75 9.78 9.25
Avg inv time / lin iter [sec] 0.21 2.67 4.03
Total cpu time [sec] 555.595 9669.63 10609.2
Table 7.6 Runtime overview for the 2d DNAPL infiltration problem.
DG/Q1 AM1 Piecewise linear Lagrange DG combined with first order Adams-Moulton
DG/Q3 AM1 Piecewise cubic Lagrange DG combined with first order Adams-Moulton
DG/Q3 AM2 Piecewise cubic Lagrange DG combined with second order Adams-Moulton
Avg nb lin iter / Newton cycle Average number of linear iterations per Newton cycle
Avg assem time / lin iter Average time to assemble the Jacobian matrix per linear iteration
Avg inv time / lin iter Average time to invert the Jacobian matrix per linear iteration
Table 7.7 Notations in results representation.
Fig. 7.7 Geometry of the domain for the
3d DNAPL infiltration problem.
Ω1 Ω2 Ω\Ω1∩Ω\Ω2
Φ [-] 0.39 0.39 0.40
k [m2] 6.64×10−16 6.64×10−15 6.64×10−11
Swr [-] 0.1 0.1 0.12
Snr [-] 0.00 0.00 0.00
θ [-] 2.0 2.0 2.70
pd [Pa] 5000 5000 755
Table 7.8 3d-problem parameters.
Figure 7.8 illustrates the evolution of the nonwetting saturation during the simula-
tion. We show results at 3600 s of simulation time. As we increase the polynomial
order, we notice undershoots in the vicinity of the front propagation and a sharp
discontinuity in the solution at the lenses interfaces.
In order to show the robustness of our adaptive discretization framework on more
complex problems, we consider 3d unstructured meshes, that allow for a more accurate
representation of the complex subsurface geometry. Figure 7.9 displays the contour
of the nonwetting saturation at 3000 s. The results show that the adaptive interior
penalty method implemented in this work performs quite well with unstructured
random meshes.
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Fig. 7.8 Contour plot of saturation distribution after 3600 s of DNAPL injection in a depth
of 1 m (left column), leaf grid view (center column) and saturation profile along the line
((0.45,0.45,0);(0.45,0.45,1)) (right column).
Fig. 7.9 3d-Problem: Saturation distribution after 3000 s of injection with 0.25 Kg s−1m−2
of DNAPL. Unstructured mesh, polynomial order rs = rp = 1.
7.3.2 hp-adaptive test case
We provide hereafter a comparative study of the performances of adaptive and non-
adaptive schemes. We still consider here the domain and parameters depicted in Figure
7.7 and Table 7.8, respectively. The initial mesh consists of 17×17×17 hexahedral
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elements and resolves the interfaces between regions with different permeabilities. We
compute 150 time steps of length ∆t= 20 s (final time T = 3000 s).
Figure 7.10 illustrates the evolution of the nonwetting saturation during the simula-
tion. The effects of the hp-algorithm 5.1 are reflected in the mesh distribution showing
an intense refinement and lower polynomial degree in the parts of the domain where the
value of the indicator is above the threshold value. The second row of Figure 7.10 shows
drastic improvement of the front shape and reduction of oscillations in the vicinity of
the front when h and hp-adaptive methods are used. Table 7.9 provides more details
concerning the computational effort. As expected, the most computationally expensive
scheme is the h-adaptive method using piecewise quadratic polynomials. The use of
hp-adaptive method helps to alleviate the computational effort by providing a 10%
speed up of the Jacobian inversion time. Unfortunately, the Jacobian assembly time
increases up to 74%. This underlines the numerical challenge prompted by the use of
elements of diverse sizes and polynomial degrees.
Fig. 7.10 First row: from left to right, domain geometry, contour of saturation distribution
after 3000 s, mesh distribution, polynomial degree distribution along the slice y=0.45.
Second row: saturation profile along the slice y=0.45; from left to right, non-adaptive with
rp = rs = 2, h-adaptive with rp = rs = 1, h-adaptive with rp = rs = 2, hp-adaptive with
max{rp, rs}=2.
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No-adapt
deg=2 h-adapt deg=1 h-adapt deg=2
hp-adapt
deg=2
Final ♯dofs 196520 171232 398680 296680
Avg nb of lin it/
Newton cycle 96.19 127.157 509.56 468
Avg inv time/
Newton [s] 2.97 20.38 78.0 70.69
Avg assem time
/ Newton [s] 33.9 9.86 16.26 28.3
Total CPU
time [s] 7360.3 6740.4 19812.1 19294.8
Table 7.9 Runtime overview for the 3d DNAPL infiltration problem.
7.3.3 Fully hp-adaptive/time-adaptive test case
In this section, we investigate a fully hp-adaptive/time-adaptive scheme. The hp-
adaptive and time-adaptive strategies considered are detailed in Algorithm 5.3 and
Algorithm 5.4, respectively. We consider the domain and material properties depicted
in Figure 7.7 and Table 7.10. Table 7.11 provides more details regarding the tolerances
of the adaptive algorithms.
Figure 7.12 shows the nonwetting saturation contour after 1650 s of injection.
Figure 7.11 shows the evolution of the time-step size, ∆t decreases once the nonwetting
phase starts pooling over the edges of the lens. Moreover, we notice as expected, an
intense refinement and lower polynomial degree around the lens. Table 7.12 provides
the details of the numerical results for the fully adaptive IIPG scheme combined with
Adams-Moulton time discretization.
Ω1 Ω2 Ω\Ω1∩Ω\Ω2
Φ [-] 0.39 0.39 0.39
k [m2] 6.64×10−16 6.64×10−15 5.621×10−11
Swr [-] 0.1 0.1 0.098
Snr [-] 0.00 0.00 0.00
θ [-] 2.0 2.0 2.49
pd [Pa] 5000 5000 1323.95
Table 7.10 3d-heterogeneous case parameters.
maxlevel 4
threshold 1.0
stol 1×10−15
ttolmin 0.06
ttolmax 0.15
timefact− [s] 0.75
timefact+ [s] 1.5
min_dtTol [s] 1
max_dtTol [s] 20
Table 7.11 Adaptive algorithm parame-
ters for the 3d-heterogeneous case.
7.3 Heterogeneous porous media flow 97
0 500 1,000 1,500
0
5
10
15
Time
T
im
e-
st
ep
si
ze
Fig. 7.11 Time-step size variation for the 3d-
heterogeneous case.
Avg ηsp 0.041
Final ηsp 0.04
Avg ηtime 0.1
Final ηtime 0.42
min ∆t [s] 1
max ∆t [s] 17.086
Table 7.12 Estimates for the 3d-
heterogeneous case.
Fig. 7.12 First row: from left to right, mesh distribution after 1650 s of injection, polynomial
degree distribution. Second row: from left to right, saturation profile along the slice y=0.45,
polynomial degree distribution along the slice y=0.45.
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Fig. 7.13 Geometry and boundary conditions for the anisotropic 2d infiltration problem
ΓIN Jn =−5.137×10−5, Jw = 0
ΓN Jn = 0.00, Jw = 0.00
ΓS Jw = 0, Jn = 0.00
ΓE ∪ΓW pw = (0.65−y) ·9810, sn = 0
Table 7.13 Boundary conditions.
Φ [-] Swr [-] Snr [-] θ [-] pd [Pa]
0.40 0.12 0.00 2.70 755
Table 7.14 Parameters.
7.4 Anisotropic porous media flow
In this section, we consider 2d and 3d two-phase flow problems with anisotropic
permeability tensors. DNAPL still infiltrates from the top a domain fully saturated
with water. Boundary and initial conditions remain unchanged from Section 7.3.
Brooks-Corey’s constitutive relations are used for the capillary pressure and the relative
permeabilities. The IIPG method is combined with second order Adams-Moulton time
discretization. The hp-adaptive and time-adaptive strategies considered in the test
cases are detailed in Algorithm 5.3 and Algorithm 5.4, respectively.
7.4.1 h-adaptive test case
2d two-phase flow: We consider a two-dimensional DNAPL infiltration problem.
The bottom of the reservoir is impermeable for both phases. Homogeneous Dirichlet
conditions for the saturation sn are prescribed at the left and right boundaries. A flux
of Jn =−5.137×10−5 m s−1 of the DNAPL is infiltrated into the domain from the
top. Detailed boundary conditions are specified in Table 7.13, 7.14 and Figure 7.13.
The permeability tensor K is
K=
10−10 −5−11
−5−11 10−10
m2.
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The initial mesh consists of 600 quadrilateral elements. We choose an initial time
step of size ∆t = 1 s. The final time is T = 2000 s. We consider a Newton solver
tolerance newtTol = 10−6 and a linear solver tolerance linabstol = 5× 10−7. Table
7.15 provides more details regarding the tolerances of the adaptive algorithms.
Figure 7.14 and Table 7.16 show the numerical results for the IIPG scheme with
constants polynomial orders rs = rp = 2. The nonwetting front propagates in the
dominating direction of the anisotropy. There is also a steady increase of the time-step
size until it reaches a plateau with ∆t = 32 s. As expected, we witness a heavy
refinement in the vicinity of the front, limiting the undershoots to negligible values.
Fig. 7.14 DNAPL saturation.
maxlevel 4
threshold 1.0
stol 5×10−15
ttolmin 0.6
ttolmax 1.5
timefact− 0.5
timefact+ 2
min_dtTol [s] 1
max_dtTol [s] 32
Table 7.15 Adaptive algorithm pa-
rameters for the 2d-anisotropic case.
Avg ηsp 5.23×10−3
Final ηsp 5.83×10−3
Avg ηtime 0.66
Final ηtime 0.79
min ∆t [s] 1
max ∆t [s] 32
Table 7.16 Estimates for the 2d-anisotropic
case.
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7.4.2 Fully hp-adaptive/time-adaptive test case
3d flow problem: In case of anisotropy for the 3d-problem, a flux of 0.25Kg s−1m−2
of the DNAPL is infiltrated from the top into a domain of depth of 1 m. We keep the
parameter of Table 7.14 and we set the intrinsic permeability tensor K as in [126],
K=

10−10 0 −5−11
0 10−10 5−11
−5−11 5−11 −5−11
m2.
The initial initial mesh consist of 8×8×8 hexahedral elements. We choose an initial
time step of size ∆t= 0.5 s. The final time is T = 1500 s. In our simulation, we restrict
the maximum time-step size to max_dtTol = 20 s and the minimum time-step size
to min_dtTol = 0.5 s. Table 7.17 provides more details concerning the tolerances
of the adaptive algorithms. Figure 7.15 illustrates the evolution of the nonwetting
saturation for the anisotropic case, the effects of the hp algorithm are reflected in the
mesh distribution showing an intense refinement and lower polynomial degree in the
parts of the domain where the value of the indicator is above the threshold value. We
notice a drastic improvement of the front shape when h-adaptive and hp-adaptive
methods are used. Table 7.18 shows the numerical results for the fully adaptive IIPG
scheme. The time-step size steadily increases until it reaches ∆t= 19.23 s.
Fig. 7.15 Anisotropic 3d-problem: From left to right, contour plot of saturation distribution
after 1500 s of injection, mesh distribution, polynomial degree distribution.
A similar test case was implemented in [126] with a two-point flux approximations
(TPFA) method and a multi-point flux approximations (MPFA) method. The TPFA
completely fails to account for the anisotropy in the off-diagonal direction. As for
MPFA method, it manages to provide correct results. However, its robustness is closely
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related to the choice of the L-stencil [2, 126]. Compared to all the aforementioned
methods, simulation results provided in this chapter show that our IIPG scheme yields
a more flexible and inherently robust approach that is able to handle unstructured
grids, nonconforming grids, hp-adaptivity and full tensor permeabilities.
maxlevel 5
threshold 1.0
stol 1×10−13
ttolmin 0.5
ttolmax 1.5
timefact− 0.75
timefact+ 1.5
min_dtTol [s] 0.5
max_dtTol [s] 20
Table 7.17 Adaptive algorithm pa-
rameters for the 3d-anisotropic case.
Avg ηsp 0.096
Final ηsp 0.087
Avg ηtime 1.67
Final ηtime 1.77
min ∆t [s] 0.5
max ∆t [s] 19.23
Table 7.18 Estimates for the 3d-anisotropic
case.
7.5 CPR preconditioner perfomances
In this section, we analyze the performance of the two stage CPR preconditioner. We
consider the 3d-heterogeneous model introduced in Section 7.3.1. We use a FGMRES
PetSc solver with a relative residual norm of 10−12 and a Newton tolerance of 10−10.
The previous 3d test case is run without any kind of adaptivity for 10 time steps. The
computations are done in serial on a standard Intel workstation. Figure 7.16 and Table
7.19 summarize the results of this test case.
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Fig. 7.16 Average linear iteration/Newton
cycle.
Preconditioner AMGPetSc CPR PetSc
Avg lin it /Newton 60.09 32.68
Avg assem time / lin it [s] 74.53 74.47
Avg inv time / lin it [s] 6.95 8.09
Total comput time [s] 6576.7 6662.7
Table 7.19 Comparison of different precondition-
ers.
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The performances of the CPR and AMG are quite comparable with respect to the
total CPU time. Indeed, the AMG is slightly faster up to 128000 dofs. The relative
residuals with respect to the number of linear iterations are depicted in Figure 7.17, it
illustrates the typical rate of convergence of the two preconditioners (here the Newton
tolerance is 10−7). In order to converge to a residual norm of less than 10−13, AMG is
in average 1.04 times faster than CPR. However, the convergence rate of CPR is in
average twice that of AMG.
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Fig. 7.17 Average convergence rates (10 time steps, 54000 dofs, T=500 s, Newton tol. 10−7).
One way to improve the performances of the CPR might consist in loosening the
relative residual tolerances for the solution of the pressure subsystem as suggested in
[58]. Another alternative consists in implementing more efficient decoupling operators
such as the True-Impes and the Quasi-Impes [93, 108, 112, 49].
Chapter 8
Final remarks
8.1 Conclusion
The main goal of this work consisted in developing robust and efficient simulations of
3d incompressible, immiscible two-phase flow in strongly heterogeneous or anisotropic
porous media, including capillary pressure and gravity effects. Towards that end,
we elaborated, analyzed and implemented new techniques combining higher order
DG methods, adaptive algorithms and multistage preconditioning. In the following
paragraphs, we provide a summary of our major findings.
We derived in Chapter 3 a fully implicit and fully coupled higher order interior
penalty DG framework allowing to handle the strong heterogeneities. Extensions to
random meshes and anisotropic problems were implemented in order to demonstrate
the robustness of the method and illustrate the capabilities of our framework.
In Chapter 4, we extended the previous framework to the BR2 and CDG2 methods
and we carried out a thorough analysis of the numerical schemes. First, by providing
stability estimates of the saturation and the pressure with respect to initial and
boundary data and second, by deriving new a-priori error estimates with respect to
the L2(H1) norm for the pressure and the L∞(L2)∩L2(H1) norm for the saturation.
In order to mitigate the increased computational overhead resulting from the
handling of complex geological systems, while keeping accuracy, we provided in Chapter
5 a fully adaptive discretization framework including local mesh adaptivity, local
polynomial degree adaptivity and time step size adaptivity. To our knowledge, this
is the first hp-adaptive and hp-adaptive/time-adaptive framework for porous media
flow problems in general and two-phase flow problems in particular. These adaptive
strategies were evaluated using different test cases depicting problems such as DNAPL
infiltration in initially water saturated reservoirs. Numerical results presented in
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Chapter 7 showed the impact of the different adaptive algorithms implemented. We
observed a drastic improvement of the front shape and a reduction of the oscillations
in the vicinity of the front when h-adaptive and hp-adaptive methods were used. The
study of the average number of linear iterations per Newton cycle, the average assembly
and the average inversion time of the Jacobian matrix, emphasized the numerical
challenge prompted by the use of elements of diverse sizes and polynomial degrees.
Subsequently, the fully adaptive approach combining hp-adaptivity and time-step-
adaptivity allowed to capture more accurately the complex behavior of the plume by
reducing or increasing automatically the time step size. For instance, we noticed in the
heterogeneous example of Section 7.3.3, a time-step-size decrease once the non-wetting
phase starts pooling over the edges of the lens.
All these examples confirm that DG is a flexible approach that is able to handle
unstructured, nonconforming grids, hp-adaptivity and full tensor permeabilities.
We investigated and evaluated efficient preconditioning strategies for the Jacobian
matrices of the Newton-iterations. We applied a CPR two-stage preconditioner to our
two-phase model by combining a first stage preconditioner on the pressure subsystem
with AMG and a second stage preconditioner on the full system with ILU-0. The per-
formances of the CPR were not quite satisfactory compared to classical preconditioners
such as AMG or ILU, we recommend a more comprehensive study of the impact of
different decoupling strategies in order to bolster the efficiency of the CPR.
Finally, we provided an open-source DG two-phase flow simulator, based on the
software framework DUNE, accompanied by a set of programs including instructions
on how to compile and run them.
8.2 Future directions
The novel techniques and promising results presented in this work provide a clear
rationale for the need for further research in the field of adaptive methods for the
numerical simulation of porous media flow and transport problems. Thus, we provide
in the following several suggestions for future research.
We have recently started the assessment of alternative marking strategies and
the evaluation of different time stepping approaches ranging from a classical IMPES
method to fully coupled implicit scheme. Preliminary results clearly underline the need
for more research [51].
Comparing our adaptive DG framework with other discretization techniques such
as hybrid DG [47], enriched Galerkin [113], virtual elements [35] and higher order
8.2 Future directions 105
finite volume methods [2] will provide more insight into the preeminence of the DG
framework.
Furthermore, development, analysis, implementation and evaluation of more rig-
orous a-posteriori estimates for porous media two-phase flow problem is essential. A
potential direction is the use of dual-weighted residual methods proposed by Becker
and Rannacher [31, 32]. It consists in deriving implicit estimators in order to compute
sharp bounds on the error using dual problems.
Derivation of more effective preconditioning techniques within the hp-adaptive
framework is essential for complex simulations. Clearly, we need a more thorough
analysis and evaluation of the impact of hp-adaptive strategies on the CPR performances.
As an alternative to the CPR, new hp-multigrid preconditioning techniques [7] might
also be explored.
Finally, with the upcoming automatic-differentiation tools of Dune-Fem, extension
of the present framework to more complex models is within reach. Simulation of
compressible, multi-phase/multi-component, non-isothermal and fractured porous
media models will allow to comprehend the advantages and disadvantages of using
hp-adaptive algorithms and higher order DG methods for the simulation of complex
flows in porous media; thus bringing us one step closer to real life applications.

A Basic tools for the numerical analysis
A.1 Functional spaces
We provide in this section, a succinct introduction to function spaces. For a more
thorough analysis, we refer the reader to [3]. In what follows, we consider, unless
specified otherwise, a domain Ω ∈ Rd, d ∈ {1,2,3} with a Lipschitz boundary ∂Ω.
A.1.1 Lebesgue spaces
The Lebesgue space Lp(Ω) of p-integrable functions is defined by
Lp(Ω) = {v Lebesgue measurable;∥v∥Lp(Ω) <∞}. (A.1.1)
The space Lp is equipped with the norms
∥v∥Lp(Ω) =
(∫
vp
) 1
p
, 1≤ p <∞, (A.1.2)
∥v∥L∞(Ω) = esssup{|v(x)| for a.e. x ∈Ω}
= inf{M > 0/|v(x)| ≤M for a.e. x ∈Ω}. (A.1.3)
In the case p= 2, the space L2(Ω) is a Hilbert space with the scalar product (., .)L2(Ω),
∀w,v ∈ L2(Ω), (w,v)L2(Ω) =
∫
Ω
wv. (A.1.4)
The generalization to vector functions is straightforward,
∀w,v ∈ [ L2(Ω)]d, (w,v)L2(Ω) =
∫
Ω
w ·v. (A.1.5)
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A.1.2 Sobolev spaces
Let’s introduce the Sobolev space
Wm,p(Ω) = {v ∈ Lp(Ω);Dαv ∈ Lp(Ω) ∀α, |α| ≤m} (A.1.6)
where Dαv is the distributional derivative up to the order m. The space Wm,p(Ω) is
equipped with the following norms and semi-norms
∥v∥Wm,p(Ω) =
( ∑
|α|≤m
∥Dαv∥pLp(Ω)
) 1
p
∀1≤ p <∞, (A.1.7)
∥v∥Wm,∞(Ω) = max|α|≤m{∥D
αv∥L∞(Ω)}, (A.1.8)
|v|Wm,p(Ω) =
( ∑
|α|=m
∥Dαv∥pLp(Ω)
) 1
p
∀1≤ p <∞, (A.1.9)
|v|Wm,∞(Ω) = max|α|=m{∥D
αv∥L∞(Ω)}. (A.1.10)
In particular for p= 2, we use the notation Wm,2(Ω) =Hm(Ω). When equipped with
the inner product (., .)Hm(Ω) and the associated norm ∥.∥Hm(Ω), Hm(Ω) is a Hilbert
space where
(w,v)Hm(Ω) =
∑
α≤m
(Dα(w),Dα(v))L2(Ω) (A.1.11)
and
∥v∥Hm(Ω) =
( ∑
|α|≤m
∥Dαv∥2L2(Ω)
) 1
2
. (A.1.12)
The associated semi-norm | · |Hm(Ω) is defined as
|v|Hm(Ω) =
( ∑
|α|=m
∥Dαv∥2L2(Ω)
) 1
2
. (A.1.13)
In the more specific case where m= 1 and p= 2,
∥v∥H1(Ω) =
(
∥v∥2L2(Ω)+∥∇v∥2L2(Ω)d
) 1
2
. (A.1.14)
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A.1.3 Bochner spaces
For the study of instationary problems, we use functions u(t,x) depending on time
and having values in a normed space. For p ∈ [1,+∞], the Bochner space of functions
mapping the time interval (a,b) to a normed space V is
Lp(a,b;V) = {v : (a,b)→ V measurable such that ∥v∥Lp(a,b;V) <∞}. (A.1.15)
Here
∥v∥Lp(a,b;V) =
(∫ b
a
∥v(t)∥pV
) 1
p
(A.1.16)
and
∥v∥L∞(a,b;V) = esssup
t∈(a,b)
∥v(t)∥V . (A.1.17)
We also define the spaces Wm,p(a,b;V) as
Wm,p(a,b;V) =
{
v ∈ Lp(a,b;V); ∂
αv
∂tα
∈ Lp(a,b;V), α = {1, ...,m}
}
(A.1.18)
where m ∈ N and p ∈ [1,+∞] and ∂αv∂tα are the distributional derivatives. Here, for
p <∞ the associated norm is
∥v∥Wm,p(a,b;V) =
(
m∑
i=0
∥∥∥∥∥∂iv∂ti
∥∥∥∥∥
p
Lp(a,b;V)
)
(A.1.19)
and for p=∞
∥v∥Wm,∞(a,b;V) = maxi=0,...,m
(∥∥∥∥∥∂iv∂ti
∥∥∥∥∥
L∞(a,b;V)
)
. (A.1.20)
A.2 Useful inequalities
Lemma A.2.1 (Young inequality).
∀ε > 0, ∀a,b ∈ R, ab≤ 12εa
2+ ε2b
2. (A.2.1)
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Lemma A.2.2 (Hölder inequality). For all f,g ∈ L2(Ω) such that 1 ≤ p,q ≤ ∞,
1
p +
1
q = 1, we have
fg ∈ L1(Ω) and |
∫
Ω
fg| ≤ ∥f∥Lp(Ω) ∥g∥Lq(Ω) . (A.2.2)
Lemma A.2.3 (Cauchy-Schwarz inequality). For all f,g ∈ L2(Ω),
|(f,g)L2(Ω)| ≤ ∥f∥L2(Ω) ∥g∥L2(Ω) . (A.2.3)
Lemma A.2.4 (Lax-Milgram). Let V be a real finite dimensional Hilbert space with
norm ∥·∥,
l : V→ R be a continuous linear functional on V
a : V×V→ R a bilinear form on V×V that is,
• continuous, i.e there exists a constant cb > 0 such that
|a(w,v)| ≤ cb ∥u∥∥v∥ ∀w,v ∈ V,
• coercive, i.e there exist a constant α > 0 such that
a(v,v)≥ α∥v∥2 ∀v ∈ V.
Let l : V→ R be a continuous linear functional. Then there exist a unique solution
u∗ ∈ V of the problem a(u∗,v) = l(v) ∀v ∈ V.
Lemma A.2.5 (Continuous Gronwall). Let f,g and h be piecewise continuous non-
negative functions defined on (a,b). If g is a non-decreasing function and there exists a
positive constant C independent of t such that
∀t ∈ (a,b), f(t)+h(t)≤ g(t+C
∫ t
a
f(s),
then,
∀t ∈ (a,b), f(t)+h(t)≤ eC(t−a)g(t). (A.2.4)
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Lemma A.2.6. There exits a positive constant C1 independent of h and r such that
∀v ∈ Dr(Th), ∥v∥0,Ω ≤ C1
( ∑
E∈Th
∥∇v∥20,E+
∑
e∈Γ Inth ∪ΓDh
|e| d1−d ∥JvK∥20,e) 12 (A.2.5)
where |e| is the measure of the interface e.
Proof. See [39].
Lemma A.2.7 (Inverse inequality). Let E ∈ Th, there exists a positive constant Cinv
independent of h and r such that
∀v ∈ Dr(Th), ∥∇v∥20,E ≤ Cinvh−1E f(r)∥v∥0,E . (A.2.6)
Proof. See [64, Lemma 1.44].
Lemma A.2.8 (Discrete trace inequality ). Let E ∈ Th, there exists a positive constant
Cdtra independent of h and r such that
∀v ∈ Dr(Th), ∥γ0v∥0,e ≤ Cdtra
(
f(r)
hE
) 1
2
∥v∥0,E (A.2.7)
Proof. See [60, Theorem 9] and [107].
Remark A.1. The value of the term f(r) in lemma A.2.8 and lemma A.2.7 is
f(r) =
r
2 for quadrilaterals,
(r+1)(r+2) forsimplices.
Lemma A.2.9 (Agmon inequality). Let E ∈ Th and let e be an edge of E. Then there
exists a positive constant Ca independant of h such that
∀v ∈Hk , k ≥ 1, ∥γ0v∥20,e ≤ Ca
(
|he|−1 ∥v∥20,E+ |he| |v|21,E
)
, (A.2.8)
∀v ∈Hk , k ≥ 2, ∥γ1v∥20,e ≤ Ca
(
|he|−1 ∥v∥21,E+ |he| |v|22,E
)
. (A.2.9)
Proof. See [4, 9].
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Remark A.2. Let N˜ be the maximum number of neighbor that a mesh element E
can have, and a functional ς such that
ς :Th→ R+
E 7→ ς(E).
The following inequalities hold [62]:
∀i= 1,2 ∑
e∈Γ Inth
ς(Eie)≤ N˜
∑
E∈Th
ς(E) (A.2.10)
and
∑
e∈ΓDh
ς(E1e )≤ N˜
∑
E∈Th
ς(E). (A.2.11)
A.2.1 Lifting operators
Definition A.1. For all e ∈ Γh, we define the local lifting operator,
re : L2(e)→ [Dr(Th)]d
s.t.
∫
Ω
re(ϕ) · τ =
∫
e
{τ} ·neϕ, ∀τ ∈ Vd. (A.2.12)
Here Vd =
{
v ∈ L2(Ω,Rd);vE ∈
[
H2(E)
]d}
.
For any function φ∈H1(Th), we define the global lifting of its interface and boundary
jumps as
Rh,D(JφK) = ∑
e∈Γ Inth ∪ΓhD
re(JφK) ∈ [Dr(Th)]d. (A.2.13)
Lemma A.2.10 (Bound on local lifting). Let e ∈ Γh, for all ϕ ∈ L2(e), there holds
∥re(ϕ)∥[L2(Ω)]d ≤ Cdtra|e|−
1
2 ∥ϕ∥L2(e) . (A.2.14)
Proof. See [64, Lemma 4.33].
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Lemma A.2.11 (Bound on global lifting). For all φ ∈H1(Th), there holds
∥∥∥Rh,D(JφK)∥∥∥[L2(Ω)]d ≤ CdtraN 12∂
(∑
e∈Γ
|e|−1 ∥JφK∥2L2(e)) 12 (A.2.15)
where N∂ is the maximum number of mesh faces composing the boundary of the elements
of Th.
Proof. See [64, Lemma 4.34].
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B Estimator derivation
B.1 Estimate for Λp
We bound each term of the terms Λp,
Λp =
∑
E∈Th
∫
E
λhtM
−1
c K∇ξIp ·∇ξhp +
∑
E∈Th
∫
E
λhcM
−1
c K∇ξIs ·∇ξhp
− ∑
E∈Th
∫
E
(λc−λhc )M−1c K∇sw ·∇ξhp −
∑
E∈Th
∫
E
(λt−λht )M−1c K∇pw ·∇ξhp
+
∫
Ω
(λt−λht )M−1c K∇hpw ·Rh,D(Jξhp K)+∫
Ω
λhtM
−1
c K∇hξp ·Rh,D(Jξhp K)
+
∫
Ω
(λc−λhc )M−1c K∇hsw ·Rh,D(Jξhp K)+∫
Ω
λhcM
−1
c K∇hξs ·Rh,D(Jξhp K)
− ϵsym
∫
Ω
(λt−λht )M−1c K∇hξhp ·Rh,D(JpwK)− ϵsym ∫
Ω
λhtM
−1
c K∇hξhp ·Rh,D(JξpK)
− ϵsym
∫
Ω
(λc−λhc )M−1c K∇hξhp ·Rh,D(JswK)− ϵsym ∫
Ω
λhcM
−1
c K∇hξhp ·Rh,D(JξsK)
+
∑
e∈Γ Inth ∪ΓhD
δpM
−1
c
f(rp)
|e|
∫
e
JξIpKJξhp K+χ ∑
e∈Γ Inth ∪ΓhD
λhtM
−1
c K
∫
Ω
L˜e(ξIp) · L˜e(ξhp )
+χ
∑
e∈Γ Inth ∪ΓhD
(λt−λht )M−1c K
∫
Ω
L˜e(pw) · L˜e(ξhp ) (B.1.1)
In the following, the terms εpi are positive real numbers.
The first term is TΛp1 =
∑
E∈Th
∫
E λ
h
tM
−1
c K∇ξIp ·∇ξhp . By using Cauchy-Schwarz and
Young inequalities, we get
|TΛp1 | ≤
∑
E∈Th
εp1
2
∥∥∥∥K 12∇ξhp ∥∥∥∥2
0,E
+ 12εp1
∑
E∈Th
|||∇ξIp |||20,E ,
|TΛp1 | ≤
∑
E∈Th
εp1
2
∥∥∥∥K 12∇ξhp ∥∥∥∥2
0,E
+ c h
2(µ−1)
r2(m−1)
|||pw|||2m.
We do the same for the second term TΛp2 =
∑
E∈Th
∫
E λ
h
cM
−1
c K∇ξIs ·∇ξhp ,
|TΛp2 | ≤
∑
E∈Th
εp2
2
∥∥∥∥K 12∇ξhp ∥∥∥∥2
0,E
+ c h
2(µ−1)
r2(m−1)
|||sw|||2m.
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For TΛp3 =−
∑
E∈Th
∫
E(λc−λhc )M−1c K∇sw ·∇ξhp , we use the Lipschitz continuity hypothe-
ses from A5,
|TΛp3 | ≤ c
∑
E∈Th
∥∇sw∥0,∞
∥∥∥K1/2∇ξhp ∥∥∥0,E ∥ξs∥0,E
≤ c ∑
E∈Th
∥∇sw∥0,∞
∥∥∥K1/2∇ξhp ∥∥∥0,E
(∥∥∥ξhs ∥∥∥0,E+∥∥∥ξIs∥∥∥0,E
)
|TΛp3 | ≤ εp3|||K1/2∇ξhp |||20+ c|||ξhs |||20+ c
h2µ
r2m
|||sw|||2m.
Similarly for TΛp4 =−
∑
E∈Th
∫
E(λt−λht )M−1c K∇pw ·∇ξhp ,
|TΛp4 | ≤ εp4|||K1/2∇ξhp |||20+ c|||ξhs |||20+ c
h2µ
r2m
|||sw|||2m.
For TΛp5 =
∫
Ω(λt−λht )M−1c K∇hpw ·Rh,D(Jξhp K), we have
|TΛp5 | ≤ c∥∇pw∥0,∞ ∥ξs∥0,Ω
∥∥∥Rh,D(Jξhp K)∥∥∥0,Ω
|TΛp5 | ≤ c∥∇pw∥∞
∥∥∥ξIs + ξhs ∥∥∥0,Ω ∥∥∥Rh,D(Jξhp K)∥∥∥0,Ω
|TΛp5 | ≤ c∥∇pw∥∞
(∥∥∥ξIs∥∥∥0,Ω+∥∥∥ξhs ∥∥∥0,Ω
)∥∥∥Rh,D(Jξhp K)∥∥∥0,Ω
|TΛp5 | ≤
εp5
2
∥∥∥ξhs ∥∥∥20,Ω+ 1εp5
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µr2m |||sw|||2m.
The sixth term TΛp6 =
∫
Ω λ
h
tM
−1
c K∇hξp ·Rh,D(Jξhp K) is bounded as
|TΛp6 | ≤ λht k
(∥∥∥K1/2∇hξhp ∥∥∥0,Ω+∥∥∥K1/2∇hξIp∥∥∥0,Ω
)
·
∥∥∥Rh,D(Jξhp K)∥∥∥0,Ω
|TΛp6 | ≤
εp6
2
∥∥∥K1/2∇hξhp ∥∥∥20,Ω+ 1εp6
∥∥∥Rh,D(Jξhp K)∥∥∥20,Ω+ εp62 ∥∥∥K1/2∇hξIp∥∥∥20,Ω
|TΛp6 | ≤
εp6
2 |||K
1/2∇hξhp |||20+
1
εp6
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µ−2r2m−2 |||pw|||2m.
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For TΛp7 =
∫
Ω(λc−λhc )M−1c K∇hsw ·Rh,D(Jξhp K), we have
|TΛp7 | ≤
εp7
2 |||ξ
h
s |||20+
1
εp7
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µr2m |||sw|||2m.
The eighth term TΛp8 =
∫
Ω λ
h
cM
−1
c K∇hξs ·Rh,D(Jξhp K) is bounded as
|TΛp8 | ≤
εp8
2 |||K
1/2∇hξhs |||20+
1
εp8
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µ−2r2m−2 |||sw|||2m.
Owing to pw ∈ L2(J ,Hm(Ω)), JpwK= 0 thus,
T
Λp
9 =−ϵsym
∫
Ω
(λt−λht )M−1c K∇hξhp ·Rh,D(JpwK) = 0.
For TΛp10 =−ϵsym
∫
Ω λ
h
tM
−1
c K∇hξhp ·Rh,D(JξpK), we have
T
Λp
10 =−ϵsym
(∫
Ω
λhtK∇hξhp ·Rh,D(Jξhp K)+∫
Ω
λhtK∇hξhp ·Rh,D(JξIpK))
|TΛp10 | ≤
εp10
2 |||K
1/2∇hξhp |||20+
1
εp10
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µ−2r2m−2 |||pw|||2m.
Owing to sw ∈ L2(J ,Hm(Ω)), JswK= 0 thus,
T
Λp
11 =−ϵsym
∫
Ω
(λc−λhc )M−1c K∇hξhp ·Rh,D(JswK) = 0
For TΛp12 =−ϵsym
∫
Ω λ
h
cM
−1
c K∇hξhp ·Rh,D(JξsK), we have
T
Λp
12 =−ϵsym
(∫
Ω
λhcK∇hξhs ·Rh,D(Jξhs K)+∫
Ω
λhcK∇hξhs ·Rh,D(JξIs K))
|TΛp12 | ≤
εp12
2 |||K
1/2∇hξhs |||20+
1
εp12
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µ−2r2m−2 |||sw|||2m.
For TΛp13 =
∑
e∈Γ Inth ∪ΓhD
δpM
−1
c
f(rp)
|e|
∫
eJξhp KJξhp K, we have
|TΛp13 | ≤
εp13
2
∑
e∈Γ Inth ∪ΓhD
f(rp)
|e|
∫
e
Jξhp KJξhp K+ 12εp13 ∑e∈Γ Inth ∪ΓhD δp
∫
e
JξIpKJξIpK,
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thanks to the inequality
∥∥∥JξIpK∥∥∥20,e ≤ Cdtra f(rp)|e| ∥∥∥JξIpK∥∥∥20,E ,
T
Λp
13 ≤
εp13
2
∑
e∈Γ Inth ∪ΓhD
f(rp)
|e|
∥∥∥JξIpK∥∥∥20,e+C ∑
E∈Th
f(rp)
h
h2µ−1
r2m−1
∥pw∥2s,E .
In particular if f(rp) = r2p,
T
Λp
13 ≤
εp13
2
∑
e∈Γ Inth ∪ΓhD
f(rp)
|e|
∥∥∥Jξhp K∥∥∥20,e+ c h2µ−2r2m−3 |||pw|||2m.
For TΛp14 = χ
∑
e∈Γ Inth ∪ΓhD
λhtM
−1
c K
∫
Ω L˜e(ξIp) · L˜e(ξhp ),
T
Λp
14 ≤
εp14
2 χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξhp )∥∥∥20,Ω+ 12εp14χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξIp)∥∥∥20,Ω
Here we bound ∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξIp)∥∥∥20,Ω following [38]. Thus,
∥∥∥L˜e(ξIp)∥∥∥20,Ω ≤ C ∥∥∥re(JξIpK)∥∥∥20,e ≤ Cf(rp)h ∥∥∥JξIpK∥∥∥20,E
T
Λp
14 ≤
εp14
2 χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξhp )∥∥∥20,Ω+ c h
2µ−2
r2m−3
|||pw|||2m.
The last term TΛp15 = χ
∑
e∈Γ Inth ∪ΓhD
(λt−λht )M−1c K
∫
Ω L˜e(pw) · L˜e(ξhp ) = 0 owing to pw ∈
L2(J ,Hm(Ω)).
B.2 Estimate for Λs
Let us now bound each term of Λs,
Λs =
∑
E∈Th
∫
E
λhnK∇ξIp ·∇ξhs +
∑
E∈Th
∫
E
λhcK∇ξIs ·∇ξhs
+
∑
E∈Th
∫
E
(λn−λhn)K∇pw ·∇ξhs +
∑
E∈Th
∫
E
(λc−λhc )K∇sw ·∇ξhs
−
∫
Ω
(λn−λhn)K∇hpw ·Rh,D(Jξhs K)−∫
Ω
λhnK∇hξp ·Rh,D(Jξhs K)
−
∫
Ω
(λc−λhc )K∇hsw ·Rh,D(Jξhs K)−∫
Ω
λhcK∇hξs ·Rh,D(Jξhs K)
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+ ϵsym
∫
Ω
(λhn)K∇hξhs ·Rh,D(JξpK)+ ϵsym ∫
Ω
λhtK∇hξhs ·Rh,D(JξsK)
+ ϵsym
∫
Ω
(λn−λhn)K∇hξhs ·Rh,D(JpwK)+ ϵsym ∫
Ω
(λc−λhc )K∇hξhs ·Rh,D(JswK)
+
∑
e∈Γ Inth ∪ΓhD
δs
f(rs)
|e|
∫
e
JξIs KJξhs K+χ ∑
e∈Γ Inth ∪ΓhD
|λhc |K
∫
Ω
L˜e(ξIs ) · L˜e(ξhs )
+χ
∑
e∈Γ Inth ∪ΓhD
(|λc|− |λhc |)K
∫
Ω
L˜e(sw) · L˜e(ξhs ) = TΛs1 +TΛs2 + ....+TΛs13 +TΛs14 +TΛs15
(B.2.1)
In the following, the terms εsi are positive real numbers.
TΛs1 =
∑
E∈Th
∫
E
λhnK∇ξIp ·∇ξhs
|TΛs1 | ≤
∑
E∈Th
εs1
2
∥∥∥∥K 12∇ξhs ∥∥∥∥2
0,E
+ c h
2(µ−1)
r2(m−1)
|||pw|||2m
TΛs2 =
∑
E∈Th
∫
E
λhcK∇ξIs ·∇ξhs
|TΛs2 | ≤
∑
E∈Th
εs2
2
∥∥∥∥K 12∇ξhs ∥∥∥∥2
0,E
+ c h
2(µ−1)
r2(m−1)
|||sw|||2m
TΛs3 =
∑
E∈Th
∫
E
(λn−λhn)K∇pw ·∇ξhs
|TΛs3 | ≤ εs3|||K1/2∇ξhs |||20+ c|||ξhs |||20+ c
h2µ
r2m
|||sw|||2m
TΛs4 =
∑
E∈Th
∫
E
(λc−λhc )K∇sw ·∇ξhs
|TΛs4 | ≤ εs4|||K1/2∇ξhs |||20+ c|||ξhs |||20+ c
h2µ
r2m
|||sw|||2m
TΛs5 =−
∫
Ω
(λn−λhn)K∇hpw ·Rh,D(Jξhs K)
|TΛs5 | ≤
εs5
2
∥∥∥ξhs ∥∥∥20,Ω+ 1εs5
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µr2m |||sw|||2m
TΛs6 =−
∫
Ω
λhnK∇hξp ·Rh,D(Jξhs K)
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|TΛs6 | ≤
εs6
2 |||K
1/2∇hξhp |||20+
1
εs6
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µ−2r2m−2 |||pw|||2m
TΛs7 =−
∫
Ω
(λc−λhc )K∇hsw ·Rh,D(Jξhs K)
|TΛs7 | ≤
εs7
2 |||ξ
h
s |||20+
1
εs7
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µr2m |||sw|||2m
TΛs8 =−
∫
Ω
λhcK∇hξs ·Rh,D(Jξhs K)
|TΛs8 | ≤
εs8
2 |||K
1/2∇hξhs |||20+
1
εs8
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µ−2r2m−2 |||sw|||2m
TΛs9 = ϵsym
∫
Ω
(λhn)K∇hξhs ·Rh,D(JξpK) = 0
TΛs9 ≤
εs9
2 |||K
1/2∇hξhs |||20+
1
εs9
∑
e∈Γ Inth ∪ΓDh
f(rp)
h
∥∥∥Jξhp K∥∥∥20,e+ c h2µ−2r2m−2 |||pw|||2m
TΛs10 = ϵsym
∫
Ω
λhtK∇hξhs ·Rh,D(JξsK)
TΛs10 ≤
εs10
2 |||K
1/2∇hξhs |||20+
1
εs10
∑
e∈Γ Inth ∪ΓDh
f(rs)
h
∥∥∥Jξhs K∥∥∥20,e+ c h2µ−2r2m−2 |||sw|||2m
Owing to pw ∈ L2(J ,Hm(Ω)), JpwK= 0 thus,
TΛs11 = ϵsym
∫
Ω
(λn−λhn)K∇hξhs ·Rh,D(JpwK) = 0.
Similarly for TΛs12 (we have sw ∈ L2(J ,Hm(Ω))), thus
TΛs12 = ϵsym
∫
Ω
(λc−λhc )K∇hξhs ·Rh,D(JswK) = 0.
For TΛs13 =
∑
e∈Γ Inth ∪ΓhD
δs
f(rs)
|e|
∫
eJξIs KJξhs K,
TΛs13 ≤
εs13
2
∑
e∈Γ Inth ∪ΓhD
f(rs)
|e|
∥∥∥Jξhs K∥∥∥20,e+C ∑
E∈Th
f(rs)
h
h2µ−1
r2m−1
∥sw∥2s,E .
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In particular if f(rs) = r2s , we have
TΛs13 ≤
εs13
2
∑
e∈Γ Inth ∪ΓhD
f(rs)
|e|
∥∥∥Jξhs K∥∥∥20,e+ c h2µ−2r2m−3 |||sw|||2m.
TΛs14 = χ
∑
e∈Γ Inth ∪ΓhD
|λhc |K
∫
Ω
L˜e(ξIs ) · L˜e(ξhs )
TΛs14 ≤
εs14
2 χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξhs )∥∥∥20,Ω+ 12εs14χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξIs )∥∥∥20,Ω
TΛs14 ≤
εs14
2 χ
∑
e∈Γ Inth ∪ΓhD
∥∥∥L˜e(ξhs )∥∥∥20,Ω+ c h
2µ−2
r2m−3
|||sw|||2m
The last term TΛs15 = χ
∑
e∈Γ Inth ∪ΓhD
(|λc|− |λhc |)K
∫
Ω L˜e(sw) · L˜e(ξhs ) = 0 owing to pw ∈
L2(J ,Hm(Ω)).
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C Implementation using Dune-Fem
We present in this section, an overview of the implementation of the DG two-phase
flow simulator based on Dune-Fem. For a more in-depth description of the Dune-Fem
interface, we refer to [50].
C.1 Library requirements
Dune-twophaseDG needs the Dune core modules Dune-Common, Dune-Grid, Dune-Istl,
Dune-Localfunctions at version 2.3 (or later) and the Dune-Fem module at version
1.4 (or later). For performing h-adaptivity, one has to use adaptive grids such as
Alugrid_Cube or Alugrid_Simplex from the library Dune-Alugrid, non-adaptive
grids such as YaspGrid or SGrid do not provide local adaptivity.
C.2 Structure and code description
We describe the structure of the directory of Dune-twophaseDG in terms of subdirec-
tories, header files and executable files. The following subdirectories are within the
module:
• CMake: configuration options for building the module while using Cmake,
• doc: doxygen documentation,
• dune: header files,
• src: source files for the numerical examples.
C.2.1 The directory dune
The directory dune contains different subdirectories:
• algorithm: contains the following header files, algorithm.hh, femscheme.hh,
probleminterface.hh, phaseflowscheme.hh, temporalprobleminterface.hh.
• estimator : contains the header file estimator.hh providing a heuristic estimator
for the numerical solution.
• models: contains the header file phaseflowmodel.hh.
• operator : contains the header files operator.hh providing the classes which
build the discrete stiffness matrix and the right-hand side. The header file
newtoninvop.hh provides the Newton inverse operator.
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C.2.2 The directory examples
The directory examples contains the lenspb folder holding the infiltration prob-
lem header files lenspbbndmodel.hh, lenspbinitialdata.hh, lenspbmodel.hh and
lenspbphysicalparmodel.hh.
C.2.3 The directory src
The src directory contains the source files for the different numerical modules:
• 3dlens: 3d infiltration problem with gravity forces and capillarity effects,
• 2dlens: 2d infiltration problem with gravity forces and capillarity effects.
In each test, we have a source file for the main program (i.e. 3dlens.cc, 2dlens.cc).
C.3 Features of the implementation
The implementation of the discrete formulation (3.69)-(3.71) is realized in a sim-
ilar fashion as most of the tutorial examples from the Dune-Fem-howto. Start-
ing from the included heat DG problem, we extend it to a system of two equa-
tions and two unknowns and we add the non-linear formulation. First, we de-
scribe the PDE by a class phaseflowmodel, which serve as an interface for gen-
eral test cases. This is also the interface used to implement the operator. In the
phaseflowmodel (see Code 1), the methods wetting_Pressure_DiffusiveFlux()
for the wetting pressure flux, capillary_Pressure_DiffusiveFlux() for the cap-
illary pressure flux and gravity_Flux() for the gravity flux will return the terms
multiplied with ∇v. The source() method will return the parts of the operator
multiplied with v. In order to handle the nonlinearity, we also add the methods
linSource() (resp. linWetting_Pressure_DiffusiveFlux(), linGravity_Flux()
and linCapillary_Pressure_DiffusiveFlux()) returning the linearization of the
source term (resp. flux terms). The DNAPL infiltration test case has its own model
lenspbmodel which derives from the phaseflowmodel. The initial and boundary data
are specified respectively in lenspbinitialdata.hh and lenspbbndmodel.hh. The
lenspbphysicalparmodel class specifies the different physical properties of the lens
problem such as the mobility and the capillarity pressure function formulations.
1 template< c l a s s FunctionSpace , c l a s s GridPart , c l a s s PhysParModel >
2 s t r u c t PhaseFlowModel
3 {
4 template< c l a s s Entity , c l a s s Point >
5 void source ( const Entity &ent i ty ,
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6 const Point &x ,
7 const RangeType &value ,
8 RangeType &f l ux ) const ;
9
10 template< c l a s s Entity , c l a s s Point >
11 void l i nSou r c e ( const RangeType& valueUn ,
12 const Entity &ent i ty ,
13 const Point &x ,
14 const RangeType &value ,
15 RangeType &f l ux ) const ;
16
17
18 // ! r e turn the wett ing p r e s su r e f l u x
19 template< c l a s s Entity , c l a s s Point >
20 void wett ing_Pressure_Di f fus iveFlux ( const Entity &ent i ty ,
21 const Point &x ,
22 const RangeType &value ,
23 const JacobianRangeType &gradient ,
24 JacobianRangeType &f lux ,
25 const double lambda_n_upw=1,
26 const bool &useupw=f a l s e ,
27 const bool &buildRhs=f a l s e ) const ;
28
29 // ! r e turn the l i n e a r i z e d wett ing p r e s su r e f l u x
30 template< c l a s s Entity , c l a s s Point >
31 void l inWett ing_Pressure_Di f fus iveFlux ( const RangeType &valueUn ,
32 const JacobianRangeType &gradientUn ,
33 const Entity &ent i ty ,
34 const Point &x ,
35 const RangeType &value ,
36 const JacobianRangeType &gradient ,
37 JacobianRangeType &f lux ,
38 const double lambda_n_upw = 1 ,
39 const double gradnonwetmob_upw = 1 ,
40 const bool useupw=f a l s e ) const ;
41 }
Listing 1 Excerpt from phaseflowmodel.hh.
The assembly process of the operator and the right-hand side is done in the
file operator.hh. The class FlowOperator is derived from the Dune::Operator class.
This is why we need to override the operator() method. In order to build the jacobian,
we introduce a class DifferentiableFlowOperator (see Code 2) which derives from
the FlowOperator and from the interface class DifferentiableOperator:
1 template< c l a s s JacobianOperator , c l a s s Model >
2 s t r u c t D i f f e r en t i ab l eF lowOpera to r
3 : pub l i c FlowOperator< typename JacobianOperator : : DomainFunctionType , Model >,
4 pub l i c Dune : : Fem : : D i f f e r en t i ab l eOpe ra to r < JacobianOperator >
Listing 2 DifferentiableFlowOperator.
In order to build the operator, we iterate over the intersections of the elements.
For each intersection, we evaluate the local functions on the elements on both sides
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of the intersection by using a FaceQuadratureType::INSIDE for the element and
FaceQuadratureType::OUTSIDE for the neighboring element. Code 3 shows the assem-
bly process of the operator where the method volumetricPart() (line 24) computes the
local contribution from each element and internal_Bnd_terms() (line 34) computes
local contribution from interfaces and boundaries.
1 template< c l a s s DiscreteFunct ion , c l a s s Model >
2 void FlowOperator< DiscreteFunct ion , Model >
3 : : operator ( ) ( const DiscreteFunct ionType &u , DiscreteFunct ionType &w ) const
4 {
5 // c l e a r d e s t i n a t i on
6 w. c l e a r ( ) ;
7 // get d i s c r e t e func t i on space
8 const DiscreteFunctionSpaceType &dfSpace = w. space ( ) ;
9
10 // i t e r a t e over g r id
11 const I te ratorType end = dfSpace . end ( ) ;
12 f o r ( I te ratorType i t = dfSpace . begin ( ) ; i t != end ; ++i t )
13 {
14 // get en t i t y ( here element )
15 const EntityType &en t i t y = ∗ i t ;
16 // get e lements geometry
17 const GeometryType &geometry = en t i t y . geometry ( ) ;
18 // get l o c a l r ep r e s en t a t i on o f the d i s c r e t e f un c t i on s
19 const LocalFunctionType uLocal = u . l o ca lFunc t i on ( en t i t y ) ;
20 LocalFunctionType wLocal = w. l o ca lFunc t i on ( en t i t y ) ;
21 // obta in quadrature order
22 const i n t quadOrder = uLocal . order ( ) + wLocal . order ( ) ;
23 //Computing l o c a l c on t r i bu t i on from elements
24 vo lumetr i cPart ( ent i ty , quadOrder , geometry , uLocal , wLocal ) ;
25
26 i f ( ! dfSpace . cont inuous ( ) )
27 {
28 const I n t e r s e c t i on I t e r a t o rType i i t e n d = dfSpace . g r idPart ( ) . i end ( en t i t y ) ;
29 // loop ing over i n t e r s e c t i o n s
30 f o r ( I n t e r s e c t i on I t e r a t o rType i i t = dfSpace . g r idPart ( ) . i b e g i n ( en t i t y ) ; i i t
!= i i t e n d ; ++i i t )
31 {
32 const In te r s ec t i onType &i n t e r s e c t i o n = ∗ i i t ;
33 //Computing l o c a l c on t r i bu t i on from i n t e r f a c e s and boundar ies
34 internal_Bnd_terms ( ent i ty , quadOrder , geometry , i n t e r s e c t i o n , dfSpace ,
uLocal , u , wLocal ) ;
35 }
36 }
37 }
38 // communicate data ( in p a r a l l e l runs )
39 w. communicate ( ) ;
40 }
Listing 3 Operator building.
The selection of the type of discrete function space is done in the femscheme class.
The discrete function space depends on the GridPartType and the FunctionSpace (see
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Code 4). It allows to choose the polynomial order by setting the parameter POLORDER,
hence permitting the use of higher order polynomials without any further changes in
the code. For the sake of simplicity and usability, the code only supports the case
rp = rs = POLORDER.
1 // ! choose type o f d i s c r e t e func t i on space and the polynomial order POLORDER
2 #i f USE_LAG_DG
3 typede f Dune : : Fem : : LagrangeDiscont inuousGalerkinSpace< FunctionSpaceType ,
GridPartType , POLORDER > DiscreteFunctionSpaceType ;
4 #e l s e
5 typede f Dune : : Fem : : Discont inuousGalerk inSpace< FunctionSpaceType , GridPartType ,
POLORDER > DiscreteFunctionSpaceType ;
6 #end i f
Listing 4 Type of discrete function space and polynomial order.
In order to achieve an adaptive scheme, we implement an estimator class which
supports a method mark() (see Code 5) to mark the elements for the next refinement
step. Our marking strategy consist in looping over the mesh and selecting for refinement
all elements where the L2 norm of the saturation gradient is larger than a certain
tolerance ηTol. The value of the ηTol can be specified in the parameter file with the
variable phaseflow.tolerance.
1 // ! mark a l l e lements due to g iven t o l e r an c e
2 bool mark ( const double t o l e r an c e ) const
3 {
4 i n t marked = 0 ;
5 // loop over a l l e lements
6 const I te ratorType end = dfSpace_ . end ( ) ;
7 f o r ( I te ratorType i t = dfSpace_ . begin ( ) ; i t != end ; ++i t )
8 {
9 const ElementType &en t i t y = ∗ i t ;
10
11
12 const Dune : : ReferenceElement< double , dimension > &refElement
13 = Dune : : ReferenceElements< double , dimension >:: g ene ra l ( en t i t y . type ( ) ) ;
14 RangeType va l ;
15 // eva luate the phase f i e l d at the barycentre ( note
16 // refElement . p o s i t i o n (0 , 0 ) i s the barycentre in l o c a l c oo rd ina t e s )
17 double markVal ;
18 JacobianRangeType grad ;
19 uh_ . l o ca lFunc t i on ( en t i t y ) . j a cob ian ( re fElement . p o s i t i o n (0 , 0 ) , grad ) ;
20 markVal = grad [ 1 ] . two_norm ( ) ;
21
22
23 i f ( markVal > to l e r an c e )
24 {
25 // make sure g r id i s not ove r l y r e f i n e d . . .
26 // maxLevel_ i s the maximum l e v e l o f re f inement a l lowed
27 i f ( e n t i t y . l e v e l ( ) < maxLevel_ )
28 {
29 // mark en t i t y f o r re f inement
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30 grid_ .mark ( 1 , e n t i t y ) ;
31 // g r id was marked
32 marked = 1 ;
33 }
34 }
35 e l s e
36 {
37 // mark f o r coar s en ing
38 grid_ .mark ( −1, en t i t y ) ;
39 }
40 }
41 // get g l oba l max
42 marked = grid_ .comm() .max( marked ) ;
43 r e turn bool (marked ) ;
44 }
Listing 5 Excerpt from estimator.hh.
In the main function (see Code 6), we first initialize MPI, then read the parameters
and construct the grid based on the grid implementation provided in CMakeLists.txt.
After initializing the grid, we get an instance of the class Algorithm containing the
algorithm (line 26). After that, the function compute is executed in line 30.
1 i n t main ( i n t argc , char ∗∗ argv )
2 t ry
3 {
4 // i n i t i a l i z e MPI, i f nece s sa ry
5 Dune : : Fem : : MPIManager : : i n i t i a l i z e ( argc , argv ) ;
6 // append over loaded parameters from the command l i n e
7 Dune : : Fem : : Parameter : : append ( argc , argv ) ;
8 // append po s s i b l e g iven parameter f i l e s
9 f o r ( i n t i = 1 ; i < argc ; ++i )
10 Dune : : Fem : : Parameter : : append ( argv [ i ] ) ;
11 // append de f au l t parameter f i l e
12 Dune : : Fem : : Parameter : : append ( " . . / data/parameter " ) ;
13 // type o f h i e r a r c h i c a l g r id
14 typede f Dune : : Gr idSe l e c to r : : GridType HGridType ;
15 typede f Algorithm< HGridType > AlgorithmType ;
16 // c r e a t e g r id from DGF f i l e
17 const std : : s t r i n g gr idkey = Dune : : Fem : : IOIn t e r f a c e : : defaultGridKey (
HGridType : : dimension ) ;
18 const std : : s t r i n g g r i d f i l e = Dune : : Fem : : Parameter : : getValue< std : : s t r i n g >(
gr idkey ) ;
19 // the method rank and s i z e from MPIManager are s t a t i c
20 i f ( Dune : : Fem : : MPIManager : : rank ( ) == 0 )
21 std : : cout << " Loading macro g r id : " << g r i d f i l e << std : : endl ;
22 // cons t ruc t macro us ing the DGF Parser
23 Dune : : GridPtr< HGridType > gr idPtr ( g r i d f i l e ) ;
24 HGridType& gr id = ∗ gr idPtr ;
25
26 AlgorithmType myalgorithm ( g r id ) ;
27 // Compute a lgor i thm
28 Dune : : Timer computetimer ;
29 //Compute the a lgor i thm
30 myalgorithm . compute ( ) ;
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31 const double compuTime = computetimer . e l apsed ( ) ;
32
33 . . .
34
35 r e turn 0 ;
36 }
Listing 6 main function of 2dlens.cc.
In the compute() method of the class Algorithm (Code 7), we initialize two model
instances which are passed on to the Scheme class. Here two elliptic operators are
constructed and used to evolve the solution from one time level to the next. The
TimeProvider class is used to handle time dependency.
1 // c r e a t e time prov ide r
2 Dune : : Fem : : GridTimeProvider< HGridType > timeProvider ( grid_ ) ;
3 // we want to s o l v e the problem on the l e a f e lements o f the g r id
4 GridPartType gr idPart ( grid_ ) ;
5 // type o f the mathematical model used
6 ProblemType problem ( t imeProvider ) ;
7 // imp l i c i t model f o r l e f t −hand s i d e
8 ModelType impl i c i tMode l ( problem , gr idPart , t rue ) ;
9 // e x p l i c i t model f o r r i ght−hand s i d e
10 ModelType exp l i c i tMode l ( problem , gr idPart , f a l s e ) ;
11 // c r e a t e scheme
12 SchemeType scheme ( gr idPart , impl ic i tMode l , exp l i c i tMode l ) ;
13 // ! input /output tup l e and setup da tawr i t t e r
14 IOTupleType ioTuple ( &(scheme . s o l u t i o n ( ) ) ) ; // tup l e with po i n t e r s
15 DataOutputType dataOutput ( grid_ , ioTuple ) ;
16
17 const bool loca l_adapt = Dune : : Fem : : Parameter : : getValue< bool >(" phase f low .
loca l_adapt " , f a l s e ) ;
18 const double endTime = Dune : : Fem : : Parameter : : getValue< double >( " phase f low .
endtime " , 3 . 0 ) ;
19 const double d t r educe f a c t o r = Dune : : Fem : : Parameter : : getValue< double >("
phase f low . r educe t ime s t ep f a c t o r " , 1 ) ;
20 double timeStep = Dune : : Fem : : Parameter : : getValue< double >( " phase f low .
t imestep " , 0 .00125 ) ;
21 double t o l e r an c e = Dune : : Fem : : Parameter : : getValue< double >(" phase f low .
t o l e r an c e " , 0 . 5 ) ;
22
23 i n t s tep=1;
24 t imeStep ∗= pow( dt r educe fac to r , s tep ) ;
25 // i n i t i a l i z e with f i x ed time step
26 t imeProvider . i n i t ( t imeStep ) ;
27 scheme . i n i t i a l i z e ( ) ;
28 // wr i t e i n i t i a l s o l v e
29 dataOutput . wr i t e ( t imeProvider ) ;
30
31
32 // time loop , increment with f i x ed time step
33 f o r ( ; t imeProvider . time ( ) < endTime ; t imeProvider . next ( timeStep ) )
34 {
35 std : : cout << " t=" << timeProvider . time ( ) << std : : endl ;
36
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37 i f ( loca l_adapt )
38 {
39 // mark element f o r adaptat ion
40 scheme . mark ( t o l e r an c e ) ;
41 // adapt g r id
42 scheme . adapt ( ) ;
43 scheme . prepare ( ) ;
44 scheme . s o l v e ( t rue ) ;
45 scheme . postpro ( ) ;
46 }
47 . . .
48 }
Listing 7 Excerpt from algorithm.hh.
C.4 Input & output files
C.4.1 Input files
We use parameter files (see Code 8) to set parameters for the simulation.
1 # GENERAL #######################
2 #−−−−−−−−
3
4
5 #### Parameters f o r output ######
6 phase f low . computeEOC : 0
7 # pr e f i x data f i l e s
8 fem . i o . d a t a f i l e p r e f i x : 2dtwophase
9 # save every i−th step
10 fem . i o . saves tep : 40 .0 e00
11
12
13 # sp e c i f y d i r e c t o r y f o r data output ( i s c r ea ted i f not e x i s t s )
14 fem . p r e f i x : . . / Output2D/Deg3/LagBasis
15
16
17 # upwinding o f advec t ive term
18 phase f low . with_upw : f a l s e
19
20
21 #l o c a l adapt i v i t y
22 phase f low . loca l_adapt : t rue
23
24
25 # to l e r an c e f o r e s t imator
26 phase f low . t o l e r an c e : 5
27
28
29 #number o f l e v e l o f r e f inement
30 pha s e f i e l d . maxlevel : 2
31
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32
33 #DG penalty
34 phase f low . pena l typ r e s s : 1e−2
35 phase f low . pena l ty sa t : 1e−3
36
37
38 #DG method NIPG=−1 SIPG=1 IIPG=0
39 phase f low .DGeps : 1
40
41
42 ##################################
Listing 8 Excerpt from the parameter file.
The input files are read in by the compiled program. Thus values can be modified
at runtime (see Code 9).
1 // append de f au l t parameter f i l e
2 Dune : : Fem : : Parameter : : append ( " . . / data/parameter " ) ;
Listing 9 Loading of the input file.
The Dune::Parameter singleton parses the given parameter file line by line. Code 10
shows how to use Dune::Parameter. The method getValue() expects two parameters.
The first one is a std::string. The last one is a default value that will be used if the
value of the parameter is not provided in the input file. This last parameter is optional.
1 const bool loca l_adapt = Dune : : Fem : : Parameter : : getValue< bool >(" phase f low .
loca l_adapt " , f a l s e ) ;
2 const double endTime = Dune : : Fem : : Parameter : : getValue< double >( " phase f low .
endtime " , 3 . 0 ) ;
3 double timeStep = Dune : : Fem : : Parameter : : getValue< double >( " phase f low . t imestep " ,
0 .00125 ) ;
Listing 10 Example of the getValue() method utilisation.
The grid type can either be specified directly or obtained from the GridSelector. The
type is then specified during the make or CMake procedure, e.g.,
1 add_definitions(
2 -DALUGRID_CUBE
3 -DPOLORDER=3
4 -DGRIDDIM=2
5 -DWORLDDIM=2
6 -DWANT_ISTL=0
7 -DUSE_LAG_DG=1
8 )
9 add_executable(2dlens 2dlens.cc)
10 add_dune_alugrid_flags(2dlens)
For more in-depth information on the input files we refer to the DUNE documentation
[50].
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C.4.2 Output files
The output is handled by the DataOutput class (see Line 4, Code 11) and a tuple
holding pointers to DiscreteFunction objects is passed as a parameter. The generated
vtu files are exported into the directory specified in the parameter file by fem.prefix
(see Line 14, Code 8).
1 // type o f input /output
2 typede f Dune : : tuple< DiscreteFunct ionType ∗ > IOTupleType ;
3 // type o f the data wr i t e r
4 typede f Dune : : Fem : : DataOutput< HGridType , IOTupleType > DataOutputType ;
5 IOTupleType ioTuple ( &(scheme . s o l u t i o n ( ) ) ) ; // tup l e with po i n t e r s
6 DataOutputType dataOutput ( gr id , ioTuple , DataOutputParameters ( s tep ) ) ;
Listing 11 Output handling.
C.5 Building the library
We present here the main steps to create a local working installation of Dune-twophaseDG.
• Create a DuneWorkspace directory.
1 $ mkdir DuneWorkspace && cd DuneWorkspace
• Checkout the latest (stable) core modules from the Dune project homepage.
1 $ for MOD in common geometry grid localfunctions istl; do
2 $ git clone -b releases/2.4 https://gitlab.dune-project.org/core/dune-$MOD.git
3 $ done
• Checkout the latest (stable) version of Dune-Fem.
1 $ git clone -b releases/2.4 https://users.dune-project.org/repositories/projects/dune-fem.git
• Checkout Dune-Alugrid (required for the local grid adaptivity).
1 $ git clone -b releases/2.4 https://users.dune-project.org/repositories/projects/dune-alugrid.git
• Checkout Dune-twophaseDG.
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1 $ git clone https://gitlab.dune-project.org/birane.kane/dune-twophaseDG.git
Remark C.1. You can also download and unpack a Dune-twophaseDG tarball
to a folder in your file system and extract the content of the tar files. Make sure
that the extracted Dune-twophaseDG is in the DuneWorkspace directory.
• Configure and compile the library by typing the following command in the
DuneWorkspace directory.
1 $ cp dune-twophaseDG/scripts/opts/cmake.opts ./
2 $ ./dune-common/bin/dunecontrol --opts=cmake.opts all
C.5.1 Run of a test application
We assume in this section that the compilation of all required libraries has been com-
pleted in accordance with the description given in the previous section. The numerical
model of Dune-twophaseDG are compiled in a build-folder (default: build-cmake) and
tested in the test subfolder. For example, to run the 3d lens problem:
1 $ cd build-cmake/src/test/lenspb/3dlens
2 $ make 3dlens
3 $ ./3dlens -parameterFile ./../data/parameter3d
The parameter file specifies that all important parameters (like first time-step size,
end of simulation and location of the grid file) can be found in a text file in the data
directory with the name param*. The simulation starts and produces some .vtu output
files and also a .pvd file in the folder build-cmake/src/test/lenspb/Output3D.
Remark C.2. All the test cases presented in this work can be executed with the
following command.
1 $ cd build-cmake/src/test/lenspb
2 $ source ../../../../scripts/allnumtest.sh
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