Introduction
Abstract factor analysis of the experimental data matrix D The covariance matrix Z(DTD) can be subjected to singular value decomposition for calculation of the eigenvalues and eigenvectors, Z USlfr, where S is a diagonal matrix of the eigenvalues and U is the matrix of eigenvectors. The D matrix can be represented as the product of two matrices: D RC, where R(P, F) are the current profiles of the present species and C(F, S) their concentration matrix (where F is the number of components). It is easy to compute: C U w and R DU due to the orthonormality of U-1 and UT. The number of principal components is estimated by several criteria, which are based on the theory of error in factor analysis [7] . Not all of the eigenvectors produced convey useful information; some are due to noise. After deleting the insignificant eigenvectors R and C become R (P, a) and C (a, S), where a is the number of principal components.
Chemometric methods have been applied to improve results in the multicomponent analytical techniques in spectroscopy [1] [2] [3] , but (1) an acceptable region (0"0-3"0); (2) a fair region (3"0-6"0); and (3) an unacceptable region (>6"0).
Voltammogram simulation A Gaussian peak shape is assumed for the voltammograms of the pure component with peak position M, peak height C, and widths W: samples and baselines were plotted as shown in figure 1 . The voltammograms of the standard samples were simulated in the same way as the unknown samples. Figure  2 is 3"3004E--3 4 7"7310E+0 1"0195E--2 4"0781E-4 7"5991E-3 6"7969E-3 7"0926E+2 2"0452E-2 2"3966E-3 5 1-0900E-2 9"4150E-3 5"8844E-4
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