has the homotopy type of a finite CW complex, then the strong Novikov conjecture holds for Γ, i.e. the index map from K * (BΓ) to K * (C * r (Γ)) is injective. Corollary 1.2 follows from Theorem 1.1 and the descent principle [22] . By index theory, the strong Novikov conjecture implies the Novikov conjecture on the homotopy invariance of higher signatures (c.f. [8] for an excellent survey of the Novikov conjecture). The class of finitely generated groups which admit a uniform embedding into Hilbert space contains a subclass of groups which includes Gromov's word hyperbolic groups and amenable groups, and is closed under semi-direct product (c.f. Proposition 2.6). In general, it is an open question if every finitely generated group (or separable metric space) admits a uniform embedding into Hilbert space ( [10] , page 218, [11] , page 67). However, it can be easily proved that every metric space admits a uniform embedding into a Banach space (c.f.
Proposition 2.7).
This work is inspired by Gromov's deep questions concerning uniform embedding into Hilbert space ( [10] , [11] ) and by the remarkable work of Higson and Kasparov on the Baum-Connes conjecture [14] .
Uniform embeddings into Hilbert space and property A
In this section, we shall introduce the concept of property A for metric spaces. We prove that metric spaces with property A admit a uniform embedding into Hilbert space.
The class of finitely generated groups with property A, as metric spaces with word length metrics, includes word hyperbolic groups and amenable groups, and is closed under semidirect product. We also show that every metric space admits a uniform embedding into a Banach space. < ε for all γ, γ ∈ Γ satisfying d(γ, γ ) ≤ r, where, for each finite set A, #A is the number of elements in A;
(3) ∃ R > 0 such that if (x, m) ∈ A γ , (y, n) ∈ A γ for some γ ∈ Γ, then d(x, y) ≤ R.
Notice that property A is invariant under quasi-isometry. In the case of a finitely generated group, property A does not depend on the choice of the word length metric.
Theorem 2.2. If a discrete metric space Γ has property A, then Γ admits a uniform embedding into Hilbert space.
Proof. Let
By the definition of property A, there exist a family of finite subsets {A Fix γ 0 ∈ Γ. Define f : Γ → H by:
One can easily check that f is a uniform embedding. QED Example 2.3: Let Γ be a finitely generated amenable group. ∀ r > 0, 0.5 > ε > 0, there exists a finite subset F of Γ such that
where d is the word length metric. Set A γ = {(x, 1) ∈ Γ × N : x ∈ γF }. It is easy to see that {A γ } γ∈Γ satisfies the conditions of property A.
Hence amenable groups admit a uniform embedding into Hilbert space. More generally, groups acting properly and isometrically on Hilbert space admit a uniform embedding into Hilbert space [2] . However, the class of groups admitting a uniform embedding into Hilbert space is much larger than the class of groups acting properly and isometrically on
Hilbert space since infinite property T groups can not act properly and isometrically on Hilbert space.
Example 2.4: Let F 2 be the free group of two generators. Let T be the tree associated to F 2 , where the set of all vertices of T is F 2 . Endow T with the simplicial metric. Fix a geodesic ray γ 0 on T . For each g ∈ F 2 , there exists a unique geodesic ray γ g on T starting from g such that γ g ∩ γ 0 is a non-empty geodesic ray. For each natural number N , define
Given r > 0, ε > 0, it is not difficult to see that there exists a large N such that {A g } g∈F 2 satisfies the conditions of property A.
Example 2.5: Let M be a compact Riemannian manifold with negative curvature, let Γ = π 1 (M ), the fundamental group of M . Fix a point x 0 ∈ M , the universal cover of M , and a geodesic ray (with unit speed) γ 0 on M starting from x 0 . For each g ∈ Γ, let γ g be a geodesic ray (with unit speed) on M starting from gx 0 such that γ g is asymptotic to γ 0 . For each natural number N , we define
Let F be a fundamental domain in M . For each δ 0 > 0, δ 1 > 0, there exists a natural number k such that if volume (g F ∩ B g ) ≥ δ 0 for some g, g ∈ Γ, then there exists an
We define
Using comparison theorems in Riemannian geometry and the negative curvature property, it is not difficult to verify that if N is large enough, δ 0 and δ 1 are small enough, then {A g } g∈Γ satisfies the conditions of property A.
More generally, one can show that word hyperbolic groups have property A by similar argument using constructions from [24] .
Proposition 2.6. Let Γ 1 and Γ 2 be two finitely generated groups with property A (as metric spaces with word length metrics). If Γ 1 acts on Γ 2 by automorphisms, then the semi-direct product Γ 2 Γ 1 has property A.
Proof. Given r > 0, ε > 0. For each r 1 > 0,
γ } γ∈Γ 2 be respectively as in the definition of property A for Γ 1 with respect to r 1 and ε 1 , and for Γ 2 with respect to r 2 and ε 2 . Set
and,
for each set A, χ A is the characteristic function of A.
Now it is straightforward to verify that if r i and ε i (i = 1, 2) are chosen appropriately, then {A γ } γ∈Γ 2 Γ 1 satisfies the conditions of property A. QED In general, it is an open question if every separable discrete metric space admits a uniform embedding [10] . The following result gives us some hope that it might be true.
Proposition 2.7. Every discrete metric space Γ admits a uniform embedding into a Banach space.
It is not difficult to see that f is a uniform embedding. QED
We remark that if Γ is separable, then there exists a separable Banach space into which Γ has a uniform embedding.
The coarse Baum-Connes conjecture
In this section, we shall briefly recall the coarse Baum-Connes conjecture and its applications.
Let M be a proper metric space (a metric space is called proper if every closed ball is compact). Let H M be a separable Hilbert space equipped with a faithful and nondegenerate representation of C 0 (M ) whose range contains no nonzero compact operator. 
choice of H M will be useful later on in this paper.
Let Γ be a locally finite discrete metric space (a metric space is called locally finite if every ball contains finitely many elements). where the set of all vertices is Γ, and a finite subset {γ 0 , . . . , γ n } ⊆ Γ spans a simplex iff 
is an isomorphism, where
This conjecture is false if the bounded geometry condition is dropped [27] . In the case of a finitely generated group, the coarse Baum-Connes conjecture for the group as a metric space with a word length metric implies the Novikov conjecture if the group has a finite CW complex as its classifying space [22] . The coarse Baum-Connes conjecture also has consequences on the positive scalar curvature problem and the zero-in-the spectrum problem [21] .
The localization algebra
The localization algebra introduced in [26] will play an important role in the proof of our main result. For the convenience of the readers, we shall briefly recall its definition and its relation with K-homology.
Let M be a proper metric space.
is the norm-closure of the algebra of all uniformly bounded and uniformly norm-continuous functions
There exists a local index map ( [26] ):
The evaluation homomorphism e from C *
If Γ is a locally finite discrete metric space, we have the following commuting diagram:
The above theorem implies that in order to prove the coarse Baum-Connes conjecture, it is enough to show that
is an isomorphism.
Twisted Roe algebras and twisted localization algebras
In this section, we shall introduce certain twisted Roe algebras and twisted localization algebras. These algebras will play important roles in the proof of our main result.
We shall first recall an algebra associated to an infinite dimensional Euclidean space introduced by Higson, Kasparov and Trout [15] . Let V be a countably infinite dimensional If V a ⊂ V b , we have a decomposition:
for all f ∈ S and h ∈ C(V a ), where X is the function of multiplication by x on R, considered as a degree one, unbounded multiplier of S.
(2) We define a C * -algebra A(V ) by:
where the direct limit is over the directed set of all finite dimensional affine subspaces V a ⊂ V , using the homomorphism β ba in (1).
Let Γ be a discrete metric space with bounded geometry. Assume that Γ admits a uniform embedding f : Γ → H, where H is a separable Hilbert space. By the bounded geometry property, there exist a family of Euclidean spaces
is dense in H for all x ∈ Γ, for each n ∈ N there exists a finite dimensional Euclidean
d(x, y) ≤ r and all n > n r , where
Condition (3) implies that there exists an Euclidean subspace V of H such that
For every
c γ γ. Define W n (x) to be the Euclidean subspace of H spanned by W n (γ) for all γ such that c γ > 0. We extend f to P d (Γ) by:
We define the affine isometry U y,x : V → V for every pair x, y ∈ P d (Γ) by:
for all h ∈ V . U y,x induces a * isomorphism from A(V ) to A(V ) denoted by:
Throughout the rest of this paper, R + × H is endowed with the weakest topology for which the projection to H is weakly continuous and the function t 2 + h 2 is continuous
is the algebra of all continuous functions on R + × H which vanish at infinity. The support of an element a ∈ A(V ) is defined to be the complement (in R + × H) of all (t, h) for which there exists f ∈ C 0 (R + × H) such that af = 0 and f (t, h) = 0.
Choose a countable dense subset 
, and D Y (T 1 (x, y) ) is the derivative of the function T 1 (x, y) :
It will become clear in the proof of Lemma 7.3 why we require condition (4) in the above definition.
We define a product structure on C * alg (P d (Γ), A) by:
Fix x 0 ∈ Γ. E is a Hilbert module over A(V ) ⊗K:
for all a ∈ A(V ) ⊗K.
acts on E by:
where
One can easily verify that T is a module homomorphism which has an adjoint module homomorphism.
* algebra of all module homomorphisms from E to E for which there is an adjoint module homomorphism.
Let C * L,alg (P d (Γ), A) be the set of all uniformly norm-continuous and uniformly bounded functions g :
(2) ∃ a bounded function r(t) : R + → R + such that lim t→∞ r(t) = 0 and if d(x, y) > r(t), then (g(t))(x, y) = 0;
)(x, y).
is endowed with the norm:
K-Theory of twisted Roe algebras and twisted localization algebras
In this section, we shall study the K-theory of the twisted Roe algebras and the twisted localization algebras.
We define an equivalence relation on ( 
The proof of Lemma 6.2 is straightforward and is therefore omitted.
, then for each r 0 > 0 we have
lim
Proof. We shall only prove the first identity. The rest of the identities can be proved in a similar way. It is enough to show that
for all x, y ∈ Γ d .
For each k ∈ N, let f r,k be an even function in S such that (1) 0 ≤ f r,k ≤ 1, Choose k ∈ N such that r + 1 k < r 0 . For each x ∈ Γ d , define g x and g x in C 0 (R + × H) by:
. We have
By the properties of g x and g x , and the bounded geometry property of Γ, it is not difficult to verify that
QED
Let e be the evaluation homomorphism from C *
by:
e(g) = g(0).
Lemma 6.4. If O is the union of a family of open subsets {O
Proof. Let A(V ) O be the C * subalgebra of A(V ) generated by elements whose supports are contained in O. The support of an element
Let E O(d) be the closure of the set of all elements in E whose supports are contained
We have a decomposition:
where such that there exists R > 0 for which a i is supported on
Hence a i lives in the image of the injective homomorphism from B(
with respect to the decomposition
for some Hilbert submodule
such Hilbert submodule exists in this case).
Let E i be the Hilbert module over A(V ) O i ⊗K defined by:
Let I i be the isometry from E O i (d,R) to E i defined by:
where δ x is the Dirac function at x.
Note that B(E i ), the C * algebra of all module homomorphisms from E i to E i for which there is an adjoint module homomorphism, can be identified with
Using this identification it is not difficult to verify that the map:
generated by elements i∈I b i such that
for some R > 0 and all i ∈ I;
(2) there exists a constant C 0 for which b i ≤ C 0 for all i ∈ I;
generated by elements i∈I b i such that 
where supp(b i (t)) is defined to be the complement (in {x ∈
Now Lemma 6.4 follows from the above facts, Theorem 4.2, and its proof in [26] (c.f.
a notational correction in [27] , page 332). QED Lemma 6.5. Let B(r) = {(t, h) ∈ R + × H : t 2 + h 2 < r 2 } for some r > 0. If Γ has bounded geometry, then there exists an integer
Hence there exists R > 0 such that d(γ k , γ 1 ) ≤ R, where R depends only on r. This, together with the bounded geometry property of Γ, implies Lemma 6.5. QED Theorem 6.6. If Γ has bounded geometry, then e * is an isomorphism from lim d→∞ (C *
Proof. Let B(r) = {(t, h) ∈ R + × H : t 2 + h 2 < r 2 }. We define O r by:
We have
Hence it is enough to show that e * is an isomorphism from lim d→∞ K * (lim r<r 0 ,r→r 0 C *
k=1 O r,k for all r < r 0 , where each O r,k is the disjoint union of {U γ,x 0 B(r)} γ∈I k for all r < r 0 . Now Theorem 6.6 follows from Lemmas 6.4, 6.2, 6.3, and a Mayer-Vietoris sequence argument.
QED

Proof of the main theorem
In this section, we shall prove the main theorem of this paper.
We shall first recall certain infinite dimensional elliptic operators introduced by Higson, Kasparov and Trout [15] . 
where H ba is the Hilbert space associated to V 0 ba . Let ξ 0 ∈ H ba be the unit vector defined by:
where n ba = dim (V 0 ba ). We consider H a as included in H b via the isometry ξ → ξ 0 ⊗ξ. We define
where the Hilbert space direct limit is taken over the direct system of finite dimensional affine subspaces of V .
Let s = lim −→ s a be the algebraic direct limit of the Schwartz subspaces s a ⊂ H a .
If V a ⊂ V is a finite dimensional affine subspace, we define the Dirac operator D a , an unbounded operator on H with domain s, to be:
where {v 1 , . . . , v n } is an orthonormal basis for V 0 a and {x 1 , . . . , x n } are the dual coordinates to {v 1 , . . . , v n }. If V a is a linear subspace, then we define the Clifford operator by:
, where W n (x) is as in Section 5.
We have the algebraic decomposition:
For each n, define an unbounded operator B n,t (x) on H associated to the above decomposition by:
where t j = 1 + t −1 j. By Lemma 5.8 in [15] , B n,t (x) is essentially selfadjoint. 
The product structure on C * alg (P d (Γ), K(s)) is defined by:
x,z (s) ⊗1), U x,z (s) is the unitary operator acting on H induced by the unitary operator U x,z (s) on V defined by:
, where H 0 is a separable and infinite dimensional Hilbert space with a faithful * representation of K.
) is defined to be the operator norm closure of
) with respect to the above * representation. Let φ s be the map from C *
The proof of the above lemma is straightforward and is therefore omitted.
where f t (s) = f (t −1 s) for all t > 0 and s ∈ R, g t (v) = g(t −1 v) for all t > 0 and v ∈ V 0 (x) ⊕ · · · ⊕ V n−1 (x), π(g t ) acts on H by pointwise multiplication, and φ t is as in Lemma
where N is some integer such that there exists T 1 (x, y) ∈ A(W N (x)) ⊗K for which (β N (x))(T 1 (x, y)) =
T (x, y) for every x, y ∈ Γ d . Lemma 7.3. α extends to an asymptotic morphism from
where the sup is taken over all * representation ψ of C *
By the proof of Lemma 2.9 and Lemma 5.12 in [15] , condition (4) of the definition of C * alg (P d (Γ), A), and Lemma 7.2, we know that α extends to an asymptotic morphism from C *
But by the uniform embedding property we
Hence α extends to an asymptotic morphism from
We remark that the asymptotic morphism α is adapted from [14] .
The product structure on C * alg (P d (Γ)) is defined by:
where H 0 is a separable infinite dimensional Hilbert space. The operator norm completion of C * alg (P d (Γ)) with respect to this * representation is * isomorphic to C * (P d (Γ)) when Γ has bounded geometry. Similarly we can define C * L,alg (P d (Γ)), and the operator norm completion of C *
) when Γ has bounded geometry.
For each f ∈ S, T ∈ C * alg (P d (Γ)), we define
where f t (s) = f (t −1 s) for all t > 0 and s ∈ R, and β : S = A(0) → A(V ), is the * -homomorphism associated to the inclusion of the zero-dimensional linear space 0 into V .
Lemma 7.4. β t extends to an asymptotic morphism from S ⊗C
Proof. Note that β(S) and C * (P d (Γ)) embed in the multiplier algebra of C * (P d (Γ), A). For every f ∈ S and T ∈ C * (P d (Γ)), β(f t ) asymptotically commutes with T in the multiplier algebra of C * (P d (Γ), A), i.e. lim t→∞ ((β(f t ))T − T (β(f t ))) = 0. This fact, together with the nuclearity of S, implies that β t extends to an asymptotic morphism from S ⊗C * (P d (Γ))
to C * (P d (Γ), A). QED
We remark that the asymptotic morphism β is adapted from [14] and [15] .
Note that α and β induce homomorphisms: A) ).
Lemma 7.5. α * •β * equals the identity homomorphism from K * (C * (P d (Γ))) to K * (C * (P d (Γ))).
Proof. For each s ∈ (0, 1], we can define C * (P d (Γ), A(s)) by replacing U x,y with U x,y (s) in the definition of C * (P d (Γ), A), where (U x,y (s))h = h + s(f (x) − f (y)) for all h ∈ V . We can similarly define asymptotic morphisms:
It is not difficult to see that (α(s)) • (β(s)) is a homotopy of asymptotic morphisms (s ∈ (0, 1]), and lim s→0 + ((α(s)) • (β(s)))(a) equals γ(a) for all a ∈ S ⊗C * (P d (Γ)), where γ is the asymptotic morphism
defined by:
(γ t (f ⊗T ))(x, y) = f t (B 0,t ) ⊗T (x, y)
for each f ∈ S, T ∈ C * alg (P d (Γ)). Replacing B 0,t with s −1 B 0,t in the above definition of γ, for 0 < s ≤ 1, we obtain a homotopy between γ and the * homomorphism: f ⊗T → f (0)P ⊗T , where P is the projection onto the one-dimensional kernel of B 0,t (c.f. Corollary 2.15 and the proof of Lemma 5.8 in [15] ). Hence γ * equals the identity homomorphism.
QED
We can similarly construct asymptotic morphisms
where C * L (P d (Γ), K(0)) is defined in a way similar to the definition of C * (P d (Γ), K(0)).
The proof of Lemma 7.6 is similar to the proof of Lemma 7.5 and is therefore omitted.
Proof of Theorem 1.1.
By Theorem 4.2, it is enough to show that
is an isomorphism. Consider the following commuting diagram:
By Theorem 6.6 and Lemmas 7.5 and 7.6, the middle horizontal homomorphism, (β L ) * • (α L ) * and β * • α * are identity homomorphisms. This fact, together with a diagram chasing argument, implies Theorem 1.1. QED
