Abstract. In this paper we explicitly determine all indicators for groups isomorphic to the semidirect product of two cyclic groups by an automorphism of prime order, as well as the generalized quaternion groups. We then compute the indicators for the Drinfel'd doubles of these groups. This first family of groups include the dihedral groups, the non-abelian groups of order pq, and the semidihedral groups. We find that the indicators are all integers, with negative integers being possible in the first family only under certain specific conditions.
Introduction
It was shown in [LM] that the classical theorem of Frobenius and Schur, giving a formula to compute the indicator of a simple module V for a finite group G, extends to any semisimple Hopf algebra H. This fact was shown a bit earlier for the special case of Kac algebras over C in [FGSV] . For such an H-module V , with character χ and indicator ν(V ) = ν(χ), the only possible values of ν(χ) are 0, 1 and −1. Then ν(V ) = 0 if and only if V is self dual; assuming V is self-dual, then ν(V ) = +1 if and only if V admits a non-degenerate H-invariant symmetric bilinear form and ν(V ) = −1 if and only if V admits a non-degenerate H-invariant skew-symmetric bilinear form. However it is not true for Hopf algebras over C, as it was for the case of a finite group G, that ν(V ) = +1 if and only if V is defined over R.
The case when ν(V ) = +1 for all simple G-modules V has been of particular interest; such groups are called totally orthogonal in [GW] . This terminology seems suitable for Hopf algebras as well, in view of the existence of the bilinear forms described above. In particular it was known classically that if G is any finite real reflection group, then all ν(V ) = +1 [S] ; this includes the case G = S n , as noted above. Some other examples are given in [GW] .
Moreover, indicators of modules over Hopf algebras, in particular their higher analogues we consider herein, are proving to be a very useful invariant in the study of Hopf algebras. For example, they have been used in classifying Hopf algebras themselves [K] [NS1]; in studying possible dimensions of the representations of H [KSZ1] ; and in studying the prime divisors of the exponent of H [KSZ2] [NS2] . Moreover, the indicator is invariant under equivalence of monoidal categories [MaN] . Another motivation comes from conformal field theory; see the work of Bantay [B1] [B2] . The notion of higher indicators has also been extended to more general categories [NS1] [NS2] [NS3] , where quasi-Hopf algebras play a unifying role [N1] [N2] . Furthermore, while it is well-known that the higher indicators for modules over groups are integers, it remains an open question if the same can be said for modules over the Drinfel'd double of a group. Thus it is important to compute the values of the indicator for more examples. It is the goal of this paper to provide a number of explicit formulas for the indicators of certain Hopf algebras which arise as the Drinfel'd double of group algebras.
The paper is organized in the following fashion. In Section 1, we cover the relevant background material needed for the rest of the paper. In Section 2 we consider groups of the form Z k ⋊ n Z ql (see Definition 2.1), and establish various results about their structure needed in the rest of the paper. In Section 3 we then determine the representation theory of Z k ⋊ n Z ql , and use it to calculate the higher indicators for its irreducible modules. The indicators are contained in Theorems 3.3 and 3.5. We then move on to the indicators of D(Z k ⋊ n Z ql ), the Drinfel'd double of Z k ⋊ n Z ql , in Section 4. The indicators are contained in Theorems 4.4 and 4.9. In the double, some interesting changes of behavior are observed, such as those detailed in Corollary 4.10. We then apply the results to give a variety of examples in Section 5. In Sections 6-7, we perform a similar set of calculations to get the indicators for the generalized quaternion groups and their doubles. We conclude with a few questions that naturally arise.
Throughout, unless otherwise specified, H will be a finite dimensional semisimple Hopf algebra over the complex numbers C, with comultiplication ∆ : H → H ⊗ H given by ∆(h) = h 1 ⊗ h 2 , counit ǫ : H → C and antipode S : H → H. In particular we know from [LR2] that H is cosemisimple and from [LR1] that S 2 = id. By Maschke's theorem there exists a unique integral Λ ∈ H with ǫ(Λ) = 1. Since ∆ is coassociative, we may define ∆ 2 (h) = (∆⊗id)•∆(h) = (id ⊗∆)•∆(h) = h 1 ⊗h 2 ⊗h 3 and inductively define ∆ n (h) = (∆ ⊗ id) • ∆ n−1 (h) = h 1 ⊗ · · · ⊗ h n+1 for n ≥ 2. We will use ∧ to denote logical conjunction, ∨ for logical disjunction, and ⊕ for exclusive disjunction in logical propositions.
Preliminaries
Definition 1.1. Given a simple H-module V and its character χ, we define the functions
where Λ is the unique integral in H with ε(Λ) = 1 from the introduction.
The next result shows that the function ν 2 (χ) agrees with the description of the Frobenius-Schur indicator given in the introduction: Theorem 1.2. [LM] Let H be a semisimple Hopf algebra over an algebraically closed field k of characteristic not 2. Then for Λ and ν 2 as above, the following properties hold:
i) ν 2 (χ) = 0, 1 or −1, for all simple characters χ. ii) ν 2 (χ) = 0 if and only if V χ ∼ = V symmetric (respectively skew-symmetric) nondegenerate bilinear H-invariant form. iii) Considering S ∈ End(H), T r(S) = χ ν 2 (χ)χ(1).
Throughout, the indicator of a simple module is just the indicator of its irreducible character. When convenient, we will also use the representation corresponding to the associated character when denoting indicators of simple modules. Corollary 1.3. For any semisimple Hopf algebra H over an algebraically closed field k of characteristic not 2, T r(S) = χ χ(1) ⇔ H is totally orthogonal; that is, all Frobenius-Schur indicators are 1.
Proof. This is clear from the last part of Theorem 1.2, since the values of ν 2 (χ) are 0,1, or -1.
Note that the definition of ν 2 , Theorem 1.2, and Corollary 1.3 agree with what is known for a finite group L, that is for a group algebra H = CL .
For any finite dimensional Hopf algebra H, there is an associated Hopf algebra D(H) known as the Drinfel'd double of H. We will only need a few facts about this Hopf algebra, which we recall in this section, so we omit the full definition for the sake of brevity. A definition for, and further details of, this Hopf algebra can be found in [Mo] . As in [Mo] we will write h ⊲⊳ f , h ∈ H, f ∈ H * , for a typical element of D(H). We will, however need an explicit description for the irreducible modules of D(G) when G is a finite group. Proposition 1.4. [AF] [Mo] Let G be a finite group. The isomorphism classes of the irreducible D(G)-modules are the modules M(O, ρ) (defined below), where O = class(s) is the conjugacy class of some s ∈ G and ρ is (an isomorphism class of ) an irreducible representation of C G (s) on a vector space V . If we enumerate class(s) = {t 1 , ..., t N }, where by convention we take t 1 = s, and fix g i ∈ G with t g i 1 = t i for 1 ≤ i ≤ N, then we can describe the module M(O, ρ) in the following fashion:
As a vector space M(O, ρ) = N i=1 g i ⊗ V , or N copies of V indexed by the g i . We denote an element g i ⊗ v, v ∈ V by g i v. For the left G-module structure, we define g.g i v = g j (γv), where g j and γ are the (necessarily unique) elements with gg i = g j γ in G and g j ∈ O, γ ∈ C G (s). Here, γ acts on V via ρ. For the left G * structure, we specify an equivalent left G-comodule structure δ. Specifically, we take δ(g i v) = t i ⊗ g i v. In particular, M(O, ρ) can be graded by the elements of O.
We note that in the above, the specific choices of s (the representative of O), the isomorphism class representative ρ and corresponding vector space V , the enumeration of O and the choice of the g i are not crucial. They will all naturally yield isomorphic D(G)-modules. In particular, we are free in the subsequent to fix these choices as suits the situation, and will do so without further comment.
In order to study the indicators of G and D (G) , for G a finite group, we need to introduce a few more pieces of notation. Definition 1.5. Let G be a finite group. For any x, y ∈ G and m ∈ N, define
In the notation of [KSZ2] , taking F = G our G m (x, y) and z m (x, y) are precisely G m,1 (x, y) and z m,1 (x, y), hence our choice of notation. In the notation of [JM] , again taking F = G, our sets G 2 (x) are precisely the sets F x,x −1 . Lemma 1.6. For any finite group G, let p 1 denote the element of (kG) * dual to the identity of G. Then i) The unique integral t of G with ǫ(t) = 1 is
ii) The unique integral T of (kG) * with ǫ(T ) = 1 is T = p 1 . iii) [Mo, Thm. 10.3 .13] The unique integral Λ for D (G) 
Proof. The first two are easily checked and well-known. For the proof of the third, see the given reference (which gives a more general result due to Radford).
By Definition 1.1, we now need some formulas for the the quantity
if we wish to find the indicators for D (G) .
Theorem 1.7.
[KSZ2] Let G be a finite group and let Λ be integral of D (G) in Lemma 1.6.iii. Then
be an irreducible D(G)-module, as defined in Proposition 1.4. In particular, assume that ρ is an irreducible representation of C G (s). Let χ be the character of V , and η the character of ρ. Then
Although the first equality is much more compact, for our purposes we will find the second a little bit easier to calculate with, since we can separate the two conditions a ∈ G m (g) and a m = y in the definition of G m (g, y) . To this end, we explicitly state when it can happen that χ(p g ⊗ a m ) = 0.
Lemma 1.9.
[KSZ2] Suppose s, g ∈ G, m ∈ N and a ∈ C G (g), and let χ and η be as in Corollary 1.8. Let O s = class(s) be the conjugacy class of s in G. For any y ∈ O s , let y ′ ∈ G be such that s
This gives the form of ν m (χ) that we will use in the rest of the paper.
Corollary 1.10. Let V = M(class(s), ρ) be an irreducible D(G)-module, as defined in Proposition 1.4. In particular, assume that ρ is an irreducible representation of C G (s). Let χ be the character of V , and η the character of ρ. Then
When we have s ∈ Z(G), it is particularly easy to figure out the values of ν m .
Proposition 1.11. Let G be a finite group and suppose x ∈ Z(G). Let V = M(x, ρ) be any corresponding irreducible D(G)-module, as given in Proposition 1.4. Let χ be the character of V and η the character of ρ.
i) Assume that x m = 1. Then the value ν m (χ) is exactly the same as the value of ν m for ρ (a G-module). As a slight abuse of notation, we write ν m (χ) = ν m (η). ii) Assume that x m = 1. Then ν m (χ) = 0
Note that as long as G contains central elements whose order does not divide m, some given m ∈ N, then D(G) admits irreducible modules V with ν m (V ) = 0. In particular, if Z(G) contains elements with order not dividing 2, then D(G) admits an irreducible module V with ν 2 (V ) = 0.
This completes all of the preliminary results we wished to establish. We will now proceed to consider certain families of finite groups G.
Groups of the form
Our goal for the rest of the paper will be to analyze the indicators for certain classes of groups and their doubles. Definition 2.1. Let k, q, l, n ∈ N with q a prime that divides | Aut(Z k )| and n q ≡ 1 mod k but n ≡ 1 mod k. For any such quadruple, we consider the non-abelian group G = Z k ⋊ n Z ql given by
When l = 1, these groups include the dihedral groups (Section 5.1), the non-abelian groups of order pq (Section 5.2), and the semidihedral groups (Section 5.3) amongst others. In Section 6 we will consider the generalized quaternion groups, which have a similar presentation. Our assumption that n denotes a prime-order automorphism is ultimately essentially for the calculations we will perform. Any time we wish to compute indicators involving these groups, we will be lead to consider elements of the form (a s b t ) m , and the exact nature of what these are becomes hard to predict succinctly when the order of n is not prime. See, in particular, the proofs of Theorems 3. 5, 4.4, and 4.9. To analyze the indicators for Z k ⋊ n Z ql and its double, we will need a number of basic facts regarding the parameters k, q, n, l and the structure of Z k ⋊ n Z ql itself. We start by introducing some constants depending on Z k ⋊ n Z ql that will appear throughout our calculations.
Lemma 2.2. Let k, q, n, l be as Definition 2.1. Define
Proof.
i) This is by definition. Explicitly, suppose to the contrary that q ∤ h. Then gcd(q, h) = 1 since q is a prime. Therefore, there are u, v ∈ Z with uq + vh = 1. Thus, since n ∈ Z * k by assumption,
This follows immediately from the definition of c and the factorization n j −1 = (n − 1)
Since c = gcd(k, n − 1), it follows that q−1 l=0 n l is in the annihilator of c (viewing Z k as a Z-module in the usual way), hence is congruent to a multiple of k/c modulo k. Equivalently,
By the previous part, c | n j − 1 for 1 ≤ j ≤ q − 1. Thus every term in the above summation is a multiple of c. Since c | k by definition, d − q is a multiple of c, which gives the claim.
It should be noted that (iii) is the best possible zero congruence we can get, in the sense that d ≡ 0 mod k in general. For example, taking k = 9, q = 3, and n = 7, one finds that d = 1 + 7 + 49 ≡ 3 mod 9. Indeed, neither is it true that
An example of this is given by the even dihedral groups: k ∈ 2N, q = 2, n = −1. It should also be noted that distinct values of n need not yield the same values for c or d if the resulting groups are not isomorphic. However, when c = 1, we obviously have d ≡ 0 mod k by (iii).
We will see in Lemma 2.4 that c · l = |Z(G)|, from which a stronger version of (ii) follows. The value d will play an important roll in the determination of the indicators for many of the irreducible modules over G and D(G) (see Theorems 3.5, 4.4, and 4.9).
We next state a few simple identities that readily follow from the presentation of G. We present them and sketch their proofs since a precise understanding of the multiplication will be useful for the calculations to come. Lemma 2.3. Let G = Z k ⋊ n Z ql be a non-abelian group as in Definition 2.1. Then the following identities hold:
Proof. For (i), we have from the presentation of G that
(ii) is clearly equivalent to (i). For (iii), we note that (2) is the case j = 1. The case j ∈ N then follows by a straightforward induction. We need to establish the identity then for 0 > j ∈ Z. To this end, we note that taking j = n q−1 ≡ n −1 mod k, we have that b −1 a = a n −1 b −1 , which is the j = −1, a = 1 case. Another straightforward induction completes the proof.
The identity in (iv) is now another simple induction on h using (iii).
Our next result gives an algebraic interpretation of the constant c.
In particular, c = gcd(n j − 1, k) whenever j ≡ 0 mod q.
Proof. For any i, j, r, s ∈ Z we have
Fixing i, j and letting r, s be arbitrary, we see that this latter element is always equal to a i b j if and only if (n − 1)s ≡ 0 mod k and n j ≡ 1 mod k.
Thus we must have j ≡ 0 mod q by assumptions on n, and s ≡ 0 mod k c by definition of c. We then conclude that
Finally, by replacing n with n j , j ≡ 0 mod q, in the definition of G we get an isomorphic group, from which the final claim follows.
This Lemma lets us establish the next two results, which help give some algebraic meaning to the constant d in equation 2.2.2.
Corollary 2.5. Let G = Z k ⋊ n Z ql be as in Definition 2.1, and define d as in equation 2.2.2. For any K ⊳ G and x ∈ G, let x denote the equivalency class of
Taking i = 1, we see that a d ⊆ K for any K ⊳ G with the desired property. By Lemmas 2.2.iii and 2.4, we have a d ⊆ Z (G) , and thus a d ⊳ G. This establishes all claims.
If also q ∤ l, then we have the additional isomorphism
, then a d G is a retract and direct summand of G. In particular,
where . Set K = a k/c , a normal subgroup of G by Lemma 2.4. Then using the presentation of G, we can give a presentation for G/K as
and ξ(y) = b. It is then easily verified that ξ is a group homomorphism. Moreover, by assumptions on c and u, ξ also satisfies π
, it follows that K is in fact a direct summand (and therefore retract) of G, and the first isomorphism in (i) follows. Suppose now that we also had q ∤ l. Let v ∈ Z be such that vl ≡ 1 mod q. Let H = Z (G) , an obviously normal subgroup of G. Then using the presentation of G, we can give a presentation for G/H as
Again we let π :
It is then easily verified that ψ is a group homomorphism such that π • ψ = id G/H . Thus Z(G) has a complement in G, and is thus necessarily a direct summand of G, giving the second isomorphism. The final isomorphism follows directly from Lemma 2.4.
(
Then it easily follows that π is a group homomorphism such that K = Im(π) and π| K = id K . Setting H = ker(π), a necessarily normal subgroup of G, then by [R, Thm. 7.20.iv 
Example 2.6.1. Here are a few examples and counterexamples of the previous Proposition.
i) If gcd(h, k/h) = 1, then part (ii) of the proposition applies. This is obvious when q ∤ k, and when q | k it follows from Corollary 2.8. ii) Taking k = 8, q = 2, n = 3 gives c = 2, d = 4, h = 4. Thus gcd(c, k/c) = gcd(2, 2) = 2 and gcd(q, k/h) = gcd(2, 2) = 2, so neither part of the proposition applies. Another example of this with q = 2 is given by k = 99, q = 3, n = 34. iii) Taking k = 12, q = 2, n = 5 gives c = 4, d = 6, h = 6. Thus gcd(c, k/c) = gcd(4, 3) = 1 and gcd(q, k/h) = gcd(2, 2) = 2. Therefore part (i) of the proposition applies but part (ii) does not. Another example of this with q = 2 is given by k = 603, q = 3, and n = 37. iv) Taking k = 12, q = 2, n = 7 gives c = 6, d = 8, and h = 4. Thus gcd(c, k/c) = gcd(6, 2) = 2 and gcd(q, k/h) = gcd(2, 3) = 1. Therefore part (i) of the proposition does not apply but part (ii) does. No examples of this behavior with 2 < q < 3000 and k ≤ 200, 000 exist, suggesting that if q > 2 and gcd(q, k/h) = 1, then gcd(c, k/c) = 1. Proving this would seem to require some analysis of cyclotomic polynomials in order to better understand the values d and h. v) Taking k = 33, q = 2, n = 10 gives c = 3, d = 11, and h = 11. Thus gcd(c, k/c) = gcd(3, 11) = 1 and gcd(q, k/h) = gcd(2, 3) = 1. Therefore both parts of the proposition apply. Another example of this with q = 2 is given by k = 7, q = 3, and n = 2.
Now that we know the centers of our groups, we can also give a complete description of all (non-singleton) conjugacy classes. We will need this when considering the representation theory of Z k ⋊ n Z ql , as well as to determine the irreducibles modules over D(Z k ⋊ n Z ql ) (see Proposition 1.4).
Lemma 2.7. Let G ∼ = Z k ⋊ n Z ql be as in Definition 2.1, define c as in equation 2.2.1, and let i, j ∈ Z.
In particular, we have that k ≡ c mod q, and there are a total of l(k − c)/q distinct conjugacy classes of this form.
, and there are cl(q − 1) distinct conjugacy classes of this form. iii) All conjugacy classes in G are either singletons or one of the above.
these elements are all distinct for 1 ≤ j ≤ q − 1. Thus the first part follows. For the second part, we observe that there are k − c non-central powers of a. Since the conjugacy class of each such power of a has order q and p h=1 class(a h ) = a , we subsequently must have that k−c ≡ 0 mod q and that there are (k − c)/q distinct conjugacy classes of non-central powers of a. There are then l distinct choices of b j with q | j, giving a total of l(k − c)/q conjugacy classes of the relevant form.
ii) Suppose q ∤ j. We first have that
Taking t = j, the exponent on a is given by i + (i − s)(n j − 1). By Lemma 2.4, gcd(n j − 1, k) = c, and since s can be chosen arbitrarily, this value may be written as i + ch, 0 ≤ h < k/c and vice versa. Thus | class(a i b j )| ≥ k/c. Now for a generic t, using Lemma 2.2 we can write the exponent on a as
For the remaining claim, if m is the number of distinct conjugacy classes amongst the class(a i b j ), then by the class equation
from which it follows that m = cl(q − 1) as desired.
This result gives us a couple of simple corollaries that will be useful later in establishing formulas for indicators.
Corollary 2.8. Let k, q, n, d be as in Definition 2.1 and equation (2.2.2). Then
Proof. By the preceding lemma we have that k ≡ c mod q, so (i) follows. Since we also have that d ≡ q mod c by Lemma 2.2, it follows that if q | c, then q | d, which gives (ii). The equivalence in (iii) is an immediate consequence of [W, Theorem 2.4 .3] and the definition of d.
In general, it fails to be true that k ≡ d mod q. A simple example is given by taking k = 15, q = 2, n = 11, which gives d = 12 ≡ 15 mod 2.
Corollary 2.9. Let k, q, n, d be as in Definition 2.1 and equation (2.2.2). Let m, r ∈ N. Then
Proof. Suppose q | m and k | mr. If q ∤ k, then since q | m we have kq | mr, and thus kq | mdr. On the other hand, if q | k, then q | d by the previous corollary, and again we conclude that kq | mdr.
Lemma 2.10. Let k, q, n be as in Definition 2.1. Define d as in equation (2.2.2). Suppose that q > 2. Then the following hold:
Proof. We start by observing that
By assumption on n, we have that
We claim that q−2 j=0 (j + 1)n j ≡ −d mod q. This will prove (i) and (ii). To this end, define
Differentiating all sides with respect to n, we get
from which it immediately follows that
which is the congruence desired.
Finally, for (iii), we first observe that if q ∤ d then clearly q 2 ∤ d. So suppose that q | d. By Corollary 2.8.iii, we then have n ≡ 1 mod q. Therefore, by (2.10.1) and (2.10.3) we conclude that q
Note that the assumption q > 2 in the above is essential. For example, taking k = 8, q = 2, n = 3 gives an easy counter-example to part (iii). Indeed, for k = 2 s , q = 2, and n = 2 s−1 − 1, where s ≥ 3, then 2 s−1 divides d. We conclude this section by determining the nature of the centralizers in G.
Lemma 2.11. Let G = Z k ⋊ n Z q be as in Definition 2.1. Let i, j ∈ N and define c as in equation 2.2.1.
On the other hand, suppose t ≡ 0 mod q. Then by Lemma 2.4, the fraction (n t − 1)/(n j − 1) corresponds to a well-defined unit u j,t modulo k/c, and so s ≡ u j,t i mod k/c. Let r ∈ N be such that jr ≡ t mod q. Then
Now by geometric series, we have that i
7. This establishes all claims.
We should note that the subgroups C G (a i b j ) can have different structures for a given G depending on the choices of i and j. This is because, in general, 1 = (
The characters, and thus structure, of C G (a i b j ) is ostensibly important to determining the indicators of a number of irreducible D(G)-modules (see Proposition 1.4). However, we will soon see that we only need to know χ| Z (G) , where χ is any irreducible character of C G (a i b j ). In particular, we only need to know the irreducible characters, and thus structure of, Z(G), which we have already determined in Lemma 2.4.
Representations of
We continue to let Z k ⋊ n Z ql be as in Definition 2.1. In the previous section we determined the multiplication and conjugacy classes of Z k ⋊ n Z ql , so we can now proceed to determine its representation theory, and subsequently compute the indicators of its irreducible modules. Our reference for the character theory of finite groups, especially induced characters, will be [I] . For any group G, we will always denotes the group of irreducible characters of G byĜ. Furthermore, we denote the trivial character of a group G by 1Ĝ, or by 1 when the group in question is to be understood from the context.
, where µ k and µ l are any fixed primitive k-th and l-th roots of unity, respectively. Then φ G r,s , the induced character on G, is of dimension q. It is irreducible ⇔ r ≡ 0 mod k/c. Furthermore, there are l(k − c)/q non-equivalent characters amongst these irreducible characters.
Proof. By the theory of induced characters (see [I] chapter 5), we have
whence the induced characters all have dimension q. By Lemma 2.7, if q | j we have
Note that the first equality is true even when a i ∈ Z(G), as it reduces to the value qφ r,s (a i b j ) as expected. To determine when φ G j is irreducible, we need only determine when φ
Now if r ≡ 0 mod k/c then rn u ≡ rn v ≡ r mod k for all u, v and so ξ rn u , ξ rn v = 1 for all u, v. Therefore, when r ≡ 0 mod k/c we have (3.1.1) = q > 1, and so φ G r,s is not irreducible. On the other hand, if
Therefore, when r ≡ 0 mod k/c we have φ G r,s , φ G r,s = 1, and so φ G r,s is irreducible as claimed. We now need only determine the number of isomorphism classes amongst these characters irreducible characters. Similarly to the check for irreducibility, we find for r, r
and similarly find that ξ n u r , φ
′ mod l and r ′ ≡ n h r mod k for some h, and that φ Now by Lemma 3.1, we have
and so these give all possible irreducible representations of G, establishing all claims.
Now that we know the representation theory of Z k ⋊ n Z ql , we can compute its indicators.
Theorem 3.3. Let G = Z k ⋊ n Z ql be as in Definition 2.1. Let V be a 1-dimensional G-module with character χ = ξ s ⊗ψ t ∈ Z ql ⊗ Z c , as in Corollary 3.2, where ξ s (b) = µ s ql and ψ t (a) = µ t c , with µ ql and µ c primitive ql-th and c-th roots of unity respectively. Then
Proof. Since linear characters are multiplicative, we have
To compute subsequent indicators, we will need to recall the value d from equation (2.2.2). By Lemma 2.3 part (iv) and its proof, this value will naturally arise whenever we consider the order of an element of the form a i b j in G for j ≡ 0 mod q. Recall in the remarks after Lemma 2.2 that while
We start with a straightforward lemma that we will need in many of our subsequent calculations.
Lemma 3.4. Let G = Z k ⋊ n Z ql be as in Definition 2.1. Let φ r,s ∈ a, b q be as in Lemma 3.1, and define d as in equation (2.2.2). Denote the restriction of φ r,s to a, b q 2 by φ r,s . Then for any m ≡ 0 mod q we have
Proof. The sum we wish to evaluate is clearly equal to
which gives the desired result.
We note that the first equality above can be made valid with more general powers on x and y. We use this more specific version since it is what will appear in many of our remaining calculations.
Theorem 3.5. Let G = Z k ⋊ n Z ql be as in Definition 2.1. Let V r,s be an irreducible q-dimensional G-module with character φ G r,s as in Lemma 3.1.
Therefore, since φ r,s is a product of multiplicative characters, we have
On the other hand, if j ≡ 0 mod q we have
Thus, using Lemma 3.4, and the definition for φ r,s given there, we have
Combining cases, applying Corollary 2.9 to simplify expressions, and using a few standard logical manipulations gives the desired formulas.
This completes the calculation of the indicators for non-abelian groups of the form Z k ⋊ n Z ql . In summary, we have the following two results: Theorem 3.6. Let G ∼ = Z k ⋊ n Z ql be as in Definition 2.1, and let V be any irreducible G-module. Then the indicators of V satisfy ν m (V ) ∈ {−1, 0, 1, q −1, q} for all m ∈ N. If q ∤ l, we further have ν m (V ) ∈ {0, 1, q − 1, q}.
Theorem 3.7. Let G ∼ = Z k ⋊ n Z ql be as in Definition 2.1. Then G is totally orthogonal ⇔ G is isomorphic to a dihedral group.
Proof. By Theorem 3.3, for G to be totally orthogonal we must have |Z(G)| ≤ 2 and ql ≤ 2. Since q is a prime, we thus must have l = 1 and q = 2. Factoring k = 2 s x for some s ≥ 0 and x odd, the conditions |Z(G)| ≤ 2 and q = 2 force one of two possibilities:
The condition n ≡ −1 mod 2 s gives a dihedral group, which has d = 0. Checking Theorems 3.5 and 3.3, we see that the dihedral groups are totally orthogonal (this is well-known). If n ≡ 2 s−1 − 1 mod 2 s , then we have d ≡ k/2 mod k. Again checking Theorems 3.5 and 3.3, we find that G would be totally orthogonal if and only if 2 | j for every j ≡ 0 mod k/2. Since s ≥ 3 forces 8 | k, this is impossible.
Indicators for
We continue to let G = Z k ⋊ n Z ql be as in Definition 2.1. We wish now to compute the indicators for the irreducible modules over D (G) . We use the notation of Proposition 1.4 to denote the irreducible modules over D (G) . By Proposition 1.11, the indicators for a module M(g, ρ) with g ∈ Z(G) are entirely determined by the indicators of the G-module given by ρ, which we have already computed in the previous section. Thus we will subsequently focus on the indicators of modules corresponding to non-singleton conjugacy classes.
4.1. The sets G m (x). By Corollary 1.10, we will need to compute the sets G m (x) from Definition 1.5. 
for any i, j, s, t ∈ N, we wish to determine when the following identity holds:
Thus for the identity to hold we must have mj ≡ 0 mod ql, and in particular that q | m or q | j. We assume for the rest of the proof that mj ≡ 0 mod ql. If q | j, then we are in the cases of i) and ii), and (4.1.1) equals a On the other hand, suppose q ∤ j. Then for (4.1.1) to be the identity we must have q | m and that
To interpret the last summation modulo k, we first consider the functions
Taking the derivative of all sides with respect to x, we get
In order to get a sensible closed form for (n j − 1)f ′ m (x) modulo k, we rewrite the last identity to get
We thus conclude that
as integers, thus as equivalence classes modulo k. Since q | m and by assumptions on n, n qm ≡ 1 mod k. So when j ≡ 0 mod q and q | v, it follows that
which proves iii).
To complete the proof, we now need to consider the case q ∤ j and q ∤ t. As before, we conclude that q | m if the element in (4.1.1) is equal to the identity. By assumptions on j, t, there is an integer 0 < u t j < q with u t j t ≡ j mod q. Then, over the rational numbers we have
This last equality clearly holds over the integers, and therefore as equivalence classes modulo k. Subsequently, for (4.1.1) to be the identity, we must have
For j ≡ t mod q, we have u t j = 1 and subsequently that this condition is equivalent to mi + s(md/q − m) ≡ 0 mod k.
When j ≡ t mod q, the congruence is equivalent to imd/q ≡ 0 mod k. This proves iv) and v). This completes all possible cases, and establishes the desired claims.
The last part of ii) is the best congruence possible, in the following sense. Taking k = 10 5 − 1, q = 5, n = 10, v = 4, u = 0, m = 3, we get that 
Proof. We consider each of the cases iii), iv), and v) from Proposition 4.1. Suppose Now that we have determined the sets G m (x), we can proceed to calculate the indicators for the irreducible modules over D (G) . By Proposition 1.4 and Lemma 2.11, this will split naturally into two cases depending on the conjugacy class we consider. For ease of exposition, we give these special names.
Definition 4.3. Let G = Z k ⋊ n Z ql and for g ∈ G let V = M(class(g), ρ) be an irreducible D(G)-module, as in Proposition 1.4. If g satisfies part (ii) of Lemma 2.7, we say that V is a Type I module. If g satisfies part (iii) of Lemma 2.7, we say that V is a Type II module.
As mentioned before, those g ∈ Z(G) yield D(G)-modules whose indicators are governed entirely by Lemma 1.11 and the results of Section 3. ii) If q ∤ l and ql | mj, then
Proof. To begin, suppose that we had q ∤ m, q | j, and q ∤ t. Suppose for some
q . So by Lemma 1.9, the element a s b t contributes zero to the m-th indicator of V . So, without loss of generality, by Lemma 4.1 we may suppose that if q | v and q ∤ t, then
In particular, if mj ≡ 0 mod ql, then it follows that ν m (V ) = 0. So in the remainder of the proof we assume that mj ≡ 0 mod ql. In the last equality, χ r,s is defined as in Lemma 3.4. Combining cases, using Corollary 2.9, and simplifying, we get the desired formulas.
4.3. The Type II modules. To complete our task, we must compute and analyze the indicators of the Type II modules, as defined in Definition 4.3. We will need several technical lemmas to achieve this. These will be essential in establishing that the indicators will all be integers (Corollary 4.11), and when exactly they can be negative (Corollary 4.10).
We start by defining a few things that will appear throughout our calculations in this section.
Definition 4.5. Let G = Z k ⋊ n Z ql be a group as in Definition 2.1. Define c, d as in equations (2.2.1) and (2.2.2) respectively. Let i, m, r ∈ Z, and suppose that α is any generator for a k/c . We then make the following definitions:
and let u ∈ Z (depending on G and m) be such that Note that, by the definition of h G (m), the value u in part (i) exists and can taken to be a unit modulo k. We shall do so in the subsequent without further comment.
We now establish that ξ r m,i is actually an integer under certain mild restrictions. The first part of this Lemma will be useful in simplifying a few expressions later on.
Lemma 4.6. Let G = Z k ⋊ n Z ql be a group as in Definition 2.1. Define c, d as in equations (2.2.1) and (2.2.2) respectively. Let i, m, r ∈ N, and suppose that α is any generator for a k/c .
Then the following two statements hold: Proof. Let the value u be defined as in Definition 4.5. For the rest of the proof, we also let u −1 ∈ Z denote any inverse for u modulo k. A direct check shows that
.
Thus, we may write
mod k (4.6.1) for some t ∈ Z. We note that in general we cannot always takes t = 0. The issue is akin to the congruence 7 · 7 2 ≡ 8 · 7 2 mod 7 2 11, where 7 is itself not a unit modulo 7 2 11 but it acts as the unit 8 on 7 2 . Now for i) we have that qh G (m) | m(d − q) by definition. The equivalence then follows immediately by multiplying on the right by i.
We now need to prove part ii), which we will do by cases. Suppose for the rest of the proof that h G (m) | mr-which is equivalent to qh G (m) | mrd by part i)-and that In all cases, we will consider the quantity
If q ∤ k, the last term is clearly zero. And if q | k, then by Corollary 2.8 we have q | d, and once again the last term is zero. In conclusion
It is this expression which we aim to show is either zero or annihilated by 2. If so, then since u −1 is a unit we will have 2rd m q v i ≡ 0 mod k, and subsequently that ξ r m,i = ±1. Suppose first that q = 2. Then, using that d(d − q) ≡ 0 mod k by Lemma 2.2, we find
where the fractions are integers by assumptions and part i). We conclude that (4.6.2) is annihilated by 2. Subsequently ξ r m,i is a complex number of order 2, whence ξ r m,i ∈ {−1, 1} as desired. Notice that if 2 ∤ k then 2 is a unit modulo k, and subsequently that ξ r m,i = 1 in this case. We will prove shortly (in Lemma 4.7) that ξ r m,i = −1 is actually possible in this case, and provide necessary and sufficient conditions for such m, i, r to exist.
Next we suppose that q > 2 and that q ∤ k. Then
where the first three fractions are integers by assumptions and part i), and by 1/q is meant the inverse of q modulo k. We conclude that (4.6.2) is zero in this case, and thus ξ r m,i = 1 as well. Now if q > 2 and q | k, then by Corollary 2.8 we conclude that q | d. So by Lemma 2.10.ii, we get that kq | d(d − q). Subsequently, we conclude that (4.6.2 ≡ 0 mod k, and therefore that ξ Proof. By Lemma 4.6 we have that i) and ii) imply that q = 2 and s ≥ 1. Conversely, if q = 2 or s = 0, then ξ r m,i = 1 for all m, i, r ∈ N for which it is defined. So for the remainder of the proof, we assume that q = 2 and s ≥ 1. We also fix the same notation and definitions as in Lemma 4.6 and its proof.
Let m, i, r be such that ξ = −1. To complete the proof of the equivalences we need then only determine necessary and sufficient conditions for d ′ ≡ 1 mod 2. To this end, we consider the possible equivalency class of n modulo 2 s ; this describes the contribution to n from the Aut(Z 2 s ) summand of Aut(Z k ) (via the Chinese Remainder Theorem). There are always at least two involutions in Aut(Z 2 s ), the identity and inversion. If s ≥ 3, then we have Aut(Z 2 s ) ∼ = Z 2 ⊕ Z 2 s−2 ( [R, Theorem 7.3] ), giving us a total of four involutions from this summand of Aut(Z k ). The possible congruences are n ≡ ±1 mod 2 s (the identity and inversion), and n ≡ 2 s−1 ± 1 mod 2 s if s ≥ 3. We proceed by cases on these congruences. We now need one more technical lemma before we can compute the indicators for the Type II modules. This result is similar to Lemma 3.4.
Lemma 4.8. Let G = Z k ⋊ n Z ql be as in Definition 2.1. Define c and d as in equations (2.2.1) and (2.2.2) respectively. Let j ∈ Z with j ≡ 0 mod q and mj ≡ 0 mod q. Let χ be any irreducible character of C G (a i b j ), and let
mod k. Then for any m ∈ N with q | m, we have:
Proof. We consider the requirement u ≡ 0, j mod q. When we sum over the possible values of u, we are thus excluding those u with u = qx or u = qx + j, some x.
Multiplying by m, we have mu = mqx = q 2 m q
Therefore, the sum we are interested in is equal to
This summation is then easily seen to be equal to
Finally, we conclude that the summation is question is equal to
The value of this last expression depends on whether or not q | l; equivalently, whether or not
Theorem 4.9. Let G = Z k ⋊ n Z ql be as in Definition 2.1. Define c and d as in equations (2.2.1) and (2.2.2) respectively. Let j ∈ Z with j ≡ 0 mod q. Let χ be any irreducible character of
Proof. We first note that h G (m) is defined wherever it occurs in the above formula. Furthermore, by Lemma 4.6.ii, ξ r m,i = ±1 whenever it occurs in the stated formula.
So for the remainder of the proof we assume that ql | mj. Since q ∤ j by assumptions, we in particular assume that q | m. We also let the values v i and u be defined as in the statement of Lemma 4.6. Furthermore, Lemma 2.2.iv implies c | h G (m) whenever q | m. This fact will be necessary for reducing a number of summations that appear in the calculation of ν m (V ) to inner products of characters of Z (G) .
mod k, which exists by Lemma 2.2. Recall that by Corollary 4.2 that if g ∈ G m (a i b j ) then g m ∈ Z(G). So by Corollaries 1.9 and 1.10, we split the summation for ν m (V ) into the three pieces determined by cases (iii), (iv), and (v) of Proposition 4.1. To this end, we recall that C G (a i b j ) is abelian by Proposition 2.11, and so χ and χ| Z (G) are both multiplicative.
First we consider the contribution of elements of the form a t b v , with q | v. By Proposition 4.1 and our assumptions,
Using this and the initial congruence, we find
To simplify the first term, we observe that
Using Lemma 4.6.i, we therefore find that, under our assumptions, these terms contribute the following to ν m (V ):
; otherwise (4.9.1) Let us now consider the contribution of elements of the form a s b u , with u ≡ 0, j mod q. Under our assumptions, we have that
Since u ≡ 0, j mod q, when we sum these terms over s and u, we are excluding those u with u = qx or u = qx + j, some x. Multiplying by m, we have mu = mqx = q 2 m q x or mu = q 2 m q u + mj ≡ q 2 m q u mod ql. Thus, the contribution of these terms is given by
The value of this summation is given by Lemma 4.8.
Finally, we consider the contribution of the elements of the form a s b v with v ≡ j mod q. Under our assumptions, we have that
and therefore
x mod ql. So, again, the contribution of these terms depends on whether or not q | l. If q ∤ l, then the contribution is 1 cql
On the other hand, if q | l, then the contribution is q cql
Combining, the contribution of these terms is
A simple argument then shows that
Combining all of the cases; equations (4.9.1), (4.8.1), and (4.9.3); and both parts of Lemma 4.6, we get the desired formulas.
This result completes the determination of all indicators over the double. We remark that, since C G (a i b j ) is an abelian group (containing Z(G)), any values of r and s (up to equivalence) can be obtained from some irreducible character of C G (a i b j ). The question now naturally arises as to what are necessary and sufficient conditions for a negative indicator to arise over D(G) when q ∤ l. This is the precise reason we desired to prove Lemma 4.7.
Corollary 4.10. Let G ∼ = Z k ⋊ n Z ql be a group as in Definition 2.1. Suppose that q ∤ l. Factor k = 2 s x, with s ≥ 0, 2 ∤ x. Consider the Hopf algebra H = D (G) . Then the following are equivalent: i) ∃m ∈ N and an irreducible (left) H-module V with ν m (V ) < 0 ii) ∃ an irreducible (left) H-module W with ν 2 (W ) = −1. iii) q = 2, s ≥ 3, and n ≡ 2 s−1 ± 1 mod 2 s . In general, however, it need not be true that ν m (W ) < 0 ⇒ ν 2 (W ) = −1 for every irreducible H-module W .
Proof. By Theorem 4.9, Lemma 1.11 applied to Theorem 3.6, and Theorem 4.4, we conclude that if an irreducible H-module W has ν m (W ) < 0 then W must be a Type II module. Its indicators, in particular, are given by Theorem 4.9. Thus, ν m (W ) < 0 forces ξ r m,i = −1, for the appropriate i, r. So by Lemma 4.7, we must have that q = 2, s ≥ 3, and n ≡ 2 s−1 ± 1 mod 2 s . Furthermore, by Lemma 4.7 and Theorem 4.9, whenever these conditions on q and n hold then there exist irreducible H-modules W 1 , W 2 with ν m (W 1 ) < 0 and ν 2 (W 2 ) = −1.
This establishes the desired equivalences.
For the last claim, we use the corresponding result proved in Lemma 4.7. In particular, taking k = 24, n = 19, m = c = 6, i = 1, r = 1, and any H-module W yielding the values i and r, then ν 6 (V ) = −1 and ν 2 (V ) = 0. Summarizing, we have Theorem 4.11. Let G ∼ = Z k ⋊ n Z ql be a group as in Definition 2.1. Let V be any (left) module over D (G) . Then ν m (V ) ∈ Z for all m ∈ N. Moreover, if q ∤ l and either q = 2 or 8 ∤ k, then ν m (V ) ∈ N ∪ {0} for all m ∈ N.
Proof. By Lemma 1.11 applied to Corollary 3.6, Theorem 4.4, and Theorem 4.9, any indicator of V is clearly a rational number. Since indicators are all algebraic integers in a cyclotomic field ([KSZ2, pp. 17] ), the indicators are thus all necessarily integers. The final claim is a weaker version of Corollary 4.10.
Since the special case d ≡ 0 mod k and l = 1 arises in the case of the dihedral groups (see Section 5.1) and groups of order pq (see Section 5.2), we restate Theorems 4.9 and 4.11 for this case. 
Examples
In this section we apply our results to compute the indicators for a number of interesting groups and their doubles.
be the dihedral group of order 2k. We fix this representation throughout his section. Then D k ∼ = Z k ⋊ −1 Z 2 in the notation of Definition 2.1, so we can use our results to find the indicators for D k and its double D(D k ).
We first state the basic facts about these groups needed to state these indicators, the proofs of which are trivial and independently well-known: Proof. The formula is a direct consequence of Corollary 5.1 and Corollary 4.12.
This completes the determination of all indicators for irreducible modules over D k and D(D k ).
5.2.
Non-abelian groups of order pq. For another example of groups our results apply to, let us consider primes p, q with p > q and q | p − 1.
Lemma 5.6. [R, Thm. 4 .20] Let p, q be primes with p > q. Let G be a group of order pq. Then G is non-abelian ⇔ q | p − 1 and we have the presentation
for some n ∈ N with n q ≡ 1 mod p but n ≡ 1 mod p.
In particular, in the notation of Definition 2.1, we have that for any such group G that G ∼ = Z p ⋊ n Z q and we can apply our results to the indicators of G and D (G) .
Fix now a non-abelian group G of order pq with presentation (5.6.1). We first state the basic facts we need about G, the proofs of which are trivial.
Corollary 5.7. Let G and its presentation be as above. Then in the notation of Section 2, non-isomorphic irreducible q-dimensional representations, given by Lemma 3.1. These give all of the non-isomorphic irreducible representations of G.
We now state the indicators for the irreducible G-modules.
Theorem 5.8. Let G be a non-abelian group of order pq as above. Let V be a 1-dimensional G-module with character χ = ξ s as in Theorem 3.3. Then ν m (V ) = 1 ; q | ms 0 ; q ∤ ms .
Proof. This follows from Corollary 5.7 and Theorem 3.3.
Theorem 5.9. Let G be a non-abelian group of order pq as above. Let V be an irreducible q-dimensional G-module with character φ G j , with notation as in Lemma 3.1. Then
Proof. This follows immediately from Corollary 5.7 and Theorem 3.5.
We can also explicitly state the indicators of irreducible modules over the double D(G).
Theorem 5.10. Let G be a non-abelian group of order pq as above, and let i ∈ Z with p ∤ i. Let V = M(class(a i ), φ j ) be the irreducible D(G)-module given by Proposition 1.4, where φ j is the irreducible character of a given by φ j (a) = µ j p , with µ p a fixed primitive p-th root of unity. Then
Proof. This follows from Corollary 5.7 and Theorem 4.4.
Theorem 5.11. Let G be a non-abelian group of order pq as above and let q ∤ j.
given in Proposition 1.4, where χ is any irreducible representation (and thus linear character) of
Proof. All claims follow from Lemma 2.11, Corollary 5.7, and Corollary 4.12.
This completes the determination of all indicators for irreducible modules over a non-abelian group of order pq and its double.
5.3. Semidihedral groups. As our last major class of examples, we consider the semidihedral 2-groups [G] . Specifically:
Definition 5.12. For any 3 ≤ N ∈ N, define the semidihedral 2-group G by
Any such group satisfies Definition 2.1, with k = 2 N , q = 2, n = 2 N −1 − 1, and so we may apply our results to it. We fix for now a group having the above presentation.
We first state the basic facts we need about G, the proofs of which are trivial.
Corollary 5.13. Let G be a semidihedral 2-group as in Definition 5.12. Then in the notation of Sections 2 and 4,
iii) G has four non-isomorphic 1-dimensional representations, given by Corollary 3.2, and 2 N −1 − 1 non-isomorphic irreducible 2-dimensional representations, given by Lemma 3.1. These give all of the non-isomorphic irreducible representations of G.
Theorem 5.14. Let G be a semidihedral 2-group as in Definition 5.12. Let V be a 1-dimensional G-module with character χ = ξ s ⊗ ψ t ∈ Z 2 ⊗ Z 2 as in Theorem 3.3. Then
Proof. This follows from Corollary 5.13 and Theorem 3.3.
Theorem 5.15. Let G be a semidihedral 2-group as in Definition 5.12. Let V be an irreducible 2-dimensional G-module with character φ G j , with notation as in Lemma 3.1. Then
Proof. This follows immediately from N ≥ 3, the fact that V must be irreducible, Corollary 5.13, and Theorem 3.5.
Theorem 5.16. Let G be a semidihedral 2-group as in Definition 5.12, and let i ∈ Z i ≡ 0 mod 2 N −1 . Let V = M(class(a i ), φ j ) be the irreducible D(G)-module given by Proposition 1.4, where φ j is the irreducible character of a given by φ j (a) = µ j , with µ a fixed primitive 2 N -th root of unity. Then
Proof. This follows from N ≥ 3, assumptions on i and j, Corollary 5.13 and Theorem 4.4. 
Proof. All claims follow from Lemma 2.11, Corollary 5.13, and Theorem 4.9.
This completes the determination of all indicators for irreducible modules over a semidihedral 2-group and its double.
The Generalized Quaternion Groups Q 4n
We wish to conclude now by computing the indicators for another family of groups and their doubles. In particular, we consider the generalized quaternion groups.
Definition 6.1. For 2 ≤ n ∈ N, the generalized quaternion group with 4n elements is
This presentation is very similar to that of the dihedral groups, and much of what we have done in the previous sections for G ∼ = Z k ⋊ n Z ql (with l = 1 in particular) will apply to the quaternion groups with only minor changes. Furthermore, the case when n is a power of 2 gives the remaining isomorphism classes of non-abelian 2-groups G with [G : [Hu, Theorem III 11.9(a) ]. We begin, as before, by considering the structure of the group Q 4n . Lemma 6.2. Let Q 4n be as in Definition 6.1. Then for any i, j ∈ Z the following identities hold:
Proof. These are all easy consequences of the presentation.
This readily establishes what the center of Q 4n is:
Corollary 6.3. Let Q 4n be a generalized quaternion group with presentation (6.1). Then
We also have the analogue of Lemma 2.7 for Q 4n .
Lemma 6.4. Let Q 4n be a generalized quaternion group with presentation (6.1) and For i), we have for any s ∈ Z that (a
Since a s clearly centralizes a i , we conclude that class(a i ) = {a i , a −i }. The remaining claims then follow.
For ii), for any s, t ∈ Z we have
Taking t = i−s, we see that each of these relations gives us the same set of conjugates. We conclude that class(a i b) = {a i−2s b} n−1 s=0 . The remaining claims then follow. The last result we wish to establish about the structure of Q 4n concerns the centralizers of its elements. This is the analogue of Lemma 2.11. Lemma 6.5. Let Q 4n be as in Definition 6.1 and suppose i, j ∈ Z. Then
Proof. i) Is trivial ii) and iii) Follow from Lemma 6.2 and the proof of Lemma 6.4.
Again as before, our next task is to determine the representation theory of Q 4n .
Proposition 6.6. Q 4n has four irreducible 1-dimensional representations. They arise from the tensor products of the irreducible characters of Z(Q 4n ) ∼ = Z 2 and Q 4n / a ∼ = Z 2 . For H = a ⊳ Q 4n , consider the irreducible character φ j of H given by φ j (a) = µ j 2n , where µ 2n is a primitive 2n-th root of unity. Then φ Q 4n j , the induced character on Q 4n , is of dimension 2. It is irreducible ⇔ j ≡ 0 mod n, and there are n − 1 distinct isomorphism classes amongst these characters.
Finally, any irreducible representation of Q 4n is of one of the above forms.
Proof. The proof of this is exactly the same as the relevant proofs for groups of the form Z k ⋊ n Z ql (with l = 1) from Section 3.
7. Indicators for Q 4n and D(Q 4n )
Now that we have determined all of the basic structure and representation theory of Q 4n , we can proceed to calculate its indicators and the indicators of its double.
Theorem 7.1. Let Q 4n be as in Definition 6.1. Let V be a 1-dimensional Q 4n -module with character χ = ξ ⊗ ψ ∈ Z 2 ⊗ Z 2 . Then for any m ∈ N we have
Proof. That every 1-dimensional character of Q 4n has the indicated form follows immediately from Proposition 6.6. The proof is then identical to that of Theorem 3.3.
Theorem 7.2. Let Q 4n be as in Definition 6.1. Let V j be an irreducible 2-dimensional Q 4n -module with character φ Combining these cases, we get the desired formula for ν m (V ).
In particular, we get the well-known fact that Q 4n has irreducible modules which admit an invariant, non-degenerate, skew-symmetric bilinear form. Indeed, it is readily checked that ν 2 (V j ) = −1, with V j as above, precisely when j is odd.
We now wish to determine the indicators for the irreducible D(Q 4n )-modules. As before, we will need to compute the sets in Definition 1.5 for G = Q 4n . Proposition 7.3. Let G = Q 4n be as in Definition 6.1. Let i, s ∈ Z and m ∈ N. Consider the sets G m (x), x ∈ G, as given in Definition 1.5. Then the following hold: For the remainder of the proof, for any j ∈ Z we let δ j be defined to be 1 when j is odd, and 0 otherwise.
For ii), Since b 4 = 1 and b 2 = a n , we conclude that
Finally, for iv) we have Again we conclude that for this latter element to be the identity we must have 2 | m. Equipped with this result, we can now compute the indicators for the irreducible D(G)-modules.
Theorem 7.4. Let Q 4n be a generalized quaternion group, with presentation (6.1). Suppose a i ∈ Z(G) and let χ j be the irreducible character of a given by χ j (a) = µ Using that ν m (V ) = (7.4.1) + (7.4.2), and simplifying as appropriate, we get the desired formula.
We make the quick remark that many of the cases above vanish or otherwise simplify whenever n is even, since then the conditions 2n | mj and 4 ∤ mj cannot occur simultaneously.
We have one major remaining class of irreducible D(Q 4n )-modules to consider now. In particular, if 2 ∤ m, then ν m (V ) = 0. So in the remainder of the proof we assume that 2 | m.
To determine the contribution of the a s terms to ν m (V ), we first observe that |{g ∈ a | g ∈ G m (a i b)}| = gcd(m, 2n). Subsequently, The desired formula follows from the fact ν m (V ) = 1 4 ((7.5.1) + (7.5.2)) .
Summarizing, we have
Theorem 7.6. Let G ∼ = Q 4n be as in Definition 6.1, and let H = D (G) . Suppose V is a G-module and W is an H-module. Then for any m ∈ N, we have ν m (V ), ν m (W ) ∈ Z.
Closing Remarks and Questions
We wish to end this paper by pointing out a few questions that have arisen which we do not have answers for. In many of our questions it should be noted that we are implicitly also asking if the indicators for the relevant doubles are actually real numbers or even all integers. Whether or not this is true in general remains an open question.
Our first pair of questions concern the parameter d from equation (2.2.2). The proof (or disproof) of these would likely involve prime factorization results for values obtained by evaluating cyclotomic polynomials at certain values (see [M1] [M2] [W] for results in this vein). Question 1. Let k, q, n be as in Definition 2.1, and define c, d as in equations (2.2.1) and (2.2.2) respectively. Set h = gcd(d, k). In Example 2.6.1, it was noted that we knew of no examples with q > 2, q ∤ k h , and gcd(c, k/c) = 1. Does q > 2 and q ∤ k h force gcd(c, k/c) = 1? It is known [GM] that, in general, G totally orthogonal need not imply that D(G) is totally orthogonal. The example there gives a totally orthogonal group G and an irreducible D(G)-module V with ν 2 (V ) = 0. [GM] also shows that real reflection groups G do enjoy the property that D(G) is totally orthogonal.
Our results, in particular Corollary 4.10, additionally show that an irreducible D(G)-module V , may have ν m (V ) < 0 but ν 2 (V ) ≥ 0. In our situation, G is not totally orthogonal by Theorem 3.7. Given this, we posit the following series of questions/tasks:
