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SECOND ORDER ASYMPTOTICS FOR BROWNIAN MOTION IN
A HEAVY TAILED POISSONIAN POTENTIAL
RYOKI FUKUSHIMA
Abstract. We consider the Feynman-Kac functional associated with a Brownian
motion in a random potential. The potential is defined by attaching a heavy tailed
positive potential around a Poisson point process. This model was first considered
by Pastur [Teoret. Mat. Fiz. 32(1), 88–95 (1977)] and the first order term of
the moment asymptotics was determined. In this paper, both moment and almost
sure asymptotics are determined up to the second order. We also derive the second
order asymptotics of the integrated density of states of the corresponding random
Schro¨dinger operator.
1. Introduction
We consider a Brownian motion moving in a Poissonian potential. Such a process
can be viewed as a polymer in a random environment and also has links to other
topics in random media such as the spectral theory of random Schro¨dinger operator
or intermittency for a parabolic problem with random potential. We refer to a review
article [10] by Ga¨rtner and Ko¨nig for background and Sznitman’s monograph [23]
for a thorough study on a model similar to ours.
Let ({Bt}t≥0, P0) be a Brownian motion on R
d with generator −κ∆, starting
at the origin. We define the random potential by attaching the shape function
vˆ(x) = |x|−α ∧ 1 around a Poisson point process (ω =
∑
i δωi ,Pν) with constant
intensity ν as follows:
Vω(x) =
∑
i
vˆ(x− ωi).
We shall also use notation v(x) = |x|−α later. The main object in this work is the
long time asymptotics of the Feynman-Kac functional
(1.1) E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
.
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It is well known that (1.1) represents the total mass of the minimal solution of the
initial value problem
(1.2)
∂
∂t
v(t, x) = κ∆v(t, x)− Vω(x)v(t, x), (t, x) ∈ (0,∞)× R
d,
v(0, x) = δ0(x), x ∈ R
d.
One can also identify (1.1) as the survival probability of the Brownian motion
killed by the random potential Vω. We refer the reader to Section 1.3 of [23] for an
illustrative construction of such a process.
1.1. Early studies. We mention some early studies which are related to ours.
When α > d + 2, which is referred to as the light tailed case, Donsker and Varad-
han [6] determined the moment asymptotics
Eν ⊗E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
= exp
{
−
d+ 2
2
(νωd)
2
d+2
(
κλd
d
) d
d+2
t
d
d+2 (1 + o(1))
}(1.3)
as t goes to∞, where ωd is the volume of the unit ball and λd the smallest Dirichlet
eigenvalue of −∆ in such a ball. Note that the leading asymptotics depends on κ
but not on α. In fact, the constant in front of td/(d+2) has a variational expression
(1.4) inf
U : open
{κλ1(U) + ν|U |}
for any α > d + 2, where |U | and λ1(U) stand for the volume of U and the small-
est Dirichlet eigenvalue of −∆ in U , respectively. It follows from Faber-Krahn’s
inequality that balls with radius
(1.5) R0 =
(
κλd
dνωd
)
are the minimizers of (1.4). Later, Sznitman [21] proved that when vˆ has compact
support,
(1.6) E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
= exp
{
−κλd
(νωd
d
) 2
d
t(log t)−
2
d (1 + o(1))
}
as t goes to ∞, Pν-almost surely. This case can be thought of as α =∞.
On the other hand, in the heavy tailed case d < α < d+2, Pastur [16] determined
the moment asymptotics
(1.7) Eν ⊗ E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
= exp
{
−(a1 + o(1))t
d
α
}
as t goes to ∞, where
a1 = νωdΓ
(
α− d
α
)
.
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In contrast to (1.3), this leading term does not depend on κ and is determined only
by the potential. Indeed, a key step in Pastur’s proof was proving the asymptotic
equivalence between the left hand side of (1.7) and Eν [exp{−tVω(0)}].
Remarks 1. (i) For the critical case α = d+ 2, we refer the interested reader
to Oˆkura [15].
(ii) Chen and Kulik [4] has recently proved that for some class of potentials K,
including |x|−α (α > d/2), the “renormalized Poisson potential”
V¯ω(x) =
∫
K(x− y)(ω(x.)− νx. )
can be properly defined and associated parabolic Anderson problem admits
a Feynman-Kac solution. In the subsequent papers by Chen et al. [2, 3, 5],
both moment and almost sure asymptotics of the Feynman-Kac sulution
have been investigated for the case K(x) = |x|−α (d/2 < α < d).
1.2. Motivation and results. We shall mainly discuss the second order asymp-
totics of (1.7) and the almost sure asymptotics up to the second term in the heavy
tailed case. Let us briefly explain why we are interested in higher order terms.
In the light tailed case, Donsker and Varadhan’s result suggests that the dominant
contribution to the right hand side of (1.3) comes from the following strategy: there
exists x ∈ Rd such that ω(B(x,R0t
1/(d+2))) = 0 and the Brownian motion {Bs}0≤s≤t
stays in the ball. Indeed, one can easily see that this specific event gives the correct
lower bound. Motivated by this observation, Sznitman [20] (d = 2) and Povel [17]
(d ≥ 3) proved that the above confinement is typical for the paths which survives
for a long time. Sznitman also studied the behavior of surviving paths under a fixed
configuration ω, based on the heuristics behind (1.6). We refer the reader to the
monograph [23] for detail and related topics.
Our motivation is to develop the study on the typical behavior of the surviving
paths in the heavy tailed case. However in the heavy tailed case, it seems diffi-
cult to read so much information about the Brownian motion from (1.7) since it is
independent of the diffusion coefficient κ.
The first main theorem of this article is the moment asymptotics of the Feynman-
Kac functional up to the second order. It in particular gives refinement of (1.7) and
we see that the second term does depend on κ.
Theorem 1. Suppose d < α < d+ 2 and p ∈ [0,∞). Then
Eν
[
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]p]
= exp
{
−a1(pt)
d
α − (a2 + o(1))(pt)
α+d−2
2α
}(1.8)
as t→∞, where
a2 =
(
κνασd
2
Γ
(
2α− d+ 2
α
)) 1
2
.
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Moreover, the constant a2 admits a variational expression
(1.9) a2 = inf
φ∈W1,2(Rd),
‖φ‖L2=1
{∫
κ|∇φ|(x)2 + C(ν, d, α)|x|2φ(x)2dx
}
with
C(ν, d, α) =
νασd
2d
Γ
(
2α− d+ 2
α
)
,
where σd denotes the surface area of the unit sphere and W
1,2(Rd) the usual Sobolev
space.
The second main result is the almost sure asymptotics of the Feynman-Kac func-
tional. The dependence on the diffusion coefficient appears in the second term again.
Theorem 2. Suppose d < α < d+ 2. Then for Pν-almost every ω,
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
= exp
{
−q1t(log t)
−α−d
d − (q2 + o(1)) t(log t)
−α−d+2
2d
}
as t→∞, where
q1 =
d
α
(
α− d
αd
)α−d
d
a
α
d
1 ,
q2 = a2
(
α− d
αd
a1
)α−d+2
2d
.
Finally we state our result on the integrated density of states of the random
Schro¨dinger operator −κ∆ + Vω. Recall that the integrated density of states is
defined by
(1.10) N(λ) = lim
R→∞
1
(2R)d
Eν
[
#
{
k ∈ N;λω, k
(
(−R,R)d
)
≤ λ
}]
,
where λω, k
(
(−R,R)d
)
is the k-th smallest eigenvalue of −κ∆ + Vω in
(
(−R,R)d
)
with the Dirichlet boundary condition. The existence of the above limit is proved
for instance in [13].
Remark 2. The following statements are also proved in [13]:
(i) The limit without taking Eν in (1.10) exists almost surely and coincides with
(1.10). This is more usual definition of the integrated density of states.
(ii) In our setting of Vω ≥ 0, the limit in (1.10) is unchanged if we consider the
Neumann boundary condition instead.
(iii) The existence of the limit in (1.10) is proved by using a spatial superaddi-
tivity property of Eν [#{k ∈ N;λω, k((−R,R)
d) ≤ λ}]. Hence it is in fact
the supremum over R > 0.
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On the way of the proof of Theorem 2, we obtain the second order asymptotics
of the integrated density of states.
Theorem 3. Suppose d < α < d+ 2. Then
(1.11) N(λ) = exp
{
−l1λ
− d
α−d − (l2 + o(1))λ
−α+d−2
2(α−d)
}
as λ ↓ 0, where
l1 =
α− d
α
(
d
α
) d
α−d
a
α
α−d
1 ,
l2 = a2
(
da1
α
)α+d−2
2(α−d)
.
The first term in (1.11) has been determined in [16] by using Tauberian theorem
and (1.7). Due to its independent of κ, it is said that the first term of N(λ) has
classical character (see e.g. [14]). Our result shows that the quantum effect appears
in the second term.
1.3. Ideas and heuristics. To understand the ideas and heuristics behind Theo-
rem 1 and 2, it is illustrative to see which kind of strategy gives the lower bound,
as in the light tailed case.
Let us start with the picture behind Pastur’s first order asymptotics (1.7). The
lower bound in (1.7) comes from the following strategy:
(i) Vω(0) ∼ a1
d
α
t−(α−d)/α and
(ii) {Bs}0≤s≤t is confined in the ball of radius o(t
1/α) centered at 0.
It is not difficult to see that conditioned on (i), Vω(x) ∼ a1
d
α
t−(α−d)/α for all |x| =
o(t1/α) with high probability. Roughly speaking, this is because Vω is locally stiff
where it takes small value. Now we can see this strategy indeed gives the correct
lower bound since
exp
{
−
∫ t
0
Vω(Bs)s.
}
≈ exp
{
−
∫ t
0
Vω(0)s.
}
≈ exp
{
−a1
d
α
t
d
α
}(1.12)
on this event, the first event (i) has probability
(1.13) Pν
(
Vω(0) ∼ a1
d
α
t−
α−d
α
)
= exp
{
−a1
α− d
α
t
d
α (1 + o(1))
}
,
and the probability of the second event (ii) is easily seen to be exp{−o(td/α)} if the
ball is not too small (recall that α < d+ 2).
The lower bound of Theorem 1 can be obtained by a finer analysis of the above
strategy. We assume for simplicity that “∼” and “o(1)” in (1.13) are sufficiently
precise not to affect the second term in (1.8); see Remark 3 below. The key fact
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is that conditioned on Vω(0) ∼ a1
d
α
t−(α−d)/α, the potential viewed from the bottom
locally looks like a parabola:
Vω(x)− Vω(0) ∼ C(ν, d, α)t
−α−d+2
α |x|2,
for |x| = o(t1/α). Thus we have
E0
[
exp
{
−
∫ t
0
Vω(Bs)s.
}
: sup
0≤s≤t
|Bs| = o(t
1
α )
]
≈ exp
{
−a1
d
α
t
d
α
}
E0
[
exp
{
−Ct−
α−d+2
α
∫ t
0
|Bs|
2s.
}
: sup
0≤s≤t
|Bs| = o(t
1
α )
]
instead of (1.12). The second term in the right hand side, together with the suit-
able scaling and Donsker-Varadhan’s large deviation theory, explains how the term
a2t
(α+d−2)/2α arises. Moreover, it suggests that the typical surviving paths live in
the scale t(α−d+2)/4α and its (scaled) occupation time measure looks like a Gaussian
density, which is the unique minimizer of (1.9). Rigorous proof of this heuristics is
an interesting problem and will be addressed in future work.
Remark 3. It is possible to prove a refinement of (1.13) and make the above
argument rigorous when α ≥ 2. When 1 < α < 2, we can follow essentially the same
line but with some modification. We do not go into further detail in this paper since
the actual proof of Theorem 1 is given by applying a abstract theory developed by
Ga¨rtner and Ko¨nig [9].
Next we explain the heuristics behind the lower bound of Theorem 2. It is natural
to expect that the main contribution comes from paths which spend most of the
time in valleys where Vω takes atypically small value, as in [21]. So we first fix
a large enough box (−t, t)d and consider the minimum value of Vω in it. Then it
follows essentially from (1.13) that the minimum is asymptotic to q1(log t)
−(α−d)/d.
Furthermore, one can show that if Vω(m) is close to the minimum, then the potential
locally looks like a parabola around m:
(1.14) q1(log t)
−α−d
d +
q22
κd
(log t)−
α−d+2
d |x−m|2
for x ∈ B(m,M(log t)(α−d+2)/2d) (M > 0: large). We can obtain the lower bound
of Theorem 2 by considering the paths which go into one of the valleys in relatively
short time and stay there afterward. It is another future problem to show that
this strategy is typical for surviving paths, which is indeed proved for compactly
supported vˆ by Sznitman [22].
Remark 4. Strictly speaking, (1.14) is proved only for α ≥ 2 (see Proposition 3).
When 1 < α < 2, only a modified version of (1.14), in terms of eigenvalue, is proved
due to a technical difficulty.
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1.4. Outline. The reminder of the paper is organized as follows. Theorem 1 is
proved in Section 2. The upper bound of Theorem 3 is proved in Section 3 by
applying Tauberian argument to Theorem 1 and then used to prove the upper bound
of Theorem 2 at the beginning of Section 4. The lower bound of Theorem 2 is
the most involved part and constitutes a large portion of Section 4. It has two
subsections since we discuss the case α ≥ 2 and 1 < α < 2 separately. The proof
of the lower bound of Theorem 3 is given in Section 5, using an eigenvalue estimate
derived in Section 4. Finally, in Section 6 we collect some formulae concerning
Poisson point process.
2. Moment asymptotics
For the moment asymptotics, there is a general framework developed by Ga¨rtner
and Ko¨nig [9] and we shall make use of it. We first recall the element of their result.
Let ({ξ(x)}x∈Rd,P) be a translation invariant random field having all positive
exponential moments:
H(t) = logE[etξ(0)] <∞ for t > 0.
For a compact set K ⊂ Rd, let P(K) denote the set of probability measures whose
supports are contained in K and Pc(R
d) the set of all compactly supported proba-
bility measures. The main assumption (called Assumption (J)) in [9] is that there
exists a scale r = r(t) such that the functional
Jt(µ) = −
1
tr−2
(
logE
[
exp
{
t
∫
ξ(rx)µ(dx)
}]
−H(t)
)
on Pc(R
d) converges to a functional J : Pc(R
d) → [0,∞) as t → ∞ uniformly on
P(K) for each compact set K ⊂ Rd. For a part of their result, they also require the
following (called Assumption (H)):
H
(
t + e−ǫtr
−2
)
−H(t) = O
(
eǫtr
−2
)
as t→∞
for each ǫ > 0. We need some more notations to state the result. For µ ∈ Pc(R
d),
let
I(µ) =

∥∥∥∇√dµdx∥∥∥2
2
, if dµ≪ dx and
√
dµ
dx
∈ W 1,2(Rd),
∞, otherwise
and define
χ = inf
{
κI(µ) + J(µ) : µ ∈ Pc(R
d)
}
.
Then, their main result (Theorem 1 in [9]) is the following.
Theorem 4. Fix p ∈ [0,∞) arbitrarily and suppose that Assumption (J) is satisfied.
(i) As t→∞,
E
[
E0
[
exp
{∫ t
0
ξ(Bs)ds
}]p]
≥ exp
{
H(pt)−
pt
r(pt)2
(χ+ o(1))
}
.
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(ii) If p = 1 or, in addition, Assumption (H) is satisfied, then, as t→∞,
E
[
E0
[
exp
{∫ t
0
ξ(Bs)ds
}]p]
≤ exp
{
H(pt)−
pt
r(pt)2
(χ+ o(1))
}
.
From now on, we set ξ(x) = −Vω(x). In order to prove Theorem 1 by applying
Theorem 4, we first need to show that H(t), which is obviously finite for all t, is
close to the first term of the asymptotics. The following lemma establishes this, and
also verifies Assumption (H).
Lemma 1.
H(t) = −a1t
d
α +O(e−t) as t→∞.
Proof It follows from (6.1) that
H(t) = logEν [exp{−tVω(0)}]
= −ν
∫
|y|≤1
(1− e−t)dy − ν
∫
|y|>1
(1− e−t|y|
−α
)dy
= O(e−t)− ν
∫
(1− e−t|y|
−α
)dy.
A computation shows that the second term in the last line equals a1t
d
α . 
By this lemma, Theorem 1 turns out to be equivalent to
Eν
[
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]p]
= exp
{
H(pt)− (a2 + o(1))(pt)
α+d−2
2α
}
.
Our next task is to verify Assumption (J) for the scale
r = r(t) = t
α−d+2
4α
and to identify the functional J . We first use (6.1) to see
logEν
[
exp
{
−t
∫
Vω(rx)µ(dx)
}]
−H(t)
= −νrd
∫ (
1− exp
{
−t
∫
vˆr(x− y)µ(dx)
})
dy
+ νrd
∫ (
1− e−tvˆr(−y)
)
dy,
where vˆr(z) = vˆ(rz). Let us define mµ =
∫
xµ(dx) for µ ∈ Pc(R
d) and change
the variable y to y − mµ in the second integral. Then, since both integrands are
nonnegative and 1 − e−tvˆr(mµ−y) is integrable, we can merge the two integrals with
respect to y and arrive at
Jt(µ) = νt
−α+d−2
2α rd
∫ (
e−tvˆr(mµ−y) − e−t
∫
vˆr(x−y)µ(dx)
)
dy.
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The following proposition verifies Assumption (J) and completes the proof of The-
orem 1.
Proposition 1. For any compact set K ⊂ Rd,
Jt(µ)
t→∞
−−−→
∫
νασd
2d
Γ
(
2α− d+ 2
α
)
|x−mµ|
2 µ(dx)
uniformly in µ ∈ P(K).
Proof We may assume ν = 1 and mµ = 0 without loss of generality. Fix R > 0
such that K ⊂ B(0, R). We first prove that relatively small y’s make only negligible
contributions.
Lemma 2. For any R > 0,
t−
α+d−2
2α rd
∫
|y|≤t
d+2−α
4(α+1)
(
e−tvˆr(y) − e−t
∫
vˆr(x−y)µ(dx)
)
dy → 0
as t→∞ uniformly in µ ∈ P(B(0, R)).
Proof The absolute value of the integrand is bounded from above by
max
{
e−tvˆr(y) + e−t
∫
vˆr(x−y)µ(dx) : µ ∈ P(B(0, R)), |y| ≤ t
d+2−α
4(α+1)
}
≤ exp
{
−tr−α
(
t
d+2−α
4(α+1) +R
)−α}
= exp
{
−t
d+2−α
4(α+1) (1 + o(1))
}
as t goes to infinity. Since rd and the volume of the integration range are both
polynomial in t, the claim follows. 
This lemma allows us to consider only y’s with large modulus when t is large. In
what follows, we shall assume t sufficiently large depending only on α, d, and R, as
necessary. Then vˆ may be replaced by v (recall v(x) = |x|−α) and we are reduced
to proving
t−
α+d−2
2α rd
∫
|y|>t
d+2−α
4(α+1)
(
e−tvr(y) − e−t
∫
vr(x−y)µ(dx)
)
dy
t→∞
−−−→ J(µ)
uniformly in µ ∈ P(B(0, R)). The change of the variable y = t1/αr−1η shows that
the above left hand side equals
(2.1) t
d+2−α
2α
∫
|η|>t
−
d+2−α
4α(α+1)
e−v(η)
(
1− e−
∫
(v(η−t−1/αrx)−v(η)) µ(dx)
)
dη.
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We use Taylor’s theorem to approximate the integrand of
∫
µ(dx) as follows:
v(η − t−1/αrx)− v(η)
= −t−1/αr〈∇v(η), x〉+
1
2
t−2/αr2〈x,Hessv(η)x〉
+
∫ 1
0
(1− θ)2
2
d3
dθ3
v(θt−1/αrx− η) dθ
=: R1(η, x) +R2(η, x) +R3(η, x).
It follows that
∫
R1(η, x)µ(dx) = 0 from our assumption mµ = 0. Moreover, con-
sidering the ranges of variables x and η, one can easily see that
(2.2) |Ri(η, x)| ≤ c1(d, α, R)|η|
−α−it−
i
α ri
t→∞
−−−→ 0
for i = 2, 3, where c1(d, α, R) > 0 is a constant. In particular, the µ(dx) integral in
(2.1) goes to 0 as t→∞. Hence we can use an elementary inequality |1− e−z − z+
z2/2| < |z|3 which holds when |z| is small to obtain
1− e−
∫
(v(η−rt−1/αx)−v(η)) µ(dx)
=
∫
R2(η, x)µ(dx)−
1
2
(∫
R2(η, x)µ(dx)
)2
+R4(η),
where |R4(η)| ≤ c
3
1t
− 3
α r3(|η|−α−3 ∨ |η|−3α−9).
Now we perform the integration with respect to e−v(η)dη. First, Fubini’s theorem
and a little calculus show that
t
d+2−α
2α
∫
|η|>t
−
d+2−α
4α(α+1)
∫
R2(η, x)µ(dx) e
−v(η)dη
=
1
2
∫ 〈
x,
∫
|η|>t
−
d+2−α
4α(α+1)
Hessv(η) e
−v(η)dη x
〉
µ(dx)
t→∞
−−−→
ασd
2d
Γ
(
2α− d+ 2
α
)∫
|x|2 µ(dx)
(2.3)
uniformly in µ ∈ P(B(0, R)). Next, using the first inequality in (2.2) for i = 2, we
get
t
d+2−α
2α
∫
|η|>t
−
d+2−α
4α(α+1)
(∫
R2(η, x)µ(dx)
)2
e−v(η)dη
≤ c21t
− d+2−α
2α
∫
|η|−2α−4e−|η|
−α
dη
t→∞
−−−→ 0
uniformly in µ ∈ P(B(0, R)). Finally, the integral of R4(η) can also be shown to
converge to 0 uniformly by a similar estimate. 
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3. Upper bound on the integrated density of states
We derive the upper bound on the integrated density of states. To this end, we
employ the following well known relation (see e.g. [1], Theorem VI.1.1):∫ ∞
0
e−tldN(l) = (4πκt)−
d
2Eν ⊗ E
t
0,0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
,
where Et0,0 denotes the expectation with respect to the Brownian bridge from 0 to
0 in the duration t. This right hand side is quite similar to the left hand side of
(1.8) and indeed exhibits the same asymptotic behavior. We need (and prove) only
the following upper bound but the other direction can also be proved by the same
argument as for Lemma 5 in [8].
Lemma 3.
(4πκt)−
d
2Eν ⊗ E
t
0,0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
≤ exp
{
H(t)− (a2 + o(1))t
α+d−2
2α
}
as t→∞.
Proof By using a defining property of the Brownian bridge (see p.137 in [23]), we
find that the above left hand side is less than or equal to
Eν ⊗ E0
[
exp
{
−
∫ t−1
0
Vω(Bs)ds
}
p(1, Bt−1, 0)
]
,
where
p(t, x, y) =
1
(4πκt)d/2
exp
{
−
|x− y|2
4κt
}
.
is the transition kernel of our Brownian motion. Since p(1, Bt−1, 0) ≤ (4πκ)
−d/2 and
H(t− 1)− a2(t− 1)
α+d−2
2α = H(t)− a2t
α+d−2
2α + o(1)
as t→∞ by Lemma 1, our claim follows from Theorem 1. 
Using this lemma, we obtain
N(λ) ≤ eλt
∫ λ
0
e−tldN(l) ≤ eλt
∫ ∞
0
e−tldN(l)
≤ exp
{
λt− a1t
d
α − (a2 + o(1))t
α+d−2
2α
}
.
(3.1)
Minimizing the first two terms of the right hand side over t, that is attained at
(3.2) ρ(λ) =
(
αλ
da1
)− α
α−d
,
we get the upper bound of Theorem 3.
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4. Almost sure asymptotics
In this section, we prove Theorem 2. We first deal with the upper bound, which
is rather easy, and then turn to more involved lower bound.
Proof of the upper bound of Theorem 2 The idea of the proof of the upper bound
is close to that in [7]. We first show that the asymptotics of the Feynman–Kac
functional can be controlled by the smallest Dirichlet eigenvalue of −κ∆ + Vω in a
large box; we then derive an almost sure lower bound on the principal eigenvalue
from Theorem 3 by using a certain functional analytic inequality.
We begin with the following general upper bound.
Lemma 4. There exist constants c2(d, κ), c3(d, κ) > 0 such that
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
≤ c2(1 + (λ
D
ω, 1
(
(−t, t)d
)
t)d/2) exp
{
−λDω, 1
(
(−t, t)d
)
t
}
+ e−c3t.
(4.1)
Proof Let τ denote the exit time of the process from (−t, t)d. Then, by using the
reflection principle, one can show that there exists a constant c3(d, κ) > 0) such that
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
≤ E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}
: τ > t
]
+ P0(τ ≤ t)
≤ E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}
: τ > t
]
+ e−c3t.
Now, (4.1) follows immediately from (3.1.9) in p.93 of [23]. 
Due to this lemma, it suffices to obtain the almost sure lower bound for the
smallest Dirichlet eigenvalue λDω, 1
(
(−t, t)d
)
. We know from the fact mentioned in
Remark 2-(iii) that for any λ > 0 and R > 0,
N(λ) ≥
1
(2R)d
Eν
[
#
{
k ∈ N;λDω, k
(
(−R,R)d
)
≤ λ
}]
≥
1
(2R)d
Pν
(
λDω, 1
(
(−R,R)d
)
≤ λ
)
.
(4.2)
Now, let us fix ǫ > 0 arbitrarily and take
(4.3) λ = λ(t, ǫ) = q1(log t)
−α−d
d + (q2 − ǫ) (log t)
−α−d+2
2d
and R = t. It then follows straightforwardly from Theorem 3 and (4.2) that
Pν
(
λDω, 1
(
(−t, t)d
)
≤ λ(t, ǫ)
)
≤ exp
{
−c4(d, ν, α, ǫ)(log t)
α+d−2
2α
}
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for some c4(d, ν, α, ǫ) > 0 when t is sufficiently large. This right hand side is sum-
mable along the sequence tk = e
k and hence Borel-Cantelli’s lemma shows that
Pν-almost surely,
λDω, 1
(
(−tk, tk)
d
)
≥ λ(tk, ǫ)
except for finitely many k. We can extend this bound for all large t as follows: for
tk−1 ≤ t ≤ tk, we have
λDω, 1
(
(−t, t)d
)
≥ λDω, 1
(
(−tk, tk)
d
)
≥ λ(tk, ǫ)
by monotonicity and since
(log tk+1)
−α−d
d − (log tk)
−α−d
d = o
(
(log tk)
−α−d+2
2d
)
,
(log tk+1)
−α−d+2
2d = (log tk)
−α−d+2
2d (1 + o(1))
as t → ∞, we have λ(tk, ǫ) ≥ λ(t, 2ǫ) for sufficiently large t. Combined with
Lemma 4, this proves the upper bound of Theorem 2. 
Proof of the lower bound of Theorem 2 The proof of the lower bound of Theorem 2
goes along in the same spirit as [11] and [21]. Roughly speaking, if we can find a
sufficiently large pocket not too far from the origin in which the smallest Dirichlet
eigenvalue is close to q1(log t)
−(α−d)/d + q2(log t)
−(α−d+2)/2d, we can derive the lower
bound by making the Brownian motion reach the pocket in relatively short time
and stay there afterward. The following proposition gives the precise formulation
and the almost sure existence of the pocket.
Proposition 2. For any ǫ > 0 there exists M > 0 such that the following holds:
Pν-almost surely, there exists a ball
Bǫ,M(t, ω) = B
(
xǫ,M(t, ω),M(log t)
α−d+2
4d
)
, |xǫ,M(t, ω)| ≤ t(log t)
−6
for all sufficiently large t such that
(4.4) λDω,1(Bǫ,M(t, ω)) ≤ q1(log t)
−α−d
d + (q2 + ǫ)(log t)
−α−d+2
2d .
The proof of this proposition is slightly involved. We postpone it to the following
subsections and first see how to derive the lower bound of Theorem 2 from this. We
need the following lemma to bound the potential on the way to the pocket.
Lemma 5. Pν-almost surely,
sup
x∈(−t,t)d
Vω(x) ≤ 3d log t
for sufficiently large t.
Proof Let | · |∞ denote the ℓ
∞-norm on Rd. We introduce the function v¯(x) =
sup|x−y|∞≤1 vˆ(y) and
V¯ω(x) =
∑
i
v¯(x− ωi).
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Then it is easy to see that
Eν
[
exp
{
sup
x∈[0,1)d
Vω(x)
}]
≤ Eν [exp{V¯ω(0)}]
= exp
{
ν
∫
(ev¯(−y) − 1)dy
}
<∞.
Therefore, Chebyshev’s inequality shows
Pν
(
sup
x∈(−2t,2t)d
Vω(x) > 3d log t
)
≤ (4t)dPν
(
sup
x∈[0,1)d
Vω(x) > 3d log t
)
≤ 4dt−2d Eν
[
sup
x∈[0,1)d
exp{Vω(x)}
]
.
Since the last expression is summable in t ∈ N, the claim follows by Borel-Cantelli’s
lemma and monotonicity of supx∈(−t,t)d Vω(x) in t. 
Now let us pick ω and sufficiently large t so that assertions in Proposition 2 and
Lemma 5 holds. We denote by φω the L
2-normalized nonnegative eigenfunction
associated with λDω,1(Bǫ,M(t, ω)). Then, since we know the following uniform upper
bound from (3.1.55) in [23]
‖φω‖∞ ≤ c5(d)λ
D
ω, 1(Bǫ,M(t, ω))
d/4,
the integral of φω is bounded from below as∫
φω(x)dx ≥
1
‖φω‖∞
∫
φω(x)
2dx ≥ c−15 q
− d
4
1 (log t)
−α−d
4 .
Now, recall that the Feynman-Kac semigroup generated by −κ∆+Vω has the kernel
pω(s, x, y) since the potential term is locally bounded (see Theorem B.7.1 in [19]). We
can bound this kernel from below by using the Dirichlet heat kernel p(−t,t)d(s, x, y)
in (−t, t)d as follows:
pω(s, 0, y) ≥ exp
{
−s sup
x∈(−t,t)d
Vω(x)
}
p(−t,t)d(s, 0, y)
≥ c6s
−d/2 exp
{
−s(3d log t)− c−16 |y|
2/s
}
if |y| < t/2,
where c6(d, κ) is a constant and the second inequality follows by Lemma 5 and a
Gaussian lower bound for the Dirichlet heat kernel in [24]. Taking s = t(log t)−6
and noting that Bǫ,M(t, ω) ⊂ (−2t(log t)
−6, 2t(log t)−6)d, we obtain
(4.5) inf
y∈Bǫ,M (t,ω)
pω(t(log t)
−6, 0, y) ≥ exp
{
−4dt(log t)−5
}
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for sufficiently large t.
By Chapman-Kolmogorov’s equation, we have
E0
[
exp
{
−
∫ t
0
Vω(Bs)ds
}]
=
∫
pω(t, 0, x)dx
≥
∫∫
pω(t(log t)
−6, 0, y)pω(t− t(log t)
−6, y, x)
φω(x)
‖φω‖∞
dydx.
We use (4.5) for the first pω in the second line and replace the second pω by the kernel
of the semigroup generated by −κ∆ + Vω with the Dirichlet boundary condition
outside Bǫ,M(t, ω). Then, since φω is the eigenfunction and we have (4.4), we find
that the above right hand side is bounded from below by
exp
{
−λω, 1(Bǫ,M(t, ω))t− 5dt(log t)
−5
} 1
‖φω‖∞
∫
φω(y)dy
≥ exp
{
−q1t(log t)
−α−d
d − (q2 + 2ǫ)t(log t)
−α−d+2
2d
}
for sufficiently large t. This completes the proof of the lower bound of Theorem 2. 
4.1. Proof of Proposition 2 in the case α ≥ 2. We prove Proposition 2 in the
case α ≥ 2 in this subsection. Since the remaining case 1 < α < 2 is treated in
a similar way, we specify where we need α ≥ 2 and only give necessary changes in
Subsection 4.2.
We first introduce a quadratic function
Qt(x) = q1(log t)
−α−d
d +
q22
κd
(log t)−
α−d+2
d |x|2.
and a ball
BM(t) = B
(
0,M(log t)
α−d+2
4d
)
.
Then, it is not difficult to see by using a scaling that the smallest Dirichlet eigenvalue
of −κ∆+Qt in BM(t) is
q1(log t)
−α−d
d + q2(log t)
−α−d+2
2d (1 + o(1))
as M →∞, uniformly in t. Hence, if we show that there exists a pocket Bǫ,M(t, ω)
with large M in which Vω is close to a translation of Qt(x), Proposition 2 follows.
This is indeed possible in the case α ≥ 2.
Proposition 3. Suppose α ≥ 2. Then for any M > 0 and ǫ > 0, there Pν-almost
surely exists a ball
(4.6) Bǫ,M(t, ω) = xǫ,M(t, ω) +BM(t), |xǫ,M(t, ω)| ≤ t(log t)
−6
for all sufficiently large t in which we have
(4.7) |Vω(x)−Qt(x− xǫ,M(t, ω))| ≤ ǫ(log t)
−α−d+2
2d .
Proof Let us first explain the strategy of the proof. We first choose a collection
of balls which are
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• translations of BM(t) like (4.6),
• more than td(log t)−C in number for some C > 0,
• so far from each other that the shapes of Vω in different balls are almost
independent.
Next, we show that in each ball, the probability of (4.7) is larger than t−d exp{(log t)δ}
for some δ ∈ (0, 1). Then, roughly speaking, we have td(log t)−C almost independent
trials with success probability more than t−d exp{(log t)δ} and this assures at least
one success.
Now we go into the rigorous argument. We fix
N >
α− d+ 2
2d(α− d)
∨ 2
and then set
I = 2(log t)NZd,
which will be the centers of the collection of balls. We write ΛN for [−(log t)
N , (log t)N)d
to simplify notation. The following lemma corresponds to the independence property
in the first step of the strategy.
Lemma 6. For any ǫ > 0,
(4.8) Pν
(
sup
y∈BM (t)
∑
ωi 6∈ΛN
|y − ωi|
−α > ǫ(log t)−
α−d+2
2d
)
≤ exp
{
−(log t)dN
}
.
Proof For ωi 6∈ ΛN and y ∈ BM(t), we have |y − ωi| > |ωi|/2 and thus
sup
y∈BM (t)
∑
ωi 6∈ΛN
|y − ωi|
−α < 2α
∑
ωi 6∈ΛN
|ωi|
−α .
We use (6.1) to see
Eν
[
exp
{
(log t)αN
∑
ωi 6∈ΛN
|ωi|
−α
}]
= exp
{
ν
∫
Rd\ΛN
(e(log t)
αN |z|−α − 1)z.
}
.
Now since (log t)αN |z|−α is bounded for z 6∈ ΛN , we have e
(log t)αN |z|−α − 1 ≤
c7(log t)
αN |z|−α for some c7(d, α) > 0 and the above integral is bounded as∫
Rd\ΛN
(e(log t)
αN |z|−α − 1)z. ≤ c7
∫
Rd\ΛN
(log t)αN |z|−αz.
= O
(
(log t)(α−d)N
)
.
Then Chebyshev’s inequality yields
Pν
(
2α
∑
ωi 6∈ΛN
|y − ωi|
−α > ǫ(log t)−
α−d+2
2d
)
≤ exp
{
−2−αǫ(log t)αN−
α−d+2
2d +O
(
(log t)(α−d)N
)}
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and this implies (4.8) thanks to our choice of N . 
To estimate the probability of each ball being a pocket, it is convenient to intro-
duce a transformed measure defined by
dP˜t
dPν
(ω) = e−H(ρ(λ(t)))−ρ(λ(t))Vω (0),
where ρ is defined in (3.2) and
λ(t) = q1(log t)
−α−d
d = Qt(0).
Note that with this choice
ρ(λ(t)) =
(
a1
α− d
αd
)−α
d
(log t)
α
d ,(4.9)
H(ρ(λ(t)) + λ(t)ρ(λ(t)) = −d log t+ o(1),(4.10)
where the latter follows from Lemma 1. Recall that ρ defined in (3.2) is the minimizer
of (3.1). We collect several properties of the measure P˜t which we shall use later.
Lemma 7. (i) (ω, P˜t) is a Poisson point process with intensity νe
−ρ(λ(t))vˆ(y)dy.
(ii) E˜t[Vω(x)] = Qt(x) + o((log t)
−α−d+2
2d ) as t→∞, uniformly in x ∈ BM(t).
(iii) (log t)
2α−d
2d (Vω(0) − λ(t)) under P˜t converges in law to a non-degenerate
Gaussian random variable.
Proof The proof of (i) is straightforward. Indeed, for any nonnegative Borel
function f on Rd, we have
E˜t
[
exp
{
−
∫
f(y)ω(dy)
}]
= e−H(ρ(λ(t)))Eν
[
exp
{∫
(−f(y)− ρ(λ(t))vˆ(y))ω(dy)
}]
= exp
{
−ν
∫
(1− e−f(y))e−ρ(λ(t))vˆ(y)dy
}
by using (6.1). This verifies a condition to identify a point process and (i) follows
(see, e.g., Proposition 3.6 of [18]).
To prove (ii), note first that by (6.3) we have
E˜t[Vω(x)] = ν
∫
vˆ(x− y)e−ρ(λ(t))vˆ(−y)dy
= ν
∫
B2M (t)
vˆ(x− y)e−ρ(λ(t))vˆ(−y)dy
+ ν
∫
Rd\B2M (t)
v(x− y)e−ρ(λ(t))v(−y)dy.
(4.11)
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(Recall v(x) = |x|−α.) We say that a function f(t) is of order o((log t)−∞) if
f(t) = o((log t)−L)
for any L > 0. We shall use the following lemma in the sequel.
Lemma 8. (i) For any M > 0,
sup
‖u‖∞≤1
∣∣∣∣∫
B2M (t)
u(y)e−ρ(λ(t))vˆ(y)dy
∣∣∣∣ = o((log t)−∞)
as t→∞.
(ii) For any M > 0 and γ > 0,∫
B2M (t)
|y|−γe−ρ(λ(t))v(y)dy = o((log t)−∞)
as t→∞.
(iii) For any M > 0 and γ > d,
(4.12)
∫
Rd\B2M (t)
|y|−γe−ρ(λ(t))vˆ(y)dy = O
(
(log t)
d−γ
d
)
as t→∞.
We omit the proof of this lemma since it is elementary. By using Lemma 8-(i) for
the first term in the right hand side of (4.11), we get
(4.13) E˜t[Vω(x)] = ν
∫
Rd\B2M (t)
v(x− y)e−ρ(λ(t))v(−y)dy + o((log t)−∞)
as t → ∞, uniformly in x ∈ BM(t). Moreover, it also follows from Lemma 8-(ii)
that
(4.14)
∫
B2M (t)
v(−y)e−ρ(λ(t))v(−y)dy = o((log t)−∞).
Therefore, by adding (4.14) to (4.13) with x = 0, we obtain
E˜t[Vω(0)] = ν
∫
v(−y)e−ρ(λ(t))v(−y)dy + o((log t)−∞)
= λ(t) + o((log t)−∞)
(4.15)
and the claim is proved for x = 0. Next, for general x ∈ BM(t), we have
E˜t[Vω(x)− Vω(0)]
= ν
∫
Rd\B2M (t)
(v(x− y)− v(−y))e−ρ(λ(t))v(−y)dy + o((log t)−∞)
as t→∞ by (4.13). Applying Taylor’s theorem to the integrand, we obtain
v(x− y)− v(−y)
= 〈∇v(−y), x〉+
1
2
〈x,Hessv(−y)x〉+
∫ 1
0
(1− θ)2
2
d3
dθ3
v(θx− y)dθ.
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The first term in the right hand side vanishes integrated against νe−ρ(λ(t))v(−y)dy
over Rd \ B2M(t) since ∇v(−y)e
−ρ(λ(t))v(−y) and the integral region are symmetric
about the origin. For the second term, one can show that
ν
2
∫
Rd\B2M (t)
〈x,Hessv(−y)x〉e
−ρ(λ(t))v(−y)dy
=
ν
2
∫
〈x,Hessv(−y)x〉e
−ρ(λ(t))v(−y)dy + o((log t)−∞)
=
q22
κd
(log t)−
α−d+2
d |x|2 + o((log t)−∞)
as t → ∞ by using Lemma 8-(ii) and the same calculation as in (2.3). Finally, for
the third term, note that there exists a constant c8(d, α) > 0 such that
(4.16)
∣∣∣∣ d3dθ3 v(θx− y)
∣∣∣∣ ≤ c8M3(log t) 3(α−d+2)4d |y|−α−3
for any θ ∈ [0, 1], x ∈ BM(t), and y 6∈ B2M(t). Therefore, we can bound its integral
as ∣∣∣∣∫
Rd\B2M (t)
∫ 1
0
(1− θ)2
2
d3
dθ3
v(θx− y)dθe−ρ(λ(t))v(−y)dy
∣∣∣∣
≤
∫
c8|y|
−α−3e−ρ(λ(t))v(−y)dy
= O((log t)−
α−d+6
4d )
by using the change of variable y = ρ(λ(t))1/αη. The last line is of order o((log t)−(α−d+2)/2d)
and the proof of (ii) is completed.
To prove (iii), we first replace λ(t) in the statement by E˜t[Vω(0)]. This cause no
difference thanks to (4.15). Then we use the first line of (4.11) and (6.2) to obtain
E˜t
[
exp
{
iθρ(λ(t))
2α−d
2α (Vω(0)− E˜t[Vω(0)])
}]
= exp
{
ν
∫ (
eiθρ(λ(t))
2α−d
2α vˆ(y) − 1
− iθρ(λ(t))
2α−d
2α vˆ(y)
)
e−ρ(λ(t))vˆ(y)dy
}
.
Let us write
F (θ, t, y) = eiθρ(λ(t))
2α−d
2α vˆ(y) − 1− iθρ(λ(t))
2α−d
2α vˆ(y)
to simplify the notation. Since F (θ, t, y) is bounded in y for fixed t and grows
polynomially in t, it is easy to see that for any β ∈ (0, 1),∫
|y|≤ρ(λ(t))
1−β
α
|F (θ, t, y)|e−ρ(λ(t))vˆ(y)dy = O
(
exp
{
−ρ(λ(t))β/2
})
20 RYOKI FUKUSHIMA
as t→∞. Hence this region makes only negligible contribution to the integral. On
the other hand, we may replace vˆ(y) by v(y) on {|y| > ρ(λ(t))(1−β)/α} and then the
change of variable y = ρ(λ(t))1/αη yields∫
|y|>ρ(λ(t))
1−β
α
F (θ, t, y)e−ρ(λ(t))vˆ(y)dy
= ρ(λ(t))d/α
∫
|η|>ρ(λ(t))−
β
α
(
eiθρ(λ(t))
−
d
2α v(η) − 1
− iθρ(λ(t))−
d
2αv(η)
)
e−v(η)dη.
(4.17)
Now we take β < d/(2α) so that
ρ(λ(t))−
d
2α v(η)
t→∞
−−−→ 0
uniformly on {|η| > ρ(λ(t))−β/α}. Then, we have
eiθρ(λ(t))
−
d
2α v(η) − 1− iθρ(λ(t))−
d
2α v(η)
= −
θ2
2
ρ(λ(t))−
d
α v(η)2(1 + o(1)),
where o(1) is uniform in η. Substituting this into (4.17) and recalling (4.9), we
complete the proof of (iii). 
The next lemma establishes the second step of the strategy.
Lemma 9. Suppose α ≥ 2. Then there exists δ ∈ (0, 1) such that for any ǫ > 0 and
M > 0,
Pν
(
sup
x∈BM (t)
|Vω(x)−Qt(x)| ≤ ǫ(log t)
−α−d+2
2d
)
≥ t−d exp
{
(log t)δ
}
(4.18)
when t is sufficiently large.
Proof We introduce a parameter
(4.19) γ ∈
(
α− d+ 2
2d
,
α
d
)
.
Now, in view of Lemma 7-(ii), we have an inclusion{
sup
x∈BM (t)
|Vω(x)−Qt(x)| ≤ ǫ(log t)
−α−d+2
2d
}
⊃
{
Vω(0)− λ(t) ∈
(
(log t)−γ ,
ǫ
2
(log t)−
α−d+2
2d
)}
\{
sup
x∈BM (t)
|Vω(x)− Vω(0)− E˜t[Vω(x)− Vω(0)]| ≥
ǫ
4
(log t)−
α−d+2
2d
}
=: E1 \ E2
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for sufficiently large t. From this and (4.10), it follows that
the left hand side of (4.18)
≥ eH(ρ(λ(t)))E˜t
[
eρ(λ(t))Vω (0) : E1 \ E2
]
≥ exp
{
H(ρ(λ(t))) + ρ(λ(t))
(
λ(t) + (log t)−γ
)}
P˜t(E1 \ E2)
≥ exp
{
−d log t+ ρ(λ(t))(log t)−γ + o(1)
}
(P˜t(E1)− P˜t(E2)).
Since ρ(λ(t))(log t)−γ is a positive power of log t, it remains to show that P˜t(E1)−
P˜t(E2) is bounded from below. The first term is rather easy since
P˜t(E1) = P˜t
(
(log t)
2α−d
2d (Vω(0)− λ(t)) ∈
(
(log t)
2α−d
2d
−γ,
ǫ
2
(log t)
α−2
2d
))
,(4.20)
which is bounded from below by a positive constant for α ≥ 2 because of Lemma 7-
(iii). To estimate P˜t(E2), we use (6.3) to see
Vω(x)− Vω(0)− E˜t[Vω(x)− Vω(0)]
=
∫
(vˆ(x− y)− vˆ(−y))
(
ω(dy)− νe−ρ(λ(t))vˆ(y)dy
)
.
(4.21)
For abbreviation, we write ω¯t(dy) for ω(dy)− νe
−ρ(λ(t))vˆ(y)dy in this proof. This is
a slight abuse of notation since ω¯t(dy) has infinite total variation. But we will only
consider functions which are νe−ρ(λ(t))vˆ(y)dy-integrable and therefore all the integrals
appearing below make sense.
We divide the integral in (4.21) into y ∈ B2M(t) and y 6∈ B2M(t) and show that
each part has order o((log t)−(α−d+2)/2d) with probability close to 1. Fix an arbitrary
small ǫ > 0. Let us begin with
sup
x∈BM (t)
∣∣∣∣∫
B2M (t)
(vˆ(x− y)− vˆ(−y))ω¯t(dy)
∣∣∣∣
≤ sup
x∈BM (t)
{∫
B2M (t)
|vˆ(x− y)− vˆ(−y)|ω(dy)
+ ν
∫
B2M (t)
|vˆ(x− y)− vˆ(−y)|e−ρ(λ(t))vˆ(y)dy
}
≤
∫
B2M (t)
ω¯t(dy) + 2ν
∫
B2M (t)
e−ρ(λ(t))vˆ(y)dy.
The P˜t-mean of the first term is zero. Moreover, its variance and the second term
are both of o((log t)−∞) by Lemma 8-(i). Hence we obtain
P˜t
(
sup
x∈BM (t)
∣∣∣∣∫
B2M (t)
(vˆ(x− y)− vˆ(−y))ω¯t(dy)
∣∣∣∣ > ǫ(log t)−α−d+22d
)
= o((log t)−∞)
as t→∞ using Chebyshev’s inequality.
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Now we turn to the remaining part. Since vˆ(x − y) = v(x − y)(= |x − y|−α) for
x ∈ BM(t) and y 6∈ B2M(t), we can use Taylor’s theorem to see
sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
(vˆ(x− y)− vˆ(−y))ω¯t(dy)
∣∣∣∣
= sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
〈x,∇v(−y)〉ω¯t(dy)
∣∣∣∣
+ sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
1
2
〈x,Hessv(−y)x〉ω¯t(dy)
∣∣∣∣
+ sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
∫ 1
0
(1− θ)2
2
d3
dθ3
v(θx− y)dθω¯t(dy)
∣∣∣∣ .
(4.22)
The first term on the right hand side is bounded as
sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
〈x,∇v(−y)〉ω¯t(dy)
∣∣∣∣
≤M(log t)
α−d+2
4d
∣∣∣∣∫
Rd\B2M (t)
∇v(−y)ω¯t(dy)
∣∣∣∣ .
The integral on the right hand side has zero P˜t-mean and its variance is
V˜art
(∫
Rd\B2M (t)
∇v(−y)ω(dy)
)
= ν
∫
Rd\B2M (t)
|∇v(−y)|2e−ρ(λ(t))vˆ(y)dy
= O
(
(log t)
d−2α−2
d
)
due to Lemma 8-(iii). Hence Chebyshev’s inequality yields
P˜t
(
sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
〈x,∇v(−y)〉ω¯t(dy)
∣∣∣∣ > ǫ(log t)−α−d+22d
)
= O
(
(log t)−
α+d−2
2d
)(4.23)
as t→∞. For the second term on the right hand side of (4.22), we can employ the
same argument as above to obtain
P˜t
(
sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
〈x,Hessv(−y)x〉ω¯t(dy)
∣∣∣∣ > ǫ(log t)−α−d+22d
)
= O
(
(log t)−1
)
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Finally, we bound the third term on the right hand side of (4.22) as
sup
x∈BM (t)
∣∣∣∣∫
Rd\B2M (t)
∫ 1
0
(1− θ)2
2
d3
dθ3
v(θx− y)dθω¯t(dy)
∣∣∣∣
≤
∫
Rd\B2M (t)
sup
x∈BM (t),θ∈[0,1]
∣∣∣∣ d3dθ3v(θx− y)
∣∣∣∣ ω¯t(dy)
+ 2ν
∫
Rd\B2M (t)
sup
x∈BM (t),θ∈[0,1]
∣∣∣∣ d3dθ3 v(θx− y)
∣∣∣∣ e−ρ(λ(t))v(y)dy.
(4.24)
One can easily see that the second term is of o((log t)−(α−d+2)/2d) by using Lemma 8-
(iii) together with (4.16). Furthermore, it also follows that the variance of the
first term on the right hand side of (4.24) is of O((log t)−(α+d+6)/2d). Then we can
conclude by use of Chebyshev’s inequality that
P˜t
(∫
Rd\B2M (t)
sup
x∈BM (t),θ∈[0,1]
∣∣∣∣ d3dθ3v(θx− y)
∣∣∣∣ ω¯t(dy) > ǫ(log t)−α−d+22d
)
= O
(
(log t)
α−3d+2
2d
)
= o(1)
as t→∞ and the proof of Lemma 9 is completed. 
Now we can complete the proof of Proposition 3. Let us define ω(z) by the
restriction of ω on z + ΛN as a measure and introduce events
Ft(z) =
{
sup
x∈z+BM (t)
|Vω(z)(x)−Qt(x− z)| >
ǫ
2
(log t)−
α−d+2
2d
}
,
Gt(z) =
{
sup
y∈z+BM (t)
∑
ωi 6∈z+ΛN
|y − ωi|
−α >
ǫ
4
(log t)−
α−d+2
2d
}
.
We write It = I ∩{|z| < t(log t)
−6} to simplify notation. We are going to show that
there exists z ∈ It for which both Ft(z) and Gt(z) fail to occur. To this end, we
bound the probability
Pν
(⋂
z∈It
Ft(z) ∪Gt(z)
)
≤ Pν
(⋂
z∈It
Ft(z)
)
+ Pν
(⋃
z∈It
Gt(z)
)
.
Note that {Ft(z)}z∈It are independent and recall that we know
Pν(Gt(z)) ≤ exp
{
−c7(log t)
dN
}
from Lemma 6 and that N > 2. Moreover, since we have
Ft(z) \Gt(z) ⊂
{
sup
x∈z+BM (t)
|Vω(x)−Qt(x− z)| >
ǫ
4
(log t)−
α−d+2
2d
}
,
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we also know from Lemma 9 that
Pν(Ft(z)) ≤ Pν(Ft(z) \Gt(z)) + Pν(Gt(z))
≤ 1− t−d exp
{
(log t)δ
}
+ exp
{
−c7(log t)
dN
}
≤ 1−
1
2
t−d exp
{
(log t)δ
}
.
Combining the above estimates and using 1− x ≤ e−x, we obtain
Pν
(⋂
z∈It
Ft(z) ∪Gt(z)
)
≤
(
1−
1
2
t−d exp
{
(log t)δ
})td(log t)−(6+N)d
+ td exp
{
−c7(log t)
dN
}
≤ exp
{
−
1
2
e(log t)
δ
(log t)−(6+N)d
}
+ td exp
{
−c7(log t)
dN
}
,
This last expression is summable in t ∈ N and therefore Borel-Cantelli’s lemma tells
us that Pν-almost surely, except for finitely many t ∈ N, there exists z(t, ω) ∈ I
with |z(t, ω)| < t(log t)−6 for which both Ft(z(t, ω)) and Gt(z(t, ω)) fail to occur.
Finally we show that we can take this z(t, ω) as x2ǫ,M(t, ω) for all t > 0. We can
clearly take it as xǫ,M(t, ω) when t ∈ N. Since we have the asymptotic relations
(log(t + 1))−
α−d
d − (log t)−
α−d
d = o
(
(log t)−
α−d+2
2d
)
,
(log(t + 1))−
α−d+2
2d = (log t)−
α−d+2
2d (1 + o(1))
as t→∞, we can take it as x2ǫ,M(t, ω) still in [t, t+ 1) for large t. 
4.2. Proof of Proposition 2 in the case 1 < α < 2. Note first that 1 < α < 2
forces d = 1 since α > d. Inspecting the argument in the previous subsection, one
can see that we have troubles in (4.20) and (4.23) in the case 1 < α < 2. More
precisely, we first need a local limit type theorem to bound the probability in the
right hand side of (4.20). Second, if we have a local limit theorem, the probability
in (4.20) has order O((log t)(α−2)/2) and then it turns out that (4.23) is not good
enough when α ≤ 3/2.
We shall cope with the first problem by proving a local limit theorem around
the origin (see Lemma 11-(i) below). For the second problem, we shall bound the
fluctuation of
∫
(Vω(x) − Vω(0))φt(x)
2dx instead of the potential itself, where φt(x)
is an approximate eigenfunction (see Lemma 11-(ii) below). Although the latter
change prevents us from getting Proposition 3, we can show the following lemma
which is still sufficient to prove Proposition 2.
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Lemma 10. Let ǫ > 0 be arbitrarily small. There exists δ ∈ (0, 1) such that for
sufficiently large M > 0 and t > 0,
Pν
(
λω,1(BM(t)) ≤ λ(t) + (q2 + ǫ)(log t)
−α+1
2
)
≥ t−1 exp
{
(log t)δ
}
.
This lemma replaces Lemma 9 in the previous subsection and then Proposition 2
follows in almost the same way. We refrain from repeating the argument and con-
centrate on proving Lemma 10 in this section.
Proof of Lemma 10 By the Rayleigh-Ritz variational formula, the smallest eigenvalue
of −κ∆+ Vω in BM(t) with Dirichlet boundary condition can be expressed as
inf
φ∈W
1,2
0 (BM (t)),
‖φ‖2=1
{∫
κφ′(x)2 + Vω(x)φ(x)
2dx
}
.
Hence it suffices to find a function φt ∈ W
1,2
0 (BM(t)) with ‖φt‖2 = 1 satisfying
Pν
(∫
κφ′t(x)
2 + Vω(x)φt(x)
2dx ≤ λ(t) + (q2 + ǫ)(log t)
−α+1
2
)
≥ t−1 exp
{
(log t)δ
}(4.25)
for large t. Let φ¯t be the L
2-normalized eigenfunction of −κ∆ + Qt on R corre-
sponding to the smallest eigenvalue λ(t) + q2(log t)
−(α+1)/2, that is,
φ¯t(x) =
( q2
κπ
) 1
4
(log t)−
α+1
8 exp
{
−
q2
2κ
(log t)−
α+1
2 |x|2
}
.
We define φt ∈ W
1,2
0 (BM(t)) by
φt = cM(t)(φ¯t − φ¯t(M(log t)
α+1
4 ))1BM (t),
where cM(t) is chosen so that ‖φt‖2 = 1. One can easily check that cM(t) → 1 as
M →∞. Note also that we have∫
κφ′t(x)
2 + Vω(x)φt(x)
2dx
≤ cM(t)
−2
∫
BM (t)
κφ¯′t(x)
2 + Vω(x)φ¯t(x)
2dx.
Hence it suffices to show (4.25) with φt replaced by φ¯t ·1BM (t) when M is sufficiently
large. Let us introduce the events
E1 =
{
(log t)
α+1
2 (Vω(0)− λ(t)) ∈ (ǫ/4, ǫ/2)
}
,
E2 =
{∫
BM (t)
([Vω(x)− Vω(0)]− [Qt(x)− λ(t)])φ¯t(x)
2dx ≥
ǫ
2
(log t)−
α+1
2
}
.
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Since we have∫
BM (t)
κφ¯′t(x)
2 +Qt(x)φ¯t(x)
2dx = λ(t) + (q2 + o(1))(log t)
−α+1
2
as M →∞ by the definition of φ¯t, we see
Pν
(∫
BM (t)
κφ¯′t(x)
2 + Vω(x)φ¯t(x)
2dx ≤ λ(t) + (q2 + 2ǫ)(log t)
−α+1
2
)
= Pν
(∫
BM (t)
(Vω(x)−Qt(x))φ¯t(x)
2dx ≤ ǫ(log t)−
α+1
2
)
≥ Pν(E1 \ E2)
for sufficiently large M . Recalling the definition of transformed measure P˜t, (4.9),
and (4.10), we have
Pν(E1 \ E2) = exp
{
− log t + o(1) +
ǫ
4
ρ(e)(log t)
α−1
2
}
P˜t(E1 \ E2)
as t→∞.
Lemma 11. (i) When d = 1, there exists a constant c9(ν, α) > 0 such that
(4.26) lim
t→∞
P˜t
(
(log t)
2α−1
2 (Vω(0)− λ(t)) ∈ (0, a)
)
= c9a(1 + o(1))
as a ↓ 0.
(ii) Let d = 1 and φ¯t be as above. Then
(4.27) V˜art
(∫
BM (t)
(Vω(x)− Vω(0))φ¯t(x)
2dx
)
= O((log t)−α−2)
as t→∞.
We defer the proof of this lemma and finish the proof of Lemma 10 first. By using
(4.26), we obtain
(4.28) P˜t(E1) = c9
ǫ
4
(log t)
α−2
2 (1 + o(1))
as t→∞. To bound P˜t(E2), we first replace Qt(x)−λ(t) in E2 by E˜t[Vω(x)−Vω(0)]
using Lemma 7-(ii). Then, by (4.27) and Chebyshev’s inequality, it follows that
(4.29) P˜t(E2) = O
(
(log t)−1
)
= o
(
(log t)
α−2
2
)
as t→∞
Combining (4.28) and (4.29), we obtain
P˜t(E1 \ E2) ≥
c9ǫ
8
(log t)
α−2
2
and the proof of Lemma 10 is completed. 
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Proof of Lemma 11 (i) Let
fρ(θ) = exp
{
ν
∫ (
eiθρ
2α−1
2α vˆ(y) − 1− iθρ
2α−1
2α vˆ(y)
)
e−ρvˆ(y)dy
}
,
gρ(θ) = exp
{
−
1
2
νθ2ρ
2α−1
α
∫
vˆ(y)2e−ρvˆ(y)dy
}
.
Note that fρ(λ(t)) is the characteristic function of the law µt of ρ(λ(t))
(2α−1)/2α(Vω(0)−
λ(t)) under P˜t by (6.2) and that gρ(λ(t)) is that of a Gaussian measure νt whose
variance converges to ν
∫
|η|−2αe−|η|
−α
dη as t → ∞. Therefore it suffices to prove
that a−1|µt([0, a])− νt([0, a])| → 0 as t→∞ uniformly in a > 0.
By using Le´vy’s inversion formula and the fact that (eix − 1)/x is bounded for
x ∈ R, we have
1
a
|µt([0, a])− νt([0, a])|
= lim
T→∞
∣∣∣∣∫ T
−T
1− e−iaθ
iaθ
(fρ(θ)− gρ(θ))dθ
∣∣∣∣
≤
∫
|θ|≤ǫρ1/3α
|fρ(θ)− gρ(θ)|dθ +
∫
|θ|>ǫρ1/3α
|gρ(θ)|dθ
+
∫
ǫρ1/3α<|θ|≤ǫρ1/2α
|fρ(θ)|dθ +
∫
|θ|>ǫρ1/2α
|fρ(θ)|dθ
=: I1 + I2 + I3 + I4,
(4.30)
where ǫ > 0 is a small constant which will be chosen later. Note first that I2 → 0
as ρ→∞. To bound I1, we rewrite the integrand as
|fρ(θ)− gρ(θ)|
= gρ(θ)
∣∣∣∣exp{ν ∫ (eiθρ 2α−12α vˆ(y) − 1− iθρ 2α−12α vˆ(y)
+
1
2
θ2ρ
2α−1
α vˆ(y)2
)
e−ρvˆ(y)dy
}
− 1
∣∣∣∣.
By using the bound∣∣∣∣eix − 1− ix+ 12x2
∣∣∣∣ = ∣∣∣∣ 13!
∫ x
0
(x− s)2eisds
∣∣∣∣ ≤ 16 |x|3,
and change of variable, we obtain∫ (
eiθρ
2α−1
2α vˆ(y) − 1− iθρ
2α−1
2α vˆ(y) +
1
2
θ2ρ
2α−1
α vˆ(y)2
)
e−ρvˆ(y)dy
≤ |θ|3ρ
6α−3
2α
∫
vˆ(y)3e−ρvˆ(y)dy
= O
(
|θ|3ρ−
1
α
)
.
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Hence if |θ| ≤ ǫρ1/3α and ǫ is sufficiently small, then an elementary inequality |ez −
1| < 2z which holds for small z ∈ C yields
|fρ(θ)− gρ(θ)| = O
(
gρ(θ)|θ|
3ρ−
1
α
)
.
This shows that
I1 ≤ O
(∫
gρ(θ)|θ|
3ρ−
1
αdθ
)
= o(1)
as ρ→∞. For larger |θ|, we use
|fρ(θ)| = exp
{
−ν
∫
(1− cos(θρ
2α−1
2α vˆ(y)))e−ρvˆ(y)dy
}
.
If ǫρ1/3α < |θ| < ǫρ1/2α and ǫ is sufficiently small, then by using 1− cosx ≥ x2/4 for
small x ∈ R, we have ∫
(1− cos(θρ
2α−1
2α vˆ(y)))e−ρvˆ(y)dy
≥
∫ 2ρ1/α
ρ1/α
θ2
4
ρ
2α−1
α |y|−2αe−ρvˆ(y)dy
≥ 2−2α−2e−1θ2.
It follows from this that
I2 ≤
∫
|θ|>ǫρ1/3α
exp
{
−2−2α−2e−1θ2
}
dθ
ρ→∞
−−−→ 0.
Finally if |θ| ≥ ǫρ1/2α, then∫
(1− cos(θρ
2α−1
2α vˆ(y)))e−ρvˆ(y)dy
≥
∫ 2|θ|1/αρ(2α−1)/2α2
|θ|1/αρ(2α−1)/2α
2
(1− cos(θρ
2α−1
2α |y|−α))e−ρ|y|
−α
dy
≥ (1− cos 2−α)e−ǫ
−α
ρ
2α−1
2α2 θ
1
α ,
and hence
I4 ≤
∫
|θ|>ǫρ1/2α
exp
{
−(1− cos 2−α)e−ǫ
−α
ρ
2α−1
2α2 θ
1
α
}
dθ
ρ→∞
−−−→ 0.
Coming back to (4.30), we see that
1
a
|µt([0, a])− νt([0, a])| → 0
as t→∞ uniformly in a > 0 and the claim follows. 
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Proof of Lemma 11 (ii) We use (6.4) to obtain
V˜art
(∫
BM (t)
(Vω(x)− Vω(0))φ¯t(x)
2dx
)
= ν
∫ {∫
BM (t)
(vˆ(x− y)− vˆ(−y))φ¯t(x)
2dx
}2
e−ρ(λ(t))vˆ(−y)dy.
By using the facts that vˆ is bounded and ‖φ¯t‖2 = 1 together with Lemma 8-(i), we
see that the integral over the region y ∈ B2M(t) makes only negligible contribution
in the right hand side. On the region y 6∈ B2M(t), we may replace vˆ by v and it
follows by Taylor’s theorem that∫
BM (t)
(v(x− y)− v(−y))φ¯t(x)
2dx
=
∫
BM (t)
(
v′(−y)x+
∫ 1
0
(1− θ)
d2
dθ2
v(θx− y)dθ
)
φ¯t(x)
2dx
= v′(−y)
∫
BM (t)
xφ¯t(x)
2dx
+
∫
BM (t)
∫ 1
0
(1− θ)
d2
dθ2
v(θx− y)dθ φ¯t(x)
2dx.
The first term in the last line vanishes since xφ¯t(x)
2 is symmetric about the origin.
The second term is of order
O
(
|y|−α−2
∫
BM (t)
|x|2φ¯t(x)
2dx
)
= O
(
|y|−α−2(log t)
α+1
2
)
uniformly in y 6∈ B2M (t). Therefore, we arrive at
V˜art
(∫
BM (t)
(Vω(x)− Vω(0))φ¯t(x)
2dx
)
= O
(
(log t)α+1
∫
Rd\B2M (t)
|y|−2α−4e−ρ(λ(t))|y|
−α
dy
)
and the result follows by applying Lemma 8-(iii). 
5. Lower bound on the integrated density of states
In this section, we prove the lower bound of Theorem 3. Since there seems to be
no exact bound like (3.1), we cannot derive the second order asymptotics from The-
orem 1. We instead use (4.2) to reduce the problem to the estimate of the principal
eigenvalue in a finite box and then use Proposition 2.
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Proof of the lower bound in Theorem 3 Let us fix ǫ > 0 arbitrarily small and take
R = t and λ = λ(t,−ǫ) (see (4.3) for the definition) in (4.2) to obtain
N(λ(t,−ǫ)) ≥ (2t)−dPν
(
λω, 1
(
(−t, t)d
)
≤ λ(t,−ǫ)
)
.
It is straightforward to check that
t−d ≥ exp
{
−l1λ(t,−ǫ)
− d
α−d − l2λ(t,−ǫ)
−α+d−2
2(α−d)
}
for any ǫ > 0 when t is sufficiently large. Therefore, it suffices to prove that
Pν
(
λω, 1
(
(−t, t)d
)
≤ λ(t,−ǫ)
)
→ 1
as t→∞. This convergence follows from Proposition 2. Indeed, it implies that the
probability of having a ball
B
(
xǫ,M(t, ω),M(log t)
α−d+2
4d
)
, |xǫ,M(t, ω)| ≤ t(log t)
−6
such that
λω, 1 (Bǫ,M(t, ω)) ≤ q1(log t)
−α−d
d + (q2 + ǫ)(log t)
−α−d+2
2d
approaches to 1 as t→∞ and, needless to say, λω, 1((−t, t)
d) ≤ λω, 1(Bǫ,M(t, ω)). 
6. Appendix
We collect some formulae for Poisson point process which we use in this paper.
Proposition 4. Let (ω,Pm) be the Poisson point process with intensity m(dx) being
a positive Radon measure.
(i) If f is a sign definite Borel function,
(6.1) Em
[
exp
{∫
f(y)ω(dy)
}]
= exp
{∫
(ef(y) − 1)m(dy)
}
.
(ii) If f is an m-integrable real valued function, then
(6.2) Em
[
exp
{
i
∫
f(y)ω(dy)
}]
= exp
{∫
(eif(y) − 1)m(dy)
}
.
(iii) If f is an m-integrable function, then
(6.3) Em
[∫
f(y)ω(dy)
]
=
∫
f(y)m(dy)
(iv) If both f and f 2 are m-integrable, then
(6.4) Varm
(∫
f(y)ω(dy)
)
=
∫
f(y)2m(dy).
Proof The first two formulae are Lemma 10.2 (p.178) in Kallenberg [12]. In fact,
the formula (6.1) is proved only for non-positive functions there but the argument
can easily be adapted to non-negative case.
The latter two assertions follow by differentiating (6.2) if f ∈ Cc(R
d). Then they
can be generalized as stated above by approximation. 
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