INTRODUCTION
Despite the success of the current Internet infrastructure to support the demands of users, the enormous increase in video tra c in recent years demands for novel solutions to cope with the new performance issues. Scalability challenges posed by the so called zettabyte era motivate clean slate approaches for content dissemination, such as information centric networking.
The e cient management of distributed storage resources in the network coupled with the routing of requests for information retrieval are of fundamental importance. However, the interplay between search and placement is still not well understood, and there is a need to study search and placement problems under a holistic perspective. In fact, an adequate framework within which to assess the overall performance gains that cache networks (the foundation of ICN architectures) can provide is still missing.
In this paper, we propose and study a simple, but yet flexible, cache network architecture comprising of a logical hierarchy of cache-routers divided into tiers, where each tier is subdivided into one or more logical domains ( Figure 1 ). In-between domains, requests are routed from users towards custodians which are assumed to be placed at the top of the hierarchy. Copyright is held by author/owner(s). ure 1). Cache-routers within a domain are assumed to form a logical clique. As such, a request that does not find the searched content in a cache-router is forwarded to one of the remaining cache-routers in the same domain. The goal is to opportunistically explore the presence of content replicas in a given domain. If a copy is found in the domain within a reasonable time interval, the content is served. Otherwise, requests are routed from users towards custodians (vertical arrows in Figure 1 ). Custodians as well as the name resolution system (NRS) are supplied by third parties at the publishing area, and we focus our attention on the infrastructure from users to publishing areas.
By using random walks to opportunistically explore the presence of content replicas closer to users, we avoid content routing tables and tackle the scalability challenge posed in [4] . An alternative would be to adopt scoped-flooding [7] . However, scoped-flooding is more complex than random walks and requires some level of synchronization between caches. In addition, random walks have been show to scale well in terms of overhead [4] .
To e ciently and distributedly place content in the cache network, we consider a flexible content placement mechanism inspired by TTL caches. At each cache, a counter is associated to each content stored there, which we refer to as reinforced counter (RC). Whenever the RC surpasses a given threshold, the corresponding content is stored. The RC is decremented at a given established rate, until reaching zero, when the content is evicted.
Focusing on two of the simplest possible mechanisms for search and placement, namely random walks and TTL-like caches, our benefits are twofold. From a practitioners point of view, the proposed architecture is potentially deployable at the Internet scale. From the performance evaluation perspective, our architecture is amenable to analytical treatment. Our quantitative analysis provides closed-form expressions for di↵erent metrics of interest, such as the average delay experienced by users.
Given such an architecture, we pose the following questions: (1) How long should the random-walk based search last at each domain so as to optimize the performance metrics of interest? (2) How should the reinforced counters be tuned so as to tradeo↵ content retrieval delay with server load at the custodian? (3) What parameters have the greatest impact on the performance metrics of the proposed cache network architecture?
To answer these questions, we introduce an analytical model that yields: a) the expected delay to find a content (average search time) and; b) the rate at which requests have to be satisfied by custodians. While the expected delay is directly related to users quality of experience, the rate of accesses towards the custodian is associated with publishing costs. The model yields simple closed-form expressions for the metrics of interest. Our key contributions are:
Cache network architecture: we propose a simple multi-tiered architecture based on random walks and TTLlike caches. Simplicity easies deployment and allows for analytical treatment, while capturing essential features of ICN architectures such as the tension between opportunistic exploration of replicas closer to users and exploitation of known paths towards custodians.
Analytical model: we introduce a simple analytical model of the proposed cache network architecture that can be helpful in the performance evaluation of ICNs. In particular, we consider the interplay between content placement and search. Using the model we show that we can achieve performance gains using a simple search strategy (random walks) and a logical hierarchical storage organization.
Parameter tuning: we formulate an optimization problem that leverages the closed-form expressions obtained with the proposed model to determine optimal search and placement parameters under storage constraints. We show that previously proposed strategies for optimal placement, such as the square-root allocation, follow as special cases of our solution, and that a bang-bang search policy is optimal if content allocation is given.
CACHE NETWORK ARCHITECTURE
In what follows, we briefly describe the system architecture considered in this paper.
Tiers and Domains:
The system consists of a set of cache-routers partitioned into several logical domains, which are organized into hierarchically arranged tiers (Figure 1 ). Each domain consists of a set of routers or cache-routers that are responsible for forwarding requests and caching copies of contents. In what follows, we assume that all routers are equipped with caches, and use interchangeably the terms router and cache-router.
Users generate requests at the lowest level of the hierarchy. These requests flow across domains, following the tier hierarchy towards the publishing areas, at the top of the hierarchy. Figure 1 displays routers forwarding requests towards a publishing area (green arrows). We consider M logical hierarchical tiers. Tier 1 is the top level tier and tier M is the bottom level constituted by routers that are "closest" to the users, i.e., which are the first to receive requests from users. The publishing area knows how to forward a request to a publisher in case the content is not found in any of the tiers. We adopt a strategy that allows opportunistic encounters between requests and replicas in a best-e↵ort manner.
Random Walk Search: When a request arrives to a domain, if the cache-router that receives the request does not have the content, it starts a random walk search. The random walk lasts for at most T units of time, only traversing routers in the domain. A time-to-live (TTL) counter is set to limit the amount of search time for a content within a domain. If the content has not been found by the time the TTL counter expires, the router that holds the request transfers it to the next tier above it in the hierarchy.
Reinforced Counter Based Placement: We consider a special class of content placement mechanisms, henceforth referred to as reinforced counters (RC), similar in spirit to TTL-caches [3] . Each published content in the network is identified by a unique hash key inf . All cache-routers have a set of RCs, one for each content. Reinforced counters are a↵ected by exogenous requests and interdomain requests, but not by endogenous requests inside a given domain, that is, their values are not altered by the random walk search.
At any cache, the reinforced-counter associated to a given content is increment by one at every exogenous or interdomain request to that content, and is decremented by one at every tick of a timer. The timer ticks at a rate of µ ticks per second. RCs are decremented over time. Whenever the RC for inf is decremented to 0 the content is evicted from the cache. Note that the RC dynamics of di↵erent contents are uncoupled and the RC values are independent of each other.
ANALYTICAL MODEL
In this section we present an analytical model to obtain performance metrics for the cache network architecture described in the previous section, illustrated in Figure 1 .
Under a stateful search, the searcher never revisits cacherouters. This is possible because cache-routers are logically fully-connected. We assume that arrivals of inter-domain requests for content c at cache-routers are characterized by Poisson processes. Therefore, the random searches for c that are initiated at a tagged router i are characterized by a Poisson process modulated by the RC of router i, whose dynamics is governed by a birth-death Markovian process. It is shown in [6] that the PASTA property holds for Poisson processes modulated by independent Markovian processess. Therefore, a search that starts at router i and arrives at router k 6 = i sees the RC at k in equilibrium, i.e., the request issued at router i finds the desired content at cache k with probability ⇡c. Conditioning on Jc = j hops being traversed by time t, the probability that content c is not found is given by Rc(t|Jc = j) = (1 ⇡c)
j+1 . Next, we remove the conditioning on Jc.
We assume that the search takes an exponentially distributed random delay at each hop, with mean 1/ , independent of the system state.
Proposition 3.1. R(t) is given by
where
For large values of N , it follows from Proposition 3.1 that
The validity of the large N assumption can be checked by using the Normal distribution approximation for the Poisson distribution. For instance, the sum
n n! e t that appears in the expression of g(N ) is well approximated by the complementary cumulative distribution of the Normal distribution, 1
, for values of N > t+ 4 p t, where (x) is the cumulative distribution function of the standard Normal distribution.
According to (2) , Rc(1) = 0. As the random walk progresses, contents are dynamically inserted and evicted from the caches and the walker eventually finds the desired content.
Next, we consider multi-tiered networks. Refer to Figure  1 and let M denote the number of tiers. Let⇤c denote the publisher load accounting for the requests filtered at the M tiers. Let Rc,i(Tc,i) denote the probability that a search that reaches domain i fails to find content c at that domain. Assuming that the load that arrives at a tier (i) from tier (i + 1) an independent Poisson process, the load for content c that arrives at the publishing area is:
Rc,i(Tc,i) is the probability that a request arrives at the publishing area and⇤ c is the load generated by the users for content c which are all placed at tier M .
Let Dc,i be a random variable denoting the delay experienced by requests for content c at domain i. Recall that Tc,i is the maximum time a walker spends searching for content c in domain i. In what follows, we make the dependence of Dc,i on Tc,i explicit. It follows from [2] and (2) that
Let Dc denote the delay to find content c, including the time required for the publishing area to serve the request if needed. Then, E[Dc] is given by:
Rc,j(Tc,j)
Rc,j(Tc,j),
where C(⇤c) is the mean cost (measured in time units) to retrieve a content at the publishing area as a function of the load⇤c. Recall that tier 1 (resp., tier M ) is the closest to the custodians (resp., users). Therefore, Q M j=i+1 Rc,j(Tc,j) corresponds to the fraction of requests to content c that reach tier i, for i = 1, . . . , M 1.
PARAMETER TUNING
We consider the problem of minimizing average delay under average storage constraints. To simplify presentation, we consider a single tier (M = 1). We also assume that the delays experienced by requests at the custodian are given and fixed, equal to C.
Let Dc denote the delay experienced by a requester of content c. E[Dc] is obtained by substituting (2) into (5). Let ↵c = 1/µc, ↵ = (↵1, ↵2, . . . , ↵C ) and T = (T1, T2, . . . , TC ). In light of (2) and (5) we pose the following joint placement and search optimization problem:
Note that as in [3] we impose a constraint on the expected bu↵er size, i.e., the number of expected items in the cache cannot exceed the bu↵er size B.
We first address the optimal placement problem, that is we determine how the bu↵er space at the cache-routers should be statistically divided among the contents to optimize the overall performance.
Special Case: T large. In the limit when Tc = 1, the time spent locally searching for a content is unbounded. Under this assumption, after constructing the Lagrange function it can be shown that the optimal solution is given by
. . , C. When B = 1, the optimal policy is the square-root allocation proposed by Cohen and Shenker [1] in the context of peer-to-peer systems. It is interesting that we obtain a similar result for the ICN system under study. This is because in both cases the optimization problem can be reformulated as to minimize P C c=1 ( c/ )/⇡c under the constraint that P C c=1 ⇡c = B. In [1] the term 1/⇡c is the mean time to find content c, which is the average of a geometric random variable with probability of success ⇡c. In the ICN system under study, the term 1/⇡c follows from expression (4).
Special Case: T = 0.
Next, we consider the case T = 0. In this case, the optimal solution consists of ordering contents based on c and storing the B most popular ones in the cache, i.e., ⇡c = 1 for c = 1, . . . , B and ⇡c = 0 otherwise. Note that this rule was shown to be optimal by Liu, Nain, Niclausse and Towsley [5] in the context of Web servers.
Special Case: T small. For T << 1, we have e ⇡cT ⇡ 1 ⇡cT and the problem maps into a special separable convex quadratic program, known as the economic dispatch problem or continuous quadratic knapsack.
Next, we address the optimal search problem, that is the choice of the Tc's, when placement is given (the ⇡c's have been determined).
Let f (T ) = 1 ⇡c 1 e ⇡cT + Ce ⇡c T . It can be shown that for a given content c, a random walk search should be issued with T = 1 whenever df (T )/dT < 0, i.e., if 1 ⇡cC < 0. Otherwise, the request for content c should be sent directly to the publishing area: Tc = 1 if ⇡c > 1/(C ) and 0 otherwise.
