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NODAL SOLUTIONS FOR SUBLINEAR-TYPE PROBLEMS WITH DIRICHLET
BOUNDARY CONDITIONS
DENIS BONHEURE, EDERSON MOREIRA DOS SANTOS, ENEA PARINI, HUGO TAVARES, AND TOBIAS WETH
Abstract. We consider nonlinear second order elliptic problems of the type
−∆u = f(u) in Ω, u = 0 on ∂Ω,
where Ω is an open C1,1–domain in RN , N ≥ 2, under some general assumptions on the nonlinearity
that include the case of a sublinear pure power f(s) = |s|p−1s with 0 < p < 1 and of Allen-Cahn type
f(s) = λ(s − |s|p−1s) with p > 1 and λ > λ2(Ω) (the second Dirichlet eigenvalue of the Laplacian). We
prove the existence of a least energy nodal (i.e. sign changing) solution, and of a nodal solution of mountain-
pass type. We then give explicit examples of domains where the associated levels do not coincide. For the
case where Ω is a ball or annulus and f is of class C1, we prove instead that the levels coincide, and that
least energy nodal solutions are nonradial but axially symmetric functions. Finally, we provide stronger
results for the Allen-Cahn type nonlinearities in case Ω is either a ball or a square. In particular we give a
complete description of the solution set for λ ∼ λ2(Ω), computing the Morse index of the solutions.
1. Introduction
We consider nonlinear second order elliptic equations of the type{
−∆u = f(u) in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω is an open C1,1–bounded domain in RN , N ≥ 2. We assume general hypotheses on f such as
continuity, oddness, strict monotonicity of f(s)/s in (0,∞) together with sublinear-type conditions. Pro-
totypes of those functions are f(s) = |s|p−1s with 0 < p < 1 (sublinear power), or f(s) = λ(s − |s|p−1s)
with p > 1 and λ > λ1(Ω) (Allen-Cahn type, also referred to as bistable nonlinearities). Here (λk(Ω)),
for short (λk), denotes the sequence of eigenvalues of (∆, H
1
0 (Ω)). The main goal of this paper is to study
nodal solutions of (1.1), with a special emphasis on those having least energy with respect to the associated
Euler-Lagrange functional. We provide a unified proof of known existence results and include new results in
several directions.
Under our hypotheses, we show that (1.1) has a unique bounded positive solution w, and w and −w are
the global minimizers of the corresponding energy functional I : H10 (Ω)→ R,
I(u) =
{
1
2
∫
Ω
|∇u|2 − ∫
Ω
F (u) if F (u) ∈ L1(Ω),
+∞ if F (u) 6∈ L1(Ω),
with F (t) :=
∫ t
0
f(s) ds; see Theorem 2.3 and Proposition 2.4 ahead. We do not assume any growth condition
on |f | at infinity, and for that reason the energy functional is not always finite. We observe that the existence
and uniqueness of these signed solutions are known, e.g. [7, 8], via sub-super solutions method. Here we
give a variational characterization of these solution, which is essential for the construction of a special nodal
solution.
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Using paths connecting these global minimizers, we prove the existence of a bounded nodal mountain
pass solution of (1.1) (Theorem 4.2), at the min-max critical level
cmp = inf
γ∈Γ
sup
t∈[0,1]
I(γ(t)), with Γ = {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = −w, γ(1) = w}.
Moreover, among the set of bounded nodal solutions, we prove the existence of one that achieves the least
energy nodal level (Theorem 4.6), defined as:
cnod = inf{I(u) : u ∈ H10 (Ω) ∩ L∞(Ω), u± 6≡ 0, −∆u = f(u)}.
A natural question is whether cnod = cmp. In Theorem 5.1 we provide an example of a domain, a dumbbell
with a thin channel, where this equality does not hold. This shows that, in general, the set of low energy nodal
solutions to sublinear problem has a more complicated structure than in the case of linear or superlinear
problems. In particular, we point out that in the linear case of the Dirichlet eigenvalue problem for the
Laplacian, the second Dirichlet eigenvalue corresponds to the least energy of sign changing eigenfunctions,
and this eigenvalue has the mountain pass characterization
λ2(Ω) = inf
c∈Λ
sup
t∈[0,1]
∫
Ω
|∇c(t)|2 = inf
{∫
Ω
|∇u|2 : u ∈ H10 (Ω), ‖u‖L2 = 1, u is a nodal eigenfunction
}
,
where
Λ =
{
c ∈ C([0, 1], H10 (Ω)), c(0) = −ϕ1, c(1) = ϕ1, ‖c(t)‖L2 = 1 ∀t
}
,
with ϕ1 being the first L
2-normalized positive eigenfunction (see e.g. [17]).
In the case where f is of class C1, we also use the Morse index to characterize nodal solutions. In Theorem
6.1 ahead, we show that every bounded solution u of (1.1) with I(u) = cnod has Morse index m(u) less than
or equal to 1. Here we recall that m(u) is defined as the number of negative Dirichlet eigenvalues of the
operator −∆− f ′(u) in Ω (counted with multiplicity). Moreover, if a bounded solution u with I(u) = cnod
satisfies m(u) = 1, then u is of mountain pass type, and we have cnod = cmp in this case, see Theorem 6.4. In
particular, we shall see that this is the case in bounded radial domains Ω. In this case, we also deduce that
every least energy nodal solution u is nonradial and foliated Schwarz symmetric. More precisely, u is axially
symmetric and strictly decreasing with respect to the polar angle from the symmetry axis, see Theorem 6.5.
The results mentioned in the last two paragraphs show that least energy nodal solutions of sublinear-type
problems with Dirichlet boundary conditions might have different variational characterizations and different
Morse indices, zero or one, on different domains. Observe that this is in sharp contrast with the superlinear
case, where the Morse index of these solutions is always two; see [2, 4, 14]. In this paper we provide examples
of sets where cnod = cmp, and sets where this does not happen. To understand the general picture is an open
problem. We conjecture that if Ω is a convex C1,1 domain, then both levels coincide.
In the last part of this work, we focus on the specific Allen-Cahn type problem{
−∆u = λ(u− |u|p−1u)
u ∈ H10 (Ω)
(p > 1, λ > λ2(Ω)). (1.2)
proving complementary results for regular domains and in the case of a simple Lipschitz domain which is
nonregular: a square in dimension 2. Given any C1,1–domain Ω, there exists ε > 0 such that cnod = cmp
whenever λ ∈ (λ2(Ω), λ2(Ω) + ε), see Theorem 7.2. We describe and characterize completely the set of
bounded nodal solutions in the case of the ball (Theorem 7.6) and in the case of a square in dimension 2
(Theorem 7.12), still for λ ∼ λ2(Ω); the set is the union of branches that start at the eigenspace associated
with λ2(Ω). In the case of the ball all solutions are least energy nodal solutions; in the square there are
exactly four branches of solutions, and we compute their Morse indices and energies, showing which branches
correspond to solutions with minimal energy (Theorem 7.13). The results in this paragraph complement
previous results by Miyamoto [25] (in the ball) and del Pino, Garc´ıa-Melia´n, Musso [20] (in the square).
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We conclude this introduction with some additional literature on related problems. Via min-max methods,
it is shown in [6] that sublinear-type problems like (1.1) have actually infinitely many nodal solutions. The
pure power case f(u) = |u|p−1u (1 < p < 2) with Neumann boundary conditions is treated in [26] (see also
[27, Corollary 1.4]). In this case all nontrivial solutions change sign and there exists a least energy nodal
solution, with variational characterization
cnod = inf
{
1
2
∫
Ω
|∇u|2 − 1
p+ 1
∫
Ω
|u|p+1 : u ∈ H1(Ω),
∫
Ω
|u|p−1u = 0
}
.
Whenever the domain is a ball or an annulus, minimizers are not radial but merely foliated Schwarz symmet-
ric. These results were extended to Lane-Emden system in [27]. The existence of infinitely many solutions
for the single equation with Neumann boundary condition is shown in [21].
2. Positive Solutions and properties of bounded solutions
Let Ω be either an open C1,1–domain in RN , N ≥ 2, and let f : R → R be a function satisfying the
following assumptions:
(A1) f is odd and continuous;
(A2) s 7→ f(s)s is (strictly) decreasing in (0,∞);
(A3) lim
s→0
f(s)
s > λ1(Ω);
(A4) lim
s→∞
f(s)
s < λ1(Ω).
Consider F (t) :=
∫ t
0
f(s) ds. Associated to (1.1), set the energy functional I : H10 (Ω)→ R defined by
I(u) =
{
1
2
∫
Ω
|∇u|2 − ∫
Ω
F (u) if F (u) ∈ L1(Ω),
+∞ if F (u) 6∈ L1(Ω), (2.1)
and the least energy level
m = m(Ω) := inf{I(v) : v ∈ H10 (Ω)}.
Lemma 2.1 (m is achieved). We have −∞ < m < 0, and there exists u ∈ H10 (Ω)\{0} such that I(u) = m.
Proof. 1) Let us prove that m < 0. Let ϕ1 be the positive, L
2–normalized eigenfunction associated to λ1(Ω).
From assumption (A3) we deduce the existence of s¯, δ > 0 such that
F (s) ≥ (1 + δ)λ1(Ω)
2
s2 for every 0 ≤ s ≤ s¯.
By choosing ε > 0 small so that ε‖ϕ1‖∞ < s¯,
I(εϕ1) =
ε2
2
∫
Ω
|∇ϕ1|2 −
∫
Ω
F (εϕ1) ≤ ε
2
2
λ1(Ω)− ε2 1 + δ
2
λ1(Ω) = −ε
2
2
δλ1(Ω) < 0. (2.2)
2) We now prove that I is coercive. Assumption (A4) implies the existence of ε, C > 0 such that F (s) ≤
C + (1−ε)λ1(Ω)2 s
2 for all s ∈ R. Thus, given u ∈ H10 (Ω) such that F (u) ∈ L1(Ω), we have
I(u) ≥ 1
2
∫
Ω
|∇u|2 − C|Ω| − (1− ε)
2
λ1(Ω)
∫
Ω
u2 ≥ ε
2
∫
Ω
|∇u|2 − C|Ω|.
This implies that m > −∞, as well as the coercivity of I.
3) Let us check that m is achieved. Take a minimizing sequence un, which by the coercivity of I is uniformly
bounded in H10 (Ω). Then, up to a subsequence, un ⇀ u weakly in H
1
0 (Ω), un → u strongly in L2(Ω), and
there exists h ∈ L2(Ω) such that |un| ≤ h a.e. in Ω, for every n . We have
F (un) ≤ C + λ1(Ω)u
2
n
2
≤ C + λ1(Ω)h
2
2
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and by the reverse Fatou lemma and the fact that F (u) ≤ C + λ1(Ω)h22 we have
lim sup
n→+∞
∫
Ω
F (un) ≤
∫
Ω
lim sup
n→+∞
F (un) =
∫
Ω
F (u) < +∞.
Thus
m = lim
n→+∞ I(un) ≥ lim infn→+∞
1
2
∫
Ω
|∇un|2 − lim sup
n→+∞
∫
Ω
F (un) ≥ 1
2
∫
Ω
|∇u|2 −
∫
Ω
F (u).
So F (u) ∈ L1(Ω), and u achieves m. 
Remark 2.2. For future reference, we remark that in paragraph 1) of the previous proof we showed that
I(εϕ1) < 0 for small ε > 0.
Our aim now is to show the following.
Theorem 2.3. Assume that f satisfies (A1)-(A4). Let u ∈ H10 (Ω) achieve m. Then u ∈ L∞(Ω), |u| > 0 in
Ω, and u is a weak solution of (1.1).
Proof. Let u ∈ H10 (Ω) be a minimizer of I, and along this proof let us denote v := |u| ∈ H10 (Ω). Since f
is odd, then F is even and I(u) = I(v). In this proof we denote by f+(t) := max{f(t), 0} and f−(t) :=
max{−f(t), 0} respectively the positive and negative parts of f .
1) Let us check that f+(v) ∈ L1(Ω) and that
−∆v ≤ f+(v) weakly in Ω. (2.3)
First of all, observe that by the continuity of f and property (A4), we have
0 ≤ f+(s) ≤ C + |s|λ1(Ω). (2.4)
Since v ∈ H10 (Ω), this yields f+(v) ∈ L1(Ω). As for the second claim, take a test function ϕ ∈ C∞c (Ω),
ϕ ≥ 0. Then, by the minimality property of v,
0 ≤ lim inf
t→0+
I(v − tϕ)− I(v)
t
= −
∫
Ω
∇v · ∇ϕ− lim sup
t→0+
1
t
∫
Ω
(F (v − tϕ)− F (v)) (2.5)
= −
∫
Ω
∇v · ∇ϕ+ lim inf
t→0+
∫
Ω
∫ 1
0
f(v − tτϕ)ϕdτ dx (2.6)
≤ −
∫
Ω
∇v · ∇ϕ+ lim inf
t→0+
∫
Ω
∫ 1
0
f+(v − tτϕ)ϕdτ dx (2.7)
= −
∫
Ω
∇v · ∇ϕ+
∫
Ω
f+(v)ϕdx, (2.8)
where to get the second to last inequality we used the sign of ϕ, whereas to get the convergence on the last
equality we used Lebesgue’s dominated convergence theorem and (2.4).
2) We check that v ∈ L∞(Ω). This is a consequence of rewriting the inequality (2.3) deduced in paragraph
1 as
−∆v − V (x)v ≤ g
with
V (x) =
f+(v)
v
χ{v>1} ∈ L∞(Ω), g = f+(v)χ{0≤v≤1} ∈ L∞(Ω)
(V ∈ L∞(Ω) by (A2)). Then [22, Theorem 8.15] yields v ∈ L∞(Ω).
3) Since v ∈ L∞(Ω), then also u ∈ L∞(Ω) and we can compute, for any ϕ ∈ C∞c (Ω),
0 =
d
dt
I(u+ tϕ)|t=0 =
∫
Ω
∇u · ∇ϕ−
∫
Ω
f(u)ϕ,
hence u is a weak solution of (1.1).
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4) Finally, let us check that v = |u| > 0. Since F is even, then v also achieves m and by the previous
paragraph it solves −∆v = f(v). By elliptic regularity and Sobolev embeddings we have v ∈W 2,p∩C1,α(Ω)
for every p ≥ 1, α ∈ (0, 1). By (A3), there exists δ > 0 such that f(s) > 0 for 0 < s ≤ δ. Thus we can apply
the strong maximum principle ([22, Theorem 9.6]) to
−∆v − c(x)v = f+(v)χ{v>δ} + f(v)χ{0≤v≤δ} ≥ 0
with
c(x) =
f−(v)
−v χ{v>δ} ≤ 0
to obtain that either v ≡ 0 or v > 0. Since m < 0, the former case cannot occur. 
Proposition 2.4. Assume that f satisfies (A1)-(A4). Then there exists a unique positive bounded solution
of (1.1).
Proof. Since we are assuming (A2), this is a direct consequence of [13], see also of [12, Appendix II]. 
Notation. From now on, we will denote by w the unique positive bounded solution of (1.1).
Lemma 2.5. Let f be a function satisfying (A1)-(A2). Let u be any bounded solution of (1.1). Then
−w(x) ≤ u(x) ≤ w(x) for every x ∈ Ω.
Proof. Let Ω′ := {x ∈ Ω : u(x) > w(x)} and assume by contradiction that |Ω′| > 0. Take a sequence
εn → 0+ of regular values of u−w. Then Ω′n := {x ∈ Ω : u(x)−w(x) > εn} b Ω is a C1,α–domain and we
can integrate by parts on it:∫
Ω′n
(f(w)
w
− f(u)
u
)
wu =
∫
Ω′n
((−∆w)u− (−∆u)w) =
∫
∂Ω′n
(∂u
∂ν
w − ∂w
∂ν
u
)
(2.9)
=
∫
∂Ω′n
w
(∂u
∂ν
− ∂w
∂ν
)
− εn
∫
∂Ω′n
∂w
∂ν
(2.10)
Since w > 0 in Ω and ∂∂ν (u− w) ≤ 0 on ∂Ω′n, then∫
∂Ω′n
w
(∂u
∂ν
− ∂w
∂ν
)
≤ 0.
As for the last term in the inequality,
εn
∫
∂Ω′n
∂w
∂ν
= εn
∫
Ω′n
∆w = −εn
∫
Ω′n
f(w)→ 0.
Thus we conclude that ∫
Ω′
(f(w)
w
− f(u)
u
)
uw ≤ 0,
a contradiction by (A2) and |Ω′| > 0. Therefore u(x) ≤ w(x) for a.e. x ∈ Ω. Analogously, one shows that
u(x) ≥ −w(x). 
3. Properties and Truncation of the functional I
Throughout this section we assume that f satisfies (A1)-(A4). By (A1) and (A2), there exists at most
one zero of f on the half-line ]0,+∞[. Therefore we might have two situations: either
(f1) we have f(s) > 0 for every s > 0;
or
(f2) there exists (a unique) sf > 0 such that f(sf ) = 0; then f > 0 in (0, sf ) and f < 0 in ]sf ,+∞[.
The typical example of nonlinearity satisfying (f1) is f(s) = |s|p−1s for 0 < p < 1, while f(s) =
λ(u− |u|p−1u) satisfies (f2) for p > 1.
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We will be able to prove unified theorems under (f1) and (f2), however the strategy for both cases will
be, in some situations, slightly different.
Under condition (f1), (A1),(A4), we have
|f(s)| ≤ Cˆ + (1− 2ε)λ1(Ω)|s| for every s ∈ R.
for some 0 < ε < 1/2 and Cˆ > 0. In this case
|F (s)| ≤ Cˆ|s|+ (1− 2ε)
2
λ1(Ω)s
2 ≤ C + (1− ε)
2
λ1(Ω)s
2 for every s ∈ R. (3.1)
In particular, the functional I defined in (2.1) is always finite and I(u) = 12
∫
Ω
|∇u|2 − ∫
Ω
F (u) for every
u ∈ H10 (Ω). Thus I is of class C1.
Assume now (and for the rest of this section) that f satisfies (f2). Then I(u) might not be finite for some
u ∈ H10 (Ω), and in the proofs of some results we will rely on the following truncation of the nonlinearity f :
f˜(t) :=
{
f(t) −sf ≤ t ≤ sf ,
0 t 6∈ [−sf , sf ].
(3.2)
We remark that f(t) ≤ f˜(t) for t ≥ 0, so that
F (t) ≤ F˜ (t) for every t ∈ R.
Observe also that f˜ satisfies (A1), (A3), (A4), but not (A2). We define the truncated functional I˜ : H10 (Ω)→
R as
I˜(u) :=
1
2
∫
Ω
|∇u|2 −
∫
Ω
F˜ (u)
which satisfies:
I˜(u) ≤ I(u) ∀u ∈ H10 (Ω).
Moreover, since f˜ is bounded, then |F (s)| ≤ C|s| for some C > 0, and in particular estimate (3.1) holds
true. Observe that I˜ is a C1 functional (even though I might not be).
Lemma 3.1. Let f be a function satisfying (A1)-(A2) and (f2). Let u ∈ H10 (Ω) be any bounded solution of
either −∆u = f(u) or −∆u = f˜(u), where f˜ is defined as in (3.2). Then
−sf ≤ u(x) ≤ sf for every x ∈ Ω.
Proof. Let u be a solution of −∆u = g(u), where g is either equal to f or to f˜ . Testing the equation with
(u− sf )+ we obtain ∫
Ω
|∇(u− sf )+|2 =
∫
Ω
g(u)(u− sf )+ ≤ 0
and so (u−sf )+ ≡ 0, that is, u ≤ sf . Testing with (u+sf )−, we obtain in a similar fashion that −sf ≤ u. 
As an immediate consequence we have the following.
Corollary 3.2. Let f satisfy (A1)-(A4) and (f2).
(i) Denoting by w the unique positive bounded solution of (1.1), we have ‖w‖∞ ≤ sf ;
(ii) Critical points of I˜ are solutions of (1.1).
Another important consequence is that the absolute minimizers of I and I˜ coincide.
Corollary 3.3. Let f satisfy (A1)-(A4) and (f2), and define
m˜ := inf{I˜(v) : v ∈ H10 (Ω)}.
Then m = m˜. In particular, ±w are the unique global minimizers of I˜.
Proof. Since I ≤ I˜ then m ≤ m˜; on the other hand, since ‖w‖∞ ≤ sf , then m = I(w) = I˜(w) ≥ m˜. 
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4. Sign-Changing solutions
In order to prove the existence of sign-changing solutions, in this section we replace (A3) with the stronger
assumption
(A3’) lims→0+
f(s)
s > λ2(Ω) .
Hence, in what follows, we assume that f satisfies (A1)-(A2)-(A3’)-(A4). Recall that either (f1) or (f2) can
happen, and that this will not affect the statements but simply the proofs.
We denote by ϕ1 the first positive eigenfunction of the Dirichlet Laplacian, with
∫
Ω
ϕ21 = 1. Recall the
following two characterizations of the second eigenvalue:
λ2(Ω) = inf
ω⊂Ω
max{λ1(ω), λ1(Ω \ ω)} = inf
c∈Λ
sup
t∈[0,1]
∫
Ω
|∇c(t)|2, (4.1)
where
Λ =
{
c ∈ C([0, 1], H10 (Ω)), c(0) = −ϕ1, c(1) = ϕ1, ‖c(t)‖L2 = 1 ∀t
}
.
(for a proof of these two characterizations, see [15] and [17] respectively).
Remark 4.1. It can be seen directly from the first characterization of λ2(Ω) in (4.1) that the problem
−∆u = λ(u− |u|p−1u) does not have a sign-changing solution for 0 ≤ λ ≤ λ2(Ω), and so condition (A3’) is,
in a sense, sharp.
Recall we are denoting by w be unique positive solution of (1.1), and that ±w are the unique global
minimizers of I. Define the mountain-pass level
cmp = inf
γ∈Γ
sup
t∈[0,1]
I(γ(t)) (4.2)
where
Γ = {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = −w, γ(1) = w}.
The first main result of this section is the following.
Theorem 4.2. Assume that f satisfies (A1)-(A2)-(A3’)-(A4). There exists u ∈ H10 (Ω), a bounded solution
of (1.1), such that I(u) = cmp. Moreover, m < cmp < 0, and any u ∈ H10 (Ω) ∩ L∞(Ω) achieving cmp is a
sign-changing solution of (1.1).
In the rest of the section, we assume (A1)-(A2)-(A3’)-(A4) and therefore omit the reference to these
assumptions. The proof of Theorem 4.2 will be slightly different in case f satisfies (f2); in such case we will
rely on the truncation I˜ introduced in Section 3, from which we borrow all notations. In such case, we need
the following alternative characterization of cmp.
Lemma 4.3. Assume that f satisfies (f2). Define
c˜mp := inf
γ∈Γ
sup
t∈[0,1]
I˜(γ(t)) .
Then cmp = c˜mp.
Proof. Since I˜ ≤ I, it is clear that c˜mp ≤ cmp.
As for the other inequality, let us introduce the transformation T : H10 (Ω)→ H10 (Ω) by
T (u) := max{−sf ,min{u, sf}} =

sf if u(x) ≥ sf
u(x) if − sf ≤ u(x) ≤ sf
−sf if u(x) ≤ −sf
From the definitions, we have directly that I˜(T (u)) = I(T (u)).
Moreover, F (u) ≤ F (T (u)) for every u ∈ H10 (Ω), since:
for u(x) ∈ [−sf , sf ], T (u)(x) = u(x) and F (u) = F (T (u));
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for u(x) ≥ sf , F (u) ≤ F (sf ) = F (T (u)), since F ′ = f < 0 in (sf ,∞), thus decreasing;
for u(x) ≤ −sf we have F (u) ≤ F (T (u)) by the previous paragraph and since F is even symmetric.
From this we have
I(T (u)) =
1
2
∫
Ω
|∇T (u)|2 −
∫
Ω
F (T (u)) ≤ 1
2
∫
Ω
|∇u|2 −
∫
Ω
F (u) = I(u).
Moreover, observe that T (±w) = ±w by Lemma 3.2-(i).
In conclusion, given a path γ ∈ Γ, we have T ◦ γ ∈ Γ, and
sup
t∈[0,1]
I(γ(t)) ≥ sup
t∈[0,1]
I(T ◦ γ(t)) = sup
t∈[0,1]
I˜(T ◦ γ(t)) ≥ c˜mp;
whence cmp ≥ c˜mp 
Lemma 4.4. Let 0 < ε < 2‖w‖H10 . Then
- If (f1) holds, then inf{I(u) : ‖u− w‖H10 = ε} > m.
- If (f2) holds, then inf{I˜(u) : ‖u− w‖H10 = ε} > m˜.
Proof. We follow [17].
Let us first consider the case where f satisfies (f1). Suppose the conclusion does not hold. Then there
exists {un} ⊂ H10 (Ω) such that
I(un)→ m, ‖un − w‖H10 = ε.
Thus, up to a subsequence, un ⇀ u in H
1
0 (Ω), and in particular
∫
Ω
|∇u|2 ≤ lim inf ∫
Ω
|∇un|2. On the other
hand, since (3.1) holds, then by dominated convergence and the compact embedding H10 (Ω) ↪→ L2(Ω), we
deduce that
∫
Ω
F (un)→
∫
Ω
F (u). Therefore,
m ≤ I(u) ≤ lim
n→+∞ I(un) = m,
and u = w because ε < dist(w,−w) and ±w are the unique global minimizers of I. Combining now
I(un)→ I(w) with
∫
Ω
F (un)→
∫
Ω
F (w),
we deduce that
∫
Ω
|∇un|2 →
∫
Ω
|∇w|2. Since un ⇀ w weakly in H10 (Ω), then actually the convergence is
strong in H10 (Ω), which contradicts the assumption ‖un − w‖H10 = ε > 0.
The case where f satisfies (f2) follows exactly in the same way, replacing I and F respectively by I˜ and
F˜ , and recalling that m = m˜ and that ±w are the unique global minimizers of both I and I˜ (see Lemma
3.3). 
Lemma 4.5. We have cmp < 0.
Proof. 1) Recalling Remark 2.2, we can choose ε > 0 small such that I(εϕ1) < 0. Recall also that I(u) =
m < 0 by Lemma 2.1. Consider the path
γ : [0, 1]→ H10 (Ω), γ(t) =
√
(1− t)w2 + t(εϕ1)2
which links γ(0) = w > 0 to γ(1) = εϕ1 > 0. Condition (A2) implies that t 7→ F (
√
t) is strictly concave. On
the other hand, it is proved in [10, Lemma 3.9] that t 7→ ∫
Ω
|∇γ(t)|2 is strictly convex. Then t 7→ I(γ(t)) is
stricly convex, and in particular
I(γ(t)) ≤ (1− t)I(w) + tI(εϕ1) < 0 ∀t ∈ [0, 1].
2) Assumption (A3’) implies the existence of s¯, δ > 0 such that F (s) > 1+δ2 λ2(Ω)s
2 for every |s| ≤ s¯. From
the second characterization of λ2(Ω) presented in (4.1), we can take a continuous path c, joining −ϕ1 to ϕ1,
such that ∫
Ω
|∇c(t)|2 ≤ λ2(Ω)(1 + δ
2
),
∫
Ω
[c(t)]2 = 1 ∀t ∈ [0, 1].
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By eventually choosing a smaller ε > 0 from the start, we can assume that ‖εc(t)‖∞ ≤ s¯ for every t ∈ [0, 1].
Thus
I(εc(t)) ≤ ε
2
2
∫
Ω
|∇c(t)|2 −
∫
Ω
F (εc(t)) ≤ −δ
4
λ2(Ω)ε
2 < 0.
3) By considering the paths −γ, c, and γ (in this order), we can join −w → −εϕ1 → εϕ1 → w with a
continuous curve along which I < 0. This implies the statement made in the lemma. 
Proof of Theorem 4.2. Assume that f satisfies (f1). Then I is of class C1 and from 3.1 it is standard to check
that I satisfies the Palais-Smale condition. This combined with Lemma 4.4 allows to apply the Mountain
Pass Theorem, and the cmp is critical for I. Since 0 > cmp ≥ inf{I(w) : ‖u−w‖ = ε} > m and ±w are the
unique signed solutions of (1.1), then any critical point achieving cmp is necessarily sign-changing.
Assume now that f satisfies (f2). Then the proof follows in the same way by replacing I and F by I˜ and
F˜ respectively, and using Corollary 3.3, Lemma 4.3 and Lemma 4.4. 
We proved the existence of at least one sign-changing solution. Let us define the least energy nodal level
as
cnod = inf{I(u) : u ∈ H10 (Ω) ∩ L∞(Ω), u± 6≡ 0, −∆u = f(u)}. (4.3)
Clearly
−∞ < m < cnod ≤ cmp < 0.
In the following we prove the existence of a least energy nodal solutions.
Theorem 4.6. Assume that f satisfies (A1)-(A2)-(A3’)-(A4). Then the level cnod is achieved. In particular,
m < cnod.
Proof. By Lemma 2.5, we know that every bounded solution u satisfies −w ≤ u ≤ w a.e. in Ω. Take a
minimizing sequence {un}:
u±n 6≡ 0, −∆un = f(un), I(un)→ cnod.
Thus ‖un‖∞ ≤ ‖w‖∞, and also ∆un is uniformly bounded in L∞(Ω)-norm. Hence, by standard elliptic
regularity theory, there exists u such that, up to a subsequence,
un → u in C1,α(Ω), with −∆u = f(u).
If u± 6≡ 0, then we are done. Suppose, by contradiction, that u− ≡ 0. Since cnod < 0, then necessarily
u+ 6≡ 0. We have f(u) ≥ 0: if (f1) is satisfied it is obvious, while in the case of (f2) it follows from the
fact that 0 ≤ u ≤ sf . So, by the maximum principle, u > 0 in Ω. In conclusion, u = w, the unique positive
solution of (1.1), is the C1,α(Ω)–limit of sign-changing functions which are zero on the boundary.
Assume Ω is a C1,1– domain. By Hopf’s lemma, ∂w∂ν < 0 on ∂Ω. Thus there exist ε, ε˜, δ > 0 such that
|∇w| ≥ 2ε ∀x : dist(x, ∂Ω) ≤ 2δ (4.4)
w ≥ 2ε˜ ∀x : dist(x, ∂Ω) ≥ 2δ (4.5)
and so, if un → u in C1,α(Ω), then for large n
|∇un| ≥ ε ∀x : dist(x, ∂Ω) ≤ 2δ (4.6)
un ≥ ε˜ ∀x : dist(x, ∂Ω) ≥ 2δ. (4.7)
If un is sign-changing, then since un = 0 on ∂Ω, necessarily un achieves a minimum on xn such that
0 < d(xn, ∂Ω) ≤ 2δ, and ∇un(xn) = 0, which is a contradiction. 
Remark 4.7. The proof of Theorem 4.6 strongly relies on regularity assumptions on the boundary of Ω. This
allow the use of Hopf’s lemma, used to prove that in a C1-neighborhood of the (unique) positive solution there
are no other solutions of the problem. One might wonder whether the result still holds true for a general
bounded domain with Lipschitz boundary. In the particular case of the nonlinearity f(s) = |s|p−1s with
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0 < p < 1, it is proved in [11] that the positive solution is isolated in L1-sense, but only for a certain range
of exponents which depends on the geometry of the boundary. If Ω is a C1-domain, they could prove that
the same result holds true for every p ∈ (0, 1). In these situations, this implies the existence of least-energy
nodal solutions.
5. A domain where cnod 6= cmp
Theorem 5.1. Suppose that f satisfies (A1), (A2) and that
lim
s→0
f(s)
s
> 0 (5.1)
and
lim
s→∞
f(s)
s
≤ 0. (5.2)
Then there exist domains such that cnod < cmp, which implies the existence of a least energy nodal solution
which is not of mountain pass type.
Remark 5.2. Observe that condition (5.2) implies that (A4) is satisfied for every domain Ω.
The rest of the section is devoted to the proof of this result. The domain for which cnod < cmp will be a
dumbbell with two sufficiently large balls connected by a tube of sufficiently small width.
Let B1 and B2 be disjoint open balls with common radius r > 1, which is chosen large enough so that
lim
s→0
f(s)
s
> λ1(B1) = λ1(B2). (5.3)
For δ ∈ (0, 1], let Ωδ be the dumbbell domain obtained by connecting the centers of B1 and B2 with a tube
of width δ ∈ (0, 1). Let Ω∗ be the convex hull of B1 and B2, which contains all the sets Ωδ, 0 < δ < 1 as well
as Ω0 := B1∪B2. By trivial extension, we will consider H10 (Ωδ) as a subspace of H10 (Ω∗) for every δ ∈ [0, 1),
and we consider the functional
I : H10 (Ω∗)→ R, I(u) =
{
1
2
∫
Ω∗ |∇u|2 −
∫
Ω∗ F (u) if F (u) ∈ L1(Ω∗),
+∞ if F (u) 6∈ L1(Ω∗).
Observe that f satisfies (A1)-(A4) for every domain Ωδ, δ ∈ [0, 1). If f satisfies condition (f1), recall that
I is of class C1 and I(u) = 12
∫
Ω∗
|∇u|2 − ∫
Ω∗
F (u) for every u ∈ H10 (Ω∗), while for (f2) we will rely on the
truncation I˜ introduced in Section 3.
Let wδ be the unique positive solution of (1.1) in Ωδ, which satisfies I(wδ) = m(Ωδ) for δ ∈ [0, 1).
Moreover, let w1 and w2 the positive solutions in B1 and B2 respectively, so that w2 is a mere translation
of w1 and w0 = w1 + w2. We also have that
m(Ω0) = I(w0) = I(w1) + I(w2) = 2I(w1) = 2m(B1).
Lemma 5.3. We have, as δ → 0+,
m(Ωδ)→ m(Ω0), and wδ → w0 strongly in H10 (Ω∗).
Proof. First of all, since w0 ∈ H10 (Ω0) ⊂ H10 (Ωδ) for δ ∈ (0, 1), we have that
m(Ωδ) ≤ I(w0) = m(Ω0) for δ ∈ [0, 1]. (5.4)
Assume first that f satisfies condition (f1). Then (5.2) implies the existence of C, ε > 0 such that
|F (s)| ≤ C + (1− ε)
2
λ1(Ω∗)s2 for every s ∈ R, (5.5)
which implies that
m(Ω0) ≥ I(wδ) ≥ 1
2
∫
Ω∗
|∇wδ|2 − 1− ε
2
λ1(Ω∗)
∫
Ω∗
w2δ − C|Ω∗| =
ε
2
∫
Ω∗
|∇wδ|2 − C|Ω∗|.
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Therefore, the functions wδ, δ ∈ [0, 1), are uniformly bounded in H10 (Ω∗) and there exists a function wˆ such
that, up to a subsequence, wδ ⇀ wˆ in H
1
0 (Ω∗) and pointwise a.e. in Ω. The latter pointwise convergence
implies that wˆ ≡ 0 a.e. in Ω∗ \ Ω0. Since Ω0 is a Lipschitz domain, then wˆ ∈ H10 (Ω0). Moreover, again by
(5.5) and by Lebesgue’s Dominated Convergence Theorem, we have∫
Ω
F (wδ)→
∫
Ω
F (wˆ) <∞
Combining this with (5.4) we have
m(Ω0) ≤ I(wˆ) ≤ lim inf
δ→0
I(wδ) ≤ lim sup
δ→0
I(wδ) ≤ m(Ω0).
Hence all inequalities are equalities. From this we deduce m(Ωδ)→ m(Ω0), wˆ = w0, and also the convergence∫
Ω∗
|∇wδ|2 dx→
∫
Ω∗
|∇w0|2 dx;
which combined with the weak convergence wδ ⇀ w0 in H
1
0 (Ω∗) yields
wδ → w0 strongly in H10 (Ω∗). (5.6)
Assume now that f satisfies condition (f2). Then we can repeat the previous argument simply replacing
F and I respectively by F˜ and I˜, recalling also that −sf ≤ wδ(x) ≤ sf for every x ∈ Ω, δ ∈ (0, 1). 
Let us now define
ε∗ := ‖w1‖H1(B1) = ‖w2‖H1(B2)
and W := w1 − w2 ∈ H10 (Ω0), which satisfies I(W ) = I(w0). Then we have that
‖wδ −W‖H1 → ‖w0 −W‖H1 = 2ε∗ as δ → 0. (5.7)
By Lemma 5.3 and (5.7), we may choose δ0 > 0 such that
‖wδ‖H1 > ε∗ and ‖wδ −W‖H1 > ε∗ for every δ < δ0. (5.8)
Lemma 5.4. Under the previous notations, there exists δ1 ∈ (0, δ0) and c > m(Ω0) such that
• If (f1) holds, then
I(v) ≥ c for every δ < δ1 and every v ∈ H10 (Ωδ) with ‖v − wδ‖H1 = ε∗. (5.9)
• If (f2) holds, then
I˜(v) ≥ c for every δ < δ1 and every v ∈ H10 (Ωδ) with ‖v − wδ‖H1 = ε∗. (5.10)
Proof. Assume f satisfies (f1); the other situation is analogous working with truncations. If (5.9) was not
true, there would exist a sequence δk → 0 and functions vk ∈ H10 (Ωδk) with ‖vk − wδk‖H1 = ε for all k and
I(vk)→ m(Ω0) as k →∞.
Since the sequence is bounded in H10 (Ω∗), one can extract a subsequence (still denoted by vk) such that
vk ⇀ v weakly in H
1
0 (Ω∗) and pointwise a.e. in Ω∗. As in the proof of Lemma 5.3, we then infer that
v ∈ H10 (Ω0), and, by the weak lower semicontinuity of I, that
I(v) ≤ lim inf
k→∞
I(vk) = m(Ω0).
By definition of m(Ω0), equality follows, and as before we then deduce that∫
Ω∗
|∇vk|2 dx→
∫
Ω∗
|∇v|2 dx as k →∞,
and vk → v strongly in H1(Ω∗). This together with Lemma 5.3 implies that
‖v − w0‖H1 = ε∗.
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On the other hand, since I(v) = m(Ω0), we have that either v = w0, v = −w0 or v = W , which implies that
either ‖v − w0‖H1 = 0, ‖v − w0‖H1 = 2‖w0‖H1 = 4ε∗ or ‖v − w0‖H1 = 2ε∗. Hence all cases are impossible,
which gives a contradiction. 
By the evenness of I, Lemma 5.3 also implies that
• If (f1) holds, then
I(v) ≥ c for every δ < δ1 and every v ∈ H10 (Ωδ) with ‖v + wδ‖H1 = ε∗. (5.11)
• If (f2) holds, then
I˜(v) ≥ c for every δ < δ1 and every v ∈ H10 (Ωδ) with ‖v + wδ‖H1 = ε∗. (5.12)
Conclusion of the proof of Theorem 5.1. Again, we do it only in case (f1), since for (f2) is analogous using
truncations. We now fix δ ∈ (0, δ1), and we prove the claim of the theorem for the domain Ωδ. For this we
define
Aδ := {v ∈ H10 (Ωδ) | ‖v ± wδ‖H1(Ωδ) > ε∗},
and we note that
inf
∂Aδ
I ≥ c (5.13)
by (5.9) and (5.11). Moreover, since ‖wδ‖H1 > ε∗ by (5.8), every path joining wδ and −wδ intersects ∂Aδ.
Consequently,
cmp ≥ c. (5.14)
On the other hand, since W ∈ Aδ by (5.8), we have
cˆ := inf
Aδ
I ≤ I(W ) = m(Ω0) < c. (5.15)
By (5.13), (5.15) and a standard application of Ekeland’s variational principle, we then find a sequence {vk}
in Aδ such that
I(vk)→ cˆ and ‖I ′(vk)‖H10 (Ωδ)∗ → 0.
Since the functional I|H10 (Ωδ) satisfies the Palais-Smale condition, it is possible to extract a subsequence –
still denoted by {vk} – such that vk → v in H10 (Ωδ). Therefore, I(v) = c1, which means that v is a local
minimizer of I|H10 (Ωδ). By construction, v is thus a nodal solution on Ωδ, so that
cnod ≤ cˆ < c ≤ cmp,
as claimed. 
Remark 5.5. A further sign changing solution can be found by applying the Mountain-Pass theorem to the
class of paths joining wδ with the solution v found in the previous theorem. Moreover, if, in addition, we
assume that f ∈ C1(R), then we can find two further sign changing critical points u1, u2, where
−wδ ≤ u1 ≤ v ≤ u2 ≤ wδ.
This follows by applying a suitable variant of the Mountain-Pass theorem in order intervals. Under somewhat
different assumptions, this Mountain-Pass theorem can be found e.g. in [24, Theorem 1.3]. The main
underlying tool needed in our setting is Lemma 6.3 ahead. For the sake of brevity, we omit the details.
6. Nodal solutions, Morse index and symmetry
Recall assumptions (A1)-(A4) from Section 2 and (A3′) from Section 4. Throughout this section we
assume in addition that f ∈ C1(R). In this case we can define the Morse index m(u) of a solution u of (1.1)
as the number of negative Dirichlet eigenvalues of the operator −∆− f ′(u) in Ω (counted with multiplicity).
We start with the following Morse index estimate for least energy nodal solutions.
Theorem 6.1. Assume that f satisfies (A1)-(A2)-(A3’)-(A4), and let u ∈ H10 (Ω) be a bounded nodal
solution of (1.1) with I(u) = cnod. Then m(u) ≤ 1.
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The proof of this theorem and other results in this section uses global compactness and invariance proper-
ties of an H1-gradient flow associated with the functional I in a suitable subspace of H10 (Ω). Under slightly
different assumptions, these invariance properties are derived in [3, Sections 3 and 7]. For matters of com-
pleteness, we include the derivation here under the present assumptions, essentially following the arguments
in [3] in our proof of Lemma 6.3 ahead.
We recall that w denotes the unique bounded positive solution of (1.1), and we fix κ > 0 with the property
that
t 7→ g(t) := f(t) + κt is strictly increasing in the interval [−‖w‖L∞ , ‖w‖L∞]. (6.1)
Within this section, we consider the equivalent scalar product
(u, v) 7→ 〈u, v〉H1 :=
∫
Ω
(
∇u · ∇v + κuv
)
dx
in H10 (Ω). Moreover, we consider the Banach space
C10 (Ω) := {u ∈ C1(Ω) : u
∣∣
∂Ω
≡ 0} ⊂ H10 (Ω),
equipped with the usual norm u 7→ ‖u‖C1 := ‖u‖L∞ + ‖∇u‖L∞ . We note that, since f ∈ C1(R), the
restriction of the functional I to the space C10 (Ω) is of class C
2. Moreover, for a function u ∈ C10 (Ω), the
gradient of I at u with respect to 〈·, ·〉H1 is given by u−K(u), where
K : C10 (Ω)→ C10 (Ω), K(u) = (−∆ + κ)−1g(u).
In other words, v = K(u) ∈ C10 (Ω) is the unique solution of the Dirichlet problem
−∆v + κv = g(u) in Ω, v = 0 on ∂Ω,
and we have
I ′(u)z =
∫
Ω
∇u∇z dx−
∫
Ω
f(u)z dx = 〈u−K(u), z〉H1 for u, z ∈ C10 (Ω). (6.2)
The following is a well known and straightforward consequence of classical elliptic estimates and the assump-
tion f ∈ C1(R).
Lemma 6.2. (i) K : C10 (Ω)→ C10 (Ω) is locally Lipschitz continuous.
(ii) If A ⊂ C10 (Ω) is bounded with respect to ‖ · ‖L∞(Ω), then K(A) is relatively compact in C10 (Ω).
Next, for u ∈ C10 (Ω), we let t 7→ ηt(u) be the unique solution of the initial value problem{
d
dt η
t(u) = K(ηt(u))− ηt(u)
η0(u) = u,
(6.3)
defined on [0, τm(u)), where τm(u) is the maximal time of existence. Moreover, for functions v1, v2 ∈ C10 (Ω),
we let
[v1, v2] := {ψ ∈ C10 (Ω) : v1 ≤ ψ ≤ v2 in Ω}
denote the order interval in C10 (Ω) spanned by v1 and v2. We need the following lemma.
Lemma 6.3. Let v1, v2 ∈ [−w,w] be solutions of (1.1) with v1 ≤ v2, and let u ∈ [v1, v2]. Then we have:
(i) τm(u) =∞.
(ii) ηt(u) ∈ [v1, v2] for all t ∈ [0,∞).
(iii) The map t 7→ I(ηt(u)) is nonincreasing in [0,∞). Moreover, if u is no solution of (1.1), then
I(ηt(u)) < I(u) for t > 0.
(iv) For any sequence of numbers tn ≥ 0 with tn → ∞ we have ηtn(u) → u∞ in C10 (Ω) after passing to
a subsequence, where u∞ ∈ [v1, v2] is a solution of (1.1).
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Proof. As mentioned above, we essentially follow arguments in [3]. Let C := [v1, v2]. Then C ⊂ C10 (Ω) is a
closed convex set. Moreover, K(C) ⊂ C. To see this, we let q ∈ C and v = K(q). Then z := v − v1 satisfies
−∆z + κz = g(q)− g(v1) = c(x)(q − v1) in Ω, z = 0 on ∂Ω, (6.4)
where c(x) =
∫ 1
0
g′((1 − s)v1(x) + sq(x))ds for x ∈ Ω. Since g ∈ C1(R) and v1, v2 are bounded, we have
c ∈ L∞(Ω). Moreover, c ≥ 0 in Ω as a consequence of (6.1), and q − v1 ≥ 0 in Ω. Multiplying (6.4) with
−z− = min{z, 0} ≤ 0 and integrating, we find that∫
Ω
(|∇z−|2 + κ|z−|2)dx ≤ 0
and therefore z− ≡ 0, i.e., v ≥ v1. Similarly, we see that v ≤ v2, and therefore v ∈ C.
Now let u ∈ C, and let O(u) := {ηt(u) : t ∈ [0, τm(u))} ⊂ C10 (Ω) denote the trajectory starting at u. Since
K(C) ⊂ C, a standard polygonal approximation of O(u) (see e.g. [19]) yields that O(u) ⊂ C. From this
and Lemma 6.2(ii), it follows that the set K(O(u)) is relatively compact in C10 (Ω). Next we note that, since
d
dt e
tηt(u) = etK(ηt(u)), we have
ηt(u) = e−t
(
u+
∫ t
0
esK(ηs(u)) ds
)
= e−tu+
∫ t
0
e−sK(ηt−s(u)) ds.
From this and the relative compactness of K(O(u)), we deduce that O(u) ⊂ C10 (Ω) is relatively compact as
well, and this implies, in particular, that τm(u) =∞. Next we note that, by (6.2),
d
dt
I(ηt(u)) = I ′(ηt(u))
(
K(ηt(u))− ηt(u)) = −‖K(ηt(u))− ηt(u)‖2H1 ≤ 0 for t ∈ [0,∞).
Consequently, the map t 7→ I(ηt(u)) is nonincreasing. Moreover, if u is no solution of (1.1), then we have
K(u) 6= u and therefore
d
dt
I(ηt(u)) = −‖K(ηt(u))− ηt(u)‖2H1 < 0 for sufficiently small t ≥ 0.
Consequently, I(ηt(u)) < I(u) for t > 0 in this case. Finally, since O(u) is relatively compact in C10 (Ω), we
have
cu := infO(u)
I > −∞.
Therefore, if (tn)n is a sequence of numbers tn ≥ 0 with tn →∞, we have lim
n→∞ I(η
tn(u)) = cu > −∞. Hence
there exists a further sequence (sn)n of numbers 0 ≤ sn ≤ tn with tn − sn → 0 as n→∞ and
d
dt
∣∣∣
t=sn
I(ηt(u)) = −‖K(ηsn(u))− ηsn(u)‖2H1 → 0 as n→∞. (6.5)
Moreover, by the relative compactness of O(u), we may pass to a subsequence, still denoted by (sn)n, with
the property that
ηsn(u)→ u∞ in C10 (Ω) as n→∞.
From this and (6.5), we deduce that K(u∞) = u∞, and thus u∞ ∈ C is a solution of (1.1). Moreover, by
the continuity of the flow η, we infer that
ηtn(u) = ηtn−sn(ηsn(u))→ u∞ as n→∞.
The proof is thus finished. 
Proof of Theorem 6.1 (completed). We first note that
−w < u < w in Ω and ∂w
∂ν
<
∂u
∂ν
< −∂w
∂ν
on ∂Ω.
This follows by applying the strong maximum principle and the Hopf boundary lemma to the functions
u± w. Consequently, we have
u ∈ int ([−w,w]), (6.6)
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where int ([−w,w]) denotes the interior of the set [−w,w] in C10 (Ω).
Arguing by contradiction, we now suppose that m(u) ≥ 2. Then there exists linearly independent eigen-
functions φ1, φ2 ∈ C10 (Ω) of the eigenvalue problem{
−∆φi − f ′(u)φi = µiφi in Ω
φi = 0 on ∂Ω
corresponding to eigenvalues λ1 < λ2 < 0. Moreover, we may assume that φ1 > 0 in Ω. From this we may
deduce that
I ′′(u)(v, v) < 0 for every v ∈ Y ,
where Y denotes the span of φ1 and φ2. Consequently, for ρ > 0 sufficiently small we have
I(z) < I(u) for every z ∈ Yρ,
where Yρ := {u+v : v ∈ Y : ‖v‖C1 = ρ}. Moreover, by (6.6) we can make ρ smaller if necessary to guarantee
that Yρ ⊂ [−w,w]. We now consider the sets
Y +ρ := {z ∈ Yρ : ηt(z) ∈ [0, w] for some t ≥ 0},
Y −ρ := {z ∈ Yρ : ηt(z) ∈ [−w, 0] for some t ≥ 0}.
Take ε > 0 small so that −w ≤ u − εφ1 < u < u + εφ1 ≤ w in Ω. We claim that z± := u ± εφ1 ∈ Y ±ρ .
Indeed, since z+ ∈ [u,w], Lemma 6.3 implies that
ηt(z+) ∈ [u,w] for all t > 0. (6.7)
Moreover, by Lemma 6.3(iv), there exists a solution w+ ∈ [u,w] of (1.1) and a sequence of numbers tn ≥ 0
with tn →∞ and ηtn(z+)→ w+ in C10 (Ω), which implies that
I(u) > I(z+) ≥ I(w+).
Since u is a least energy sign changing solution of (1.1), w+ may not change sign, and therefore w+ coincides
with w, the unique positive solution of (1.1). Since w > 0 in Ω and ∂w∂ν < 0 on ∂Ω, there exists an open
neighborhood of N of w in C10 (Ω) which only contains positive functions. By continuity of the flow η, we
thus infer that there exists t > 0 with ηt(z+) ∈ [u,w]∩N ⊂ [0, w], and therefore z+ ∈ Y +ρ . In the same way,
we see that z− ∈ Y −ρ . Moreover, the sets Y ±ρ are relatively open subsets of Yρ. Indeed, if z ∈ Y +ρ , a similar
argument as above shows that ηt(z) ∈ N for some t > 0. Since N is open and the map ηt(·) is continuous,
it follows that also ηt(z′) ∈ N ∩ [−w,w] ⊂ [0, w] for z′ sufficiently close to z in the C1-norm. Hence Y +ρ is
open, and similarly we see that Y −ρ is open. Next we claim that
Y +ρ ∩ Y −ρ = ∅. (6.8)
Suppose by contradiction that z ∈ Y +ρ ∩ Y −ρ . Since the sets [0, w] and [−w, 0] are flow invariant, there must
exist t > 0 with
ηt(z) ∈ [0, w] ∩ [−w, 0] = {0},
which contradicts the fact that
I(ηt(z)) ≤ I(z) < I(u) = cnod ≤ cmp < 0 = I(0)
by Theorem 4.2 and Lemma 6.3. Hence (6.8) is true. Since Yρ is a (two-dimensional) circle in Y and therefore
connected, it now follows that
Y 0ρ := Yρ \ (Y +ρ ∪ Y −ρ ) 6= ∅.
Let z ∈ Y 0ρ . By Lemma 6.3, we see that
ηt(z) ∈ [−w,w] for all t > 0, (6.9)
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and there exists a solution z∞ ∈ C10 (Ω) of (1.1) with −w ≤ z∞ ≤ w and a sequence of numbers tn ≥ 0 with
tn →∞ and ηtn(u)→ z∞ in C10 (Ω), which again implies that
I(u) > I(z) ≥ I(z∞).
Since u is a least energy sign changing solution of (1.1), z∞ may not change sign, and therefore we deduce
z∞ ∈ {±w}. However, similarly as above, we then would have ηt(z) ∈ N ∩ [−w,w] ⊂ [0, w] or ηt(z) ∈
−N ∩ [−w,w] ⊂ [−w, 0] for some t > 0, and therefore z ∈ Y +ρ ∪ Y −ρ . Contradiction. We thus have shown
that m(u) ≤ 1, as claimed. 
Theorem 6.4. Suppose that f satisfies (A1)-(A2)-(A3’)-(A4) and suppose there exists a nodal solution
u ∈ C10 (Ω) of (1.1) with I(u) = cnod and m(u) = 1 (we already know that m(u) ≤ 1).
Then u is of mountain pass type. More precisely, there exists a path
γ : [−1, 1]→ [−w,w] ⊂ C10 (Ω) with γ(±1) = ±w, γ(0) = u
and such that I ◦ γ is maximized precisely at 0. In particular, we have
cnod = cmp
in this case.
Proof. Let φ1 ∈ H10 (Ω) be the (up to normalization unique) positive Dirichlet eigenfunction of the operator
−∆− f ′(u) corresponding to its lowest eigenvalue, which is negative by assumption. We then fix ε ∈ (0, 1)
and define
γ0 : [−ε, ε]→ H10 (Ω), γ0(s) = u+ sφ1.
If ε > 0 is chosen sufficiently small, we have
I(γ0(s)) < I(u) = cnod for s ∈ [−ε, ε] \ {0}.
Moreover, since (6.6) holds for u by the same argument as in the proof of Theorem 6.1, we may also assume
that
−w ≤ u− εφ1 < u < u+ εφ1 ≤ w in Ω.
Let η be the flow defined in (6.3). By Lemma 6.3, ηt is well defined as a map [−w,w] → [−w,w] for every
t > 0. We claim that
ηt(u+ εφ1)→ w in C10 (Ω) as t→∞. (6.10)
Suppose by contradiction that this is not the case. Then there exists δ > 0 and a sequence of numbers tn ≥ 0
with tn → +∞ and
‖ηtn(u+ εφ1)− w‖C1 ≥ δ for all n ∈ N. (6.11)
By Lemma 6.3(iv) we have, after passing to a subsequence, ηtn(u+εφ1)→ u∞ as n→∞, where u∞ ∈ [u,w]
is a solution of (1.1) and
I(u∞) ≤ I(u+ εφ1) < I(u) = cnod < 0.
Hence u∞ 6= 0, and u∞ does not change sign. It then follows by Lemma 6.3(ii) that u∞ = w, which
contradicts (6.11). We thus have proved (6.10), and in the same way it follows that
ηt(u− εφ1)→ −w in C10 (Ω) as t→∞. (6.12)
Combining (6.10) and (6.12), we may thus define a continuous path γ : [−1, 1]→ H10 (Ω) by setting
γ(t) =

γ0(t), t ∈ [−ε, ε],
ητ−(t)(u+ εφ1), t ∈ (ε, 1),
w, t = 1,
ητ+(t)(u− εφ1), t ∈ (−1, ε),
− w, t = −1,
where τ±(t) =
1− ε
1± t − 1.
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By construction, γ has the asserted properties. 
In combination with a highly useful result by Aftalion and Pacella [1], Theorems 6.1 and 6.4 allow us to
derive more information in the case where Ω is a bounded radial domain, i.e., if Ω is a ball or an annulus
centered at zero. We need to recall the following definition. A function u defined on a radial domain is said
to be foliated Schwarz symmetric with respect to some unit vector e ∈ RN , |e| = 1, if u(x) only depends on
r = |x| and θ = arccos( x|x| · e), and u is nonincreasing in θ.
Theorem 6.5. If Ω is a bounded radial domain and f satisfies (A1)-(A2)-(A3’)-(A4), then we have the
following.
(i) cnod = cmp.
(ii) Every nodal solution of (1.1) satisfies m(u) ≥ 1.
(iii) Every nodal solution u with I(u) = cnod is of mountain pass type in the sense of Theorem 6.4.
Moreover, u is nonradial and foliated Schwarz symmetric with respect to some unit vector e ∈ RN
and u is strictly decreasing in the polar angle θ = arccos
(
x
|x| · e
)
.
Proof. We start by proving (ii). Suppose by contradiction that there exists a nodal solution u of (1.1) with
m(u) = 0. We consider cylinder coordinates in Ω, replacing x1, x2 by polar coordinates r, ϑ with x1 = r cosϑ,
x2 = r sinϑ, and leaving x
′ := (x3, . . . , xN ) unchanged. In these coordinates, we then have that
∆u =
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂ϑ2
+
N∑
i=3
∂2u
∂x2i
.
We now consider the angular derivative uϑ =
∂u
∂ϑ : Ω→ R, and we claim that
uϑ ≡ 0. (6.13)
Differentiating the equation −∆u = f(u) with respect to ϑ, we find that uϑ satisfies{−∆uϑ = f ′(u)uϑ in Ω,
uϑ = 0 on ∂Ω.
(6.14)
Suppose by contradiction that uϑ 6≡ 0. Then uϑ is a Dirichlet eigenfunction of −∆− f ′(u) corresponding to
the eigenvalue 0. Moreover, since u is 2pi-periodic in ϑ, uθ changes sign. This implies that the first Dirichlet
eigenvalue of −∆− f ′(u) is negative, which contradicts our assumption that m(u) = 0.
Hence (6.13) is satisfied, and it also holds true for an arbitrary rotation u˜ of the function u since u˜ satisfies
the same assumptions as u. Consequently, u is a radial sign changing solution of (1.1). However, then [1,
Theorem 1.1] implies that m(u) ≥ N + 1 > 0, which is a contradiction. We thus conclude that m(u) ≥ 1 for
every nodal solution u of (1.1), as claimed in (ii).
Next, let u ∈ C10 (Ω) be a nodal solution with I(u) = cnod (such a solution exists by Theorem 4.6). By (ii)
and Theorem 6.1, we have m(u) = 1, so (i) follows by Theorem 6.4. It also follows from Theorem 6.4 that
u is of mountain pass type. Moreover, by [1, Theorem 1.1], u is nonradial.
Next we prove that u is foliated Schwarz symmetric. Let x0 ∈ Ω \ {0} be chosen such that u(x0) =
max{u(x) : |x| = |x0|}. We put e := x0|x0| , and we consider the family He of all open halfspaces H in RN
with e ∈ H and 0 ∈ ∂H. For H ∈ He we let σH : RN → RN denote the reflection with respect to the
hyperplane ∂H. We claim the following:
For every H ∈ He, we have u ≥ u ◦ σH on H ∩ Ω. (6.15)
To prove this, we fix H ∈ He and recall that the polarization of u with respect to H is defined by
uH(x) =
{
max{u(x), u(σH(x))}, x ∈ Ω ∩H
min{u(x), u(σH(x))}, x ∈ Ω \H.
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It is well known (see e.g. [5]) that∫
Ω
|∇uH |2 dx =
∫
Ω
|∇u|2 dx and
∫
Ω
F (uH) dx =
∫
Ω
F (u) dx. (6.16)
By Theorem 6.5(iii), u is of mountain pass type, so there exists a path
γ : [−1, 1]→ [−w,w] ⊂ C10 (Ω) with γ(±1) = ±w, γ(0) = u
and such that I ◦ γ is maximized precisely at 0 with I(γ(0)) = I(u) = cnod. We then consider the polarized
path
γ∗ : [−1, 1]→ H10 (Ω) defined by γ∗(t) = [γ(t)]H .
Since ±w are radial functions, γ∗ inherits the property that γ∗(±1) = ±w. Moreover, by (6.16), I ◦ γ∗ is
also maximized precisely at 0 with I(γ∗(0)) = cnod. From this we now deduce that
uH = γ∗(0) is a solution of (1.1). (6.17)
Indeed, suppose by contradiction that this is not the case, and consider again the flow defined in (6.3). We
recall that, by Lemma 6.3, ηt is well defined as a map [−w,w] → [−w,w] for every t > 0. For fixed ε > 0,
we then consider the path
γε : [−1, 1]→ H10 (Ω) defined by γε(s) = ηε(γ∗(s)),
which then also satisfies γε(±1) = ±w. By definition of cmp and Theorem 6.5(i), we have that
max
s∈[−1,1]
I(γε(s)) ≥ cmp = cnod.
Let s0 ∈ [−1, 1] be chosen such that I(γε(s0)) ≥ cnod, which implies that
I(γ∗(s0)) ≥ I(γε(s0)) ≥ cnod. (6.18)
Since I ◦ γ∗ is maximized precisely at 0 with I ◦ γ∗(0) = cnod, it then follows that s0 = 0, and equality holds
in (6.18). From this we deduce – by definition of γ∗ and γε – that I(ηε(uH)) = I(uH). Consequently, by
Lemma 6.3(iii), uH is a solution of (1.1), as claimed in (6.17).
We thus infer that both u and uH are solutions of (1.1). Therefore z := uH − u is a nonnegative function
in Ω ∩H satisfying
−∆z = V (x)z in H ∩ Ω
with V ∈ L∞(Ω) defined by V (x) = ∫ 1
0
f ′(u(x) + tz(x)) dt. The strong maximum principle then implies that
either z ≡ 0 or z > 0 in H∩Ω. The second case is impossible since x0 ∈ H∩Ω and z(x0) = uH(x0)−u(x0) = 0
by the choice of x0. We therefore conclude that z ≡ 0, hence u = uH and (6.15) holds.
By continuity, (6.15) implies that u is symmetric with respect to every hyperplane containing e, so it is
axially symmetric with respect to the axis eR. Thus u(x) depends only on r = |x| and θ = arccos
(
x
|x| · e
)
.
Moreover, it also follows from (6.15) that u is nonincreasing in the polar angle θ. We thus conclude that u
is foliated Schwarz symmetric.
Finally, to show that u is strictly decreasing in the polar angle, we pass to cylinder coordinates again. For
this we assume, without loss of generality, that u is foliated Schwarz symmetric with respect to e = e1, the
first coordinate vector. Replacing x1, x2 by polar coordinates r, ϑ with x1 = r cosϑ, x2 = r sinϑ, we then
deduce from the foliated Schwarz symmetry that the angular derivative uϑ =
∂u
∂ϑ satisfies uϑ ≤ 0 in the half
domain HΩ := {x ∈ Ω : x2 > 0} and uϑ ≥ 0 in −HΩ. Moreover, uϑ solves the Dirichlet problem (6.14).
By the strong maximum principle, it follows that either uϑ ≡ 0 in HΩ or uϑ < 0 in HΩ. If uϑ ≡ 0 in HΩ, it
follows from the axial symmetry of u with respect to e1 that u is a radial function, which contradicts what
we have already proved. Hence uϑ < 0 in HΩ, and again it follows from the axial symmetry that u is strictly
decreasing in the polar angle θ = arccos
(
x
|x| · e1
)
.
The proof is finished. 
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7. The Allen-Cahn equation
In this section we provide additional information in the particular case of the Allen-Cahn equation:{
−∆u = λ(u− |u|p−1u)
u ∈ H10 (Ω)
(p > 1). (7.1)
From the previous sections, together with some additional standard computations, we have the following
information about positive and sign-changing bounded solutions (see for example [7, 8]):
(a) any bounded solution u of problem (7.1) satisfies ‖u‖∞ ≤ 1;
(b) there are no nontrivial bounded solutions for 0 ≤ λ ≤ λ1(Ω);
(c) given λ > λ1(Ω), there exists a unique bounded positive solution, which we denote by wλ.
(d) for λ ≤ λ2(Ω), there are no bounded sign-changing solutions.
(e) for λ > λ2(Ω) there exists at least one pair (u,−u) of bounded sign-changing solutions.
For each λ > λ2(Ω), denote by c
λ
nod and c
λ
mp respectively the least energy nodal level (4.3) and the
mountain pass level (4.2) associated to problem (7.1). Both levels are achieved; if Ω = B1, then they
coincide (recall Theorem 6.5), while there is a dumbbell-type domain domain where cλnod < c
λ
mp and there
are at least two pairs (u,−u) of sign-changing solutions (Theorem 5.1)).
Here we will provide further information for λ ∼ λ2(Ω): in particular, if |λ − λ2(Ω)| is sufficiently small
(by a quantity depending on the domain), then cλnod = c
λ
mp. After that we focus on the structure of the set
of nodal solutions: in the next subsection we treat the particular case when Ω is either a ball or an annulus
in RN , while the last subsection deals with the case of Ω being a square in dimension two.
Let us start by a general standard lemma.
Lemma 7.1. Let {uλ} ⊂ H10 (Ω) ∩ L∞(Ω) be a family of sign-changing solutions to (7.1) for λ ∼ λ2(Ω).
Then uλ → 0 in C1,α(Ω) as λ→ λ2(Ω).
Proof. Since −1 ≤ uλ ≤ 1, we immediately have uniform bounds in L∞(Ω)–norm for ∆uλ, and so uλ → u
in C1,α(Ω) (up to a subsequence), with −∆u = λ2(u − |u|p−1u). Thus u is signed, and reasoning as in the
final part of the proof of Theorem 4.6, we must have u ≡ 0. 
Theorem 7.2. There exists ε = ε(Ω) > 0 such that for λ ∈ (λ2(Ω), λ2(Ω) + ε) and u any sign-changing
solution u satisfies
m(u) ≥ 1.
In particular if u achieves cλnod then m(u) = 1 and
cλnod = c
λ
mp for λ ∈ (λ2(Ω), λ2(Ω) + ε).
Proof. Take a family of sign-changing solutions {uλ} for λ ∼ λ2(Ω). From the previous lemma, we know
that uλ → 0 in C1,α(Ω) as λ→ λ2(Ω)+. Define
Quλ(v) :=
∫
Ω
|∇v|2 − λ
∫
Ω
v2 + pλ
∫
Ω
|uλ|p−1v2.
and let ϕ1 be the positive L
2-normalized first eigenfunction of (∆, H10 (Ω)). Then
Quλ(ϕ1) = λ1(Ω)− λ+ pλ
∫
Ω
ϕ21|uλ|p−1 → λ1(Ω)− λ2(Ω) < 0.
Therefore m(uλ) ≥ 1 for λ ∼ λ2(Ω). This combined with Theorem 6.1 yields that m(uλ) = 1 if uλ is a least
energy nodal solution. From Theorem 6.4 we conclude that uλ is of mountain-pass type, and c
λ
nod = c
λ
mp. 
Remark 7.3. Observe that there is no contradiction between Theorem 7.2 and Theorem 5.1. While the
latter applied to 7.1 states that, given λ > 0, there exists a domain Ω such that cλnod < c
λ
mp, the former
theorem states that, given Ω, cλnod = c
λ
mp for λ ∼ λ2(Ω).
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Remark 7.4. We have proved that, for λ ∼ λ2(Ω), ϕ1 is a direction of negativity for the associated func-
tional. We have another direction of negativity, which is wλ (the unique positive solution):
Quλ(wλ) =
∫
Ω
|∇wλ|2 − λ
∫
Ω
w2λ + pλ
∫
Ω
w2λ|uλ|p−1
→
∫
Ω
|∇wλ2 |2 − λ2
∫
Ω
w2λ2 = −λ2
∫
Ω
wpλ2 < 0
as λ→ λ2(Ω).
7.1. The case of a bounded radial domain in any dimension, λ ∼ λ2(Ω). In this section, Ω is either
a ball or an annulus centered at the origin in RN , N ≥ 2.
Let E2 denote the eigenspace associated to the second eigenvalue in Ω, i.e.,
E2 = {u ∈ H10 (Ω) : −∆u = λ2u in Ω},
and let P2 : H
1
0 (Ω)→ E2 denote the projection map. We start by characterizing the elements of E2.
Given a direction e ∈ SN−1, we write
Ω = Ω+e ∪ Ω−e ∪ Γe,
with
Ω±e = {x ∈ Ω : ±x · e > 0}, Γe = {x ∈ Ω : x · e = 0}.
Lemma 7.5. Let Ω be either a ball or an annulus centered at the origin in RN , N ≥ 2. Let u 6≡ 0 be an
element of E2. Then u is odd symmetric with respect to a half space {x · e = 0} for some e ∈ SN−1, axially
symmetric with respect to Re, and moreover {u = 0} = Γe. In particular, λ2(Ω) = λ1(Ω+e ) = λ1(Ω−e ).
Proof. This result seems to be well known (at least in the case of the ball), but since we couldn’t find an
exact reference we give here a proof.
Let u ∈ E2\{0}. We claim there exists e ∈ SN−1 such that u is odd with respect to the hyperplane
{x · e = 0}, axially symmetric with respect to Re. If Ω is a ball and N = 2, this is a direct consequence of
[18, Theorem 1.2]. In the general case, by Theorem 5.1 in [5], we know that u is foliated Schwarz symmetric
with respect to some e ∈ SN−1. In particular, u is invariant under rotations around Re. Then, by [23,
Proposition 2.1], w is odd in the direction e.
As a consequence of the last paragraph, Γe ⊆ {w = 0}. So −∆w = λ2w in the half-domain Ω+e , and w = 0
on ∂Ω+e , which means that λ2(Ω) = λk(Ω
+
e ) for some k ∈ N. On the other hand, by taking the odd extension
of the first eigenfunction on Ω+e to the whole Ω, it follows that λ2(Ω) ≤ λ1(Ω+e ). Therefore λ2(Ω) = λ1(Ω+e )
and w|Ω+e is a first eigenfunction in Ω+e , and either w > 0 or w < 0 in Ω+e . In conclusion, Γe = {w = 0}. 
In Ω+e , for λ > λ1(Ω
+
e ) = λ2(Ω), take the unique positive solution w
+
e (λ) of −∆u = λ(u − u3), and,
similarly, define w−e (λ) on Ω
−
e . Observe that, by considering
we(λ) :=
{
w+e in Ω
+
e
−w−e in Ω−e
we obtain a sign-changing solution of (7.1) in the whole Ω, which converges in C1,α(Ω)–norm to 0 as
λ → λ2(Ω). Given e1, e2 ∈ SN−1 with e1 6= e2, we1(λ) is obtained from we2(λ) after a rotation around the
origin. Thus, we have a manifold of solutions bifurcating from (λ2, 0):
S = {(λ,we(λ)) : λ > λ2(Ω), e ∈ ∂B1(0)}.
The aim of this section is to prove that, for λ close to λ2(Ω), S describes all possible sign-changing solutions
of (7.1).
By combining Lemma 7.5 and [16] we see that, close to λ2(Ω), when restricted to the space {u ∈ H10 (Ω) :
u odd with respect to e}, all bounded sign-changing solutions belong to the C1-curve λ 7→ we(λ). The
following result completes the picture.
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Theorem 7.6. Let Ω be a ball or an annulus centered at the origin in RN (N ≥ 2). There exists ε = ε(Ω)
such that, if λ ∈ (λ2(Ω), λ2(Ω) + ε) and u a sign-changing solution of (7.1), then u and P2(u) have the same
symmetries, which means that u is odd symmetric with respect to a half space {x · e = 0} for some e ∈ SN−1,
axially symmetric with respect to Re, and {u = 0} = {x · e = 0}.
In particular, for λ ∈ (λ2(Ω), λ2(Ω) + ε), cλmp = cλnod and
u is a bounded sign-changing solution of (7.1) ⇐⇒ (λ, u) ∈ S.
We remark that, for more general equations than (7.1), the paper by Miyamoto [25] provides bifurcation
results for the case when Ω is a ball or an annulus in dimension 2. In particular, Theorem 7.6 for B1(0) ⊂ R2
is contained in [25, Theorem 3.5]. The proof of Theorem 7.6 does not rely on bifurcation results; instead we
adapt ideas from [9] to our context. We divide the proof in several lemmas.
Lemma 7.7 ([9, Lemma 3.1]). Let N ≥ 2. There exists δ > 0 such that if ‖a(x) − λ2(Ω)‖LN/2 < δ and
u ∈ H10 (Ω) solves −∆u = a(x)u in Ω, then either u ≡ 0 or P2u 6≡ 0.
Next observe that, given u a solution of −∆u = λ(u− |u|p−1u), then u˜ = u/‖u‖∞ solves
−∆u˜ = λu˜− λ‖u‖p−1∞ |u˜|p−1u˜. (7.2)
Denote by Br the H
1
0 –ball centered at 0 of radius r.
Lemma 7.8. There exists M, ε > 0 such that, if λ ∈ (λ2(Ω), λ2(Ω) + ε) and u ∈ H10 (Ω) is a sign-changing
solution of −∆u = λ(u− |u|p−1u), then
u
‖u‖∞ ∈ BM and P2
(
u
‖u‖∞
)
6∈ B1/M .
Proof. Suppose, in view of a contradiction, the existence of λn ↘ λ2(Ω) and un ∈ H10 (Ω) a sign-changing
solution of −∆un = λn(un − |un|p−1un) with
un
‖un‖∞ 6∈ Bn or P2
(
un
‖un‖∞
)
∈ B1/n. (7.3)
Define u˜n := un/‖un‖∞, which solves (7.2) with a bounded right-hand side. Then by combining elliptic
estimates with Lemma 7.1 we see that u˜n → u˜ in C1,α(Ω), with ‖u˜‖∞ = 1 and −∆u˜ = λ2(Ω)u˜. This
contradicts (7.3). 
Lemma 7.9. There exists ε > 0 such that, if λ ∈ (λ2(Ω), λ2(Ω) + ε), u, v ∈ H10 (Ω) are sign-changing
solutions of (7.1) with ‖u‖∞ = ‖v‖∞, then either u ≡ v or P2u 6≡ P2v.
Proof. Take λn → λ2(Ω), and let un, vn be solutions to (7.1) such that ‖un‖∞ = ‖vn‖∞. Let u˜n := un/‖un‖∞
and v˜n := vn/‖vn‖∞, which solve (7.2). By the previous lemma we have that, up to a subsequence,
u˜n ⇀ α 6= 0, v˜n ⇀ β 6= 0 weakly in H10 (Ω). (7.4)
Thus, since un, vn → 0 by Lemma 7.1, we have −∆α = λ2α, −∆β = λ2β, and the convergence in (7.4) is
actually strong. Using the fact that un, vn have the same L
∞ norm, we write
−∆(u˜n − v˜n) = λn(u˜n − v˜n) + λn‖vn‖p−1∞ |v˜n|p−1v˜n − λn‖un‖p−1∞ |u˜n|p−1u˜n
= λn(u˜n − v˜n + ‖un‖p−1∞ (|v˜n|p−1v˜n − |u˜n|p−1u˜n)) = an(x)(u˜n − v˜n),
for
an(x) := λn
(
1− ‖un‖p−1∞
|v˜n|p−1v˜n − |u˜n|p−1u˜n
v˜n − u˜n
)
Since ‖an(x) − λ2(Ω)‖∞ → 0, then by Lemma 7.7 either u˜n ≡ v˜n or P2u˜n 6≡ P2v˜n. The conclusion now
follows by using once again the fact that ‖un‖∞ = ‖vn‖∞. 
Lemma 7.10. Let ε > 0 be as in Lemma 7.9 and let λ ∈ (λ2(Ω), λ2(Ω) + ε). Let u ∈ H10 (Ω) ∩ L∞(Ω) be a
solution of (7.1) such that P2u 6= 0, and let T : H10 (Ω)→ H10 (Ω) be a linear map such that
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(i) T (E2) = E2, T (E
⊥
2 ) = E
⊥
2 ; T (P2u) = P2u;
(ii) Tu solves (7.1);
(iii) ‖Tu‖∞ = ‖u‖∞.
Then, Tu = u.
Proof. Consider the splitting H10 (Ω) = E2 ⊕ E⊥2 and observe that
P2(Tu)+PE⊥2 (Tu) = T (u) = T (P2u) + Tu.
In particular, by property (i), P2(Tu) = T (P2u) = P2u. Applying Lemma 7.9 to u, Tu (and using (ii)), we
deduce that Tu = u. 
Proof of Theorem 7.6. Take ε > 0 as in Lemma 7.9, and let u be a sign changing solution of (7.1) for
λ ∈ (λ2(Ω), λ2(Ω) + ε). Lemma 7.8 implies that α := P2u 6≡ 0. By Lemma 7.5, we know that α is odd with
respect to a certain direction, being even in all the other orthogonal directions. Suppose, without loss of
generality, that
α(−x1, x2, . . . , xN ) = −α(x1, x2, . . . , xN ),
α(x1, x2, . . . ,−xi, . . . , xN ) = α(x1, x2, . . . , xi, . . . , xN ), ∀i = 2, . . . , N.
Take the linear map
T : H10 (Ω)→ H10 (Ω), T v(x) := −v(−x1, x2, . . . , xN ),
which satisfies the conditions of Lemma 7.10. Thus Tu = u, that is, u is odd with respect to the same
direction of α. The fact that u is even with respect to all other orthogonal directions is analogous, working
this time with Tiv(x) := v(x1, x2, . . . ,−xi, . . . , xN ). 
7.2. The case of a square, λ ∼ λ2(Ω). In this part we investigate (7.1) in the particular case of p = 3,
namely
−∆v = λ(v − v3), v ∈ H10 (Ω), (7.5)
in the square Ω = (0, pi) × (0, pi). Observe that in this domain we are not in the situation of the previous
sections, where ∂Ω is supposed to be smooth. However, for λ ∼ λ2(Ω) we are able to completely characterize
the solution set, and in particular to determine the shape of the least energy nodal solution.
By means of the change of variables u = λ1/2v, we infer that (7.5) is equivalent to
−∆u = λu− u3, u ∈ H10 (Ω), (7.6)
and we keep the form (7.6) in order to take advantage of the results in [20]. In view of our purposes it is
essential to observe that the Morse indices of u and v are the same, for u = λ1/2v, when v solves (7.6).
Lemma 7.11. Let v be a solution of (7.6). Then u = λ1/2v solves (7.5), and u and v have the same Morse
index.
Proof. Indeed, since u = λ1/2v, the pair (φ, µ) solves ∆φ + λ(1 − 3v2)φ + µφ = 0 if, and only if, it solves
∆φ+ (λ− 3u2)φ+ µφ = 0. 
From the results in [20], for λ > λ2 and λ ∼ λ2, arising from bifurcation branches, (7.6) has exactly eight
nodal solutions, coming in four pairs (u,−u). In order to be more precise, let us first we recall that all the
second eigenfunctions φα(x, y) of the Laplacian in Ω, with
∫
Ω
φ2α =
pi2
4 , are
φα(x, y) = cos(α) sin(x) sin(2y) + sin(α) sin(2x) sin(y). (7.7)
We also introduce the eigenfunction
ψα(x, y) = sin(α) sin(x) sin(2y)− cos(α) sin(2x) sin(y), (7.8)
orthogonal to φα. Next we recall the following qualitative result from [20], see [20, Theorem 1.1] and some
remarks at [20, p. 3501], based on standard bifurcation analysis.
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Theorem 7.12 ([20, Theorem 1.1]). There exists ε > 0 and a neighborhood U of (λ2, 0) in R× C(Ω) such
that the set of all solutions of (7.6) in U can be described as the union of four C1–curves in R× C(Ω),
s ∈ (−ε, ε) 7→ (λi(s), ui(s)), i = 1, . . . , 4,
such that 
(λi(−s), ui(−s)) = (λi(s),−ui(s)),
λi(s) = λ2 + σis
2 + o(s2),
ui(s) = sφαi + o(s),
(7.9)
where α1 = 0, α2 = pi/4, α3 = pi/2, α4 = 3pi/4 and
σi =
9
16
for i = 1, 3, σi =
21
32
for i = 2, 4. (7.10)
Observe that these solutions are of two types. For α = 0, pi/2, their nodal set is respectively {x = pi/2}
and {y = pi/2}; we call these solutions of type M. For α = pi/4, 3pi/4, their nodal set is respectively {x = y}
and {y = pi − x}; we call these solutions of type D. Here we distinguish the least energy nodal solutions, by
counting the Morse indices of these solutions.
Theorem 7.13. For λ > λ2 and λ ∼ λ2, it holds:
a) Solutions of type M have Morse index one.
b) Solutions of type D have Morse index two.
c) Least energy nodal solutions of (7.6) are of type M.
Remark 7.14. Surprisingly, by replacing −u3 by u3 in (7.5), it is proved in [20, Theorem 1.1] that solutions
of type M have lower Morse index than solutions of type D, therefore the sign of the nonlinearity alters the
structure of the least energy nodal solution.
Proof of Theorem 7.13. Here, supported by Theorem 7.12, we compute the Morse indices of these solutions,
by mimicking the arguments in [20, Section 3], and also their energies.
We must compute the number of negative eigenvalues µ of
∆φ+ λφ− 3u2φ+ µφ = 0 in Ω, φ = 0 on ∂Ω.
Setting u = sφα + ψs, λ = λ2 + σs
2 with ψs = o(1) and
σ =
∫
φ4α
/∫
φ2α , (7.11)
we obtain
∆φ+ λ2φ+ s
2σφ− 3s2(φα + s2ψs)2φ+ µφ = 0 in Ω, φ = 0 on ∂Ω, (7.12)
where φ = φs and µ = µs and we normalize
∫
φ2s = pi
2/4. As s goes to zero, (φs, µs)→ (φ, µ) that solves
∆φ+ (λ2 + µ)φ = 0 in Ω, φ = 0 on ∂Ω,
whose set of eigenvalue is {λ1 − λ2, 0, λ3, . . .}, where λi are the eigenvalues of (∆, H10 (Ω). Therefore, for
s ∼ 0, the first eigenvalue µ of (7.12) is negative, and since λ2 has multiplicity two, there are two others
eigenvalues (counting their multiplicity) that are close to zero, and we must investigate their sign, and all the
others eigenvalues are positive. We denote these two eigenvalues by µ1,s and µ2,s, and let φ1,s and φ2,s be the
corresponding eigenfunctions, with
∫
φ1,sφ2,s = 0 and
∫
φ2i,s = pi
2/4 for i = 1, 2. Then φi,s → Aiφα +Biψα,
µi,s → 0 as s→ 0, for i = 1, 2, with
A2i +B
2
i = 1 and A1A2 +B1B2 = 0. (7.13)
Multiplying (7.12) by φα and integrating by parts we infer that
s2σ
∫
φi,sφα − 3s2
∫
(φα + s
2φs)
2φi,sφα + µi,s
∫
φi,sφα = 0.
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Then, dividing this equation by σs2
∫
φ2α and taking s→ 0, we obtain
Ai
(
−2 + 1
σ
lim
s→0
µi,s
s2
)
= 0, for i = 1, 2, (7.14)
since
∫
φ3αψα = 0 and σ
∫
φ2α =
∫
φ4α. Next, multiplying (7.12) by ψα and integrating by parts we infer that
s2σ
∫
φi,sψα − 3s2
∫
(φα + s
2φs)
2φi,sψα + µi,s
∫
φi,sψα = 0.
Then, dividing this equation by σs2
∫
ψ2α = σs
2
∫
φ2α = s
2
∫
φ4α and taking s → 0, since
∫
φ3αψα = 0, we
obtain
Bi
(
1− 3
∫
φ2αψ
2
α∫
φ4α
+
1
σ
lim
s→0
µi,s
s2
)
= 0, for i = 1, 2. (7.15)
On the other hand,∫
φ2α =
pi2
4
,
∫
φ4α =
3pi2
256
(13− cos(4α)) and 3
∫
φ2αψ
2
α =
3pi2
256
(13 + 3 cos(4α)). (7.16)
Then, from (7.14) and (7.15) we infer that
Ai
(
−2 + 16
9
lim
s→0
µi,s
s2
)
= 0 and Bi
(
−1
3
+
1
σ
lim
s→0
µi,s
s2
)
= 0
for i = 1, 2, and α = 0 or α =
pi
2
(7.17)
and 
Ai
(
−2 + 32
21
lim
s→0
µi,s
s2
)
= 0 and Bi
(
2
7
+
32
21
lim
s→0
µi,s
s2
)
= 0
for i = 1, 2, and α =
pi
4
or α =
3pi
4
.
(7.18)
From (7.17) we conclude that µ1,s > 0 and µ2,s > 0 for s ∼ 0, and so that the Morse index of u is one in
case that α = 0 or α = pi2 . On the other hand, from (7.18) we obtain that the product µ1,s · µ2,s is negative
for s ∼ 0, and so that the Morse index of u is two in case α = pi4 or α = 3pi4 . This proves (a) and (b).
To conclude, we show which branches correspond to least energy nodal solutions. Observe that, whenever
v is a bounded solution of (7.5), its energy can be written as
J(v) =
1
2
∫
Ω
(|∇v|2 − λv2) + λ
4
∫
Ω
v4 = −λ
4
∫
Ω
v4.
Therefore, using (7.9), for λ ∼ λ2(Ω) we see that
J(λ−1/2ui) ∼ − 1
4λ
(λ− λ2(Ω))2 1
σ2i
∫
Ω
φ4αi =
−
pi2
9 (λ− λ2(Ω))2/λ if i = 1, 3
− 2pi221 (λ− λ2(Ω))2/λ if i = 2, 4
,
which proves (c).

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