Abstract
Introduction
In practical engineering problems, not only the external excitations such as wind loading, seismic waves etc., demonstrate uncertainty, but also the structural parameters exhibit uncertainty. The uncertainty of structural parameters may have a strong influence on structural reliability. [1, 2] , therefore it is more reasonable to consider the variability of structural physical parameters in dynamic response analysis of structures.
The double random vibration analysis, i.e. the random vibration analysis of stochastic parameter structures subjected to random excitation, attracts much interest in researchers. In current literatures there are mainly three ways to tackle this problem. The first is Monte Carlo simulation method [1] . This method is robust and powerful in this aspect of structural analysis, but it is very time-consuming. The second is stochastic finite element method. Although the random eigen value problem, static analysis problem and structural stability problem, etc. can be solved efficiently with this method [2] , the stochastic finite method is haunted by the notorious secular term in random dynamic response analysis of structures. The third is orthogonal series expansion method [3] [4] [5] [6] in which the structural response is expanded as a set of orthogonal series and the corresponding numerical characteristics are given as analytical solution. Li [6] developed an order expanded system method by applying sequential orthogonal expansion to deal with double random vibration analysis. Some numerical examples indicate that orthogonal series expansion method avoids the secular term of perturbation methods and does not have to assume the variability of structural parameters to be small. However, the method is still very timeconsuming for large degree of freedom FE model. C.A. Schenk and H.J. Pradlwarter [7] [8] [9] developed a method to deal with dynamic stochastic response of FE models under non-stationary random excitation, non-zero mean, non-white, non-stationary Gaussian distributed excitation is represented by the well known K-L expansion. For the case where the stochastic loading is described by a finite set of deterministic K-L vectors, which in fact is considered in this paper, and to deal with double random vibration analysis. Then, the classic vibration analysis method can apply to the order-expanded equation, and the probabilistic in-formation of double random vibration problem can be obtained.
Method of analysis

Orthogonal polynomial expansion of double random vibration system
The dynamic equilibrium equation of stochastic structural system with n degrees of freedom can be written as [10] MẌ + CẊ + KX = P (t)
In which M, C and K are the values of mass, damping and stiffness matrices, respectively. P (t) is a n x 1 random excitation vector.Ẍ,Ẋ, X are n x 1 random acceleration, velocity and displacement vectors, respectively, whose uncertainty arise from both stochastic structural parameters and external excitation.
In which M 0 , C 0 and K 0 are the expected value of mass, damping and stiffness matrices, respectively. M j , C j and K j are the deviatoric components of mass, damping and stiffness matrices. ξ j denotes the random variable. N m , N k , N c are the number of the random variables in mass, damping and stiffness matrices, respectively.
In most of the practical engineering problems, it is rational to assume that the variability of external excitation and the variability of stochastic structural parameters are statistically independent of each other. According to the orthogonal polynomial expansion method, the response vectors in Eq. (1) can be decomposed in probability sub-space spanned by random variables ξ j as follows [10, 11] 
. . .
In which,
are n x 1 unknown random processes. ξ is random vector composed of the independed random variable ξ j . ς is the random vector denotes the uncertainty of external excitation which is composed of θ j ( j = 1,2. . . N a ) and explained in further detail below. R is the number of random variables of ξ j . H l j ξ j is a set of truncated orthogonal polynomials, whose types vary with the probability density function of stochastic structural parameters. Generally, Hermite polynomials are selected for Gaussian random variables, Legendre polynomials for uniform random variables, Laguerre polynomials for exponential random variables, Gegenbauer polynomials for λ -PDF random variables [12] etc. The most important properties of the orthogonal polynomials are their recurrence relationship and the orthogonality relationship in inner product space defined by the expectation operation with respect to random variables ξ j . The truncation number of polynomials for every random varialbe is N s (s = 1, 2, . . . , R), the sum of combination of the polynomials is
The order-expanded equations can be obtained by assembling these equations of sum of polynomials, and its dimension is
Where,
A M , A C and A K are N ×N deterministic order-expanded mass, damping and stiffness matrices, respectively.Ÿ,Ẏ and Y are unknown generalized response vectors with randomness derived from external excitation F (t), which is an order-expanded random load vector composed of the vectors
In which the superscript "T" represents the transposition of a matrix. Except for the first n-dimension vector, the other components of the generalized load vector are zero. The dynamic response of Eq. (8) can be solved by means of any classic vibration analysis methods, for the order-expanded matrices are deterministic. Because the order of the equation has been expanded, the method to reduce the computation load becomes a key problem to solve the equation, especially for double random vibration analysis.
Modeling of stochastic loading
The components of the vector of acceleration a(t) are frequently modeled as statistically independent stochastic processes defined as filtered white noise [8] . The force vector P (t) then can be define as
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Where I a is a displacement transformation matrix
Where Q f denotes a constant matrix , the filter follows the differential equatioṅ
In which,v, A f and b f denote the state vector, the system matrix and the distribution matrix of the filter. ω (t) denotes the white noise random process defined as follows
Where δ is the Dirac's delta function, and S 0 (t) = S 0 is the constant spectral density. Then, the covariance matrix Γ vv (t) can be obtained by the Lyapunov matrix differential equatioṅ
The covariance matrix Γ vv (t 1 , t 2 ) can be obtained by [9] 
In which Γ vv (t 2 , t 2 ) = Γ vv (t 2 ). Then, the covariance matrix Γ aa can be calculated by
Precise integration [13] iterative schemes can be derived to obtain Γ vv (t 1 , t 2 ). Because A f is a time-invariant matrix, its general solution can be given as
In which, Γ vv (t 0 )can be obtained by solving of Eq. (15) . The transfer matrix T
In which, ∆t is the time step size, and set a extremely small
Where, m is an arbitrary integer. It is suggested to select m = 2 N , in this paper, N = 20, m = 1048576. Because τ is extremely small time interval, its transfer matrix can be obtained by truncated Taylor expansion with high precision.
Let T a equal
The follow instruction is executed for N = 20 times
T can be obtained by the summation
Γ vv (t 1 , t 2 ) can be obtained by the follow equation and its symmetry characteristic:
Γ aa (t 1 , t 2 ) can be obtained by Eq. (17). The K_L expansion [14] is quite often used for modelling of stochastic loading process in recent years. A discrete, Gaussian, second-order stochastic process A a can be obtained after discretization of the corresponding continuous stochastic process a (t) with respect to time.
Where, N a denote the number of discrete time. Its K_L expansion 
Where Γ A is the covariance matrix of the discrete random process A a , and can be obtained by Eq. (16) after discretization the corresponding continuous stochastic process a (t) with respect to time. The Gaussian random variable θ j is defined as
The eigenvalues λ j decrease rather quickly with the increasing of j [9] , and this characteristic is used in this paper to reduce the computation workload by truncatioñ
The covariance of A a in any two discrete time t 1 and t 2 can be given by
In particular, the variance can be obtain by
The absolute mean square error by truncation is
The mean square relative error is
In this paper, the loading process is a non-stationary, Gaussian filtered noise process. Its power spectral density G aa (ω), corresponding to the revised Kanai-Tajimi filter described, approaches to zero for ω → 0. This behaviour describes an earthquake acceleration in more realistic way than traditionally used Kanai-Tajimi filter, because for the latter one finite displacements do exist after the excitation process has vanished, see e.g. [15] . In Eqs. (12), (13), it is assumed that
Where the time modulation function e (t) is assumed to be e (t) = e −at − e 3 Dynamic response analysis of random structures 3.1 Method for response analysis The external force loading vector in this paper, is presented by the K -L representation as stated above. In accordance to Eqs. (8) - (10) 
Where, P (0) (t) and P ( j) (t) denote the mean function and the j-th K -L vector of random force P (t), respectively. I a is a displacement transformation matrix [9] . M 0 is the structural mass matrix defined in Eq. (48). m a denotes the truncated quantity of K -L vectors, and it depends on the accuracy requirement referring to the error Eqs. (33) -(34). According to linear superposition principle, the response must have the same form as Eq. (40) [7] 
Where Y (0) (t) and Y ( j) (t) denote the mean function and the j-th K -L vector of displacement response, respectively. This can be done by solving Eq. (8) for every deterministic excitation K -L vector P ( j) (t) with any deterministic linear structure dynamic analysis algorithm. After the K -L vectors of displacement response are obtain, the covariance matrix of displacement Per. Pol. Civil Eng.
response can be obtained by
In particular
The probabilitic information of original structural response can be obtained in terms of the response of order-expanded system by utilizing the orthogonality relationship of orthogonal polynomials H l j ξ j . Taking the displacement response as an example, the expected vector is:
3 DOFs shear wall
In the following, the non-stationary stochastic response of a 3 DOFs shear wall with stochastic structural parameter, see Fig. 3 , will be analysed in order to demonstrate the feasibility of the proposed procedure. The dynamic equilibrium equation of stochastic structural system can be written as
In which, M, C and K are the values of mass, damping and stiffness matrices, respectively. Considering the mass matrices has stochastic parameter.
The form of M in Eq. (46) is
ξ 1 denotes the λ -PDF independent random variables as stated in [12] , λ = 2.5, and the variability coefficient is 0.187. In the Gegenbauer polynomial approximation, we took G The maximum of the response is captured very well, and it is important for structure reliability analysis.
Mean square value calculated by the proposed method with 160 K_L vectors is shown in Fig. 6 , and 'monte' stands for the result calculated by Monte Carlo method (1000 times). It verifies the feasibility of the proposed procedure, and the error is rather small, when the number of K_L vector is more than 160. In the following, another set of parameters are fixed as µ = 0.602, ν = q, 0, λ 1 = 4.2. The PDF of m 3 is shown in Fig. 4 as the abnormal distribution curve, while the variability coefficient is still set as 0.187.
The mean square values of response of the 3 floors are shown in Fig. 7 . It is shown that the magnitude of deviation of the 2 results calculated by different random structural parameters are cannot be ignored, especially at the peak of the mean square values, the relative error at peak of m3 is up to 18%. Therefore, wrong result may be obtained by treating all the random structure PDF as normal distribution in some situations. ratio µ 0 = 0.167, elasticity modulus E 0 = 2.0 x 10 4 , mass density ρ 0 = 2.5 x 10 3 kg / m 3 , damping ratio 0.05. The uncertainty of the elasticity modulus E is described as λ -PDF random variable and the probability density functions as shown in Fig. 4 with solidline as stated above and the variability coefficient is still 0.187. A 3-order polynomial approximation is used for the random variables. Number of 10, 30, 50, 80 K L vectors is used to obtain the displacement variance σ (t) of the top floor, Monte Carlo random simulation (1000 times) is employed to verify the feasibility, and 1000 times random simulation is done to get the displacement variance. The result is shown in Fig. 9 . According to the result, 80 K -L vectors are sufficient to obtain a good result for this 9 DOFs system. The same as the above simulation, the accuracy near the peak value is good, and only 30 K -L vectors can get a rather good result of the peek value. It is important for structural reliability calculation. If the number of K -L vectors less than 10, the result is not desirable. 
Conclusions
The presented development and the simulation work allow to draw the following conclusions:
• The proposed method is well adapted for the calculation of the non-stationary stochastic response of stochastic structure, and it avoids the problem of secular term appears in method of perturbation.
• Non-white, non-zero mean, non-stationary Gaussian distributed excitation is represented by the well known K -L expansion, which allows to describe any type of non-white Gaussian excitation, and by employing K -L orthogonal decomposition and stochastic structure orthogonal decomposition, an increase in efficiency is desirable.
• The procedure allows the use of well known deterministic integration algorithm for the solution of the expanded dynamic equation; hence the application of compound stochastic analysis in the engineering practice is greatly enhanced.
