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Resumo
A gesta˜o de ativos fixos e´ um processo de identificac¸a˜o, contabilizac¸a˜o e controlo do equi-
pamento a partir dos ativos de forma coordenada e integrada. Envolve as compras, log´ıstica e
contabilizac¸a˜o de todos os ativos fixos de uma empresa.
O objetivo deste estudo e´ construir um sistema de controlos e alertas para a detec¸a˜o de
desvios significativos referentes aos volumes dos ativos fixos, por loja, para cada uma das
ins´ıgnias do grupo SONAE. O estudo centrou-se em ativos fixos tang´ıveis etiqueta´veis, pois sa˜o
os que teˆm maior importaˆncia a n´ıvel de controlo nas lojas por serem alvo de auditorias. Os
dados utilizados na presente ana´lise sa˜o referentes a ativos fixos tang´ıveis, que permanecem no
patrimo´nio por um longo per´ıodo de tempo (superior a um ano). Os dados sa˜o referentes a`
ins´ıgnia Y.
A n´ıvel metodolo´gico, foram aplicadas ferramentas de data mining, mais concretamente o
clustering e a detec¸a˜o de outliers.
O me´todo de clustering tem como objetivo dividir as observac¸o˜es (as lojas) em grupos
homoge´neos, denominados clusters. A ana´lise de clusters e´ um procedimento da estat´ıstica
multivariada em que a classificac¸a˜o depende da medida de semelhanc¸a e do me´todo usado para
agrupar os dados. Os me´todos clustering podem ser hiera´rquicos ou na˜o hiera´rquicos.
Para a identificac¸a˜o de lojas at´ıpicas recorreu-se a diferentes metodologias de detec¸a˜o de
outliers. Usualmente, denomina-se por outliers as observac¸o˜es que diferem substancialmente
dos restantes elementos da amostra considerada. Neste trabalho, foram considerados me´todos
estat´ısticos, me´todos baseados na proximidade e me´todos baseados em clustering.
Com o objetivo de resolver este projeto foram abordados treˆs modelos, cada um devolvendo
uma lista de lojas outliers. De seguida, foi efetuada uma ana´lise comparativa das diferen-
tes abordagens a fim de identificar qual a mais adequada para o problema em questa˜o. Das
diferentes abordagens aplicadas a` base de dados, a que proporcionou melhores resultados foi
a abordagem mais completa ao n´ıvel das te´cnicas aplicadas. Nesta abordagem aplicou-se o
clustering, com o intuito de agrupar as lojas conforme o nu´mero de equipamentos e o seu va-
lor; posteriormente aplicaram-se a cada grupo te´cnicas de detec¸a˜o de outliers. Por fim, foram
v
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analisadas as lojas outliers. Estas lojas teˆm uma maior importaˆncia para o departamento de
“Gesta˜o de Ativos Fixos”, uma vez que sa˜o lojas que teˆm demasiados equipamentos para a sua
dimensa˜o.
Palavras-Chave: Ativos Fixos; Gesta˜o de Ativos; Data Mining; Clustering; Outliers.
Abstract
The management of fixed assets is a process of identification, accounting, and control of the
equipment from the enterprise assets in a coordinated and integrated way. It intends to involve
the purchases, logistics and accountings of all the fixed assets of the company.
The objective of this study is to create a system of control and alert for the detection
of significant deviations from the volumes of fixed assets, per store. The study focused on
labelled tangible assets, since they are the ones of most importance on a store mostly due to
the existence of periodic audits.
The data used in the present analysis refers to the tangible fixed assets, that usually remain
in store for a long period of time (over one year). The data refer to the Y insignia.
For this analysis, we applied data mining tools, more specifically clustering as also detection
of outliers.
Clustering has the objective of dividing the set of observations (the stores) into homogeneous
groups, called it clusters. Cluster analysis is a procedure of multivariate statistics, whose
classification depends only on the measure of similarity used to group the data. Clustering
methods are generally classified into hierarchical and non-hierarchical.
To finalize, the detection of outliers intended to return the stores whose number of equip-
ments are atypical by comparison with others. Outliers are data that seem to deviate signifi-
cantly from the remaining data of the sample. From a statistical point of view, we have used
methods, methods based on proximity and methods based on clustering. Three methods were
applied. Subsequently, a comparative analysis of the different approaches was carried out in
order to identify which one is most appropriate for the problem in question. From the different
approaches applied to the database, the one that provided better results corresponded to the
most complete methodology. In this approach, a clustering technique was applied, with the
objective of grouping the stores accordingly to the number of equipment and its value; af-
terwards, techiniques for outliers detection were applied within each group. The outlier stores
were finally analyzed; these stores have a large importance for the department of ”Fixed Assets
Management”since they have too many equipments for their size.
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Cap´ıtulo 1
Introduc¸a˜o
A maioria das empresas, sejam elas de maior ou menor dimensa˜o, deteˆm no seu ativo uma
parte correspondente a Ativos Fixos Tang´ıveis (AFT). Os ativos fixos tang´ıveis sa˜o recursos
que uma empresa dete´m, com cara´ter de permaneˆncia ou continuidade, na˜o se destinando a ser
vendidos ou transformados no decurso das suas atividades normais. Sa˜o ativos destinados a
serem utilizados na produc¸a˜o ou fornecimento de bens e servic¸os ou para fins administrativos.
Estes ativos esta˜o registados na conta 43 – ativos fixos tang´ıveis, do Sistema de Normalizac¸a˜o
Contabil´ıstica (SNC) [2]. O SNC veio revogar o POC, Plano Oficial de Contabilidade, e consiste
num conjunto de normas de contabilidade, relato financeiro e de normas interpretativas.
Por muito pequena que seja a quantidade detida de AFT, ela ira´ ter sempre uma im-
plicac¸a˜o direta nos resultados da organizac¸a˜o. Como tal, as deciso˜es de investimento e a gesta˜o
econo´mica de AFT sa˜o processos muito importantes dentro de uma organizac¸a˜o, dado os im-
pactos que teˆm na rentabilidade presente e futura da empresa. Por essa raza˜o, o processo de
gesta˜o de AFT deve ser ta˜o valorizado como qualquer outro.
Este trabalho surge na sequeˆncia de um esta´gio curricular do Mestrado em Engenharia
Matema´tica que decorreu na empresa SONAE, no departamento de “Gesta˜o de Ativos Fixos”,
com a durac¸a˜o de seis meses. Esse departamento e´ constitu´ıdo por quatro equipas que esta˜o
interligadas.
Figura 1.1: Representac¸a˜o do enquadramento das equipas.
1
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Na equipa da Capitalizac¸a˜o a missa˜o e´ garantir de forma eficiente a capitalizac¸a˜o dos ativos
fixos disponibilizando informac¸a˜o rigorosa e atempada, nomeadamente quando o equipamento
esta´ instalado ou pronto a ser colocado em servic¸o, o ativo deve ser capitalizado no sistema SAP
- consiste num Sistema Integrado de Gesta˜o Empresarial - depois de se reunir toda a faturac¸a˜o
referente ao ativo.
Caso tenha que ser dada a baixa de um ativo ou, enta˜o, caso esse tenha que ser vendido ou
transferido, o responsa´vel pelo local, ou seja o gerente de loja, onde o ativo se encontra deve
reportar essa informac¸a˜o a` equipa da Movimentac¸a˜o.
A equipa da Inventariac¸a˜o e´ a equipa que faz a auditoria e o inventa´rio a`s lojas, isto e´
verifica se os ativos esta˜o la´ e no caso de haver novos equipamentos coloca a etiqueta corres-
pondente a cada ativo. A equipa de inventariac¸a˜o tera´ de ir a` loja num curto per´ıodo de tempo
quando a loja sofre uma abertura, encerramento, remodelac¸a˜o, transfereˆncia ou uma pequena
intervenc¸a˜o.
Por u´ltimo, a equipa Desenvolvimento, controlo e report tem a missa˜o de promover a
eficieˆncia administrativa e o controlo interno relacionados com a gesta˜o de ativos fixos, assegu-
rando os desenvolvimentos necessa´rios e o suporte aplicacional e garantindo acompanhamento
e o envolvimento de todas as equipas da ”Gesta˜o de Ativos Fixos”.
O objetivo do estudo consiste em implementar modelos de controlo e de alertas para a
detec¸a˜o de desvios significativos do volume de ativos fixos. Pretendem-se identificar as lojas
cujo nu´mero de equipamentos, por metro quadrado, e´ at´ıpico.
Os modelos focaram-se nos equipamentos etiqueta´veis contidos nos equipamentos ba´sicos,
isto e´ ma´quinas, ferramentas, equipamentos de decorac¸a˜o e outros bens com os quais se realiza
a extrac¸a˜o, transformac¸a˜o e elaborac¸a˜o dos produtos ou a prestac¸a˜o dos servic¸os, pois sa˜o
equipamentos de foco numa auditoria, ou seja, sa˜o equipamentos de controlo.
A elaborac¸a˜o dos modelos baseou-se em treˆs abordagens, todas integradas na a´rea de data
mining.
Os dois objetivos das te´cnicas de data mining na pra´tica sa˜o a previsa˜o e a descric¸a˜o. A
previsa˜o envolve o uso de algumas varia´veis ou campos da base de dados para prever valores
desconhecidos ou futuros de varia´veis de interesse. A descric¸a˜o consiste em encontrar padro˜es
que descrevem os dados.
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Figura 1.2: Tarefas de data mining. [27]
Na literatura [14], as tarefas que aparecem associadas ao data mining sa˜o: classificac¸a˜o,
regressa˜o, sumariac¸a˜o, associac¸a˜o ou dependeˆncia, clustering e detec¸a˜o de outliers.
As ferramentas de data mining aplicadas no trabalho presente foram o clustering e a detec¸a˜o
de outliers.
O clustering, ou tambe´m segmentac¸a˜o, e´ um me´todo de segmentac¸a˜o de dados que partilham
tendeˆncias e padro˜es semelhantes. O clustering tem como objetivo dividir as observac¸o˜es em
grupos - os clusters. De um modo geral no clustering as va´rias observac¸o˜es que possu´ırem uma
maior semelhanc¸a ficam no mesmo cluster e aquelas que apresentam maiores disparidades ficam
em clusters distintos.
A ana´lise classificato´ria de clustering divide-se, genericamente, em dois conjuntos de me´todos:
os me´todos hiera´rquicos e os me´todos na˜o hiera´rquicos.
De seguida, aplicaram-se te´cnicas de detec¸a˜o de outliers, com o intuito de retornar as lojas
cujo nu´mero e valor dos equipamentos fossem muito elevados ou muito reduzidos, comparado
com as demais. As te´cnicas aplicadas a` base de dadas sa˜o te´cnicas na˜o supervisionadas, que
se dividem em: te´cnicas baseadas em me´todos estat´ısticos, te´cnicas baseadas em clustering e
te´cnicas baseadas na proximidade.
Por fim, foram analisadas as lojas outliers retornadas pelas treˆs abordagens. Estas lojas
teˆm uma maior importaˆncia para o departamento de “Gesta˜o de Ativos Fixos”. As equipas
analisam as lojas outliers de forma a perceberem quais as razo˜es destas conterem muitos/poucos
equipamentos.
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1.1 Estrutura da dissertac¸a˜o
A presente dissertac¸a˜o encontra-se subdividida em 5 cap´ıtulos. No primeiro, descreve-se
o problema em estudo e as metodologias estat´ısticas usadas na sua resoluc¸a˜o. No segundo,
encontram-se explanados os diversos me´todos de clustering, bem como as medidas de seme-
lhanc¸a e a avaliac¸a˜o dos clusters. No cap´ıtulo 3 e´ apresentado o tema da detec¸a˜o de outliers,
iniciando-se com a definic¸a˜o e identificac¸a˜o dos diversos tipos de outliers, bem como as prin-
cipais abordagens existentes nesta a´rea. O resultado da aplicac¸a˜o dos me´todos selecionados
sobre o conjunto de dados criado e´ apresentado no cap´ıtulo 4. Por fim, sa˜o apresentadas as
concluso˜es obtidas ao trabalho desenvolvido e ainda no cap´ıtulo 5, sa˜o sugeridas outras poss´ıveis
abordagens.
Cap´ıtulo 2
Clustering
Das tarefas de data mining destaca-se o clustering, que permite encontrar subconjuntos
de dados semelhantes entre si. Esta tarefa vai de encontro ao problema abordado na tese de
agrupar lojas em cada ins´ıgnia de acordo com caracter´ısticas comuns quanto aos seus ativos
fixos.
Os me´todos de clustering sa˜o u´teis para agrupar os dados, onde estes grupos sa˜o denomina-
dos por clusters. Os clusters na˜o sa˜o conhecidos previamente. De um modo geral no clustering
as va´rias observac¸o˜es sa˜o ‘comparadas’ e aquelas que possu´ırem uma maior semelhanc¸a ficam
no mesmo cluster e aquelas que apresentam maiores disparidades ficam em clusters diferentes,
como mostra a figura 2.1Exemplo da aplicac¸a˜o da te´cnica clustering. figure.caption.11. Um
bom me´todo de agrupamento forma grupos cuja semelhanc¸a entre elementos no mesmo grupo
e´ elevada e a semelhanc¸a entre elementos de grupos diferentes e´ reduzida.
Figura 2.1: Exemplo da aplicac¸a˜o da te´cnica clustering.
Note-se que ao aplicar o clustering pode-se considerar dois casos extremos: cada observac¸a˜o
ser um cluster ou todas as observac¸o˜es formarem apenas um cluster.
A ana´lise classificativa divide-se, genericamente, em dois conjuntos: os me´todos hiera´rquicos
e os me´todos na˜o hiera´rquicos.
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Figura 2.2: Taxonomia de clustering.
O me´todo hiera´rquico consiste numa se´rie de sucessivas fuso˜es ou sucessivas diviso˜es dos
elementos, onde os elementos sa˜o agregados ou desagregados, respetivamente.
O algoritmo do me´todo na˜o hiera´rquico, isto e´, clusterizac¸a˜o por particionamento e´ frequente
definir a` partida o nu´mero K de clusters que se pretende criar, onde K e´ definido pelo utilizador.
O objetivo sera´ determinar a classificac¸a˜o das n observac¸o˜es em K classes que otimize algum
crite´rio de homogeneidade interna e heterogeneidade externa.
Note-se que os algoritmos de agrupamento na˜o sa˜o determin´ısticos, o que significa que ao
usar diferentes condic¸o˜es iniciais obteˆm-se resultados muito diferentes. A ana´lise de agrupa-
mento pode, portanto, conduzir a va´rios conjuntos de clusters. Algumas das limitac¸o˜es deste
tipo de ana´lise devem-se ao facto de: na˜o detetar o nu´mero de clusters existentes por natu-
reza na amostra; na˜o indicar o melhor particionamento; nem sempre criar grupos facilmente
identifica´veis e de dimensa˜o razoa´vel; e na˜o ter em considerac¸a˜o as relac¸o˜es existentes entre as
varia´veis.
Uma definic¸a˜o mais formal de clustering dada por Hruschka et al., em 2013. Considere-se
um conjunto de n observac¸o˜es, X = x1, x2, ..., xn, onde cada xi ∈ Rp e´ um vetor de atributos
constitu´ıdos por p medidas reais. Pretende-se agrupar as observac¸o˜es em K clusters disjuntos,
C = c1, c2, ..., cK , de forma a respeitar as seguintes condic¸o˜es [10]:
1. c1 ∪ c2 ∪ ... ∪ cK = X;
2. ci 6= ∅; e
3. ci ∩ cj = ∅, com i 6= j.
Realc¸a-se que, por essas condic¸o˜es, uma observac¸a˜o na˜o pode pertencer a mais de um cluster
(grupos disjuntos) e que cada cluster tem que ter pelo menos uma observac¸a˜o.
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2.0.1 Medidas de semelhanc¸a
Um conceito muito importante e muito utilizado em data mining e´ a noc¸a˜o de semelhanc¸a.
Goldschmidt e Passos, em 2015, afirmam que ”uma vez que o conjunto de dados pode ser
interpretado como um conjunto de pontos num espac¸o K-dimensional, o conceito de semelhanc¸a
entre dois pontos pode ser traduzido como a distaˆncia entre esses pontos” [15]. A medida de
semelhanc¸a e´ crucial para a construc¸a˜o de um cluster, pois, se dois padro˜es sa˜o semelhantes de
acordo com algum crite´rio utilizado, enta˜o sera˜o agrupados no mesmo cluster, caso contra´rio,
sera˜o agrupados em clusters distintos.
O conceito de distaˆncia e´ formalizado como sendo, E o conjunto de pontos e x, y e z
elementos quaisquer de E. A distaˆncia entre um par de pontos de E e´ uma func¸a˜o dist :
E × E −→ R+0 , que verifica as seguintes propriedades [15]:
1. dist(x, y) > 0, positividade;
2. dist(x, x) = 0;
3. dist(x, y) = dist(y, x), simetria; e
4. dist(x, y) 6 dist(x, z) + dist(y, z), desigualdade triangular.
As distaˆncias mais utilizadas no estudo de uma base de dados com varia´veis quantitativas
sa˜o:
1. Distaˆncia Euclidiana
dist(x, y) =
√√√√ n∑
i=1
(xi − yi)2; (2.1)
2. Distaˆncia de Manhattan:
dist(x, y) =
n∑
i=1
| xi − yi |; e (2.2)
3. Distaˆncia de Chebychev:
dist(x, y) = max | xi − yi |, (2.3)
onde xi e yi sa˜o as coordenadas dos pontos x e y, respetivamente, e n e´ a quantidade de
coordenadas de cada ponto.
A distaˆncia utilizada nos me´todos usados para a elaborac¸a˜o dos modelos alarmı´sticos e´ a
distaˆncia Euclidiana , devido a ser uma das distaˆncias mais comuns e mais simples.
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2.0.2 Me´todo hiera´rquico
Os me´todos hiera´rquicos englobam te´cnicas que apresentam os dados sob a forma de uma
hierarquia. Existem dois me´todos para criar uma hierarquia: hiera´rquicos aglomerativos e
hiera´rquicos divisivos.
O me´todo hiera´rquico aglomerativo constro´i uma hierarquia de baixo para cima, isto e´,
considera-se n clusters, onde n e´ o nu´mero de observac¸o˜es, cada par de clusters e´ interativamente
fundido num novo, decrescendo o nu´mero de clusters na ordem de um.
O me´todo hiera´rquico divisivo consiste em construir uma hierarquia de cima para baixo,
isto e´, partir de um u´nico cluster, englobando todas as n observac¸o˜es, e iniciar um processo de
subdiviso˜es sucessivas.
A selec¸a˜o do par de clusters que deve ser associado (nos aglomerativos) ou do cluster que
deve ser separado (nos divisivos) e´ feita pelo valor da func¸a˜o objetivo obtida pelo agrupamento
ou pela divisa˜o.
Os resultados dos me´todos hiera´rquicos sa˜o geralmente apresentados em dendogramas, onde
representa as relac¸o˜es entre os clusters e a ordem pela qual os clusters foram fundidos (me´todos
aglomerativos) ou divididos (me´todos divisivos).
Figura 2.3: Exemplo de um dendograma. A direc¸a˜o de agrupamento do me´todo divisivo e´ oposta ao
do me´todo aglomerativo. Dois clusters sa˜o obtidos cortando o dendograma a um n´ıvel apropriado. [37]
Me´todo hiera´rquico aglomerativo
Os me´todos hiera´rquicos aglomerativos sa˜o, geralmente, mais utilizados do que os me´todos
divisivos [29].
A ideia ba´sica do algoritmo do me´todo hiera´rquico aglomerativo e´ bastante simples, uma
abordagem de baixo para cima. O algoritmo comec¸a com n clusters, cada um deles contendo
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uma observac¸a˜o dos dados originais. Para cada par de clusters, a distaˆncia (ou semelhanc¸a)
entre eles e´ calculada, de acordo com uma determinada medida de distaˆncia. Isso produz uma
matriz de distaˆncias n× n, cuja ce´lula (i, j) conte´m o valor da distaˆncia entre os clusters i e j.
Em seguida, o algoritmo funde o par mais pro´ximo de clusters, e uma nova matriz de distaˆncias
(n− 1)× (n− 1) e´ formada. Esse processo e´ executado iterativamente ate´ que haja apenas um
cluster, contendo todas as observac¸o˜es do conjunto de dados original.
As principais medidas de proximidade usadas nos me´todos hiera´rquicos aglomerativos, para
determinar quais os grupos a serem fundidos, sa˜o [26]:
• Ligac¸a˜o simples funde grupos baseados na distaˆncia mı´nima entre dois grupos (fi-
gura 2.4Diferentes formas de ligac¸a˜o para agrupamento hiera´rquico. (a)Ligac¸a˜o simples,
(b)Ligac¸a˜o completa e (c)Ligac¸a˜o me´dia. [26] figure.caption.15, portanto a distaˆncia entre
os clusters R e Q e´ definida por:
dS(R,Q) = mini∈R,j∈Q dist(i, j), (2.4)
onde dist(i, j) e´ a distaˆncia entre a i-e´sima e a j-e´sima observac¸a˜o.
• Ligac¸a˜o completa agrupa baseado na distaˆncia ma´xima entre dois grupos, ver figura
2.4Diferentes formas de ligac¸a˜o para agrupamento hiera´rquico. (a)Ligac¸a˜o simples, (b)Ligac¸a˜o
completa e (c)Ligac¸a˜o me´dia. [26] figure.caption.15. Em outras palavras, a distaˆncia entre
os clusters R e Q e´ definida por:
dC(R,Q) = maxi∈R,j∈Q dist(i, j). (2.5)
• Ligac¸a˜o me´dia agrupa com base na distaˆncia me´dia de todas as observac¸o˜es de um
grupo a todas as observac¸o˜es num outro, ver figura 2.4Diferentes formas de ligac¸a˜o para
agrupamento hiera´rquico. (a)Ligac¸a˜o simples, (b)Ligac¸a˜o completa e (c)Ligac¸a˜o me´dia.
[26] figure.caption.15. A distaˆncia da ligac¸a˜o me´dia e´ definida pela seguinte expressa˜o:
dA(R,Q) =
1
|R||Q|
∑
i∈R,j∈Q
dist(i, j) (2.6)
onde |R| e´ o nu´mero de observac¸o˜es no cluster R.
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Figura 2.4: Diferentes formas de ligac¸a˜o para agrupamento hiera´rquico. (a)Ligac¸a˜o simples, (b)Ligac¸a˜o
completa e (c)Ligac¸a˜o me´dia. [26]
• Me´todo de Ward e´ dos me´todos mais utilizados nos me´todos hiera´rquicos aglomerativos;
inicia-se com n clusters, cada um contendo uma observac¸a˜o, e determina-se a soma dos
erros quadrados, Js, para estabelecer os pro´ximos dois grupos a fundir em cada etapa
do algoritmo. A soma dos erros quadrados, Js, e´ definida (para dados multivariados)
por [26]:
Js =
K∑
i=1
ni∑
j=1
‖ xij − xi ‖2, (2.7)
onde xij e´ a j-e´sima observac¸a˜o no i-e´simo cluster, xi e´ a me´dia da amostra para o i-e´simo
cluster com ni observac¸o˜es.
• Me´todo de centro´ide: a distaˆncia entre os grupos e´ a distaˆncia entre os seus centro´ides,
que sa˜o os valores me´dios das observac¸o˜es em relac¸a˜o a`s varia´veis. Cada vez que as
observac¸o˜es sa˜o agrupadas, um novo centro´ide e´ calculado. Tanto este me´todo quanto o
de Ward exigem a distaˆncia euclidiana. O me´todo de centro´ide e´ definido pela seguinte
expressa˜o:
dc(R,Q) = dist(xR, xD), (2.8)
com xR =
∑
i∈R
nR
e xD =
∑
i∈D
nD
.
Input:
D: base de dados que conte´m n observac¸o˜es.
Output:
Obte´m-se um u´nico cluster, formado a partir da matriz de semelhanc¸a.
O algoritmo geral para o agrupamento hiera´rquico aglomerativo e´ o seguinte:
1. Inicia com n grupos, cada um com uma u´nica observac¸a˜o;
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2. Calcula a matriz sime´trica de ordem n da distaˆncia entre as observac¸o˜es i e j, distij;
distn×n =

dist11 dist12 ... dist1n
... ... ... ...
distn1 distn2 ... distnn
 ; (2.9)
3. Funde os grupos com a distaˆncia menor, formado assim (RQ), onde R e Q sa˜o grupos;
4. Atualiza a matriz de semelhanc¸a entre o novo cluster e todos os restantes; e
5. Repete o passo 2, N − 1 vezes, ate´ se obter um u´nico cluster.
2.0.3 Me´todo na˜o hiera´rquico
Em contraste com o me´todo hiera´rquico, que gera clusters numa se´rie de sucessivas fuso˜es
ou sucessivas diviso˜es, o me´todo na˜o hiera´rquico produz uma partic¸a˜o num nu´mero fixo de
classes. Mais especificamente, dado um conjunto de pontos da base de dados xj ∈ Rp, j =
1, ..., n, os algoritmos de clustering particional teˆm como objetivo organiza´-los em K clusters
c1, ..., cK enquanto maximizam ou minimizam uma func¸a˜o de crite´rio pre´-especificada. Uma
dessas func¸o˜es de crite´rio e´ a soma dos erros quadrados, Js que e´ dada pela expressa˜o 2.8Me´todo
hiera´rquico aglomerativoequation.2.8.
A partic¸a˜o que minimiza o crite´rio da soma dos erros quadrados e´ considerada o´tima e e´
chamada de partic¸a˜o da variaˆncia mı´nima. Este crite´rio e´ apropriado para os clusters com-
pactos e bem separados. No entanto, o crite´rio pode ser sens´ıvel a` existeˆncia de outliers e,
consequentemente, pode dividir incorretamente um grande cluster em pequenos, como refere
Duda et al., em 2001, [9]. Os algoritmos que se destacam nos me´todos na˜o hiera´rquicos sa˜o os
K-me´dias e os K-medo´ides.
Me´todo K-Me´dias
O me´todo K-me´dias foi aplicado por James MacQueen, em 1967. Este me´todo e´ dos mais
populares no clustering, e´ muito usado na a´rea cientifica e na industrial. Este algoritmo e´ usado
para particionar a base de dados, onde K e´ a quantidade de centro´ides (pontos centrais dos
cluters) que sera˜o criados e ajudara˜o a encontrar a similaridade dos dados.
Note-se que os clusters sa˜o gerados dependendo da semente (centros iniciais do clusters),
o algoritmo gera diferentes clusters, e pre´-especificando as sementes torna o algoritmo mais
ra´pido e podera´ retornar uma boa soluc¸a˜o.
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O algoritmo K-me´dias comec¸a com uma partic¸a˜o inicial das observac¸o˜es em K grupos, com
as suas sementes geradas aleatoriamente. Iterativamente a partic¸a˜o e´ modificada de forma a
minimizar a distaˆncia de cada observac¸a˜o ao centro´ide a que pertence. Esse passo gera uma
nova partic¸a˜o em que a soma das distaˆncias tende a ser menor comparando com a partic¸a˜o
gerada anteriormente. O passo de gerar a partic¸a˜o de forma a reduzir a soma da distaˆncia e´
repetido ate´ que o valor seja pro´ximo do nulo.
Como foi referido anteriormente, o objetivo e´ minimizar a variaˆncia em cada cluster, ou
seja, as observac¸o˜es em cada cluster precisam de estar pro´ximas. Para tal aplica-se a soma dos
erros quadrados dada pela expressa˜o 2.8Me´todo hiera´rquico aglomerativoequation.2.8.
Input:
D: base de dados que conte´m n observac¸o˜es;
K: nu´mero de clusters a formar.
Output:
Um conjunto de K clusters, que minimiza a soma das medidas de dissemelhanc¸a de cada
observac¸a˜o para o cento´ide mais pro´ximo.
O algoritmo K-me´dias exige a pre´-fixac¸a˜o dos crite´rios e, usualmente, o procedimento segue
os seguintes passos [11]:
1. Seleciona as observac¸o˜es em K grupos iniciais;
2. Recalcula cada observac¸a˜o no grupo cujo centro´ide esteja mais pro´ximo;
3. O centro´ide e´ recalculado para o grupo que recebeu nova observac¸a˜o e para o grupo que
perdeu alguma; e
4. Repete o passo 2 ate´ que na˜o restem mais realocac¸o˜es a serem feitas.
Basicamente, define-se a distaˆncia Euclidiana para determinar o cluster a que pertence cada
observac¸a˜o. Compara-se a distaˆncia entre um dos clusters, ci, e um ponto da base de dados,
xK , que pertence ao cluster mais pro´ximo:
lK(xK) = arg mindist(xK − ci), (2.10)
onde lK e´ a classe do ponto xK . O algoritmo K-me´dias tenta encontrar um conjunto de centros
dos clusters, de forma a que o erro total seja mı´nimo.
Note-se que o nu´mero de iterac¸o˜es necessa´rias pode variar numa ampla faixa de algumas
a milhares dependendo do nu´mero de observac¸o˜es, do nu´mero de clusters e da base de dados.
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O me´todo K-me´dias pode ser computacionalmente muito intensivo, dependendo do nu´mero de
varia´veis na base de dados.
Me´todo K-Medo´ides
O me´todo K-medo´ides na˜o e´ muito distinto do me´todo K-me´dias, a diferenc¸a esta´ na
representac¸a˜o dos centros dos clusters, ou seja, em vez de utilizar o centro´ide, este me´todo usa
o medo´ide. Um medo´ide de um determinado agrupamento pode ser definido como a observac¸a˜o
do grupo, cuja soma das distaˆncias a todas as observac¸o˜es do mesmo grupo seja mı´nima, ou
seja, e´ um ponto mais centralmente localizado no cluster. As observac¸o˜es, na˜o medo´ides, sa˜o
atribu´ıdas ao cluster cujo medo´ide e´ mais pro´ximo. Como foi referido anteriormente, o objetivo
e´ minimizar a variaˆncia em cada cluster, ou seja, as observac¸o˜es em cada cluster precisam de
estar pro´ximas. Para tal aplica-se a soma dos erros quadrados dada pela expressa˜o 2.8Me´todo
hiera´rquico aglomerativoequation.2.8. O objetivo em cada iterac¸a˜o e´ reduzir o valor de Js.
O algoritmo funciona do seguinte modo: determina a priori K clusters para n observac¸o˜es
definindo, arbitrariamente, um medo´ide representativo para cada cluster. Cada observac¸a˜o e´
atribu´ıda ao medo´ide mais semelhante, ou seja, e´ atribu´ıdo ao medo´ide mais pro´ximo. Os
medo´ides sa˜o substitu´ıdos iterativamente por um dos na˜o medo´ides desde que a qualidade da
partic¸a˜o seja melhorada, isto e´, o valor de Js, soma dos erros quadrados, seja reduzido em
comparac¸a˜o com a iterac¸a˜o anterior. Entre os algoritmos da famı´lia dos me´todos K-medo´ides
destaca-se o algoritmo de partic¸a˜o em torno dos medo´ides - PAM [5].
Input:
D: base de dados que conte´m n observac¸o˜es;
K: nu´mero de clusters a formar.
Output:
Um conjunto de K clusters, que minimiza a soma das medidas de dissemelhanc¸a de cada
observac¸a˜o ao medo´ide mais pro´ximo.
O algoritmo de K-medo´ides segue os seguintes passos [11]:
1. Seleciona K observac¸o˜es em D, como medo´ides;
2. Atribui cada observac¸a˜o na˜o medo´ide ao cluster que conte´m o medo´ide mais pro´ximo;
3. Seleciona, aleatoriamente, uma observac¸a˜o na˜o medo´ide Orandom;
4. Calcula o custo total, S, da troca de Oi com Orandom, onde S= custo total atual -
custo total anterior;
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5. Se S < 0, enta˜o troca Oi com Orandom, formando um novo conjunto de K-medo´ide; e
6. Repete 2 ate´ que na˜o ocorra troca de medo´ides.
A` semelhanc¸a do K-me´dias, a construc¸a˜o dos clusters no K-medo´ides e´ diferente conforme
a semente (medo´ide inicial do cluster) usada. Uma das primeiras vantagens do K-medo´ides
referenciada por Kaufman e Rousseeuw, em 1990, e´ determinar os medo´ides iniciais de forma
mais sofisticada. O esforc¸o adicional na fase de inicializac¸a˜o e´ contrastado por menores esforc¸os
computacionais durante a atualizac¸a˜o dos medo´ides [5].
Note-se que o me´todoK-medo´ides na˜o e´ ta˜o sens´ıvel a outliers como o me´todoK-me´dias. No
entanto, o grande nu´mero de comparac¸o˜es entre pares leva a maiores esforc¸os computacionais
e fraca escala. Uma desvantagem, a` semelhanc¸a com o me´todo K-me´dias, e´ o facto destes
me´todos necessitarem do nu´mero K de clusters a formar ser indicado antecipadamente pelo
utilizador.
2.1 Avaliac¸a˜o dos clusters
Em termos gerais, existem treˆs abordagens para avaliar os resultados de um processo de
clustering: crite´rios externos, crite´rios internos e crite´rios relativos.
Crite´rios externos: consistem em avaliar resultados do algoritmo de cluster baseado numa
estrutura pre´-especificada, que e´ imposta na base de dados e reflete a intuic¸a˜o sobre a estrutura
do agrupamento das observac¸o˜es.
Crite´rios internos: os resultados do algoritmo de cluster sa˜o avaliados em termos de
quantificac¸o˜es que envolvem os vetores do pro´prio conjunto de dados (por exemplo, a matriz
das distaˆncias).
Crite´rios relativos: teˆm como objetivo encontrar o melhor agrupamento que o algoritmo
pode obter sob certas suposic¸o˜es e valores para os paraˆmetros. O caso mais comum para o
ı´ndice de avaliac¸a˜o relativo e´ selecionar o melhor algoritmo de clustering a partir do conjunto
de resultados obtidos usando diferentes paraˆmetros.
As duas primeiras abordagens sa˜o baseadas em testes estat´ısticos. Os ı´ndices relaciona-
dos com essas abordagens teˆm o objetivo de medir se o resultado confirma a hipo´tese pre´-
especificada.
Nesta secc¸a˜o sa˜o abordados dois ı´ndices de avaliac¸a˜o dos grupos, o coeficiente de correlac¸a˜o
cofene´tica [34] e a largura me´dia da silhueta [31]. Essas medidas, avaliam o resultado do
agrupamento por meio de crite´rios internos.
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2.1.1 Coeficiente de Correlac¸a˜o Cofene´tica
O Coeficiente de Correlac¸a˜o Cofene´tica (CCC), apresentado por Farris, em 1969, e´ uma me-
dida de validac¸a˜o para me´todos hiera´rquicos. O CCC e´ usado para medir o grau de ajuste entre
a matriz de semelhanc¸a original (matriz D) e a matriz resultante da simplificac¸a˜o proporcionada
pelo me´todo de clustering hiera´rquico (matriz C) [34].
O CCC e´ definido como a correlac¸a˜o entre as similaridades originais em M = N(N−1)
2
pares,
onde N e´ o nu´mero de observac¸o˜es da base de dados. A semelhanc¸a cofene´tica, cij, entre dois
vetores i e j e´ a distaˆncia em que os dois vetores sa˜o fundidos no mesmo conjunto. A distaˆncia,
com base no clustering, e´ calculada pela expressa˜o 2.1Medidas de semelhanc¸aequation.2.1.
O coeficiente de correlac¸a˜o cofene´tica e´ dado pela seguinte expressa˜o:
CCC =|
(
1
M
∑N−1
i=1
∑N
j=i+1 d
p
ijcij − µpµc
)
√[
( 1
M
)
∑N−1
i=1
∑N
j=i+1(d
p
ij)
2 − µ2p
]√[
( 1
M
)
∑N−1
i=1
∑N
j=i+1(cij)
2 − µ2c
] |, (2.11)
onde µp e µc sa˜o as me´dias dos elementos das matrizes de semelhanc¸a originais e as matrizes
cofene´ticas, respetivamente, enquanto dpij e cij e´ os (i, j)-e´simos elementos das matrizes de
semelhanc¸a originais e das matrizes cofene´ticas, respetivamente. A concordaˆncia entre os dados
de entrada e o dendrograma esta´ pro´xima se o valor do ı´ndice estiver perto de 1. Um valor alto
para CCC e´ considerado como uma medida de classificac¸a˜o bem-sucedida.
2.1.2 Largura me´dia da silhueta
O gra´fico da silhueta e´ uma te´cnica que foi proposta por Rousseeuw, em 1986, para avaliar
particionamentos. A silhueta de um cluster reflete a qualidade da alocac¸a˜o das observac¸o˜es no
cluster [31]. Isso pode ser considerado uma medida composta de homogeneidade e separac¸a˜o
de clusters. As parcelas da silhueta fornecem uma representac¸a˜o gra´fica de forma a ser poss´ıvel
observar se os clusters sa˜o compactos em comparac¸a˜o com outros.
Para construir o gra´fico da silhueta e´ necessa´rio ter uma partic¸a˜o dos dados (obtida por
exemplo da aplicac¸a˜o de uma te´cnica de clustering) e a distaˆncia entre as observac¸o˜es. Cada
observac¸a˜o xi e´ representada por um valor s(xi) chamado de silhueta, que e´ baseado na com-
parac¸a˜o da ’consisteˆncia’ e na ’separac¸a˜o’ de cada cluster.
Seja xi qualquer observac¸a˜o do conjunto de dados, e denomina-se por A o cluster ao qual foi
atribu´ıda. Quando o cluster A estiver conclu´ıdo, calcula-se pela seguinte expressa˜o a semelhanc¸a
me´dia a(xi) da observac¸a˜o xi em relac¸a˜o a`s restantes observac¸o˜es em A:
a(xi) =
1
nA − 1
∑
j∈A,j 6=i
dist(xi, xj) (2.12)
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onde nA representa o total de observac¸o˜es contidas no cluster A e dist(xi, xj) e´ a medida de
semelhanc¸a entre as observac¸o˜es xi e xj.
Considera-se qualquer conjunto C, em que C 6= A, e calcula-se dist(xi, C), tal que a medida
de semelhanc¸a me´dia de xi, para todas as observac¸o˜es de C, e´ dado por:
dist(xi, C) =
1
nC
∑
j∈C
dist(xi, xj), (2.13)
onde nC representa o total de observac¸o˜es contidas no cluster C. Depois de calcular dist(xi, C)
para todos os clusters C, seleciona-se o menor desses nu´meros e denota-se por:
b(xi) = min{dist(xi, C),∀C 6= A}. (2.14)
O cluster B para o qual este mı´nimo e´ atingido (isto e´, d(xi, B) = b(xi)) chama-se o vizinho
da observac¸a˜o xi.
Figura 2.5: Representac¸a˜o dos elementos envolvidos no calculo de s(xi), onde a observac¸a˜o xi pertence
ao cluster A. [31]
O valor da silhueta da observac¸a˜o xi e´ calculado por:
s(xi) =
b(xi)− a(xi)
max{a(xi), b(xi)} , (2.15)
em que −1 ≤ s(xi) ≤ 1 para cada observac¸a˜o xi e pode ser interpretado da seguinte forma:
s(xi) ' 1, a observac¸a˜o xi esta´ bem classificada no cluster A; s(xi) ' 0, a observac¸a˜o xi esta´
entre os clusters A e B; e s(xi) ' −1, a observac¸a˜o xi mal classificada no cluster A e mais
pro´xima do cluster B, quanto mais pro´ximo de 1 melhor e´ a qualidade da partic¸a˜o.
As silhuetas sa˜o mostradas como barras horizontais. Cada observac¸a˜o tem uma silhueta,
onde silhuetas largas indicam uma forte semelhanc¸a entre as observac¸o˜es dentro do cluster e
fraca semelhanc¸a entre as observac¸o˜es de outros clusters. Silhuetas negativas sugerem uma ma´
alocac¸a˜o de uma observac¸a˜o no cluster, isto e´, um cluster com uma silhueta negativa e´ mais
semelhante a observac¸o˜es de outros clusters do que a observac¸o˜es do seu pro´prio cluster.
Os valores me´dios da silhueta podem ser interpretados como se segue na tabela 2.1Valores
me´dios da silhueta. [31] table.caption.19:
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s(xi) Descric¸a˜o
0.71-1.00 Estrutura forte.
0.51-0.70 Estrutura razoa´vel.
0.26-0.50 Estrutura fraca.
6 0.25 Estrutura substancial.
Tabela 2.1: Valores me´dios da silhueta. [31]
Note-se que se pode usar a silhueta para determinar qual o melhor nu´mero de clusters a
formar na base de dados.
18
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
Cap´ıtulo 3
Detec¸a˜o de outliers
Um outlier e´ um ponto da base de dados que e´ significativamente diferente dos restantes.
Hawkins, em 1980, definiu outlier do seguinte modo: ”Um outlier e´ uma observac¸a˜o que se
desvia das restantes observac¸o˜es, parecendo que foram geradas por um mecanismo diferente”
[18].
Ramasmawy et al., em 2000, definem que ”Um outlier e´ uma observac¸a˜o ou um ponto que
e´ consideravelmente diferente ou inconsistente quando comparando com as restantes” [28].
Figura 3.1: Um exemplo simples de outliers num conjunto de dados bidimensionais. [7]
Os outliers podem aparecer isolados das demais observac¸o˜es ou como um conjunto pequeno
de pontos, distantes da grande maioria das observac¸o˜es, como se pode observar na figura 3.1Um
exemplo simples de outliers num conjunto de dados bidimensionais. [7] figure.caption.20, onde
os outliers correspondem aos pontos o1, o2 e ao conjunto O3.
Muitos me´todos de data mining eliminam os outliers como sendo ru´ıdos ou excec¸o˜es. No
entanto, em algumas aplicac¸o˜es, como por exemplo a detec¸a˜o de fraudes, os valores extremos
podem ter mais importaˆncia do que os restantes valores.
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Na maioria das aplicac¸o˜es, os dados sa˜o concebidos por um ou mais processos geradores, que
podem refletir a atividade no sistema. Quando o processo de gerac¸a˜o se comporta de maneira
incomum, surgem os outliers. Portanto, um outlier geralmente conte´m informac¸o˜es u´teis sobre
caracter´ısticas anormais da atividade no sistema. O reconhecimento de tais caracter´ısticas inco-
muns fornece conhecimentos u´teis para aplicac¸o˜es espec´ıficas. A t´ıtulo de curiosidade seguem-se
os seguintes exemplos de aplicabilidade da detec¸a˜o de outliers [7]:
• Sistemas de detec¸a˜o de intrusa˜o (IDS): sa˜o utilizados em ambientes corporativos,
assim como em redes locais, dependendo do modelo aplicado. A funcionalidade principal
e´ reforc¸ar como uma segunda defesa a` invasa˜o, atuando posteriormente a` constatac¸a˜o da
intrusa˜o no sistema.
• Detec¸a˜o de fraude: refere-se a` detec¸a˜o de atividades criminosas que ocorrem em orga-
nizac¸o˜es comerciais, tais como bancos, empresas de carta˜o de cre´dito, ageˆncias de seguros,
entre outras. Os usua´rios mal-intencionados podem ser os clientes reais ou podem-se fa-
zer passar por clientes. A fraude ocorre quando esses usua´rios consomem os recursos
fornecidos pela organizac¸a˜o de forma na˜o autorizada.
• Diagno´stico me´dico: em muitas aplicac¸o˜es me´dicas, os dados sa˜o recolhidos de uma
variedade de dispositivos, como exames de ressonaˆncia magne´tica, exames de tomografia
por emissa˜o de positro˜es (PET) ou se´ries de tempo de eletrocardiograma (ECG). Padro˜es
incomuns em tais dados refletem condic¸o˜es de doenc¸a.
• Cieˆncias da Terra: uma quantidade significativa de dados espaciotemporais sobre
padro˜es clima´ticos, mudanc¸as clima´ticas ou padro˜es de cobertura de terra e´ retirada
atrave´s de uma variedade de mecanismos, como sate´lites ou sensoriamente remoto. As
anomalias nesses dados fornecem percec¸o˜es significativas sobre tendeˆncias humanas ou
tendeˆncias ambientais, que podem ter causado tais anomalias.
Em todas estas aplicac¸o˜es, os dados teˆm um modelo ’normal’ e os outliers sa˜o reconhecidos
como desvios deste modelo.
3.1 Tipos de outliers
Um aspeto importante das te´cnicas de detec¸a˜o de outliers e´ a natureza da anomalia. Chan-
dola et al., em 2009, classificam os outliers em treˆs categorias [7]: outliers pontuais, outliers
contextuais e outliers coletivos.
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Outliers pontuais: se uma observac¸a˜o dos dados e´ considerada ano´mala em relac¸a˜o a`s
restantes, enta˜o a observac¸a˜o e´ denominada por ponto distinto. Este e´ o tipo mais simples de
outliers e e´ o foco da maioria das pesquisas sobre a detec¸a˜o de outliers. Por exemplo, na figura
3.1Um exemplo simples de outliers num conjunto de dados bidimensionais. [7] figure.caption.20,
os pontos o1 e o2, assim como os pontos na regia˜o O3, esta˜o fora do limite das regio˜es ’normais’
e, portanto, sa˜o pontos distintos, uma vez que sa˜o diferentes dos restantes pontos. Um exemplo
real e´ a detec¸a˜o de fraudes dos carto˜es de cre´dito.
Outliers contextuais: se uma observac¸a˜o dos dados e´ aberrante num contexto espec´ıfico,
mas na˜o de outra forma, enta˜o e´ denominada como sendo um outlier contextual. A noc¸a˜o de
contexto e´ induzida pela estrutura da base de dados e deve ser especificada como parte da
formulac¸a˜o do problema. Uma observac¸a˜o pode ser um outlier contextual num dado contexto,
mas uma observac¸a˜o ideˆntica pode ser considerada ’normal’ num contexto diferente. A figura
3.2Representac¸a˜o de um outlier contextual em t2 numa se´rie temporal de temperaturas. [7]
figure.caption.21 representa um exemplo para uma se´rie temporal de temperaturas que mostra
a temperatura mensal numa a´rea ao longo dos u´ltimos anos. Uma temperatura de 5oC pode
ser normal durante o inverno (no tempo t1), mas o mesmo valor durante o meˆs de junho (no
tempo t2) seria um outlier.
Figura 3.2: Representac¸a˜o de um outlier contextual em t2 numa se´rie temporal de temperaturas. [7]
Outliers coletivos: um subconjunto de dados forma um outlier coletivo se o subconjunto se
desviar dos restantes dados. A figura 3.3Representac¸a˜o de um outlier coletivo correspondente a
uma contrac¸a˜o prematura atrial numa sa´ıda de eletrocardiograma humano. [7] figure.caption.22
e´ um exemplo que mostra uma sa´ıda de eletrocardiograma humano. A regia˜o realc¸ada indica
um valor at´ıpico porque o mesmo valor baixo existe para um tempo, anormalmente, longo.
22
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
Figura 3.3: Representac¸a˜o de um outlier coletivo correspondente a uma contrac¸a˜o prematura atrial
numa sa´ıda de eletrocardiograma humano. [7]
As te´cnicas usadas para detetar outliers coletivos sa˜o muito diferentes das te´cnicas de
detec¸a˜o de outliers pontuais e contextuais.
3.2 Te´cnicas de detec¸a˜o de outliers
Um fator importante para a detec¸a˜o de outliers e´ a presenc¸a ou na˜o da classificac¸a˜o do
conjunto de dados. Uma classificac¸a˜o e´ uma informac¸a˜o associada a cada observac¸a˜o da base
de dados, indicando se e´ inlier (normal) ou se e´ outlier (ano´mala).
De acordo com a presenc¸a ou na˜o desta classificac¸a˜o no conjunto de dados, as te´cnicas de
detec¸a˜o de outliers podem ser classificadas em treˆs grupos [7]: detec¸a˜o supervisionada, detec¸a˜o
semi-supervisionada e detec¸a˜o na˜o supervisionada.
A detec¸a˜o supervisionada de outliers consiste em um conjunto de te´cnicas que atuam
num modo supervisionado, assumindo que as observac¸o˜es da base de dados esta˜o classificadas
de ’normais’ ou de outliers. Este tipo de dados sa˜o u´teis em modelos de previsa˜o.
A detec¸a˜o semi-supervisada de outliers consiste em te´cnicas que atuam num modo
semi-supervisionado, assumindo que apenas as amostras ’normais’ esta˜o classificadas. Uma
vez que na˜o requerem ro´tulos para a classe de outlier, estas te´cnicas sa˜o mais aplica´veis do
que as te´cnicas supervisionadas. A abordagem utilizada constro´i um modelo para a classe
correspondente ao comportamento normal e utiliza esse modelo para identificar outliers no
conjunto da amostra. Estas te´cnicas na˜o sa˜o muito usadas, principalmente porque e´ dif´ıcil
obter um conjunto de dados de treino que cubra todos os poss´ıveis outliers da base de dados.
A detec¸a˜o na˜o supervisionada de outliers consiste em um conjunto de te´cnicas que
atuam num modo na˜o supervisionada, isto e´, as amostras na˜o esta˜o classificadas. As te´cnicas,
nesta categoria, fazem a suposic¸a˜o impl´ıcita de que os conjuntos de dados ’normais’ sa˜o mais
frequentes do que os outliers. Muitas te´cnicas semi-supervisionadas podem ser adaptadas para
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te´cnicas na˜o supervisionadas, sendo que a adaptac¸a˜o pressupo˜e que os dados de teste contenham
poucos outliers.
3.2.1 Sa´ıda de detec¸a˜o de outliers
Um aspeto importante para qualquer te´cnica de detec¸a˜o de valores at´ıpicos e´ a maneira pela
qual os outliers sa˜o descritos. Tipicamente, as sa´ıdas produzidas pelas te´cnicas de detec¸a˜o de
outliers sa˜o de um dos seguintes tipos [7]:
• Scores: atribuem um score de outliers a cada observac¸a˜o e uma observac¸a˜o e´ ou na˜o
considerada um outlier dependendo do grau de anormalidade. Constro´i-se uma lista com
os graus de outliers de cada observac¸a˜o dispostos por ordem decrescente; sera˜o considera-
das poss´ıveis observac¸o˜es outliers aquelas com maiores valores no score. Para uma analise
posterior pode-se optar por analisar os poucos valores excecionais ou usar um limite para
o grau de anomalia para selecionar poss´ıveis outliers.
• Classificac¸a˜o: te´cnicas nesta categoria atribuem uma classe (’normal’ ou outlier) a cada
observac¸a˜o.
As te´cnicas de detec¸a˜o de outliers sa˜o baseadas em pontuac¸o˜es permitindo considerar um
limite espec´ıfico do domı´nio para selecionar os valores mais relevantes. Te´cnicas que fornecem
classificac¸o˜es bina´rias para as observac¸o˜es na˜o permitem que uma tal escolha seja poss´ıvel,
embora isso possa ser controlado indiretamente atrave´s de opc¸o˜es dos paraˆmetros dentro de
cada te´cnica.
3.3 Detec¸a˜o na˜o supervisionada de outliers
Os me´todos de detec¸a˜o na˜o supervisionada de outliers na˜o exigem dados de treino e, por-
tanto, sa˜o mais aplica´veis. As te´cnicas desta categoria fazem a suposic¸a˜o impl´ıcita de que as
observac¸o˜es normais sa˜o muito mais frequentes do que os outliers. Caso se verifique a situac¸a˜o
contra´ria estas te´cnicas na˜o sa˜o muito bem-sucedidas, isto e´, vai classificar uma observac¸a˜o
como sendo outlier em vez de ‘normal’, ou vice-versa.
Alguns me´todos de detec¸a˜o de valores at´ıpicos assumem uma distribuic¸a˜o para os dados, e
classificam como outlier qualquer observac¸a˜o que se desvie da distribuic¸a˜o. Outra estrate´gia
comum na detec¸a˜o de outliers e´ assumir uma me´trica sobre o espac¸o de varia´veis e usar a
noc¸a˜o de distaˆncia para definir como outlier uma observac¸a˜o que esteja ’longe’ das restantes
observac¸o˜es.
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A partir das descric¸o˜es acima, observa-se que existem fortes relac¸o˜es entre clustering e
detec¸a˜o de outliers, isto e´ particularmente verdade em metodologias baseadas na noc¸a˜o de
distaˆncia entre observac¸o˜es.
Segundo Torgo, em 2010, ”outliers sa˜o, por definic¸a˜o, casos muitos diferentes e, portanto,
eles na˜o devem ser agrupados em grupos com outras observac¸o˜es, porque os valores at´ıpicos
esta˜o muito distantes das restantes observac¸o˜es. Isso significa que um bom agrupamento num
conjunto de dados na˜o deve incluir outliers em grandes grupos de dados. No ma´ximo, pode-se
esperar que os outliers sejam semelhantes a outros outliers, mas por definic¸a˜o sa˜o observac¸o˜es
raras e, portanto, na˜o devem formar grandes grupos” [36].
Existem treˆs tipos de detec¸a˜o na˜o supervisionada de valores extremos que esta˜o relacionados
com o estudo [7]: a detec¸a˜o de outliers baseada na estat´ıstica, a detec¸a˜o de outliers baseada no
clustering e a detec¸a˜o de outliers baseada na proximidade.
Figura 3.4: Te´cnicas de detec¸a˜o na˜o supervisionada de outliers.
3.3.1 Te´cnicas de detec¸a˜o de outliers baseadas em me´todos estat´ısticos
Os me´todos estat´ısticos de detec¸a˜o de outliers baseiam-se na seguinte suposic¸a˜o proposta
por Anscombe e Guttman, em 1960: uma anomalia e´ uma observac¸a˜o suspeita de ser parcial
ou totalmente irrelevante porque na˜o e´ gerada por um modelo assumido como estoca´stico [7].
As te´cnicas estat´ısticas introduzem um modelo estat´ıstico (normalmente para o comporta-
mento normal, e que pode ser parame´trico ou na˜o parame´trico) para os dados e, em seguida,
aplica-se um teste de infereˆncia estat´ıstica para determinar se uma observac¸a˜o pertence ao mo-
delo ou na˜o. As observac¸o˜es que teˆm uma baixa probabilidade de serem geradas a partir do
modelo, com base na estat´ıstica de teste, sa˜o denominadas de outliers.
Sempre que as suposic¸o˜es do modelo estat´ıstico forem verdadeiras, estas te´cnicas fornecem
uma soluc¸a˜o justifica´vel para a detec¸a˜o de valores at´ıpicos e a probabilidade de uma observac¸a˜o
ser um outlier esta´ associada a um intervalo de confianc¸a. Contudo, a metodologia exibe
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tambe´m desvantagens: base de dados volumosos nem sempre seguem um modelo estat´ıstico;
escolher estat´ıstica para o teste de hipo´teses na˜o e´ simples; detetar interac¸o˜es entre atributos
nem sempre e´ poss´ıvel e estimar os paraˆmetros para alguns modelos estat´ısticos e´ dif´ıcil.
Te´cnicas parame´tricas
As te´cnicas parame´tricas assumem que os dados ’normais’ (na˜o outliers) sa˜o gerados por
uma distribuic¸a˜o parame´trica, digamos com func¸a˜o de densidade de probabilidade f(x,Θ),
onde x representa uma observac¸a˜o e Θ o vetor de paraˆmetros (usualmente estimado a partir
dos dados). O score da observac¸a˜o da base de dados, x, e´ o inverso da func¸a˜o de densidade de
probabilidade, f(x,Θ).
Uma outra forma de detetar valores at´ıpicos e´ aplicando testes de hipo´teses estat´ısticos. Em
tais testes, a hipo´tese nula (H0) afirma que x e´ gerado por uma distribuic¸a˜o estimada (com o
paraˆmetro Θ) enquanto que se o teste de hipo´tese estat´ıstico rejeita H0, x e´ chamada de outlier.
A estat´ıstica de teste do teste de hipo´teses pode ser usada para obtenc¸a˜o de um score.
Os me´todos parame´tricos podem ser classificados num dos seguintes tipos, de acordo com a
distribuic¸a˜o assumida [21]: baseado no modelo Gaussiano, baseado no modelo de regressa˜o ou
baseado na mistura de distribuic¸o˜es.
Te´cnicas na˜o parame´tricas
A detec¸a˜o de outliers tambe´m pode ser dada por meio de te´cnicas na˜o parame´tricas que
utilizam modelos estat´ısticos na˜o parame´tricos, isto e´, a estrutura do modelo na˜o e´ definida a
priori, mas e´ determinada a partir de dados fornecidos. Tais te´cnicas, frequentemente, fazem
menos suposic¸o˜es sobre os dados e, portanto, podem ser aplica´veis em mais cena´rios [7].
Baseada no boxplot
Uma te´cnica simples, e muito comum, na detec¸a˜o de outlier, consiste em declarar que todas
as observac¸o˜es da base de dados que esta˜o a mais de 3σ de distaˆncia da me´dia sa˜o outliers.
Nota: se conhecer a me´dia populacional, pode-se usar µ (isso quase nunca acontece); se na˜o
conhecer, tera´ de ser x¯, a me´dia amostral.
26
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
Figura 3.5: Representac¸a˜o do boxplot.
O desvio-quartil ou amplitude inter-quartil (AIQ) e´ a diferenc¸a entre o terceiro e o primeiro
quartil, AIQ = Q3−Q1, que e´ uma medida de dispersa˜o que na˜o e´ afetada por valores extremos.
A amplitude inter-quartil e´ utilizada para a construc¸a˜o do boxplot (figura 3.5Representac¸a˜o do
boxplot. figure.caption.26). O boxplot permite a identificac¸a˜o de outliers. Esta te´cnica e´
um dos me´todos mais simples da aplicac¸a˜o de te´cnicas estat´ısticas para a detec¸a˜o univariada e
multivariada de outliers [32].
O boxplot permite representar a mediana Q2, o quartil inferior Q1, o quartil superior Q3 e
a amplitude inter-quartil AIQ. A linha central da caixa que constitui o boxplot e´ referente a
mediana do conjunto de dados, como se pode observar a caixa e´ delimitada pela linha superior
Q3 e a inferior Q1.
O segmento de reta vertical conecta o topo da caixa ao maior valor observado e o outro
segmento conecta a base da caixa ao menor valor observado, este segmento denomina-se por
Whisker ou fio de bigode. A haste inferior do fio de bigode e´ desde o quartil inferior ate´ ao
menor valor na˜o inferior, Q1 − 1.5AIQ, e a haste superior do fio de bigode e´ desde o quartil
superior ate´ ao maior valor na˜o superior, Q3 + 1.5AIQ. Os valores superiores a Q3 + 1.5AIQ
e inferiores a Q1 − 1.5AIQ sa˜o denominados de outliers.
O boxplot permite avaliar a simetria dos dados, a dispersa˜o e a existeˆncia de outliers.
Baseada no histograma
Te´cnicas baseadas em histogramas sa˜o particularmente populares na comunidade de detec¸a˜o
de intrusa˜o e fraudes.
A te´cnica de detec¸a˜o de outliers baseada no histograma e´ formada por duas etapas. A
primeira etapa consiste na construc¸a˜o do histograma usando a base de dados amostral.
Note-se que, embora os me´todos na˜o parame´tricos na˜o assumam qualquer modelo estat´ıstico a
priori, frequentemente, requerem paraˆmetros especificados pelo utilizador para ajustar modelos
a partir dos dados. Por exemplo, para construir um histograma, o utilizador precisa especi-
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ficar o tipo de histograma (largura) e outros paraˆmetros (o nu´mero de barras ou o tamanho
das barras). A segunda etapa consiste na detec¸a˜o dos outliers, a te´cnica verifica se uma
observac¸a˜o pertence a qualquer uma das barras do histograma. Em caso positivo, a observac¸a˜o
e´ considerada ’normal’, caso contra´rio e´ um outlier.
Figura 3.6: Representac¸a˜o da te´cnica baseada no histograma.
Como se pode verificar no histograma, figura 3.6Representac¸a˜o da te´cnica baseada no his-
tograma. figure.caption.27, tem-se uma das barras mais distante das restantes, o que indica
ser um poss´ıvel outlier.
Uma desvantagem em usar histogramas como um modelo na˜o parame´trico para a detec¸a˜o
de outliers e´ o facto de ser dif´ıcil escolher um tamanho do compartimento apropriado. Por um
lado, se o tamanho da barra estiver muito pequena, muitas observac¸o˜es ’normais’ podem acabar
em barras vazias ou raras e, assim, ser identificados indevidamente como outliers. Isto leva a
uma elevada taxa de falsos positivos e a uma baixa precisa˜o. Por outro lado, se o tamanho da
barra estiver muito alta, as observac¸o˜es at´ıpicas podem-se infiltrar em algumas barras frequen-
tes e, assim, ser classificadas como ’normais’. Isto leva a uma elevada taxa de falsos negativos.
3.3.2 Te´cnicas de detec¸a˜o de outliers baseadas em clustering
A noc¸a˜o de outliers esta´ relacionada com a de clusters. O clustering, como ja´ foi referido
na secc¸a˜o anterior, ’compara’ as observac¸o˜es, e agrupa no mesmo cluster as observac¸o˜es mais
semelhantes e as mais distintas ficam em clusters diferentes. Intuitivamente, um outlier e´ uma
observac¸a˜o que pertence a um cluster pequeno e remoto, ou na˜o pertence a nenhum cluster, pois
sa˜o observac¸o˜es at´ıpicas. Isso leva a treˆs categorias gerais para a detec¸a˜o de outliers baseadas
em me´todos de clustering [16].
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Primeira categoria
Na primeira categoria, as te´cnicas que sa˜o baseadas nesta suposic¸a˜o aplicam um algoritmo
que na˜o obriga a cada observac¸a˜o da base de dados pertencer a um cluster. As observac¸o˜es que
na˜o pertencem a nenhum cluster sa˜o consideradas outliers. Uma se´rie de te´cnicas de detec¸a˜o
de outliers seguem esta abordagem, tal como o DBSCAN [12].
Segunda categoria
A segunda categoria supo˜e que as observac¸o˜es ’normais’ da base de dados encontram-se
pro´ximas do centro´ide do respetivo cluster, enquanto que as observac¸o˜es denominadas de ou-
tliers esta˜o muito distantes do centro´ide do cluster mais pro´ximo. Te´cnicas baseadas nesta
suposic¸a˜o consistem em duas etapas: os dados sa˜o agrupados usando um algoritmo de clus-
tering e para cada observac¸a˜o da base de dados e´ determinada a distaˆncia ao centro´ide mais
pro´ximo, sendo essa distaˆncia o valor do score de outliers.
Uma se´rie de te´cnicas de detec¸a˜o de outliers seguem esta abordagem, tais como mapa auto-
organiza´vel (SOM) e o me´todo de K-me´dias (ja´ referido na secc¸a˜o anterior).
Terceira categoria
Na terceira categoria, as observac¸o˜es da base de dados ‘normais’ formam clusters grandes
e densos, enquanto que os outliers formam clusters pequenos ou dispersos. As observac¸o˜es que
pertencem a clusters cujo tamanho e / ou densidade esta˜o abaixo do limite do score de outlier
sa˜o denominadas de outliers.
He et al., em 2003, propoˆs uma nova definic¸a˜o para outlier: outlier local baseado em clus-
ters. Para identificar o significado ’f´ısico’ da definic¸a˜o do outlier, atribui-se a cada observac¸a˜o
um fator de outlier, CBLOF, que e´ medido pelo tamanho do cluster ao qual a observac¸a˜o
pertence, e a distaˆncia entre as observac¸o˜es e o cluster mais pro´ximo (se a observac¸a˜o esta´ num
cluster pequeno).
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Figura 3.7: Representac¸a˜o do CBLOF de um conjunto de dados bidimensional. [19]
Para uma melhor compreensa˜o da te´cnica CBLOF considera-se a figura 3.7Representac¸a˜o
do CBLOF de um conjunto de dados bidimensional. [19] figure.caption.31, em que e´ poss´ıvel
observar um conjunto de dados composto por quatro clusters, C1, C2, C3 e C4. He et al. referem
que as observac¸o˜es dos clusters C1 e C3 devem ser consideradas outliers, uma vez que na˜o esta˜o
contidas em nenhum dos grandes clusters. Esse sera´ precisamente o resultado da aplicac¸a˜o da
te´cnica Factor de Outlier Local Baseado em Clusters [19].
Com o fator de outlier, CBLOF, podemos determinar o grau de desvio de uma observac¸a˜o,
definic¸a˜o 1Terceira categoriadefi.1.
Definic¸a˜o 1 (Factor de Outlier Local Baseado em Clusters):
Suponha-se que C = {c1, c2, ..., ck} e´ o conjunto de clusters, na seguinte sequeˆncia | c1 |≥| c2 |≥
... ≥| ck |. Para qualquer observac¸a˜o t, o CBLOF (t) e´ definido por:
CBLOF (t) =
 | ci | ×min(dist(t, cj)), onde t ∈ ci, ci ∈ SC e cj ∈ LC, para j = {1, ..., b} ;| ci | ×(dist(t, ci)), onde t ∈ ci e ci ∈ LC
(3.1)
onde b e´ definido como o limite de clusters de grandes dimenso˜es e pequenas dimenso˜es se uma
das seguintes fo´rmulas e´ va´lida:
(| c1 |≥| c2 |≥ ... ≥| ck |) ≥| D | ×α; e (3.2)
| cb |
| cb+1 | ≥ β, (3.3)
onde α e β sa˜o dois paraˆmetros nume´ricos. Enta˜o, o conjunto de cluster grande e´ definido por:
LC = {ci, | i ≤ b} e o conjunto de cluster pequeno e´ definido por: SC = {cj, | j > b}.
Observa-se que se α = 90%, os clusters conteˆm 90% dos pontos da base de dados como
sendo clusters grandes e se definirmos β = 5, o tamanho de qualquer cluster em LC e´ de pelo
menos cinco vezes maior do que os clusters em SC.
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Para calcular o CBLOF (t), precisamos primeiro de um algoritmo de clustering que produza
bons resultados de agrupamento. Para tal, aplica-se o algoritmo FindCBLOF. Este algoritmo
primeiro particiona o conjunto de dados em clusters com um algoritmo de clustering. Os clus-
ters grandes e os pequenos sa˜o derivados usando os paraˆmetros α e β. Em seguida, para cada
ponto da base de dados, o valor de CBLOF e´ calculado. As observac¸o˜es cujo valor CBLOF seja
elevado sa˜o outliers.
Input:
D: base de dados que conte´m n observac¸o˜es;
α e β: dois paraˆmetros nume´ricos; e
A: algoritmo de clustering.
Output:
O conjunto de outliers.
O algoritmo FindCBLOF e´ da seguinte forma:
1. Particiona a base de dados num conjunto de K clusters usando o algoritmo de clustering,
A, assim C = A(D,K, ζ), onde C = {ci, i = 0, ..., K − 1} e ζ e´ o conjunto de paraˆmetros
do algoritmo de clustering, A. Este passo deve retorna algo desta forma: | c1 |≥| c2 |≥
... ≥| ck |;
2. Obte´m-se o LC e o SC usando os paraˆmetros α e β;
3. Para cada observac¸a˜o t do conjunto de dados D e´ calculado o valor do CBLOF, da seguinte
forma:
Se t ∈ ci e ci ∈ SC, enta˜o CBLOF (t) =| ci | ×min(dist(t, cj)), onde t ∈ ci, e cj ∈ LC;
Caso contra´rio, CBLOF (t) =| ci | ×(dist(t, ci)), onde t ∈ ci e ci ∈ LC;
4. E´ devolvida uma lista de observac¸o˜es, outliers, cujo valor CBLOF e´ o mais alto.
A eficieˆncia do algoritmo FindCBLOF na detec¸a˜o de outliers em base de dados e´ limitada,
devido a` qualidade da te´cnica de clustering aplicada.
3.3.3 Te´cnicas de detec¸a˜o de outliers baseadas na proximidade
O conceito de ana´lise do vizinho mais pro´ximo tem sido utilizado em va´rias te´cnicas de
detec¸a˜o de outliers. Chandola et al. supuseram que tais te´cnicas determinam que “as ob-
servac¸o˜es ‘normais’ da base de dados ocorrem em espac¸os densos, enquanto as observac¸o˜es
at´ıpicas, outliers, ocorrem longe dos seus vizinhos mais pro´ximos” [8].
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As te´cnicas de detec¸a˜o de outliers baseadas na proximidade exigem uma medida de distaˆncia
ou semelhanc¸a entre duas observac¸o˜es. A distaˆncia (ou semelhanc¸a) entre duas observac¸o˜es
pode ser calculada de diferentes formas.
Para dados cont´ınuos, a distaˆncia de Minkowski e´ geralmente utilizada para calcular a
distaˆncia entre dois pontos Rn(n > 1). Em particular, a distaˆncia de Minkowski de ordem 1
(Manhattan) e ordem 2 (Euclidiana) sa˜o as duas medidas de distaˆncia mais utilizadas.
A noc¸a˜o de distaˆncia para dados catego´ricos na˜o e´ ta˜o direta quanto para dados cont´ınuos.
A caracter´ıstica dos dados catego´ricos e´ que os diferentes valores que um atributo toma na˜o sa˜o
inerentemente ordenados. Assim, na˜o e´ poss´ıvel comparar diretamente dois valores catego´ricos
diferentes. A maneira mais simples de encontrar semelhanc¸a entre dois atributos e´ atribuir 1 se
os valores forem ideˆnticos e no caso de na˜o serem semelhantes atribuir o valor de 0. Para dois
pontos catego´ricos multivariados, a semelhanc¸a entre eles sera´ diretamente proporcional ao seu
nu´mero de atributos.
A maioria das te´cnicas que sera˜o discutidas, bem como as te´cnicas baseadas em clusters na˜o
exigem que a medida de distaˆncia seja estritamente me´trica. Estas te´cnicas na˜o exigem que as
medidas de distaˆncias satisfac¸a a propriedade da desigualdade triangular.
As te´cnicas de detec¸a˜o de outliers baseadas na proximidade podem ser agrupadas em duas
categorias: te´cnicas que usam a distaˆncia, entre uma observac¸a˜o e os seus K vizinhos mais
pro´ximos, como sendo o score de outlier, e te´cnicas que determinam a densidade relativa de
cada observac¸a˜o da base de dados, para calcular o score de outlier.
Te´cnicas baseadas na distaˆncia
Me´todos baseados na distaˆncia sa˜o uma classe popular das te´cnicas de detec¸a˜o de outliers,
pois determinam o score de outlier de uma observac¸a˜o, com base nas distaˆncias dos K vizi-
nhos mais pro´ximos. Estes me´todos funcionam com a suposic¸a˜o de que as distaˆncias dos K
vizinhos mais pro´ximos dos pontos outliers sa˜o muito maiores do que a dos pontos ‘normais’.
Diferentes variac¸o˜es desta definic¸a˜o especificam K como um nu´mero absoluto de observac¸o˜es
mais pro´ximas (K vizinhos mais pro´ximos) de um determinado ponto.
Os me´todos baseados na distaˆncia podem possibilitar uma melhor capacidade de distinguir
entre valores fracos e fortes em conjuntos de dados ruidosos, comparando com os me´todos de
clustering. Como se pode observar no caso da figura 3.8Algoritmos baseados nos K vizinhos
mais pro´ximos podem ser mais eficazes do que algoritmos baseados em clustering em bases de
dados com muito ru´ıdo. [1] figure.caption.33, um algoritmo baseado em clustering na˜o sera´ capaz
de distinguir facilmente entre ru´ıdo e outlier. Isso ocorre porque a distaˆncia do ponto A ate´ ao
32
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
centro´ide do cluster mais pro´ximo permanecera´ a mesma nas figuras (a) e (b). Por outro lado,
as te´cnicas baseadas nos K vizinhos mais pro´ximos distingue muito melhor porque os pontos
ruidosos sera˜o inclu´ıdos entre as avaliac¸o˜es da distaˆncia, ao inve´s dos centro´ides dos clusters.
Na figura (a) observam-se claramente dois clusters distintos e um outlier, A, enquanto que na
figura (b) a definic¸a˜o dos clusters e´ mais complicada pois existem muitos pontos ruidosos [1].
Figura 3.8: Algoritmos baseados nos K vizinhos mais pro´ximos podem ser mais eficazes do que
algoritmos baseados em clustering em bases de dados com muito ru´ıdo. [1]
Nos me´todos baseados na distaˆncia um conjunto isolado de outliers estreitamente relaci-
onados os pontos ’anormais’ tambe´m podem ser identificados devido ao valor apropriado de
K. Enquanto que nos me´todos baseados em clustering, esses pontos podem enviesar as repre-
sentac¸o˜es dos clusters.
Um dos primeiros estudos sobre a detec¸a˜o de outliers baseado em me´todos de distaˆncia foi
devido a Knorr et al., em 1998, no qual definem outlier da seguinte forma: ”Uma observac¸a˜o x,
num conjunto de dados D e´ um outlier, DB(p, d), se pelo menos a frac¸a˜o p das observac¸o˜es em
D esta˜o a uma distaˆncia maior que d de x” [20]. Note-se que o termo DB(p, d)-outlier usa-se
como nota abreviada para um outlier baseado em me´todos de distaˆncia. Os valores de p e d
fornecem indicac¸o˜es sobre ta˜o ’forte’ e´ um outlier identificado. Muitas abordagens existentes
para encontrar outliers na˜o fornecem tais indicac¸o˜es.
Para um conjunto de dados, D, de n observac¸o˜es a serem analisadas, um usua´rio pode
especificar um limite de distaˆncia, d, para definir uma vizinhanc¸a razoa´vel de uma observac¸a˜o.
Para cada observac¸a˜o, x, pode-se examinar o nu´mero de outras observac¸o˜es na vizinhanc¸a d
de x. Se a maioria das observac¸o˜es em D esta˜o longe de x, ou seja, na˜o na d-vizinhanc¸a de x,
enta˜o x pode ser considerado como um outlier. Formalmente, d (d > 0), e´ o limite de distaˆncia
e p (0 < p ≤ 1) e´ o limite de frac¸a˜o. Uma observac¸a˜o, x, e´ um DB(p, d)-outlier se:
‖ {x′ | dist(x, x′) ≤ d} ‖
‖ D ‖ ≤ p, (3.4)
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onde dist(·, ·) e´ uma medida de distaˆncia e x′ ∈ D. Equivalentemente, pode-se determinar se
uma observac¸a˜o, x, e´ um DB(p, d)-outlier, verificando a distaˆncia entre x e os seus K vizinhos
mais pro´ximos, xK , onde K = dp ‖ D ‖c. A observac¸a˜o, x, e´ um outlier se dist(x, xK) > d,
pois ha´ menos de K observac¸o˜es que esta˜o na d-vizinhanc¸a de x.
Input:
D: base de dados que conte´m n observac¸o˜es;
xi: observac¸o˜es da base de dados, xi = {x1, . . . , xn};
d: paraˆmetro da distaˆncia, (d > 0); e
p: paraˆmetro da frac¸a˜o das observac¸o˜es em D, (0 < p ≤ 1).
Output:
DB(p, d) > d - outlier em D.
O algoritmo de detec¸a˜o de outliers baseado na distaˆncia e´ da seguinte forma:
1. Seleciona uma observac¸a˜o, aleato´ria, xi, i = 1, ..., n;
2. Inicia a contagem das observac¸o˜es vizinhas, conta = 0;
3. Seleciona uma observac¸a˜o, xj, j = 1, ...n;
4. Se xj 6= xi e a dist(xi, xj) ≤ d enta˜o conta = conta + 1;
• Se conta ≥ p× n enta˜o devolva a informac¸a˜o
{xi na˜o pode ser DB(p, d)− outlier};
Caso contra´rio, devolve
{xi e´ um DB(p, d)− outlier}; e
5. Continua o processo ate´ que as n observac¸o˜es tenham todas sido processadas.
Algoritmo de detec¸a˜o de outliers baseado na distaˆncia:
• KNN (K vizinhos mais pro´ximos)
KNN e´ um me´todo proposto por Ramaswamy et al., em 2000, que deteta outliers atrave´s
da distaˆncia entre uma observac¸a˜o x e o seu K-e´simo vizinho mais pro´ximo e como
resultado apresenta o top-n de outliers [28]. Este algoritmo na˜o exige que o usua´rio
especifique o paraˆmetro de distaˆncia, d. Em vez disso, baseia-se na distaˆncia K-e´simo
vizinho mais pro´ximo de um ponto. Para qualquer inteiro positivo K e um ponto p,
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obte´m-se K − distaˆncia(p), isto e´, a distaˆncia do K-e´simo vizinho mais pro´ximo de p.
Por exemplo, os pontos com valores elevados de K − distaˆncia(p) teˆm vizinhanc¸as mais
esparsa e, portanto, sa˜o geralmente mais fortes do que os pontos pertencentes a clusters
densos que tendem a ter valores mais baixos de K − distaˆncia(p).
Num contexto de KNN, um outlier e´ definido da seguinte forma: ”Seja D um conjunto de
dados com N observac¸o˜es. Uma observac¸a˜o p ∈ D e´ considerada um outlier se na˜o houver
mais do que n−1 elementos p′ de tal modo que K−distaˆncia(p′) > K−distaˆncia(p), onde
n e K sa˜o dois paraˆmetros” [28]. Por outras palavras, se classificarmos as observac¸o˜es
de acordo com a distaˆncia, K − distaˆncia(p), as top-n observac¸o˜es desse ranking sa˜o
consideradas outliers. O mais importante para o utilizador e´ obter os top-n outliers.
Com a definic¸a˜o adquirida para outliers, e´ poss´ıvel classificar outliers com base nas
distaˆncias K − distaˆncia(p). Os outliers sa˜o os pontos cujo valor K − distaˆncia(p) e´
maior.
Te´cnicas baseadas na densidade
Relembrando a definic¸a˜o de outlier, por Knorr et al., em 1998, em que uma observac¸a˜o, x,
numa base de dados, D, e´ um DB(p, d)-outlier se pelo menos a percentagem, pct = p× 100%,
das observac¸o˜es em D esta˜o a uma distaˆncia maior que d de x, ou seja, a cardinalidade do
conjunto {x′ ∈ D | dist(x, x′) ≤ d} e´ menor ou igual a (100 − pct)% do tamanho de D, onde
dist(x, x′) = min{dist(x, x′) | x′ ∈ C}, sendo C o cluster. Nesta definic¸a˜o apenas algumas das
observac¸o˜es sa˜o detetadas como sendo outliers, uma vez que a definic¸a˜o tem uma visa˜o ’global’
do conjunto de dados. Esses outliers podem ser vistos como outliers ’globais’ [20].
Para uma observac¸a˜o ’normal’ situada numa regia˜o densa, a sua densidade local sera´ seme-
lhante a` dos seus vizinhos, enquanto que para uma observac¸a˜o outlier, a sua densidade local
sera´ menor que a dos seus vizinhos. Estes outliers sa˜o considerados outliers ’locais’. Para uma
melhor compreensa˜o, considera-se o exemplo da figura 3.9Representac¸a˜o de uma base de dados
bidimensional. [6] figure.caption.35, onde e´ representado um conjunto da dados bidimensional,
contendo 502 observac¸o˜es, das quais 400 pertencem ao cluster C1, 100 ao cluster C2 e duas
observac¸o˜es adicionais O1 e O2. Neste exemplo pode-se observar que o cluster C2 comparado
com o cluster C1 e´ mais denso. Com a noc¸a˜o de outlier ’local’ os pontos O1 e O2 sa˜o consi-
derados outliers. Em contraste com a visa˜o global do conjunto de dados, usando a detec¸a˜o de
outliers baseado na distaˆncia, apenas se consideraria O1 como outlier, pois O2 so´ seria consi-
derado outlier se o limite de distaˆncia fosse menor. No entanto, ao alterar-se a distaˆncia para
uma menor, resultaria que muitos dos pontos do cluster C1 podem ser incorretamente detetados
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como outliers. Isto tambe´m significa que o score de outlier retornado por um algoritmo baseado
na distaˆncia para a detec¸a˜o de outliers e´ incorreto quando houver heterogeneidade significativa
nas distribuic¸o˜es locais dos dados [6].
Figura 3.9: Representac¸a˜o de uma base de dados bidimensional. [6]
O exemplo acima mostra que a visa˜o global tomada por DB(pct, d)-outlier e´ adequada sob
certas condic¸o˜es mas na˜o satisfato´ria para o caso geral quando existem grupos de diferentes
densidades.
Algoritmos de detec¸a˜o de outliers baseados na densidade:
• Fator de Outlier Local (LOF):
Breunig et al., em 2000, comec¸a por incluir as definic¸o˜es 2Te´cnicas baseadas na densidadedefi.2
e 3Te´cnicas baseadas na densidadedefi.3, de forma a se ter noc¸a˜o da vizinhanc¸a K −
distaˆncia de p, e, correspondentemente, da distaˆncia de alcance de uma observac¸a˜o p em
relac¸a˜o a uma observac¸a˜o O [6].
Definic¸a˜o 2 (A vizinhanc¸a K - distaˆncia de uma observac¸a˜o p)
Seja a K−distaˆncia de p, a vizinhanc¸a K - distaˆncia de p que conte´m todas as observac¸o˜es
cuja distaˆncia para p na˜o e´ maior que K − distaˆncia , ou seja,
NK−distaˆncia(p)(p) = {q ∈ D \ {p} | dist(p, q) ≤ K − distaˆncia(p)},
onde q sa˜o chamadas de K - vizinhos mais pro´ximos de p.
Definic¸a˜o 3 (A distaˆncia de alcance de uma observac¸a˜o p em relac¸a˜o a uma observac¸a˜o
O)
Seja K um nu´mero natural fixo. A distaˆncia de alcance da observac¸a˜o p em relac¸a˜o a`
observac¸a˜o O e´ definida por:
distaˆncia - alcanceK(p,O) = max{K − distaˆncia(O), dist(p,O)}. (3.5)
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Figura 3.10: Representac¸a˜o distaˆncia - alcanceK(p1, O) e distaˆncia - alcanceK(p2, O), para K = 4. [6]
Para uma melhor compreensa˜o da definic¸a˜o 3Te´cnicas baseadas na densidadedefi.3, inclui-
se a figura 3.10Representac¸a˜o distaˆncia - alcanceK(p1, O) e distaˆncia - alcanceK(p2, O),
para K = 4. [6] figure.caption.36 que ilustra a ideia da distaˆncia de alcance. O ponto
p2 esta´ distante do ponto O, enta˜o a distaˆncia de alcance entre os dois e´ a distaˆncia real
entre eles, ou seja, dist(p2, O). No entanto, no caso do ponto p1, ele esta´ suficientemente
pro´ximo do ponto O; neste caso, a distaˆncia real e´ substitu´ıda pela K − distaˆncia(O).
Note-se que quanto maior o valor de K, mais semelhantes sa˜o as distaˆncias de alcance
para observac¸o˜es dentro da mesma vizinhanc¸a.
Num algoritmo t´ıpico de clustering baseado na densidade existem dois paraˆmetros que
definem a noc¸a˜o de densidade: um paraˆmetro ’MinPts’ que especifica o nu´mero mı´nimo
de observac¸o˜es e um outro que especifica o volume.
Esses dois paraˆmetros determinam um limite de densidade para aplicar aos algoritmos
de clustering, ou seja, observac¸o˜es ou regio˜es esta˜o conectadas se as densidades da vizi-
nhanc¸a excederem o limite de densidade. Para detetar os outliers baseados na densidade
e´ necessa´rio comparar as densidades dos diferentes conjuntos de observac¸o˜es. Portanto,
mante´m-se ’MinPts’ como o u´nico paraˆmetro e usam-se os valores da distaˆncia-alcanceMinPts
(p,O), para O ∈ NMinPts(p), como medida do volume para determinar a densidade na vi-
zinhanc¸a da observac¸a˜o p.
Definic¸a˜o 4 (Densidade de alcance local de uma observac¸a˜o p)
A densidade de alcance local de p e´ dada pela seguinte expressa˜o:
dalMinPts(p) = 1 \
(∑
O∈NMinPts(p) distaˆncia-alcanceMinPts(p,O)
| NMinPts(p) |
)
=
| NMinPts(p) |∑
O∈NMinPts(p) distaˆncia-alcanceMinPts(p,O)
·
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Intuitivamente, como se pode observar pela a expressa˜o da definic¸a˜o 4Te´cnicas baseadas
na densidadedefi.4, a densidade de alcance local de uma observac¸a˜o p e´ o inverso da
distaˆncia me´dia de alcance com base nos vizinhos mais pro´ximos de p. Note-se que a
densidade local pode ser∞ se a soma de todas as distaˆncias de alcance forem 0, isso pode
ocorrer quando existe pelo menos ’MinPts’ iguais a p na base de dados.
Definic¸a˜o 5 (LOF de uma observac¸a˜o p)
O fator de outlier local de p e´ definido por:
LOFMinPts(p) =
∑
O∈NMinPts(p)
dalMinPts(O)
dalMinPts(p)
| NMinPts(p) |
=
∑
O∈NMinPts(p)
dalMinPts(O) ·
∑
O∈NMinPts(p)
distaˆncia-alcanceMinPts(p,O)·
O fator de outlier da observac¸a˜o p retorna o grau que se denomina p um outlier, que
consiste na me´dia da raza˜o entre a densidade de alcance local de p e ’MinPts’- vizi-
nhos mais pro´ximos de p. Conclui-se, pela expressa˜o da definic¸a˜o 5Te´cnicas baseadas na
densidadedefi.5, que quanto mais baixo for o valor da densidade de alcance local de p e
quanto mais alto for o valor da densidade de alcance local dos ’MinPts’-vizinhos mais
pro´ximos de p, maior sera´ o valor do LOF de p.
Input:
D: base de dados que conte´m n observac¸o˜es; e
K: nu´mero mı´nimo de observac¸o˜es.
Output:
O conjunto dos top-n outliers.
O algoritmo para calcular o valor de LOF de um conjunto de dados e´ o seguinte:
1. Seleciona um ponto p, p ∈ D, e O um vizinho de p;
2. Calcula todas as dist(p,O);
3. Calcula todas as K − distaˆncia(p);
4. Calcula todas as NK−distaˆncia(p)(p);
5. Calcula todas as dalK(p);
6. Calcula todos os valores de LOFK(p);
7. Ordena de forma decrescente todos os valores do LOFK(p);
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8. Retorna os top-n outliers.
Para uma melhor compreensa˜o do algoritmo, que permite calcular o valor LOF, apresenta-
se um exemplo em anexo AExemplo da aplicac¸a˜o do algoritmo LOFAnexo.a.A que o
explicita.
O teorema 1Te´cnicas baseadas na densidadeteo.1 que se segue devolve um majorante e um
minorante para o valor de LOF para qualquer observac¸a˜o p. Para qualquer observac¸a˜o p,
a distaˆncia-alcancemin(p) representa a distaˆncia mı´nima de alcance entre p e um ’MinPts’-
vizinho mais pro´ximo de p, ou seja,
distaˆncia-alcancemin(p) = min{distaˆncia-alcance(p, q) | q ∈ NMinPts(p)}.
Da mesma forma, distaˆncia-alcancemax(p) denota a distaˆncia ma´xima de alcance, ou seja,
distaˆncia-alcancemax(p) = max{distaˆncia-alcance(p, q) | q ∈ NMinPts(p)}.
Ale´m disso, para generalizar essas definic¸o˜es para o ’MinPts’-vizinho mais pro´ximo q de
p, onde in-distaˆncia-alcancemin(p) refere-se a` distaˆncia mı´nima de alcance entre q e um
’MinPts’-vizinho mais pro´ximo de q, isto e´,
in-distaˆncia-alcancemin(p) = min{distaˆncia-alcance(q, O) | q ∈ NMinPts(p) e O ∈ NMinPts(q)}.
Da mesma forma, in-distaˆncia-alcancemax(p) denota o ma´ximo. Os autores referem ’MinPts’-
vizinhos mais pro´ximos de p como sendo a distaˆncia-alcance da vizinhanc¸a de p e referem
’MinPts’- vizinhos mais pro´ximos de q como sendo a in-distaˆncia-alcance da vizinhanc¸a
de p, sempre que q e´ um ’MinPts’-vizinho mais pro´ximo de p.
Teorema 1 Seja p uma observac¸a˜o da base de dados D e 1 ≤ ’MinPts’ ≤| D |. Tem-se
que:
distaˆncia-alcancemin(p)
in-distaˆncia-alcancemax(p)
≤ LOF(p) ≤ distaˆncia-alcancemax(p)
in-distaˆncia-alcancemin(p)
(3.6)
A figura 3.11Ilustrac¸a˜o do teorema 1Te´cnicas baseadas na densidadeteo.1. [6] figure.caption.37
ilustra um exemplo simples das definic¸o˜es anteriores.
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Figura 3.11: Ilustrac¸a˜o do teorema 1Te´cnicas baseadas na densidadeteo.1. [6]
O valor de LOF aumenta quando o valor da distaˆncia-alcance e´ menor que o valor
in-distaˆncia-alcance. Assim quando se obte´m o valor LOF (p) ' 1 conclui-se que a ob-
servac¸a˜o p na˜o e´ um outlier, pois a distaˆncia de p a q, sendo q o vizinho mais pro´ximo de p,
e´ igual a` distaˆncia de q a um vizinho mais pro´ximo deste. A distaˆncia-alcancemin(p) e´ re-
presentado na figura 3.11Ilustrac¸a˜o do teorema 1Te´cnicas baseadas na densidadeteo.1. [6]
figure.caption.37 por dmin e o valor distaˆncia-alcancemax(p) e´ denotado por dmax. Como p
esta´ relativamente distante de C e considerando ’MinPts’ = 3, a 3 − distaˆncia de cada
observac¸a˜o q em C e´ muito menor do que a distaˆncia real entre p e q. Assim, a partir da
definic¸a˜o 3Te´cnicas baseadas na densidadedefi.3, a distaˆncia de alcance de p em relac¸a˜o
a q e´ dada pela distaˆncia real entre p e q. Considerando os 3-vizinhos mais pro´ximos de
p e´ poss´ıvel achar a distaˆncia mı´nima e a ma´xima de alcance aos seus 3-vizinhos mais
pro´ximos. Na figura 3.11Ilustrac¸a˜o do teorema 1Te´cnicas baseadas na densidadeteo.1. [6]
figure.caption.37, a in-distaˆncia-alcancemin(p) e a in-distaˆncia-alcancemax(p) sa˜o denota-
das por imin e imax, respetivamente.
Para ilustrar o teorema usando o exemplo da figura 3.11Ilustrac¸a˜o do teorema 1Te´cnicas
baseadas na densidadeteo.1. [6] figure.caption.37, dmin e´ 4 vezes maior do que imax e dmax
e´ 6 vezes maior que imin. Pelo teorema, conclui-se que o valor de LOF de p esta´ entre 4
e 6, 4 ≤ LOF (p) ≤ 6. E´ de salientar que para observac¸o˜es pro´ximas num cluster, o valor
de LOF dessas observac¸o˜es e´ pro´ximo de 1.
Note-se que o valor de LOF pode variar dependendo do ’MinPts’. Breunig et al. for-
necem indicac¸o˜es sobre como este intervalo de valores ’MinPts’ pode ser escolhido. Seja
’MinPtsLB’ e ’MinPtsUB’, o ”limite inferior” e o ”limite superior”, respetivamente, do
intervalo.
O valor ’MinPtsLB’ mı´nimo que se considera e´ 2. No entanto, e´ aconselha´vel remover flu-
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tuac¸o˜es estat´ısticas indesejadas. Por outro lado, para escolher o melhor valor ’MinPtsLB’
considera-se uma observac¸a˜o p e um cluster C. Se C conte´m menos do que ’MinPtsLB’
observac¸o˜es, o conjunto de ’MinPts’-vizinhos mais pro´ximos de cada observac¸a˜o em C in-
cluira´ p, e vice-versa. Assim, aplicando o teorema 1Te´cnicas baseadas na densidadeteo.1,
o LOF de p e todas as observac¸o˜es em C sera˜o bastantes semelhantes, tornando assim p in-
distingu´ıvel das observac¸o˜es em C. Se, por outro lado, C contiver mais do que ’MinPtsLB’
observac¸o˜es, os ’MinPts’ - vizinhos mais pro´ximo das observac¸o˜es em C na˜o ira˜o conter
p, mas algumas observac¸o˜es de C sera˜o inclu´ıdas na vizinhanc¸a de p. Assim, dependendo
da distaˆncia entre p e C e a densidade de C, o LOF de p pode ser bastante diferente do
de uma observac¸a˜o em C. E´ de salientar que o ’MinPtsLB’ pode ser considerado como o
nu´mero mı´nimo de observac¸o˜es que um cluster tem que conter, de modo a que as restantes
observac¸o˜es possam ser outliers locais relativamente a esse cluster. Esse valor depende da
base de dados em estudo.
Seja C um conjunto de observac¸o˜es ’pro´ximas’. Enta˜o ’MinPtsUB’ pode ser conside-
rado como a cardinalidade ma´xima de C de todas as observac¸o˜es que podem ser poten-
ciais outliers locais. Por ’pro´xima’ quer-se dizer que os valores da distaˆncia-alcancemin,
distaˆncia-alcancemax, in-distaˆncia-alcancemin e in-distaˆncia-alcancemax sa˜o todos muito se-
melhantes. Neste caso, para valores de ’MinPts’ que excedem o ’MinPtsUB’, o teorema
1Te´cnicas baseadas na densidadeteo.1 requer que o valor de LOF de todas as observac¸o˜es
em C seja pro´ximo de 1. Portanto, a sugesta˜o que os autores fornecem para escolher o
melhor valor de ’MinPtsUB’ e´ o nu´mero ma´ximo de observac¸o˜es ’pro´ximas’ que podem
ser outliers locais.
Figura 3.12: Intervalos de valores de LOF para diferentes observac¸o˜es numa base de dados. [6]
Para uma melhor compreensa˜o, considera-se o exemplo da figura 3.12Intervalos de valores
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de LOF para diferentes observac¸o˜es numa base de dados. [6] figure.caption.38, onde o
conjunto S1 conte´m 10 observac¸o˜es, o S2 conte´m 35 e o S3 conte´m 500 observac¸o˜es. E´ de
notar que no conjunto S3 nenhuma observac¸a˜o sera´ outlier devido ao valor de LOF ser
pro´ximo de 1, no entanto em S1 as observac¸o˜es sa˜o outliers para valores ’MinPts’ entre
10 e 35. As observac¸o˜es em S2 sa˜o outliers quando MinPts = 45. A raza˜o para esses
efeitos e´ que, comec¸ando por definir MinPts = 36, os ’MinPts’ - vizinhos mais pro´ximos
das observac¸o˜es em S2 comec¸am a incluir algumas observac¸o˜es do conjunto S1, pois S2
so´ conte´m 35 observac¸o˜es. No caso em que MinPts = 45, os membros deste conjunto
’combinado’ de observac¸o˜es nos conjuntos S1 e S2 comec¸am a incluir observac¸o˜es de S3
nas vizinhanc¸as e, assim, comec¸am a tornar-se outliers em relac¸a˜o a S3 [6].
Tendo determinado ’MinPtsLB’ e ’MinPtsUB’, podemos calcular para cada observac¸a˜o o
valor de LOF dentro desse intervalo. O score de uma observac¸a˜o p e´ baseado em:
max{LOFMinPts(p) | MinPtsLB ≤ MinPts ≤ MinPtsUB}.
Dado todos os valores de LOF dentro do intervalo, em vez de se considerar o ma´ximo,
pode-se considerar outros agregados, como por exemplo o mı´nimo ou a me´dia.
• Integral de Correlac¸a˜o Local (LOCI):
O me´todo integral de correlac¸a˜o local (LOCI) foi proposto por Papadimitriou et al.,
em 2003. LOCI e´ um me´todo eficaz para a detec¸a˜o de outliers, que tem algumas van-
tagens [25]. O pro´prio me´todo fornece um corte automa´tico, para determinar se uma
observac¸a˜o e´ ou na˜o um outlier, em contraste com os me´todos referidos anteriormente em
que e´ necessa´rio o usua´rio indicar o valor de corte. O me´todo LOCI representa um gra´fico
para cada ponto, este gra´fico resume informac¸o˜es sobre a vizinhanc¸a da observac¸a˜o, de-
terminando clusters, seus diaˆmetros e distaˆncias entre clusters. A distaˆncia aplicada para
obter o gra´fico e´ a distaˆncia de Jaccard.
Note-se que o coeficiente de Jaccard, J(A,B), mede a semelhanc¸a entre conjuntos da base
e e´ definido como o tamanho da intersec¸a˜o dividido pelo tamanho da unia˜o dos conjuntos.
A distaˆncia de Jaccard, dJ(A,B), mede a semelhanc¸a entre conjuntos, e´ complementar
ao coeficiente de Jaccard e e´ obtida pela seguinte expressa˜o:
dJ(A,B) = 1− J(A,B) = | A ∪B | − | A ∩B || A ∪B | .
O algoritmo LOCI calcula os valores do fator de desvio de multi-granularidade (MDEF)
e do σMDEF, para todas as observac¸o˜es, e em seguida determina um outlier sempre que o
MDEF e´ treˆs vezes mais do que o valor do σMDEF.
42
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
Seja a r-vizinhanc¸a de uma observac¸a˜o pi, o conjunto de observac¸o˜es contidas na distaˆncia
r de pi. Intuitivamente, o fator de desvio de multi-granularidade no raio r para uma ob-
servac¸a˜o pi e´ o desvio relativo da densidade da vizinhanc¸a local da densidade me´dia da
vizinhanc¸a local na sua r-vizinhanc¸a. Assim, uma observac¸a˜o cuja densidade da vizi-
nhanc¸a corresponde a` densidade me´dia da vizinhanc¸a local tera´ um valor de MDEF= 0,
enquanto que, uma observac¸a˜o que seja outlier tera´ o valor de MDEF muito superior a 0.
Figura 3.13: Representac¸a˜o da n e n̂ - por exemplo n(pi, r) = 4, n(pr, αr) = 1, n(p1, αr) = 6 e
n̂(pi, r, α) = (1 + 6 + 5 + 1)/4 = 3.25. [25]
Seja n(pi, αr) o nu´mero de observac¸o˜es na αr-vizinhanc¸a de pi, isto e´, n(pi, αr) ≡|
N(pi, r) | e seja n̂(pi, r, α) a me´dia sobre todas as observac¸o˜es p na r-vizinhanc¸a de pi
de n(pi, αr), isto e´
n̂(pi, r, α) ≡
∑
p∈N(pi,r) n(pi, αr)
n(pi, r)
, (3.7)
como se pode observa na figura 3.13Representac¸a˜o da n e n̂ - por exemplo n(pi, r) =
4, n(pr, αr) = 1, n(p1, αr) = 6 e n̂(pi, r, α) = (1+6+5+1)/4 = 3.25. [25] figure.caption.39.
O uso de dois raios consiste em separar o raio αr do raio r sobre o qual se esta a fazer a
me´dia. Denota-se como integral de correlac¸a˜o local a func¸a˜o n̂(pi, α, r) sobre todo r.
Definic¸a˜o 6 Para qualquer pi, r e α define-se o MDEF no raio r como:
MDEF (pi, r, α) =
n̂(pi, r, α)− n(pi, αr)
n̂(pi, α, r)
= 1− n(pi, αr)
n̂(pi, α, r)
. (3.8)
Note-se que a r-vizinhanc¸a para uma observac¸a˜o pi conte´m sempre a observac¸a˜o pi. Isto,
implica que n̂(pi, α, r) > 0.
Para uma computac¸a˜o mais ra´pida de MDEF, estima-se n(pi, αr) e n̂(pi, r, α), isto leva a`
seguinte definic¸a˜o:
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Definic¸a˜o 7 (Contagem e amostragem da vizinhanc¸a)
A contagem da vizinhanc¸a (ou αr-vizinhanc¸a) e´ a vizinhanc¸a de raio αr, sobre o qual
cada n(p, αr) e´ estimado. A vizinhanc¸a da amostra (ou r-vizinhanc¸a) e´ a vizinhanc¸a de
raio r, sobre o qual separa-se as amostras n(p, αr) para estimar n̂(pi, r, α).
Na figura 3.13Representac¸a˜o da n e n̂ - por exemplo n(pi, r) = 4, n(pr, αr) = 1, n(p1, αr) =
6 e n̂(pi, r, α) = (1 + 6 + 5 + 1)/4 = 3.25. [25] figure.caption.39 pode-se observar que o
c´ırculo grande limita a r-vizinhanc¸a de pi, enquanto que os c´ırculos menores conteˆm αr-
vizinhanc¸as de va´rios p′s. O principal esquema de detec¸a˜o de outliers que os autores
propo˜em baseia-se no desvio padra˜o da contagem da αr-vizinhanc¸a sobre a r-vizinhanc¸a
de pi, assim tem-se que:
σMDEF(pi, r, α) =
σn̂(pi, r, α)
n̂(pi, r, α)
(3.9)
que e´ o desvio padra˜o normalizado σn̂(pi, r, α) de n(pi, αr) com p ∈ N(pi, r), onde
σn̂(pi, r, α) ≡
√∑
p∈N(pi,r)(n(p,αr)−n̂(pi,r,α))
2
n(pi,r)
.
Usa-se uma vizinhanc¸a 0 < α < 1 para que o ca´lculo aproximado de MDEF seja ra´pido.
Para reduzir o tempo de execuc¸a˜o computacional, determina-se os valores de MDEF e
σMDEF, e explora-se as seguintes propriedades:
– Para cada observac¸a˜o pi e cada α, n(pi, r), n̂(pi, r, α), o valor de MDEF(pi, r, α) e de
σMDEF(pi, r, α) sa˜o constantes por parte de r.
– Em particular, n(pi, r) e n(pi, αr) para todos os p
′s na r-vizinhanc¸a de pi podem ape-
nas mudar quando se aumenta r e faz com que na r-vizinhanc¸a de pi seja adicionado
uma nova observac¸a˜o ou na αr-vizinhanc¸a de qualquer um dos p′s.
Isso, leva a` seguinte definic¸a˜o, onde n e´ o nu´mero de observac¸o˜es e nn(pi, K) e´ o K-e´simo
vizinho mais pro´ximo de pi.
Definic¸a˜o 8 (Distaˆncia critica)
Para 1 ≤ K ≤ n, chama-se a d(nn(pi, K), pi) a distaˆncia critica de pi e d(nn(pi,k),pi)α a
distaˆncia α-critica de pi.
Pelas propriedades acima referidas, os autores apenas consideram raios que sa˜o cr´ıticos
ou α-cr´ıticos.
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Input:
D: base de dados que conte´m n observac¸o˜es; r: a distaˆncia de uma observac¸a˜o; e
α: um paraˆmetro nume´rico.
Output:
O conjunto de outliers.
O algoritmo LOCI e´ da seguinte forma:
I. Pre´-processamento
Para cada pi ∈ D:
(a) Executa uma pesquisa de um intervalo para Ni = {p ∈ D | d(pi, p) ≤ rmax};
(b) A partir de Ni, constro´i uma lista ordenada Li das distaˆncias cr´ıticas e α-cr´ıticas
de pi
II. Po´s-processamento
Para cada pi ∈ D:
(a) Para cada raio r ∈ Li (ascendente):
(b) Atualiza n(pi, αr) e n̂(pi, r, α)
(c) De n e n̂, calcula o MDEF (pi, r, α) e σMDEF(pi, r, α)
(d) Se MDEF (pi, r, α) > 3σMDEF(pi, r, α), enta˜o pi e´ outlier.
O LOCI conduz a um me´todo aproximado praticamente linear, aLOCI, que propor-
ciona uma detec¸a˜o ra´pida e precisa de outliers. O algoritmo aLOCI elimina o alto
custo de iterac¸o˜es sobre cada observac¸a˜o na vizinhanc¸a de cada pi. Esta abordagem
requer essencialmente apenas contagens em va´rias escalas, e assim e´ capaz de superar
o problema de multi-granularidade.
Cap´ıtulo 4
Aplicac¸a˜o das metodologias a um caso
real
Neste cap´ıtulo sa˜o apresentados os resultados obtidos da aplicac¸a˜o de alguns algoritmos
descritos anteriormente. A aplicac¸a˜o dos modelos foi efetuada no software livre R, na versa˜o
3.3.3 (6-03-2017) [30]. O erro da ma´quina associado ao software usado e´ de 1.110223 × 10−16
(figura 4.1Script usado para determinar o erro da ma´quina associado ao R. figure.caption.40).
Todas as func¸o˜es e bibliotecas usadas sera˜o indicadas no decorrer da ana´lise.
Figura 4.1: Script usado para determinar o erro da ma´quina associado ao R.
Os dados recolhidos e usados como exemplo ao longo desta tese sa˜o referentes a uma ins´ıgnia
do Grupo SONAE (ins´ıgnia Y ) no aˆmbito da padaria, pastelaria e cafetaria. A escolha desta
ins´ıgnia como exemplo na tese deve-se ao facto de ser uma das ins´ıgnias em que a tipologia do
equipamento e´ muito abrangente e o nu´mero de lojas e´ considera´vel. O raciocino apresentado
nos pro´ximos cap´ıtulos seria o mesmo no caso da aplicac¸a˜o de uma outra ins´ıgnia pertencente
a` SONAE.
A base de dados foi exportada de SAP, que consiste de um Sistema Integrado de Gesta˜o
Empresarial, em formato EXCEL no dia 15-02-2017.
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4.1 Ana´lise descritiva dos dados
Os dados exportados de SAP consistiram de 23275 linhas e 29 colunas, sendo que cada linha
da base de dados corresponde a um ativo fixo e as colunas conteˆm essencialmente informac¸a˜o
sobre os ativos fixos. Um extrato da base de dados e´ apresentado na figura 4.2Extrato da base
de dados exportada de SAP. figure.caption.41.
Figura 4.2: Extrato da base de dados exportada de SAP.
Na tabela B.1Descric¸a˜o das varia´veis .table.caption.85, em anexo BDescric¸a˜o das varia´veis
do conjunto de dadosAnexo.a.B, apresenta-se uma descric¸a˜o do conjunto de varia´veis levanta-
das. O objetivo do estudo consiste em construir um sistema de controlos e de alertas sempre
que se verifiquem desvios significativos no que se refere a inventa´rios de ativos fixos, isto e´
pretendem-se identificar as lojas cujo nu´mero de equipamentos, por metro quadrado, e´ at´ıpico.
As lojas que sa˜o destacadas como sendo at´ıpicas, sa˜o lojas que teˆm um nu´mero de equipamentos
muito elevado/reduzido, por metro quadrado, e teˆm de ser devidamente analisadas pela equipa
da ”Gesta˜o de Ativos Fixos”.
Os modelos focaram-se nos equipamentos etiqueta´veis contidos nos equipamentos ba´sicos,
isto e´ ma´quinas, ferramentas, equipamentos de decorac¸a˜o e outros bens com os quais se realiza
a extrac¸a˜o, transformac¸a˜o e elaborac¸a˜o dos produtos ou a prestac¸a˜o dos servic¸os. A equipa
da Inventariac¸a˜o, que tem como uma das func¸o˜es fazer auditorias a`s lojas, quando visita as
lojas apenas faz o levantamento dos equipamentos etiqueta´veis. Pela base de dados da figura
4.2Extrato da base de dados exportada de SAP. figure.caption.41, pode-se observar que na
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ins´ıgnia em estudo encontram-se equipamentos que na˜o sa˜o etiqueta´veis, tais como tabuleiros
lisos e utens´ılios. E´ de salientar tambe´m que na varia´vel Descritivo do Centro de Custo pode-se
encontrar lojas e sedes, mas para a presente ana´lise so´ as lojas teˆm interesse. Antes de construir
o modelo foi feito um tratamento de dados de forma a eliminar os equipamentos na˜o etiqueta´veis
e na varia´vel Descritivo do Centro de Custo apenas permanecer as lojas, reduzindo o nu´mero
de linhas. Esse tratamento foi executado no programa EXCEL, em que se eliminaram tambe´m
as varia´veis que na˜o va˜o ser utilizadas no modelo. Para tal criou-se uma aplicac¸a˜o em EXCEL,
figura 4.3Aplicac¸a˜o para o tratamento de dados em EXCEL. figure.caption.42, com o aux´ılio
de Macros e co´digo VBA (Visual Basic for Applications).
Figura 4.3: Aplicac¸a˜o para o tratamento de dados em EXCEL.
Este ficheiro EXCEL conte´m sete folhas:
• DAD: referente a` base de dados exportada diretamente pela query do programa SAP,
uma vez que as Macros esta˜o programadas para esse formato;
• Control: como o nome indica e´ nesta folha que se controlam as restantes folhas atrave´s
dos boto˜es, estes devem ser clicados por uma certa ordem;
• Data: enquanto no in´ıcio na˜o se encontra preenchida, no decorrer do tratamento de
dados, obteˆm-se as varia´veis de maior importaˆncia para a ana´lise;
• Quantidade: inicialmente estara´ em branco, mas no decorrer do tratamento e´ feita a
identificac¸a˜o do nu´mero de cada tipo de equipamento existente em cada loja, que sera´
extra´ıda para posteriormente ser utilizada no software R;
• Quantia: e´ semelhante a` anterior, mas neste caso e´ referente ao valor do equipamento
(de acordo com as varia´veis Val. aquis. atual e tipo de equipamento);
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• Precoporunid: inicialmente encontra-se em branco, mas no desenrolar do programa sera´
preenchido o prec¸o unita´rio de cada tipo de equipamento, por loja; e
• Aux: e´ uma folha auxiliar, que serve de suporte para a programac¸a˜o das restantes folhas.
Na folha Control os boto˜es (figura 4.3Aplicac¸a˜o para o tratamento de dados em EXCEL.
figure.caption.42) teˆm de ser pressionados pela seguinte ordem:
1. Antes de comec¸ar a tratar uma nova ins´ıgnia, clica-se no bota˜o Limpar, que elimina os
campos preenchidos pelo programa da u´ltima vez que se utilizou a aplicac¸a˜o;
2. Em todas as ana´lises devem-se atualizar os equipamentos, uma vez que esta˜o sempre a
surgir equipamentos novos, para tal seleciona-se o bota˜o Atualizar equipamento;
3. Clica-se no bota˜o Inserir Dados, a Macro acrescenta na folha DAD duas colunas, uma
referente a` divisa˜o da loja e outra que classifica os equipamentos se sa˜o etiqueta´veis ou
na˜o. A Macro com o recurso da folha auxiliar elimina os equipamentos na˜o etiqueta´veis,
uma vez que o estudo so´ se foca nos equipamentos etiqueta´veis. De seguida, a folha Data
fica preenchida com as seguintes varia´veis: Cent Custo, localizac¸a˜o, Descritivo do Centro
de Custo, Tipo de Equipamento (apenas aparecem os equipamentos etiqueta´veis), Qtd e
Val. aquis. atual;
4. Seleciona-se o bota˜o Lojas para estudo, que acrescenta uma coluna onde o utilizador
seleciona apenas as lojas que pretende analisar;
5. Clica-se no bota˜o Eliminar lojas, para eliminar as lojas cujo utilizador selecionou;
6. Pressiona-se no bota˜o calcular, que preenche as seguintes folhas: quantia, quantidade e
precoporunidade. Nesta fase obteˆm-se os nomes das lojas (observac¸o˜es) e os nomes dos
tipos de equipamentos (varia´veis);
7. Seleciona-se o bota˜o Extrair dados, que tem como func¸a˜o extrair dois ficheiros para
uma pasta, quantidade e quantia, que sera˜o posteriormente lidos no programa R.
Como se pode observar, na folha Control existem treˆs boto˜es que permitem uma ana´lise mais
detalhada das lojas, os nomes dos equipamentos duplicados e os nomes dos equipamentos em
falta numa determinada loja, e os nomes das lojas que na˜o conteˆm um determinado equipa-
mento.
Nas folhas quantidade, quantia e precoporunid foram tidas em conta as varia´veis Cen Custo
(nome das lojas), o tipo de equipamento (nome dos equipamentos etiqueta´veis), a quantidade
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dos bens e a respetiva quantia. De forma a simplificar a explicac¸a˜o do que foi feito nessas
folhas, observa-se o seguinte exemplo:
Figura 4.4: Exemplo do procedimento para preencher as folhas quantidade, quantia e precoporunid,
no EXCEL.
Inicialmente, foi feita a identificac¸a˜o do nu´mero de cada tipo de equipamento existente em
cada loja e, no fim, calculou-se a me´dia da quantidade de cada tipo de equipamento numa
ins´ıgnia Y. De seguida, fez-se a soma da quantia de cada tipo de equipamento, por loja. De
forma a obter-se o valor unita´rio de cada equipamento, por loja, determinou-se o quociente
entre a quantia e a quantidade, e calculou-se a me´dia do valor unita´rio de cada equipamento,
obtendo-se assim o valor me´dio desse equipamento na ins´ıgnia em estudo. No final, calculou-
se o produto entre a me´dia da quantidade do equipamento e a me´dia do valor unita´rio desse
equipamento, que resulta no valor me´dio desse equipamento numa ins´ıgnia Y. Este valor sera´
utilizado nas abordagens para criar o modelo alarmı´stico, com o intuito de diminuir a tipologia
do equipamento por forma a manter apenas os equipamentos que teˆm um nu´mero elevado ou
um valor da aquisic¸a˜o elevado, numa ins´ıgnia Y.
Para simplificar, apresentamos, por exemplo, o que se fez no caso das cadeiras:
1. Somou-se a quantidade de cadeiras, nas lojas 1, 2 e 3;
2. De seguida, determinou-se a me´dia das cadeiras na ins´ıgnia Y, 3+5+9
3
= 5, isto e´, em
me´dia numa ins´ıgnia Y teˆm-se 5 cadeiras;
3. Somou-se a quantia desse equipamento, nas lojas 1, 2 e 3;
4. Determinou-se o valor unita´rio me´dio, isto e´, calculou-se o quociente entre a quantia e a
quantidade das cadeiras, por exemplo na Loja 1, 10
3
= 3.33 e;
5. De seguida, determinou-se a me´dia do valor unita´rio das cadeiras, isto e´, 3.33+7+2.22
3
= 4.18.
Este valor indica que, em me´dia, numa ins´ıgnia Y, uma cadeira custou 4.18 e; e
6. Por fim, fez-se o produto entre a me´dia da quantidade e a me´dia do valor unita´rio, isto e´,
5× 4.18 = 23.70, este valor declara que, em me´dia, cada loja da ins´ıgnia em estudo tem
23.70 e em cadeiras.
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Para a construc¸a˜o do modelo, utilizaram-se treˆs abordagens implementadas no software R,
considerando-se a base de dados quantidade e a base de dados quantia, e que foram denomi-
nadas, respetivamente, por Base Total e Data Total. Estas bases de dados, apo´s o tratamento,
conteˆm 108 observac¸o˜es referentes a`s lojas pertencentes a` ins´ıgnia Y e 164 varia´veis referentes
aos tipos de equipamentos. De forma a melhorar o modelo inclui-se na ana´lise uma outra base
de dados que conte´m a informac¸a˜o da a´rea de cada loja e o tipo de intervenc¸a˜o feita nos u´ltimos
dois anos.
Note-se que as lojas que na˜o conteˆm a informac¸a˜o da a´rea sa˜o lojas que ja´ encerraram e, como
tal, na˜o sa˜o importantes para a ana´lise, ou lojas que abriram ha´ pouco tempo e na˜o existem
todos os elementos necessa´rios para ana´lise. Eliminaram-se as lojas que abriram recentemente
( Loja 70, Loja 82 e Loja 108) devido a faltar algumas informac¸o˜es. A Loja 104 tambe´m foi
eliminada da base de dados, porque e´ uma loja que ja´ encerrou e na˜o tem importaˆncia para
ana´lise. Estas quatro lojas foram eliminadas das bases de dados.
As bases de dados, Base Total e Data Total, para os seguintes cap´ıtulos teˆm a seguinte
dimensa˜o: 104 observac¸o˜es e 164 varia´veis. Para uma melhor compreensa˜o dos dados, observa-
se como as 4 primeiras varia´veis se encontram distribu´ıdas atrave´s do comando boxplot() em
R:
Figura 4.5: Boxplots referentes a`s primeiras quatro varia´veis, normalizadas, da Base Total e da
Data Total, respetivamente.
4.1.1 Abordagem 1
Numa primeira abordagem, para a detec¸a˜o de outliers, agruparam-se as 164 varia´veis pela
sua tipologia, isto e´ agruparam-se os equipamentos de acordo com as suas func¸o˜es numa ins´ıgnia
Y, ficando-se assim com 9 varia´veis: Decorac¸a˜o, onde agruparam-se os equipamentos de de-
corac¸a˜o, tais como mesas, cadeiras, quadros, entre outros; Extra, encontram-se os equipa-
mentos na˜o ta˜o necessa´rios para o funcionamento de uma ins´ıgnia Y ; Frio, agruparam-se os
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equipamentos de frio, tais como frigor´ıficos, vitrinas, entre outros ; Quente, compilaram-se
os equipamentos de quente, tais como fogo˜es, fornos, entre outros; Bancada, aglomeraram-
se os equipamentos de arrumac¸a˜o, tais como bancadas, estantes, entre outros; Hardware,
como o nome indica agruparam-se todos os hardwares e Peq equipamentos, juntaram-se os
equipamentos pequenos, tais como caixotes do lixo, escadotes, barreiras, entre outros.
A aplicac¸a˜o desta abordagem foi feita a` Base Total e a` Data Total, obtendo-se assim a Base
e a Data, respetivamente, cuja dimensa˜o e´ de 104 observac¸o˜es e 9 varia´veis. A estas novas
bases de dados foram-lhes aplicados alguns dos algoritmos de detec¸a˜o de outliers, estudados
nos cap´ıtulos anteriores.
As te´cnicas de detec¸a˜o de outliers, implementas nas bases de dados, que se seguem sa˜o
apenas te´cnicas na˜o supervisionadas, pois fazem a suposic¸a˜o impl´ıcita de que as observac¸o˜es
normais sa˜o muito mais frequentes do que os outliers.
Abordagem 1 referente a` base de dados Base
Na base de dados Base, o objetivo e´ analisar o nu´mero de equipamentos nas lojas.
Na aplicac¸a˜o da te´cnica de detec¸a˜o de outliers baseada em me´todos estat´ısticos na˜o pa-
rame´tricos destaca-se o boxplot. O boxplot permite avaliar a simetria dos dados, a dispersa˜o e
a existeˆncia de outliers. Atrave´s do comando boxplot( ) obte´m-se:
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Figura 4.6: Boxplots referente a`s varia´veis, normalizadas, da base de dados Base.
Pela figura 4.6Boxplots referente a`s varia´veis, normalizadas, da base de dados Base. figure.caption.46
observa-se que existem muitos outliers em todas as varia´veis, o que na˜o ajuda a concluir nada
sobre os dados.
De seguida, aplicaram-se te´cnicas de detec¸a˜o de outliers baseadas em clustering, mais con-
cretamente, o algoritmo FindCBLOF. Este algoritmo, que primeiro particiona o conjunto de
dados em clusters atrave´s do algoritmo K-me´dias, de seguida, para cada ponto da base de
dados, o valor de CBLOF e´ calculado. As observac¸o˜es em que o valor CBLOF seja elevado
consideram-se outliers. De forma a implementar o K-me´dias estudaram-se as distribuic¸o˜es das
9 varia´veis. O melhor valor de K a aplicar a` base de dados foi K = 3, ou seja, particionaram-
se as observac¸o˜es em treˆs grupos. Para tal, executou-se em R o comando kmeans(Base,3),
recorrendo a` biblioteca stats, tendo-se obtido o seguinte particionamento das lojas:
Cluster 1 2 3
No de lojas 10 57 37
Tabela 4.1: Particionamento das 104 lojas, aplicando o algoritmo K-me´dias.
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Posteriormente, aplicou-se o comando, em anexo CAlgoritmo FindCBLOFAnexo.a.C, para
determinar o algoritmo FindCBLOF, uma vez que o R na˜o conte´m em nenhuma livraria o
algoritmo FindCBLOF.
As cinco lojas cujo valor do CBLOF, determinado pelo algoritmo FindCBLOF, e´ maior:
”Loja 29”, ”Loja 62”, ”Loja 71”, ”Loja 4” e ”Loja 15”. O valor do CBLOF foi calculado
atribuindo a cada observac¸a˜o um fator de outlier, que e´ medido pelo tamanho do cluster ao
qual a observac¸a˜o pertence, e a distaˆncia entre as observac¸o˜es e o cluster mais pro´ximo. A
distaˆncia entre as observac¸o˜es e o cluster mais pro´ximo foi determinada pela varia´vel a´rea, de
cada loja.
Por fim aplicaram-se as te´cnicas de detec¸a˜o de outliers baseadas na proximidade, sendo
estas classificadas em distaˆncia e em densidade. A te´cnica baseada na distaˆncia mais aplicada
e´ o K vizinho mais pro´ximo, KNN, que determina o score de outlier de uma observac¸a˜o, com
base nas distaˆncias dos K vizinhos mais pro´ximos.
Figura 4.7: Aplicac¸a˜o do me´todo KNN a` base de dados, Base.
Para efetuar esta tarefa foi essencial a func¸a˜o kNNdist( ) da livraria dbscan. Aplicou-se
ao me´todo KNN o paraˆmetro K = 2, para obter-se o gra´fico 4.7Aplicac¸a˜o do me´todo KNN a`
base de dados, Base. figure.caption.48. Foram tambe´m testados diferentes valores de K mas
obteve-se sempre as mesmas concluso˜es. Pelo me´todo KNN determinaram-se as seguintes lojas
como poss´ıveis outliers: ”Loja 84”, ”Loja 96”, ”Loja 91” e ”Loja 79”. As lojas destacadas teˆm
a distaˆncia, aos seus 2-vizinhos mais pro´ximos, maior do que as restantes lojas. Neste me´todo
na˜o se cruzou a informac¸a˜o com a a´rea, apenas obtiveram-se os outliers devido ao nu´mero de
equipamentos ser muito elevado ou reduzido.
De seguida, aplicaram-se aos dados te´cnicas de detec¸a˜o de outliers baseadas na densidade.
As te´cnicas aplicadas sa˜o: o LOF e o LOCI. Nestas te´cnicas, uma observac¸a˜o ’normal’ (na˜o
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outlier) tem a sua densidade local semelhante a dos seus vizinhos, enquanto que uma observac¸a˜o
outlier tem a sua densidade local menor que a dos seus vizinhos.
A primeira te´cnica aplicada foi o LOF. O valor desta te´cnica e´ maior num outlier de que
numa observac¸a˜o ’normal’. Para determinar o valor de LOF em R, recorreu-se ao comando lof(
) da livraria Rlof. O valor de LOF foi determinado, para cada observac¸a˜o, aplicando diferentes
valores de K (3, 6, 9, 12, 15, 20, 25, 30, 35 e 40), isto e´, aplicaram-se diferentes ’MinPts’
de modo a interpretar o comportamento dos dados a` medida que se aumentava o ’MinPts’.
Representou-se o valor de LOF de cada observac¸a˜o para cada ’MinPts’, num gra´fico, para tal
foi necessa´rio instalar a livraria ggplot2.
Pela aplicac¸a˜o do comando anterior, obteve-se o seguinte gra´fico:
Figura 4.8: Aplicac¸a˜o do me´todo LOF a` base de dados, Base.
Atrave´s do gra´fico 4.8Aplicac¸a˜o do me´todo LOF a` base de dados, Base. figure.caption.49,
constata-se que para o valor de K ≥ 25 o valor de LOF de cada observac¸a˜o tende a estabilizar.
Os outliers sa˜o as observac¸o˜es cujo valor de LOF e´ maior, e como se verifica pelo gra´fico,
na˜o e´ simples determinar um valor de corte para os obter. A melhor forma para determinar
os outliers foi trac¸ar uma linha (gra´fico 4.8Aplicac¸a˜o do me´todo LOF a` base de dados, Base.
figure.caption.49) de forma a interpretar as lojas cujo valor esta´ acima dessa linha. Para K = 3,
K = 6, K = 9 e K = 12 obteve-se a ”Loja 84”, enquanto que para K = 15 ate´ ao K = 40
obteve-se a ”Loja 84”, a ”Loja 96” e a ”Loja 91”. A partir do K = 15 pode-se verificar pelo
gra´fico que o valor de LOF forma ’treˆs grupos’, dessa forma consideram-se as treˆs observac¸o˜es
cujo valor de LOF e´, notoriamente, maior do que os restantes. Conclui-se assim, que os poss´ıveis
outliers sa˜o: ”Loja 84”, ”Loja 96” e ”Loja 91”.
Por fim, aplicou-se a te´cnica LOCI. Esta te´cnica tambe´m e´ baseada na densidade mas,
contrariamente ao LOF, na˜o e´ necessa´rio definir um valor de corte, o pro´prio algoritmo deter-
mina quais as observac¸o˜es que sa˜o consideradas outliers. Na aplicac¸a˜o do LOCI recorreu-se a`
func¸a˜o LOCI() e a` prabclust(prabinit( )) das livrarias SMLoutliers e prabclus, respetivamente,
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obtendo-se as lojas outliers e o gra´fico seguinte.
Figura 4.9: Aplicac¸a˜o do me´todo LOCI a` base de dados, Base.
Salienta-se ainda que, para se obter o gra´fico, e´ utilizada a distaˆncia de Jaccard. Neste
gra´fico, os outliers sa˜o representados por N e as restantes observac¸o˜es sa˜o particionadas, e
representadas pelos clusters 1 e 2.
As lojas que o valor LOCI retornou como sendo poss´ıveis outliers sa˜o: ”Loja 79”, ”Loja 84”,
”Loja 89”, ”Loja 91”, ”Loja 96”, ”Loja 97” e ”Loja 98”. Note-se que foi considerado o paraˆmetro
alpha = 0.5, tendo sido testados outros valores, mas a` medida que o paraˆmetro era aumentado,
mais lojas eram retornadas como outliers, quando o paraˆmetro era diminu´ıdo, menos lojas re-
tornavam como poss´ıveis outliers. Por este motivo, considerou-se alpha = 0.5, uma vez que
este valor, devolvia um nu´mero considera´vel de lojas como poss´ıveis outliers.
Na tabela D.1Lojas alarmı´sticas obtidas na base de dados Base .table.caption.86, em anexo
DTabelas da abordagem 1Anexo.a.D, apresenta-se de uma forma resumida as lojas outliers,
para cada te´cnica, da base de dados, Base.
Numa primeira abordagem da base de dados, Base, conclui-se que a te´cnica FindCBLOF
na˜o esta´ em conformidade com as demais. As restantes te´cnicas retornam lojas outliers em
comum, dessas destacam-se ”Loja 84”, ”Loja 96”, ”Loja 91” e Loja 79”.
Abordagem 1 referente a` base de dados Data
Na base de dados Data, estuda-se, em cada loja, o valor dos equipamentos.
Nesta abordagem apenas na˜o se aplicara´ o algoritmo FindCBLOF, uma vez que se teria de
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particionar a base de dados conforme o valor dos equipamentos. Aos me´todos aplicados na˜o se
cruzou a informac¸a˜o da a´rea das lojas, tendo-se apenas estudado o valor dos equipamentos em
cada loja. Atrave´s do comando boxplot( ) que permite avaliar a simetria dos dados, a dispersa˜o
e a existeˆncia de outliers obte´m-se a seguinte figura:
Figura 4.10: Boxplots referentes a`s varia´veis, nrmalizadas, da base de dados Data.
A` semelhanc¸a dos boxplots obtidos para a Base, observa-se que nestes boxplots tambe´m
existem muitos outliers em todas as varia´veis, o que na˜o ajuda a concluir nada sobre os dados.
De seguida aplicaram-se as te´cnicas de detec¸a˜o de outliers baseadas na proximidade que
sa˜o classificadas em distaˆncia e densidade. A te´cnica baseada em distaˆncia mais aplicada e´ K
vizinhos mais pro´ximos, KNN.
Figura 4.11: Aplicac¸a˜o do me´todo KNN a` base de dados, Data.
Pelo me´todo KNN, determinou-se as lojas ”Loja 96” e ”Loja 91”, como sendo as poss´ıveis
lojas outliers, lojas estas cuja distaˆncia aos seus K-vizinhos mais pro´ximos e´ maior, compara-
tivamente com as demais. Aplicou-se ao me´todo KNN o paraˆmetro K = 2, para obter-se o
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gra´fico 4.11Aplicac¸a˜o do me´todo KNN a` base de dados, Data. figure.caption.53, tambe´m foram
testados diferentes valores de K mas obteve-se sempre as mesmas concluso˜es.
De seguida, aplicou-se aos dados te´cnicas de detec¸a˜o de outliers baseados na densidade,
tais te´cnicas sa˜o o LOF e o LOCI. A primeira te´cnica aplicada foi o LOF. O valor de LOF a`
semelhanc¸a com a ana´lise anterior, foi determinado para cada observac¸a˜o, aplicando diferentes
K ′s. Representou-se o valor de LOF de cada observac¸a˜o para cada K, no seguinte gra´fico:
Figura 4.12: Aplicac¸a˜o do me´todo LOF a` base de dados, Data.
Atrave´s do gra´fico 4.12Aplicac¸a˜o do me´todo LOF a` base de dados, Data. figure.caption.54,
pode-se notar que para o valor de K ≥ 25 o valor de LOF para cada observac¸a˜o tende a estabi-
lizar. A` semelhanc¸a da ana´lise anterior, a melhor forma para determinar os outliers foi trac¸ar
uma linha (gra´fico 4.12Aplicac¸a˜o do me´todo LOF a` base de dados, Data. figure.caption.54) de
forma a interpretar as lojas cujo valor esta´ acima dessa linha. Para K = 3 obteve-se apenas
a ”Loja 50” como poss´ıvel outlier. Ja´ para K = 6, K = 9 e K = 12 teˆm-se a ”Loja 40”
e a ”Loja 91” como poss´ıveis outliers, enquanto que para K = 15 ate´ K = 40 obteve-se a
”Loja 40”, a ”Loja 91”, a ”Loja 96” e a ”Loja 88”. Conclui-se assim que as poss´ıveis lojas
outliers, no algoritmo LOF, sa˜o: ”Loja 50”, ”Loja 40”, ”Loja 91”, ”Loja 96” e ”Loja 88”.
Por fim, aplicou-se a te´cnica LOCI e obtive-se o seguinte gra´fico:
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Figura 4.13: Aplicac¸a˜o do me´todo LOCI a` base de dados, Data.
As lojas que a te´cnica LOCI retornou como sendo poss´ıveis outliers sa˜o: ”Loja 79”, ”Loja 84”,
”Loja 91”, ”Loja 96”, ”Loja 105” e ”Loja 106”. Note-se que se considerou o paraˆmetro alpha =
0.4, onde retornou um nu´mero considera´vel de outliers,
Na tabela D.2Lojas alarmı´sticas obtidas na base de dados Data .table.caption.87, em anexo
DTabelas da abordagem 1table.caption.86, apresenta-se de uma forma resumida as lojas outli-
ers, para cada te´cnica, da base de dados, Data. Na base de dados Data, destaca-se a Loja 91”
e a Loja 96”.
Conclui-se que, tanto na base de dados Base como na Data, as lojas que se destacam em
ambas as ana´lises sa˜o: ”Loja 84”, ”Loja 91”, ”Loja 96” e ”Loja 79”.
Figura 4.14: Histogramas referentes ao nu´mero de equipamentos e ao valor dos equipamentos, nas
lojas, respetivamente.
Observa-se pelo histograma referente ao nu´mero de equipamentos, que as lojas com mais
de 200 equipamentos, por ordem crescente, sa˜o: ”Loja 89”, ”Loja 98”, ”Loja 97”, ”Loja 79”,
”Loja 91” e ”Loja 96”. No histograma referente ao valor dos equipamentos, as lojas com mais
de 30000 e em equipamentos sa˜o: ”Loja 89”, ”Loja 98”, ”Loja 79”, ”Loja 106”, ”Loja 96” e
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”Loja 91”.
Conclui-se que das lojas destacadas na tabela D.3Lojas alarmı´sticas obtidas na aborda-
gem 1. table.caption.88, em anexo DTabelas da abordagem 1table.caption.87, e pela figura
4.14Histogramas referentes ao nu´mero de equipamentos e ao valor dos equipamentos, nas lojas,
respetivamente. figure.caption.56 as mais alarmı´sticas sa˜o: ”Loja 91” e ”Loja 96”. Ambas as
lojas destacadas sofreram remodelac¸a˜o, o que pode justificar o facto de ter muitos equipamen-
tos, por ainda na˜o terem feito as movimentac¸o˜es devidas de alguns equipamentos (vendas e
abates).
4.1.2 Abordagem 2
Pela abordagem anterior obtiveram-se poss´ıveis lojas outliers, mas na˜o se cruzou os dados
com a a´rea das mesmas, apenas se estudou o nu´mero de equipamentos e o seu valor, em cada
loja. Salienta-se que o objetivo do estudo consiste em determinar as lojas mais alarmı´sticas,
isto e´, as lojas cujo nu´mero de equipamentos, por metro quadrado, e´ muito reduzido ou muito
elevado. Para tal, aplicou-se uma segunda abordagem. Nesta abordagem, o objetivo consiste
em agrupar as lojas, pelo nu´mero de equipamentos, e depois determinar as lojas at´ıpicas dentro
de cada grupo.
A Base Total e a Data Total conteˆm 104 observac¸o˜es e 164 varia´veis. A forma mais cor-
reta sera´ reduzir o nu´mero de varia´veis para que a aplicac¸a˜o de qualquer algoritmo seja mais
fia´vel, uma vez que se aplicara´ me´todos de clustering, para particionar as observac¸o˜es. Para
tal, observa-se o exemplo de figura 4.4Exemplo do procedimento para preencher as folhas quan-
tidade, quantia e precoporunid, no EXCEL. figure.caption.43, em que se determinou no tra-
tamento de dados o paraˆmetro da quantia me´dia por tipo de equipamento, com o objetivo de
ser usado para corte das varia´veis, isto e´, equipamentos cuja quantia me´dia na ins´ıgnia Y seja
inferior a 30 e eliminam-se da Base Total e da Data Total. O valor de corte foi de 30 e por
forma a garantir que ficavam para ana´lise os equipamentos de grande quantidade ou muito
caros, em cada ins´ıgnia Y.
As novas bases de dados, Base 1 e Data 1, conteˆm 104 observac¸o˜es (lojas pertencentes a`
ins´ıgnia Y ) e 40 varia´veis (tipo de equipamentos cujo valor me´dio e´ superior a 30 e). Para
uma melhor compreensa˜o dos dados, observa-se como as 4 primeiras varia´veis se encontram
distribu´ıdas, em cada base de dados, atrave´s do comando boxplot() em R:
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Figura 4.15: Boxplots referentes a`s quatro primeiras va´riaveis da Base 1 e da Data 1, respetivamente.
De seguida, estudou-se o melhor algoritmo de clustering para aplicar aos dados. Um bom
algoritmo de agrupamento forma grupos cuja semelhanc¸a entre elementos no mesmo grupo e´
elevada e a semelhanc¸a entre elementos de grupos diferentes e´ reduzida. De forma a determinar
o melhor valor de K (nu´mero de grupos a formar) para os me´todos foi essencial a aplicac¸a˜o
do me´todo do cotovelo. Para aplicar o me´todo do cotovelo foi necessa´rio utilizar a func¸a˜o
fviz nbclust( ) da livraria factoextra, para se obterem os seguintes gra´ficos.
Figura 4.16: Determinac¸a˜o deK nos me´todosK-me´dias, PAM e hiera´rquico aglomerativo (da esquerda
para a direita).
No gra´fico procura-se o “cotovelo” para definir qual e´ o nu´mero aceita´vel de K (clusters) a a
formar, com base nos dados da amostra. Este me´todo aumenta a quantidade de clusters a partir
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de 1 e analisa o resultado a cada incremento. Pelos gra´ficos acima, conclui-se que K = 3 sera´
o melhor valor de K a aplicar nos algoritmos, verificou-se tambe´m as distribuic¸o˜es de alguns
equipamentos, para tal, recorreu-se ao histograma atrave´s do comando hist() e obteve-se as
seguintes representac¸o˜es:
Figura 4.17: Representac¸o˜es dos histogramas de alguns equipamentos.
Pela figura 4.17Representac¸o˜es dos histogramas de alguns equipamentos. figure.caption.59
pode-se concluir que muitas lojas em relac¸a˜o ao nu´mero de equipamentos ou teˆm um, ou teˆm
em duplicado ou na˜o teˆm o equipamento, constatando-se que dividir as observac¸o˜es em treˆs
grupos sera´ o ideal. Aplicou-se tambe´m a ana´lise o paraˆmetro K = 4 de forma a comparar os
resultados dos me´todos.
No me´todo agrupamento hiera´rquico aglomerativo utilizou-se a distaˆncia Euclideana e aplicaram-
se as seguintes ligac¸o˜es: average, single, ward.D, complete e centroid. No fim, determinou-se o
coeficiente de correlac¸a˜o cofene´tica (CCC) para concluir o melhor me´todo. Um valor alto para
CCC e´ considerado como uma medida de classificac¸a˜o bem-sucedida.
Determinou-se o me´todo hiera´rquico aglomerativo, recorrendo a` func¸a˜o hclust( ) da livraria
stats, tanto para K = 3 como para K = 4, obtendo-se os gra´ficos seguintes:
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Figura 4.18: Representac¸a˜o do me´todo hiera´rquico aglomerativo com K = 3.
Figura 4.19: Representac¸a˜o do me´todo hiera´rquico aglomerativo com K = 4.
Pode-se observar que, na figura 4.18Representac¸a˜o do me´todo hiera´rquico aglomerativo
com K = 3. figure.caption.60 e na 4.19Representac¸a˜o do me´todo hiera´rquico aglomerativo com
K = 4. figure.caption.61, nenhuma ligac¸a˜o agrupa as observac¸o˜es de forma homoge´nea. Nas
duas figuras a melhor ligac¸a˜o e´ a average, uma vez que o valor do coeficiente de correlac¸a˜o
cofene´tica e´ superior as restantes ligac¸o˜es.
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Figura 4.20: Representac¸a˜o da ligac¸a˜o average.
Observa-se atrave´s dos dendrogramas, que ao aplicar o me´todo average, o agrupamento
formado, tanto para K = 3 como para K = 4, na˜o sera´ um bom me´todo a utilizar, uma vez
que na˜o ocorre homogeneidade dentro de cada grupo formado. Salienta-se que um bom me´todo
de agrupamento forma grupos cuja semelhanc¸a entre elementos no mesmo grupo e´ elevada e a
semelhanc¸a entre elementos de grupos diferentes e´ reduzida. Conclui-se assim que o algoritmo
hiera´rquico aglomerativo na˜o e´ o melhor a aplicar a` base de dados.
De seguida, analisou-se o algoritmo PAM, utilizando os paraˆmetros K = 3 e K = 4, para
tal aplicou-se a func¸a˜o pam() da livraria cluster.
Com a aplicac¸a˜o do paraˆmetro K = 3 ao algoritmo PAM, obtiveram-se as seguintes partic¸o˜es
das observac¸o˜es e respetiva silhueta:
Cluster 1 Cluster 2 Cluster 3
No de lojas 5 60 39
Tabela 4.2: Particionamento das 104 lojas, aplicando o algoritmo PAM com o paraˆmetro K = 3.
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Figura 4.21: Representac¸a˜o da silhueta do me´todo PAM com o paraˆmeto K = 3.
Pelo gra´fico da silhueta, obtido atrave´s da func¸a˜o plot(silhouette( )), que e´ uma te´cnica que
avalia o particionamento das observac¸o˜es, verifica-se que existem 24 observac¸o˜es cujo valor da
silhueta e´ negativo, ou seja, indica uma ma´ alocac¸a˜o das lojas nos clusters. Contudo, o valor
me´dio da silhueta e´ de 0.58, que indica que a estrutura e´ razoa´vel.
Ja´ na aplicac¸a˜o do paraˆmetro K = 4, ao algoritmo PAM, obtiveram-se as seguintes partic¸o˜es
das observac¸o˜es e a respetiva silhueta:
Cluster 1 Cluster 2 Cluster 3 Cluster 4
No de lojas 5 10 37 52
Tabela 4.3: Particionamento das 104 lojas, aplicando o algoritmo PAM com o paraˆmetro K = 4.
Figura 4.22: Representac¸a˜o da silhueta do me´todo PAM com o paraˆmeto K = 4.
Pelo gra´fico da silhueta verifica-se que existem 25 observac¸o˜es cujo valor da silhueta e´ ne-
gativo, ou seja, indica uma ma´ alocac¸a˜o das lojas nos clusters. O valor me´dio da silhueta e´ de
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0.56, que indica que a estrutura e´ razoa´vel.
Conclui-se assim, que o algoritmo PAM na˜o e´ um bom algoritmo a aplicar, uma vez que
tanto para K = 3 como para K = 4, aproximadamente, 23% das lojas esta˜o mal alocadas no
cluster.
Por fim, aplicou-se o me´todo K-me´dias para particionar as observac¸o˜es, de forma a agrupar
as lojas semelhantes e as restantes ficarem em grupos distintos.
A` semelhanc¸a dos me´todos anteriores, aplicou-se K = 3 e K = 4 para obter o melhor
particionamento das lojas. Para efetuar esta tarefa foi essencial a func¸a˜o kmeans( ) da livraria
stats. Com a aplicac¸a˜o do paraˆmetro K = 3 no algoritmo K-me´dias, obtiveram-se as seguintes
partic¸o˜es e representac¸o˜es gra´ficas:
Cluster 1 Cluster 2 Cluster 3
No de lojas 45 42 17
Tabela 4.4: Particionamento das 104 lojas, aplicando o algoritmo K-me´dias com o paraˆmetro K = 3.
Figura 4.23: Representac¸o˜es da silhueta e do gra´fico de clustering do me´todoK-me´dias com o paraˆmeto
K = 3.
Pelo gra´fico da silhueta observa-se que existem 7 observac¸o˜es mal alocadas nos clusters.
Mas o valor me´dio da silhueta e´ de 0.26 o que representa uma estrutura fraca. No gra´fico dos
clusters, obtido pela func¸a˜o clusplot( ), verifica-se que os treˆs clusters parecem formar um bom
particionamento das lojas.
Ja´ na aplicac¸a˜o do paraˆmetro K = 4, ao algoritmo K-me´dias, obtiveram-se as seguintes
partic¸o˜es das observac¸o˜es e os seguintes gra´ficos:
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Cluster 1 Cluster 2 Cluster 3 Cluster 4
No de lojas 32 15 17 40
Tabela 4.5: Particionamento das 104 lojas, aplicando o algoritmo K-me´dias com o paraˆmetro K = 4.
Figura 4.24: Representac¸o˜es da silhueta e do gra´fico de clustering do me´todoK-me´dias com o paraˆmeto
K = 4.
Pelo gra´fico da silhueta verifica-se que existem 7 observac¸o˜es cujo valor da silhueta e´ nega-
tivo. Mas o valor me´dio da silhueta e´ 0.3 o que representa uma estrutura fraca. Pelo clusplot
observam-se clusters sobrepostos, o que na˜o e´ uma representac¸a˜o ideal para os clusters.
Sendo assim, conclui-se que, o melhor algoritmo e´ o K-me´dias com o valor do paraˆmetro
K = 3, uma vez que apenas 7 das 104 observac¸o˜es esta˜o mal classificadas e pela representac¸a˜o
do gra´fico dos clusters constata-se um bom particionamento das lojas, pois nenhum dos clusters
se sobrepo˜em. De forma a analisar o nu´mero de equipamentos em cada cluster, conclui-se que
no cluster 1 conte´m 45 lojas, cujo nu´mero de equipamentos e´ reduzido. Ja´ no cluster 2 existem
42 lojas, em que o nu´mero de equipamentos nelas e´ interme´dio, enquanto que o cluster 3 e´
constitu´ıdo por 17 lojas, cujo nu´mero de equipamentos e´ elevado comparativamente com as
lojas nos restantes clusters. Com o motivo de analisar cada cluster, cruzou-se os dados com a
a´rea das lojas, obtendo-se os seguintes boxplots:
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Figura 4.25: Representac¸a˜o dos boxplots referentes a` a´rea das lojas, em cada cluster.
Note-se que, o cluster 1 conte´m as lojas com a a´rea menor e o cluster 3 conte´m, em me´dia,
as lojas em que a a´rea e´ maior. Conclui-se, mais uma vez, que o me´todo K-me´dias com o
paraˆmetro K = 3 particionou bem as observac¸o˜es, apesar da estrutura ser fraca apenas 7 das
observac¸o˜es esta˜o mal alocadas e a partir do gra´fico clusplot observa-se que na˜o existe clusters
sobrepostos.
De seguida, detetaram-se os outliers de cada cluster. Nas lojas retornadas como poss´ıveis
outliers, foi tido em conta o cluster a que pertence, o nu´mero de equipamentos, por metro
quadrado (somou-se o nu´mero dos equipamentos, por loja, e dividiu-se pela sua a´rea) e o
valor dos equipamentos, por metro quadrado (somou-se o valor dos equipamentos, por loja, e
dividiu-se pela sua a´rea).
Na detec¸a˜o de outliers sa˜o usadas te´cnicas na˜o supervisionadas. Estas te´cnicas foram apli-
cadas nesta abordagem, a cada cluster, e cruzou-se com a informac¸a˜o da a´rea de cada loja. E´
de relembrar que as observac¸o˜es foram agrupadas em treˆs grupos: o do pouco equipamento, o
do equipamento interme´dio e o grupo das observac¸o˜es cujo nu´mero de equipamentos e´ maior.
Inicialmente, aplicaram-se te´cnicas baseadas em me´todos estat´ısticos, mais concretamente,
as na˜o parame´tricas. Das te´cnicas na˜o parame´tricas destaca-se o histograma, que ao n´ıvel do
R e´ aplicado pelo comando hist (), obteve-se a seguinte figura:
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Figura 4.26: Representac¸a˜o do nu´mero de equipamentos e do valor dos equipamentos, por m2, em
cada cluster.
Observa-se que as lojas do cluster 1 conteˆm um nu´mero elevado de equipamentos, por metro
quadrado, isto e´, sa˜o lojas em que a a´rea e´ reduzida mas teˆm um nu´mero elevado de equipa-
mentos. Estas lojas sa˜o poss´ıveis outliers. No cluster 1, observa-se tambe´m uma loja cujo
nu´mero de equipamentos, por metro quadrado, e´ pro´ximo de 0, podera´ ser uma loja de aber-
tura, por consequente ainda na˜o tem todos os equipamentos registados em SAP. Ja´ no cluster
3 verifica-se lojas cujo nu´mero de equipamentos e respetivo valor, por metro quadrado, e´ elevado.
De seguida, aplicaram-se te´cnicas de detec¸a˜o de outliers baseadas em clustering, mais concre-
tamente o algoritmo FindCBLOF. Este algoritmo particiona primeiro o conjunto de dados em
clusters atrave´s do algoritmo K-me´dias, ja´ aplicado anteriormente e posteriormente, calcula o
valor do CBLOF para cada observac¸a˜o. As cinco lojas cujo valor do CBLOF, determinado pelo
algoritmo FindCBLOF, e´ maior sa˜o: ”Loja 6”, ”Loja 81”, ”Loja 53”, ”Loja 10” e ”Loja 11”.
Por fim, aplicaram-se as te´cnicas de detec¸a˜o de outliers baseadas na proximidade, sendo
estas classificadas em distaˆncia e densidade. Estas te´cnicas foram aplicadas nos treˆs clusters. A
te´cnica mais aplicada, baseada na distaˆncia, e´ K vizinhos mais pro´ximos, KNN, que determina
o score de outlier de uma observac¸a˜o com base nas distaˆncias dos K vizinhos mais pro´ximos.
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Figura 4.27: Aplicac¸a˜o do me´todo KNN em cada cluster.
Para efetuar esta tarefa foi essencial a func¸a˜o kNNdist( ) da livraria dbscan. Recorrendo ao
me´todo KNN conclui-se que no cluster 1 e´ evidente que a ”Loja 81” e´ um outlier. Ja´ no cluster
2 na˜o e´ ta˜o evidente a detec¸a˜o de outliers, destacando-se apenas a ”Loja 6”, a ”Loja 10” e
a ”Loja 53”, pelo facto de se encontrarem mais afastadas. Enquanto que, no cluster 3, a`
semelhanc¸a do que ocorreu no cluster 1, a ”Loja 33” destaca-se das restantes lojas. Para se
obterem os gra´ficos 4.27Aplicac¸a˜o do me´todo KNN em cada cluster. figure.caption.73, utilizou-
se o paraˆmetro K = 2.
De seguida, aplicaram-se aos dados te´cnicas de detec¸a˜o de outliers baseadas na densidade:
LOF e LOCI.
A primeira te´cnica aplicada foi o LOF. Para determinar o valor de LOF, em R, recorreu-se
a` livraria Rlof. Esta´ te´cnica foi aplicada a cada cluster. O valor de LOF foi determinado para
cada observac¸a˜o, utilizando diferentes paraˆmetros de K (3, 6, 9, 12 e 15) pelo facto do cluster 3
ser constitu´ıdo apenas por 17 observac¸o˜es. Obtiveram-se os seguintes gra´ficos, que representam
o valor de LOF de cada observac¸a˜o, em cada cluster:
Figura 4.28: Aplicac¸a˜o do me´todo LOF, em cada cluster.
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No cluster 1 destaca-se a ”Loja 66” e a ”Loja 81”. Ja´ no cluster 2 foi mais complicado
determinar os outliers, pois so´ no K = 9 e no K = 12 e´ que se destaca a ”Loja 71”. Para os
restantes valores de K na˜o existem outliers. Por fim, no cluster 3, para o paraˆmetro K = 3,
as lojas consideradas foram: ”Loja 106”, ”Loja 77”, ”Loja 96”, ”Loja 103” e ”Loja 33”. No
cluster 3, a` medida que se aumenta o ’MinPts’, o valor de LOF tende a estabilizar, com a
excec¸a˜o da ”Loja 33”.
Por fim, foi aplicada a te´cnica LOCI. Esta te´cnica, ao contra´rio de LOF, na˜o e´ necessa´rio
que seja definido um valor de corte, pois o pro´prio algoritmo determina quais as observac¸o˜es que
sa˜o consideradas outliers. Na aplicac¸a˜o do LOCI foi necessa´rio instalar a livraria SMLoutliers,
para se obter as lojas outliers.
Na aplicac¸a˜o do LOCI no cluster 1, obteve-se a ”Loja 74” e a ”Loja 81”. No cluster 2 obteve-
se as seguintes lojas como poss´ıveis outliers: ”Loja 6”, ”Loja 10”, ”Loja 11” e ”Loja 53”. Ja´
no cluster 3, obteve-se a ”Loja 33”, a ”Loja 77”, a ”Loja 96” e a ”Loja 103”. Note-se que, foi
considerado o paraˆmetro alpha = 0.5 devido a devolver um nu´mero considera´vel de lojas como
poss´ıveis outliers.
Na tabela E.1Lojas alarmı´sticas destacadas em cada te´cnica .table.caption.89, em anexo
ETabelas da abordagem 2Anexo.a.E, apresenta-se de uma forma resumida as lojas destacadas
em cada te´cnica de detec¸a˜o de outliers, por cluster.
Conclui-se que, as lojas destacadas, nos clusters, sa˜o: ”Loja 81”, ”Loja 6”, ”Loja 10”,
”Loja 11”, ”Loja 53”, ”Loja 96”, ”Loja 77”, ”Loja 103” e ”Loja 33”. Salienta-se ainda que,
nesta abordagem, cruzou-se os dados com a varia´vel a´rea.
As lojas destacadas na tabela E.2Lojas alarmı´sticas obtidas na abordagem 2. table.caption.90,
em anexo ETabelas da abordagem 2table.caption.89, sa˜o lojas que teˆm demasiados equipamen-
tos para a sua dimensa˜o. Por exemplo, a ”Loja 33” e´ a loja que tem mais equipamentos e mais
valor, mas como sofreu uma remodelac¸a˜o ha´ pouco tempo, estas concluso˜es podera˜o dever-se
ao facto de ainda na˜o terem sido feitas as devidas movimentac¸o˜es. A ”Loja 53” destaca-se
por ser uma abertura e por ja´ ter um nu´mero considera´vel de equipamentos para a sua a´rea.
A ”Loja 77”, a ”Loja 96” e a ”Loja 103” na˜o sa˜o lojas alarmı´sticas, umas vez que, compa-
rativamente com as restantes lojas da tabela E.2Lojas alarmı´sticas obtidas na abordagem 2.
table.caption.90 os valores dos equipamentos destas lojas sa˜o reduzidos.
4.1.3 Abordagem 3
O objetivo do modelo e´ determinar as lojas cujo nu´mero de equipamentos, por metro qua-
drado, e´ reduzido ou elevado. Para tal, aplicou-se uma outra abordagem muito semelhante a`
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anterior. Nesta abordagem utilizaram-se as bases de dados, Base 1 e Data 1, que conteˆm 104
observac¸o˜es (lojas pertencentes a` ins´ıgnia Y ) e 40 varia´veis (tipo de equipamentos cujo valor
me´dio e´ superior a 30 e). O que diferencia da abordagem anterior e´ o facto de na˜o se aplicar
o clustering e apenas se analisar as lojas em geral.
O gra´fico 4.29Representac¸a˜o da dispersa˜o dos dados estandardizados. figure.caption.75
permite avaliar que, a` medida que o valor dos equipamentos em cada uma das lojas, por
metro quadrado, aumenta, no geral, o nu´mero de equipamentos, por metro quadrado, tambe´m
aumenta.
Figura 4.29: Representac¸a˜o da dispersa˜o dos dados estandardizados.
Na detec¸a˜o das lojas outliers sa˜o usadas te´cnicas na˜o supervisionadas. Nesta abordagem,
apenas aplicaram-se te´cnicas baseadas em me´todos estat´ısticos e baseadas na proximidade.
Inicialmente, foram aplicadas te´cnicas baseadas em me´todos estat´ısticos. Das te´cnicas na˜o
parame´tricas destaca-se o boxplot, que a n´ıvel do R e´ aplicado pelo comando boxplot (), obtendo-
se as seguintes figuras:
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Figura 4.30: Representac¸o˜es do nu´mero de equipamentos e do valor dos equipamentos, por m2.
Observando os boxplots, constata-se que existem lojas outliers, que conteˆm um nu´mero/valor
elevado de equipamentos, por metro quadrado. No entanto, tambe´m existem lojas cujo nu´mero/valor
de equipamentos, por metro quadrado, e´ reduzido. Estas lojas podem ter sido lojas de abertura
e ainda na˜o terem todos os equipamentos registados em SAP.
Por fim, foram aplicadas as te´cnicas de detec¸a˜o de outliers baseadas na proximidade. A
te´cnica baseada na distaˆncia mais aplicada e´ K vizinhos mais pro´ximos, KNN.
Figura 4.31: Representac¸a˜o do gra´fico da aplicac¸a˜o da te´cnica KNN.
Pelo me´todo KNN, determinou-se as seguintes lojas, como poss´ıveis outliers: ”Loja 53”,
”Loja 81”, ”Loja 11”, ”Loja 33”, ”Loja 55”, ”Loja 100” e ”Loja 65”. As lojas referidas destacam-
se por terem uma distaˆncia aos seus K-vizinhos mais pro´ximos maior do que as restantes lo-
jas. Para a obtenc¸a˜o do gra´fico 4.31Representac¸a˜o do gra´fico da aplicac¸a˜o da te´cnica KNN.
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figure.caption.77, utilizou-se o paraˆmetro K = 2, tendo sido testado, para o me´todo KNN,
diferentes K ′s obtendo-se sempre as mesmas concluso˜es.
Posteriormente, foram aplicadas aos dados, te´cnicas de detec¸a˜o de outliers, baseadas na
densidade: LOF e LOCI.
A te´cnica LOF foi a primeira a ser aplicada. O valor de LOF e´ maior num outlier de que
numa observac¸a˜o ’normal’. Nesta te´cnica, aplicaram-se diferentes K ′s, (3, 6, 9, 12, 15, 20,
25, 30, 35 e 40). Salienta-se ainda que, nesta abordagem, sa˜o analisadas 104 observac¸o˜es, em
conjunto. Representou-se o valor de LOF de cada observac¸a˜o e para cada K, num gra´fico,
determinado a partir do nu´mero e do valor dos equipamentos, por metro quadrado.
Figura 4.32: Aplicac¸a˜o do me´todo LOF a` base de dados em estudo.
Registou-se que, para K = 3 se obteve as seguintes lojas: ”Loja 22”, ”Loja 25”, ”Loja 55”
e ”Loja 53”. Para K = 6 obteve-se as lojas ”Loja 25” e ”Loja 53”, ja´ para K = 9 o resultado
foram as lojas ”Loja 53” e ”Loja 33”. A partir do K = 12 ate´ ao K = 30 apenas tem-se
a ”Loja 33”. Por fim, de destacar ainda, que quando K = 35 e K = 40, se obtiveram as
lojas ”Loja 33”, ”Loja 6” e ”Loja 10”. Desta forma, constata-se que as poss´ıveis lojas outliers,
retornadas pela te´cnica LOF, sa˜o: ”Loja 22”, ”Loja 25”, ”Loja 55”, ”Loja 53”, ”Loja 33”,
”Loja 6” e ”Loja 10”.
Por fim, foi aplicada a te´cnica LOCI. Para esta te´cnica, na˜o foi necessa´rio definir um valor
de corte, uma vez que o pro´prio algoritmo determina quais as observac¸o˜es que sa˜o consideradas
outliers.
A loja que o valor LOCI apenas retornou como sendo um poss´ıvel outliers foi a ”Loja 53”,
com o paraˆmetro alpha = 0.5. Para o paraˆmetro alpha=0.8, resultaram, como poss´ıveis outlires,
as lojas ”Loja 53”, ”Loja 11” e ”Loja 81”.
Na tabela F.1Lojas alarmı´sticas destacadas em cada te´cnica .table.caption.91, em anexo
FTabelas da abordagem 3Anexo.a.F, apresenta-se de uma forma resumida as lojas destacadas
em cada te´cnica de detec¸a˜o de outliers. Analisando a tabela, destacam-se as lojas: ”Loja 11”,
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”Loja 33”, ”Loja 53”, ”Loja 55” e ”Loja 81”. Salienta-se ainda que, nesta abordagem, cruzou-
se os dados com a varia´vel a´rea.
As lojas destacadas na tabela F.2Lojas alarmı´sticas obtidas na abordagem 3. table.caption.92,
em anexo FTabelas da abordagem 3table.caption.91, sa˜o lojas que, na abordagem 2, ja´ tinham
sido retornadas como poss´ıveis outliers, com a excec¸a˜o da ”Loja 55”que, pelos valores obtidos,
quer pelo nu´mero de equipamentos, por m2, quer pelo valor, por m2, na˜o sera´ uma loja relevante
para a equipa de Inventariac¸a˜o.
Figura 4.33: Representac¸o˜es do nu´mero de equipamentos e do valor dos equipamentos, por m2.
Pelos gra´ficos da figura 5.1Representac¸a˜o resumida das lojas outliers obtidas nas treˆs abor-
dagens. figure.caption.80 conclui-se que as lojas com mais de 3 equipamentos, por m2, sa˜o:
”Loja 6”, ”Loja 10”, ”Loja 11”, ”Loja 33”, ”Loja 53” e ”Loja 81”. As lojas com mais de 500
e, por m2, sa˜o: ”Loja 6” e ”Loja 33”.
Assim sendo, pelos algoritmos aplicados, que as lojas alarmı´sticas, nesta abordagem, sa˜o:
”Loja 6”, ”Loja 11”, ”Loja 33”, ”Loja 53” e ”Loja 81”.
Cap´ıtulo 5
Conclusa˜o
De forma resumida as lojas obtidas em cada abordagem sa˜o:
Figura 5.1: Representac¸a˜o resumida das lojas outliers obtidas nas treˆs abordagens.
Perante os resultados, conclui-se que as lojas outliers que a abordagem 1 retornou, quer
ao n´ıvel do nu´mero de equipamentos, quer ao n´ıvel do valor dos equipamentos, na˜o esta˜o
em conformidade com as restantes abordagens. Ja´ nas abordagens 2 e 3, podem-se destacar
como poss´ıveis lojas outliers, em comum, as seguintes lojas: ”Loja 6”, ”Loja 11”, ”Loja 33”,
”Loja 53” e ”Loja 81”.
A equipa de ”Gesta˜o de Ativos Fixos” devera´ ter em conta as seguintes lojas, uma vez que
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o nu´mero de equipamentos e o valor dos equipamentos, por m2, e´ elevado comparativamente
a`s restantes lojas:
Lojas outliers A´rea No de equipamentos por m2 Valor dos equipamentos por m2 Tipo de intervenc¸a˜o
”Loja 6” 32 m2 3.63 520.69 e Remodelac¸a˜o em 2017
”Loja 11” 33.52 m2 3.58 413.73 e Remodelac¸a˜o em 2017
”Loja 33” 35 m2 3.71 552.13 e Remodelac¸a˜o em 2017
”Loja 53” 31.90 m2 3.61 332.86 e Abertura
”Loja 81” 21.20 m2 3.35 451.28 e Poss´ıvel remodelac¸a˜o em 2017
Tabela 5.1: Top-5 das lojas alarmı´sticas.
Note-se que a ”Loja 6”, a ”Loja 11” e a ”Loja 33” sa˜o lojas que sofreram remodelac¸a˜o este
ano e a equipa da Movimentac¸a˜o, que tem a func¸a˜o de dar indicac¸a˜o para abater ou transferir
os equipamentos para outra loja, podera´ ainda na˜o ter feito as devidas movimentac¸o˜es dos equi-
pamentos, sendo uma poss´ıvel justificac¸a˜o para o facto das lojas terem muitos equipamentos.
Ja´ a ”Loja 53” e a ”Loja 81” sa˜o lojas que tera˜o de ser devidamente analisadas.
Nas treˆs abordagens, de entre os algoritmos aplicados a`s bases de dados, as te´cnicas KNN,
LOF e o LOCI determinaram, quase sempre, as mesmas lojas. Ja´ o algoritmo FindCBLOF
destacava lojas como sendo poss´ıveis outliers, mas eram lojas ditas ’normais’ (na˜o outliers).
No esta´gio, foi aplicada a abordagem 2, uma vez que esta´ em consenso com as lojas
alarmı´sticas, retornadas pela abordagem 3 e e´ tambe´m a abordagem mais completa ao n´ıvel
de te´cnicas aplicadas. Na abordagem 2 aplicou-se o clustering, com o intuito de agrupar as
lojas conforme o nu´mero de equipamentos e o seu valor. Na aplicac¸a˜o da te´cnica do clustering
foram abordados me´todos hiera´rquicos e na˜o hiera´rquicos. De seguida, avaliou-se cada um
dos me´todos atrave´s do coeficiente de correlac¸a˜o cofone´tica e da largura me´dia de silhueta. O
me´todo que se destacou, por particionar bem as observac¸o˜es, foi o K-me´dias, com o paraˆmetro
K = 3. Seguidamente, aplicou-se a cada cluster te´cnicas de detec¸a˜o de outliers na˜o super-
visionadas, para retornar as lojas mais at´ıpicas. As te´cnicas aplicadas foram: FindCBLOF,
KNN, LOF e LOCI. Nesta abordagem, as lojas obtidas em cada te´cnica, por cluster, sa˜o lojas
alarmı´sticas.
A abordagem 2 foi inserida no software R, em que se utilizou o R Markdown com a finalidade
de gerar um relato´rio de forma a facilitar as equipas da ”Gesta˜o de Ativos Fixos” a analisar as
poss´ıveis lojas outliers destacadas. Para tal, foi necessa´rio instalar a livraria rmarkdown, que
gera um relato´rio em formato PDF, HTML ou Word.
Salienta-se que o objetivo deste projeto foi analisar todas as ins´ıgnias pertencentes a` SO-
NAE, sendo que nesta tese apenas se referiu a ins´ıgnia Y, por ser das mais completas ao n´ıvel
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da tipologia dos equipamentos. As abordagens aplicadas a` ins´ıgnia Y foram tambe´m aplicadas
a`s restantes ins´ıgnias da SONAE.
A SONAE, mais concretamente a equipa da ”Gesta˜o de Ativos Fixos”, criou uma a´rea
partilhada com informac¸a˜o das lojas que o modelo alarmı´stico destacou, para partilha entre
equipas, ana´lise dos respetivos ativos e acompanhamento de eventuais ac¸o˜es. O modelo sera´
executado anualmente, uma vez que se verificou que, num curto per´ıodo de tempo, os bens das
lojas na˜o sofriam grandes alterac¸o˜es.
Futuras extenso˜es deste trabalho, devem-se ao facto de incorporar outras abordagens, ou
seja, em vez de ser aplicado o cluster a` tipologia dos equipamentos, poder-se-ia ter agrupado
as lojas pelo tipo de intervenc¸a˜o (abertura, remodelac¸a˜o e sem intervenc¸a˜o), pelos anos de
existeˆncia, entre outros fatores. Em func¸a˜o da indisponibilidade de algumas informac¸o˜es, como
a faturac¸a˜o ou a idade das lojas, poderiam ser consideradas varia´veis que influenciar os modelos
criados e por consequente alterariam as lojas destacadas como sendo lojas alarmı´sticas. Outra
poss´ıvel extensa˜o seria aplicar a cada abordagem mais te´cnicas de detec¸a˜o de outliers e comparar
os resultados obtidos com as te´cnicas ja´ estudadas.
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Anexo A
Exemplo da aplicac¸a˜o do algoritmo
LOF
Para um melhor entendimento da detec¸a˜o de outliers baseado na densidade, inclui-se o
seguinte exemplo [13]. Considera-se os 4 pontos que se seguem: a(0, 0), b(0, 1), c(1, 1) e d(3, 0)
(figura A.1Representac¸a˜o dos pontos. figure.caption.84), para cada ponto calcula-se o valor de
LOF e determina-se o top-1 outlier, usando K = 2 e a distaˆncia Euclidiana.
Figura A.1: Representac¸a˜o dos pontos.
1. A distaˆncia Euclidiana dos pontos e´: dist(a, b) = 1; dist(a, c) =
√
2 ' 1.41; dist(a, d) =√
9 = 3; dist(b, c) = 1; dist(b, d) =
√
10 ' 3.16 e dist(c, d) = √5 ' 2.24.
2. A K-distaˆncia de cada observac¸a˜o, com K = 2, e´: 2− distaˆncia(a) = dist(a, c) ' 1.41 (c
e´ o segundo vizinho mais pro´ximo); 2− distaˆncia(b) = dist(b, a) = 1 (a ou c e´ o segundo
vizinho mais pro´ximo); 2 − distaˆncia(c) = dist(c, a) ' 1.41 (a e´ o segundo vizinho mais
pro´ximo) e 2− distaˆncia(d) = dist(d, a) = 3 (a e´ o segundo vizinho mais pro´ximo).
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3. A vizinhanc¸a K-distaˆncia de cada observac¸a˜o, para K = 2, e´: N2−distaˆncia(a)(a) = {b, c};
N2−distaˆncia(b)(b) = {a, c}; N2−distaˆncia(c)(c) = {a, c} eN2−distaˆncia(d)(d) = {a, c}.
4. A densidade de alcance local de cada observac¸a˜o, e´:
dal2(a) =
| N2(a) |
max{2− distaˆncia(b), dist(a, b)}+max{2− distaˆncia(c), dist(a, c)}
=
2
max{1, 1}+max{1.41, 1.41} =
2
1 + 1.41
= 0.83;
dal2(b) =
| N2(b) |
max{2− distaˆncia(a), dist(b, a)}+max{2− distaˆncia(c), dist(b, c)}
=
2
max{1.41, 1}+max{1.41, 1} =
2
1.41 + 1.41
= 0.71;
dal2(c) =
| N2(c) |
max{2− distaˆncia(a), dist(c, a)}+max{2− distaˆncia(b), dist(c, b)}
=
2
max{1.41, 1.41}+max{1, 1} =
2
1.41 + 1
= 0.83;
dal2(d) =
| N2(d) |
max{2− distaˆncia(a), dist(d, a)}+max{2− distaˆncia(c), dist(d, c)}
=
2
max{1.41, 3}+max{1.41, 2.24} =
2
3 + 2.24
= 0.38.
5. O valor de LOF de cada observac¸a˜o, e´:
LOF2(a) =
dal2(b)
dal2(a)
+ dal2(c)
dal2(a)
| N2(a) | =
0.71
0.83
+ 0.83
0.83
2
= 0.93;
LOF2(b) =
dal2(a)
dal2(b)
+ dal2(c)
dal2(b)
| N2(b) | =
0.83
0.71
+ 0.83
0.71
2
= 1.17;
LOF2(c) =
dal2(a)
dal2(c)
+ dal2(b)
dal2(c)
| N2(c) | =
0.83
0.83
+ 0.71
0.83
2
= 0.93;
LOF2(d) =
dal2(a)
dal2(d)
+ dal2(c)
dal2(d)
| N2(d) | =
0.83
0.38
+ 0.83
0.38
2
= 2.18.
6. Ordena-se de forma decrescente todos os valores de LOF, determinados anteriormente:
LOF2(d) = 2.18; LOF2(b) = 1.17; LOF2(a) = 0.93 e LOF2(c) = 0.93.
7. O top-1 outlier e´ o ponto d, pois e´ o que tem maior valor de LOF em comparac¸a˜o com os
restantes pontos.
Anexo B
Descric¸a˜o das varia´veis do conjunto de
dados
87
88
FCUP
Modelos de controlo e alarmı´stica na gesta˜o de ativos fixos
Varia´vel Descric¸a˜o
No inventa´rio Co´digo da etiqueta.
Empr Nome da ins´ıgnia da base de dados.
Cen Custo Nome da loja.
Descritivo Centro de custo Se e´ loja ou se e´ um armaze´m/SEDE.
Desc famı´lia Tipologia do equipamento.
Desc sub-famı´lia Descric¸a˜o do equipamento.
Localizac¸a˜o Onde se encontra o equipamento.
Desc local. Descric¸a˜o do local onde se encontra o equipamento.
Tipo de equipamento O tipo de equipamento.
Dta invent Data em que foi feita a auditoria.
Estado do bem Estado em que se encontra o equipamento.
Imobilizado Corresponde ao ativo da empresa,
tem uma ordem sequencial por empresa.
Sbno E´ uma componente ou adic¸a˜o ao ativo, por defeito
e´ zero (Ex: cadeira – imobilizado 1, subno. 0).
Dt Aq.Ori. Data em que a loja adquiriu o equipamento.
Ini. Dpr. no Data em que o equipamento iniciou a depreciac¸a˜o.
Qtd Quantidade do bem.
Famı´lia Agregador das sub-famı´lias e indica qual o grupo de
equipamentos a que cada sub-famı´lia pertence.
Ex: 02 – Equipamento de Frio
Sub-Famı´lia Indica o equipamento a um n´ıvel mais desagregado.
Ex: 0201 – Expositores de frio
UBM Significa a que unidade de medida pertence a quantidade.
Det. ctas E´ a ‘conta’ do imobilizado para agregac¸a˜o das fichas
de imobilizado, por conta.
Co´figo DGCI E´ o co´digo fiscal atribu´ıdo pela AT e publicados nas
tabelas anexas ao DR 25/2009 (classificac¸a˜o fiscal
dos bens de imobilizado).
AA-Benef´ıcios E´ um co´digo que quando atribu´ıdo aos bens,
significa qual o benef´ıcio em que esses bens foram enquadrados
Ex: DD – REFAI – Regime Fiscal de Apoio ao Investimento.
Fornecedor Fornecedor do bem.
Val.aquis.atual Valor da aquisic¸a˜o atual do bem.
Moeda \ Moeda1 Moeda - euro (e).
Val.cont.fi.exer. Valor contabil´ıstico fixo do exerc´ıcio.
Observac¸o˜es Comenta´rios importantes sobre o equipamento.
Fabricante do equipamento Co´digo de quem fabricou o bem.
Data movimentac¸a˜o Permitida Data quando foi permitida a venda \ abate do bem.
Tabela B.1: Descric¸a˜o das varia´veis .
Anexo C
Algoritmo FindCBLOF
area$cluster_base<-numeric(nrow(Base))
area$cluster_base<-kmeans(Base,3)$cluster # Aplicar o clustering
var1 <- nrow(area[which(area[,5]==(order(table(area$cluster_base))[3])),]); #no de elementos
no cluter maior
var2 <- (nrow(area[which(area[,5]==(order(table(area$cluster_base))[3])),])
/nrow(area[which(area[,5]==(order(table(area$cluster_base))[2])),]));
D <- nrow(area); #numero de observac¸~oes
i <- 3; LC <- (order(table(area$cluster_base))[i]);
alpha=0.75
beta=3
while (var2 < beta & var1 < (alpha*D)){
i = i - 1;
var1 <- var1 + nrow(area[which(area[,5]==(order(table(area$cluster_base))[i])),]);
var2 <- (nrow(area[which(area[,5]==(order(table(area$cluster_base))[i])),])
/nrow(area[which(area[,5]==(order(table(area$cluster_base))[i-1])),]));
LC <- c(LC, order(table(area$cluster_base))[i]) }
SC <- c();
for(i in (1:3)){
if(sum(i == LC) == 0){ SC <- c(SC, i) }}
m<-nrow(area)
area$CBLOF<-numeric(m)
for (i in 1:nrow(area)){
if(sum(1 == LC) == 0){
if (area[i,5]==1){
area$CBLOF[i]<-nrow(area[which(area[,5]==1),])
*min(dist(c(area[i,1], min(dist(area[which(area[,5]==3),1])))),
dist(c(area[i,1],min(dist(area[which(area[,5]==2),1])))))} }
if(sum(2 == LC) == 0){
if (area[i,5]==2){
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area$CBLOF[i]<-nrow(area[which(area[,5]==2),])
*min(dist(c(area[i,1], min(dist(area[which(area[,5]==3),1])))),
dist(c(area[i,1], min(dist(area[which(area[,5]==1),1])))))}}
if(sum(3 == LC) == 0){
if (area[i,5]==3){
area$CBLOF[i]<-nrow(area[which(area[,5]==3),])
*min(dist(c(area[i,1], min(dist(area[which(area[,5]==1),1])))),
dist(c(area[i,1],min(dist(area[which(area[,5]==2),1])))))}}
if(sum(1 == SC) == 0){
if (area[i,5]==1){
area$CBLOF[i]<-nrow(area[which(area[,5]==1),])*dist(c(area[i,1],
min(dist(area[which(area[,5]==1),1]))))} }
if(sum(2 == SC) == 0){
if (area[i,5]==2){
area$CBLOF[i]<-nrow(area[which(area[,5]==2),])*dist(c(area[i,1],
min(dist(area[which(area[,5]==2),1]))))}}
if(sum(3 == SC) == 0){
if (area[i,5]==3){
area$CBLOF[i]<-nrow(area[which(area[,5]==3),])*dist(c(area[i,1],
min(dist(area[which(area[,5]==3),1]))))} } }
row.names(area[order(area$CBLOF, decreasing=T)[1:5],])
Anexo D
Tabelas da abordagem 1
Te´cnicas Lojas outliers
FindCBLOF 29; 62; 71; 4; 15
KNN 84; 96; 91; 79
LOF 84; 96; 91
LOCI 79; 84; 89; 91; 96; 97; 98
Tabela D.1: Lojas alarmı´sticas obtidas na base de dados Base .
Te´cnicas Lojas outliers
KNN 96; 91
LOF 50; 40; 91; 96; 88
LOCI 79; 84; 91; 96; 105; 106
Tabela D.2: Lojas alarmı´sticas obtidas na base de dados Data .
Lojas outliers No de equipamentos Valor dos equipamentos Tipo de intervenc¸a˜o
”Loja 84” 178 26317.38 e Remodelac¸a˜o em 2016
”Loja 91” 246 43051.74 e Remodelac¸a˜o em 2016
”Loja 96” 276 42616.89 e Remodelac¸a˜o em 2017
”Loja 79” 244 31458.88 e Remodelac¸a˜o em 2017
Tabela D.3: Lojas alarmı´sticas obtidas na abordagem 1.
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Anexo E
Tabelas da abordagem 2
Cluster FindCBLOF KNN LOF LOCI
Lojas do Cluster 1 81 81 66; 81 74; 81
(lojas com pouco equipamento)
Lojas do Cluster 2 6; 53; 10; 11 6; 10; 53 71 6; 10; 11; 53
(lojas com equipamento interme´dio)
Lojas do Cluster 3 - 33 106; 77; 96 ; 103; 33 33; 77; 96; 103
(lojas com muito equipamento)
Tabela E.1: Lojas alarmı´sticas destacadas em cada te´cnica .
Lojas outliers A´rea No de equipamentos por m2 Valor dos equipamentos por m2 Tipo de intervenc¸a˜o
”Loja 6” 32 m2 3.78 559.04 e Remodelac¸a˜o em 2017
”Loja 10” 31.90 m2 3.61 519.09 e Abertura
”Loja 11” 33.52 m2 3.57 413.73 e Remodelac¸a˜o em 2017
”Loja 33” 35 m2 3.94 595.06 e Remodelac¸a˜o em 2017
”Loja 53” 31.90 m2 3.64 355.68 e Abertura
”Loja 77” 63.50 m2 2.50 328.46 e Remodelac¸a˜o em 2017
”Loja 81” 21.20 m2 3.49 494.56 e Poss´ıvel remodelac¸a˜o em 2017
”Loja 96” 87 m2 2.16 308.37 e Remodelac¸a˜o em 2017
”Loja 103” 42 m2 2.64 363.17e Abertura
Tabela E.2: Lojas alarmı´sticas obtidas na abordagem 2.
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Anexo F
Tabelas da abordagem 3
Te´cnicas Lojas outliers
KNN 53; 81; 11; 33; 55; 100; 65
LOF 22; 25; 55; 53; 33; 6; 10
LOCI 53; 11; 81
Tabela F.1: Lojas alarmı´sticas destacadas em cada te´cnica .
Lojas outliers A´rea No de equipamentos por m2 Valor dos equipamentos por m2 Tipo de intervenc¸a˜o
”Loja 11” 33.52 m2 3.58 413.73 e Remodelac¸a˜o em 2017
”Loja 33” 35 m2 3.94 594.06 e Remodelac¸a˜o em 2017
”Loja 53” 31.90 m2 3.64 355.68 e Abertura
”Loja 55” 40.40 m2 2.65 304.48 e Remodelac¸a˜o em 2017
”Loja 81” 21.20 m2 3.49 494.56 e Poss´ıvel remodelac¸a˜o em 2017
Tabela F.2: Lojas alarmı´sticas obtidas na abordagem 3.
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