This paper presents a symmetric monoidal and compact closed bicategory that categorifies the zx-calculus developed by Coecke and Duncan. The 1-cells in this bicategory are certain graph morphisms that correspond to the string diagrams of the zx-calculus, while the 2-cells are rewrite rules.
Introduction
Compositionality is becoming increasingly recognized as a viable method to model complex systems such as those found in physics [1] , computer science [28] , and biology [3] . The idea is to study smaller, simpler systems and ways of connecting them together. The word compositionality suggests that category theory can play a key role, and indeed it does. Systems are morphisms and connections are morphism composition.
This paper looks at one example of compositionality in action: the zx-calculus. The backstory dates to Penrose's tensor networks [26] and, more recently, to the relationship between graphical languages and monoidal categories explored by Joyal, Street, and Selinger [22, 29] . Abramsky and Coecke capitalized on this relationship when inventing a categorical framework for quantum physics [1] . Through this perspective, Coecke and Duncan presented early results on a diagrammatic language in which to reason about complementary quantum observables [7] . After a fruitful period of development [9, 10, 13, 18, 19, 20, 25] , the first complete presentation of the zx-calculus was published [8] .
The zx-calculus begins with the five diagrams depicted in Figure 1 . These can be combined in various ways to form larger, more complex diagrams. Observe that these diagrams have dangling wires on the left and right. Think of those on the left as inputs and those on the right as outputs. Formalizing this perspective, we let these diagrams generate the morphisms of a dagger compact category zx whose objects are the non-negative integers, the meaning of which is number of inputs and outputs. Section 2 contains a presentation of zx along with a brief discussion of the origins of the generating morphisms ( Figure 1 ) and generating relations ( Figure 3 ). This is a merely a brief primer and contains nothing new. There, we also mention software tools Quantomatic [4, 17] and Globular [4] that are used to compute with the types of diagrams found in the zx-calculus. Our goal in this paper is to introduce a symmetric monoidal and compact closed (SMCC) bicategory zx that categorifies zx in the sense that the 1-cells of zx will correspond to the zx-diagrams. Building this correspondence, however, requires a bit of labor. We begin Section 3 by discussing open graphs and starting construction on a bicategory that suitably houses these open graphs. With this in mind, we slightly modify past work of the author and Courser [5, 6] to produce an SMCC-bicategory with graphs as 0-cells, cospans of graphs as 1-cells, and certain isomorphism classes of spans of cospans (see Figure 2 ) of graphs as 2-cells. This has a 1-full and 2-full sub-bicategory Rewrite consisting of non-negative integers as 0cells, open graphs as 1-cells, and rewrite rules of open graphs as 2-cells. The SMCC bicategory Rewrite is a nice ambient space in which to generate systems modeled on open graphs. In this paper, we exploit Rewrite to model the zx-calculus.
In Section 4, we discuss open graphs over S zx . That is, we pick a graph S zx
in such a way that graph morphisms G → S zx correspond exactly to the zxmorphisms. These form an SMCC bicategory with graphs over S zx as 0-cells, cospans of graphs over S zx as 1-cells, and certain isomorphism classes of spans of these cospans as 2-cells. This contains a sub-bicategory named zxRewrite that is analogous to Rewrite. Though to define zxRewrite, we first introduce the functor N zx : Set 0 → (Graph ↓ S zx ) from a skeleton Set 0 of the category of sets to the slice category Graph ↓ S zx of graphs over S zx . Define N zx (X) to be the edgeless graph with nodes X and is constant on the S zx -node . Then zxRewrite is defined to be 1-full and 2-full on the 0-cells of form N zx (X). Now, zxRewrite is a space in which we can generate SMCC sub-bicategories. In Section 5, we give a presentation for a sub-bicategory zx of zxRewrite by choosing 1-cells corresponding to zx-morphisms and 2-cells corresponding to the relations between them. After constructing zx, we decategorify it to a 1-category decat(zx) by identifying 1-cells whenever there is a 2-cell between them. Though this identification seems asymmetrical, the dual nature of spans allows this to actually give an equivalence relation, not merely generate one. Our main result is Theorem 5.4, in which we construct a dagger compact functor decat(zx) → zx that is an equivalence of categories.
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The zx-calculus
One of the most fascinating features of quantum physics is the incompatibility of observables. Roughly, an observable is a measurable quantity of some system, for instance the spin of a photon. Incompatibility is in stark contrast to classical physics in which measurable quantities are compatible, in that they can have arbitrarily precise values at the same time. Arguably, the most famous example of incompatibility is Heisenberg's uncertainty principal which places limits to the precision that one can simultaneously measure a pair of observables: position and momentum. There are different levels of incompatibility amongst pairs of observables. When such a pair is maximally incompatible, in the sense that knowing one with complete precision implies total uncertainty of the other, we say they are complementary observables.
Historically, the typical framework in which one might study observables is Hilbert space. In a Hilbert space, each vector represents the state of a given system. Even though this formalism has been incredibly fruitful, computations in Hilbert spaces can be difficult and non-intuitive. The zx-calculus was developed by Coecke and Duncan [8] as a high-level language to facilitate such computation. It was immediately used to generalize both quantum circuits [24] and the measurement calculus [15] . Its validity was further justified when Duncan and Perdrix presented a non-trivial method of verifying measurement-based quantum computations [19] . At its core, the zx-calculus is an intuitive graphical language in which to reason about complementary observables.
The five basic diagrams in the zx-calculus are depicted in Figure 1 and are to be read from left to right. They are • a wire with a single input and output,
• green spiders with a non-negative integer number of inputs and outputs and paired with a phase α ∈ [−π, π), • red spiders with a non-negative integer number inputs and outputs and paired with a phase β ∈ [−π, π), • the Hadamard node with a single input and output, and • a diamond node with no inputs or outputs. The wire plays the role of an identity, much like a plain wire in an electrical circuit, or straight pipe in a plumbing system. The green and red spiders arise from a pair of complementary observables. Incredibly, observables correspond to certain commutative Frobenius algebras A living in a dagger symmetric monoidal category C. Moreover, a pair of complementary observables gives a pair of Frobenius algebras whose operations interact via laws like those of a Hopf algebra [11, 12] . This is particularly nice because Frobenius algebras have beautiful representations as string diagrams. Hence the depiction of the spiders. Now, if I is the monoidal unit of C, there is an isomorphism C(I, A) → C(A, A) of commutative monoids that gives rise to a group on A known as the phase group. It is from this that we get the phases on the spiders. The Hadamard node embodies the Hadamard gate. The diamond follows from the notion of coherence, which exists between observable structures if certain equations are satisfied. A deeper exploration of these notions goes beyond the scope of this paper. For interested readers, there are already excellent treatments of these topics [8] .
In the spirit of compositionality, we will present a category zx whose morphisms are generated by the five diagrams in Figure 1 . Therefore, we will go ahead and call the basic diagrams in Figure 1 basic zx-morphisms and call a diagram an zx-morphism if it is generated by a basic one.
Observe that, on the basic zx-morphisms, there is a non-negative number of dangling wires on the right and left sides. We will refer to the wires on the left as inputs and those on the right as outputs. With this in mind, we now present the dagger compact category zx introduced by Coecke and Duncan [8] and further studied by Backens [2] . The objects of zx are the non-negative integers. The morphisms are generated by the basic zx-morphisms, though we take the wire to be the identity on 1. Composition in zx is performed by separately enumerating the inputs and outputs of a pair of compatible diagrams and connecting the outputs of the first diagram to the inputs of the second diagram accordingly. The monoidal product on zx is given by addition of numbers and the disjoint union of zx-morphisms. From this, we obtain the identity on any n by taking the disjoint union of n wires. The symmetry and compactness of the monoidal product provide a braiding, evaluation, and coevaluation morphisms, respectively,
The evaluation and coevalutation maps are of type 2n → 0 and 0 → 2n for each object n ≥ 1 and the empty diagram for n = 0. The dagger structure is obtained by swapping inputs and outputs then, for the spider diagrams, multiplying the phase by −1. For instance,
The dagger acts trivially on the wire, Hadamard, and diamond elements. Thus far, we have a presentation for a free dagger compact category. However, there are relations that between zx-morphisms. The emergence of these relations is technical and the interested reader should read about the genesis of the zx-calculus [8] to learn the story. To the generating relations of zx depicted in Figure 3 , we add equations obtained by exchanging red and green nodes, daggering, and taking the diagrams up to ambient isotopy in 4-space. These listed relations will be called basic. Spiders with no phase indicated have a phase of 0.
A major advantage of using these string diagrams, besides their intuitive nature, is that computations are more easily encoded into computer programs. Indeed, software programs such as Quantomatic [4, 17] and Globular [4] are graphical proof assistants tailor made for such graphical reasoning. The logic of these programs are encapsulated by double pushout rewrite rules. However, the algebraic structure of zx and other graphical calculi do not contain the rewrite rules as explicit elements. It is the author's hope that introducing rewrite rules into the algebraic structures embodying graphical calculi, a positive contribution will be made to these programs. 
Rewriting open graphs
It is not difficult to see that the depictions of the zx-morphisms are reminiscent of directed graphs. There is reason to be optimistic that graphs can be used to model the zx-calculus. However, our hope is tempered by the fact that there are clear differences between graphs and zx-morphisms. For instance, graphs do not have inputs or outputs. In this section, we reconcile this particular difference by presenting the notion of an open graph.
Intuitively, the notion of an open graph is rather simple. Take a directed graph and declare some of the nodes to be inputs and others to be outputs, for instance inputs outputs
Whenever there is a bijection between the inputs of one graph and the outputs of another, we can identify them as described by the bijection. This is made precise using cospans and pushouts. 
By taking isomorphism classes of these pushouts, we obtain a category whose objects are those in the image of N and morphisms are open graphs. But we can do better! Thus far, we have only just described the first layer of a symmetric monoidal and compact closed (SMCC) bicategory named Rewrite . This bicategory was introduced by the author, though without the prime in the notation [5] . It was shown that Rewrite is SMCC in a joint work with Courser [6] . The monoidal structure is induced from the coproduct of graphs. However, for our purposes, there are technical reasons to make a slight adjustment to Rewrite . To create our revised version, Rewrite, we begin by defining a new bicategory.
Given a category C, we can talk about spans of cospans in C. They and their morphisms are commuting diagrams of a certain shape illustrated in Figure 2 . We are interested in morphism classes of spans of cospans, by which we mean the equivalence relation generated on the spans of cospans by relating S and S if there is a morphism of spans of cospans S → S . One can alternatively conceive a morphism class as an isomorphism class of spans of cospans in the image of the inclusion functor C → C where C is the groupoid generated by C. Theorem 3.2. If C has finite limits and colimits, there is an SMCC bicategory Sp(Csp(C)) consisting of objects of C as 0-cells, cospans in C as 1-cells, and morphism classes of spans of cospans in C as 2-cells.
Proof. By appropriately modifying the authors work in [5] , one can show that Sp(Csp(C)) is a bicategory. A slight change in arguments found in the author's joint work with Courser [6] gives us that Sp(Csp(C)) is symmetric monoidal and compact closed.
Showing that Sp(Csp(C)) is symmetric monoidal relied heavily on Shulman's technique involving symmetric monoidal double categories [30] . The monoidal product is induced by the coproduct on C.
Recall that there are two ways to compose 2-cells in a bicatgory. Horizontal composition in Sp(Csp(C)) uses pushouts and vertical composition uses pullbacks, as illustrated here:
(1) The concept of Rewrite is that the 1-cells are open graphs whose inputs are outputs are chosen by the 0-cells, and the 2-cells are rewrite rules that preserves the input and output nodes. By rewrite rules, we mean those taken from the double pushout graph rewriting approach [14] .
Our motivation for constructing Rewrite is not necessarily to study it directly, but rather for it to serve as an ambient context in which to generate SMCC subbicategories on some collection of open graphs and rewriting rules. Our interest is this stems from the fact that graphical calculi use some version of open graphs as a semantics and with equations between graphical terms given by rewrite rules [16, 21, 27] . There are drawbacks to this approach. For example, working with open graphs is only useful to model graphical calculi whose terms are equal up to ambient isotopy in 4-space. This limits the current approach to only symmetric monoidal (bi)categories as Selinger's shows in his work [29] excellently describing various graphical calculi and the role ambient isotopy plays in their use.
Open graphs over S zx
Last section, we began a process of modeling the zx-calculus with graphs by introducing open graphs and fitting them into a bicategory Rewrite. This overcame the issue that graphs had no inputs or outputs. This section introduces a new concept to deal with another issue. Namely, that zx-morphisms have multi-sorted nodes which is not the case for graphs or open graphs. Hence Rewrite is not good enough. In this section, we introduce a new construction, analogous to Rewrite, to provide this multi-sorted structure. Specifically, we will determine exactly what structure is needed and produce the desired SMCC bicategory, zxRewrite. Definition 4.1. Let S be a graph. By a graph over S, we mean a graph morphism G → S. A morphism between graphs over S is a graph morphism G → G such that G G S commutes.
Using graphs over S, for a particular S, will provide the multi-sorted nodes we seek. Essentially, G absorbs the structure of S via the fibres of the morphism. We illustrate this with the following example. We have not drawn the entirety of S zx . In actuality, the green and red nodes run through [−π, π) and all of them have a single arrow to and from node .
Most of the structure of the basic zx-morphisms is captured by graphs over S zx :
Note that the functions are completely determined by their behavior on the nodes because there is at most one arrow between any two nodes in S zx . The role each of the nodes in S zx plays in providing structure is evident except, perhaps, for the node . Observe that four of the basic zx-morphisms have dangling wires on either end. Because edges of directed graphs must be attached to a pair of nodes, we use this node to anchor the dangling edges. This corresponds with the zx-morphism
Above, we mentioned that the graphs over S zx from Example 4.2 capture 'most' of the structure of the basic zx-morphisms. The difference is, basic zx-morphisms are composable. Therefore, if we aim to describe zx-morphisms with graphs over S zx , we need to be able to connect graphs over S zx in a way that captures composition. We can achieve this by equipping graphs over S zx with inputs and outputs, just as we did for open graphs. Again, we use cospans, though the added structure introduces new considerations.
Consider the slice category Graph ↓ S zx of graphs over S zx . By Theorem 3.2, this gives us an SMCC bicategory Sp(Csp(Graph ↓ S zx )) within which we would like to construct a sub-bicategory in a similar vein to Rewrite. However, there is a problem. Recall that the objects of Rewrite have the form N (X) where N : Set 0 → Graph is the functor sending a set to the edgeless graph on that set. In Graph, there is a unique way to be an edgeless graph. But in Graph ↓ S zx , there is no unique way to be edgeless because there may be more than one graph morphism to S zx . For instance, the graph with two nodes and no edges can be a graph over S zx in 5 2 = 25 ways. This issue can be rectified by functorially choosing which edgeless graphs over S zx will serve as inputs and outputs. 
With N zx in hand, we can expand the notion of graphs over S zx to open graphs over S zx , and further, to define the analogue to Rewrite. Definition 4.5. Define a bicategory zxRewrite as the symmetric monoidal and compact closed sub-bicategory of Sp(Csp(Graph ↓ S zx )) that is 1-full and 2-full on the objects of the form N zx (X) for sets X.
Unpacking this definition, the 0-cells of zxRewrite are those edgeless graphs over S zx in the image of N zx . The 1-cells are exactly the open graphs over S zx . The 2-cells are all the ways to rewrite one open graph over S zx into another while preserving the inputs and outputs. To better understand this bicategory, we give an example of an open graph over S zx . Along with this example, we illustrate a new notation in order to keep the remaining diagrams rather compact. There is a single input, node a, and a single output, node e. Denote this by
The input nodes are aligned on the far left and the output nodes on the far right. The 1's in the corners refer to the cardinality of the input and output node sets. This may seem unnecessary or perhaps even redundant, but it will bring clarity to several situations arising later on. Hence, we will side with consistency and write these cardinalities every time. Also, it is safe to assume that the left and right hand cospan maps, which are suppressed from the notation, are always injections. Even though this is not required by zxRewrite, it is true throughout this paper. Of course, this notation sheds away a fair amount information regarding the graph morphisms involved in the cospan, though this information should not be missed.
As mentioned earlier, our interest in the category Rewrite is as an ambient context in which to generate symmetric monoidal and compact closed bicategories from some collection of 1-cells and 2-cells. The same can be said for our new bicategory zxRewrite. Presently, we are interested in 1-cells that correspond to the basic zx-morphisms from Figure 1 and 2-cells that correspond to the basic relations from Figure 3 . Our claim is that the bicategory generated by these 1-cells and 2-cells categorifies zx.
A categorification of zx
The basic zx-morphisms in Figure 1 are naturally presented as open graphs over S zx as shown in Figure 4 . We will refer to these five open graphs over S zx as basic. To clarify the double instances of m and n written in the spider diagrams, those written on the bottom of the diagram refer to the cardinalities of the cospan legs, and those written beside the brackets count how many nodes are there. The injectivity of the cospan legs ensure that these numbers will be the same for the basic diagrams. Just as the open graphs over S zx in Figure 4 capture the generating zx-morphisms, we also want to introduce the basic relations into our framework. These relations will be captured by spans of open graphs -though are, in reality, spans of cospans -and are presented in Figure 5 . We also include spans obtained by exchanging red and green nodes, swapping inputs and outputs for each graph over S zx , or by turning the spans around. There is also an additional 2-cell (3)
added because we want wire 1-cell to behave as the identity, though this is not, a priori, the case. All of these 2-cells, we call basic. We are now ready to define the bicategory which categorifies the zx-calculus. Because zx is symmetric monoidal and compact closed, it also contains a twist 1-cell, plus evaluation and coevaluation 1-cells for the compact structure on m. These are, respectively,
. . .
2m

. . . 2m
Horizontal and vertical composition act just as in (1) . For example, we can compose spider diagrams with the same number of inputs and outputs: Having defined zx, we can turn our focus towards presenting the main theorem.
We start with the following definition.
Definition 5.2. Define decat(zx) to be the category whose objects are the 0-cells of zx and whose arrows the 1-cells of zx modulo the equivalence relation ∼ given by: f ∼ g if and only if there is a 2-cell f ⇒ g in zx.
To be clear, the above actually is an equivalence relation and doesn't merely generate one. This follows from the symmetry of spans and vertical composition. Proof. Compact closedness follows from the self duality of objects via the evaluation and coevaluation maps from (4). Moreover, we can derive the snake equation where the equalities follow from the evident 2-cells in zx. The extra relation from (3) ensures that the string of wires is the identity. Showing that the described functor is a dagger functor is a matter of checking some easy to verify details. is an equivalence of categories.
Proof. Essential surjectivity follows immediately from E being identity on objects. Fullness follows from the fact that the morphisms for decat(zx) are generated by the classes represented by the basic 1-cells in zx and these are all in the image of E.
Faithfulness is more involved. Let f, g be zx-morphisms. Let Ef , Eg be the representatives of Ef , Eg obtained by directly translating the graphical representation of f, g to open graphs of S zx as in Examples 4.3 and 4.6. It suffices to show that the existence of a 2-cell Ef ⇒ Eg in zx implies that f = g.
Observe that any 2-cell α in zx can be written, not necessarily uniquely, as sequence α 1 · · · α n of length n where each α i is a basic 2-cell, each box is filled in with '• h ', '• v ', or '+', and parentheses are right justified. By '• h ' and '• v ', we mean horizontal and vertical composition. We will induct on sequence length. If α : Ef ⇒ Eg is a basic 2-cell, then there is clearly a corresponding basic relation equating f and g. Suppose we have a sequence of length n + 1 such that the left-most square is a '+'. Then we have a 2-cell α 1 + α 2 : Ef ⇒ Eg where α 1 is a basic 2-cell and α 2 can be written with length n. By fullness, we can write α 1 + α 2 : Ef 1 + EF 2 ⇒ Eg 1 + Eg 2 where α i : Ef i ⇒ Eg i . This gives that f i = g i and the result follows. A similar argument handles the cases when the left-most operation is vertical or horizontal composition.
