This paper presents a modification to ordinary least squares (OLS) 
INTRODUCTION
'Collinearity' among the regressors of a linear model is among the most endemic concerns raised not only by theoreticians but also by practitioners involved in modeling real-life data. The severity of the problem of multicollinearity in linear models may be gauged by the fact that more than 200 articles discussing this problem have appeared during the past few decades. Farrar and Glauber (1967) , Stewart (1987) , Mason and Perreault Jr.(1991) and Fox and Monette (1992) , to mention a few, discussed issues related to multicollinearity problem. One simple 'solution' to multicollinearity problem is removal of the variable(s) affected by collinearity after carrying out a preliminary diagnosis. However, removing a variable is not always a prudent action as it results in completely losing information on the effects of that regressor on the response variable. A number of diagnostic methods are followed for identifying the problematic variable. Reference is made to Marquardt (1970) , Willan and Watts (1978) , Belsley et al (1980) for multicollinearity diagnostics. Further, there has been a plethora of recent articles [by Greene (1999), Hansen (1999), Dutta and Ahmed (1999) and others] that have dealt with economic phenomena and have discussed various ways of dealing with the collinearity problem. A review of these works reveals that the issue of collinearity is widely prevalent and there is a lack of consensus on ways of handling it.
As is well known, in the presence of multicollinearity, OLS is likely to yield 'poor' estimates of the regression parameters. The estimates are of incorrect or counter-intuitive signs and/or are of implausible magnitudes. Improving the estimates in the presence of collinearity among the regressors without losing out any regressor is a problem worth addressing because available procedures to overcome the weakness in OLS estimates have not found wide acceptance in practice as is found from the articles mentioned above. Alternative solutions that have been suggested in the past include using Bayesian estimation (Zellener (1971), Leamer (1973) , Leamer (1978) ) for some parameters and Ridge Regression (Hoerl and Kennard, 1970a, Hoerl and Kennard, 1970b, Hoerl and Kennard, 1976)). The drawback in all these procedures is that they are based on many assumptions that are not always practically viable in real-time analysis.
There have been attempts in the past to get improved estimates for regression parameters under mean square error criterion, by relaxing the requirement that the estimates be unbiased. Vizcarrondo and Wallace (1968) The more interesting route would be to get improved estimates initially by retaining all parameters (equivalently, all regressors) that one originally starts with and then perform tests on the parameters. But, this route does not seem to have been pursued so far. The present paper is an attempt in this direction. This paper is organized as follows: In Section 2, we propose a modification to the OLS method and derive the 'modified' estimates for the regression parameters. Section 3 presents the comparison of the modified estimates with OLS estimates under the 'mean square error' criterion. Section 4 also discusses another comparison of the two estimates vis-à-vis the problem of overestimation. Section 5 contains concluding remarks and indicates some of the ongoing investigations that are currently being pursued.
THE PROPOSED MODIFICATION TO OLS METHOD AND THE NEW ESTIMATE

Consider a linear model with two regressors given by
Without loss of generality we assume that X 1 and X 2 are normalized so that ΣX 1i 2 =ΣX 2i 2 =1 and hence there is no intercept in (2. 
These estimates are unbiased for a 1 and a 2 but their variances are large when the correlation between X 1 and X 2 is high. In the sequel, we suggest a modification to OLS that leads to improved estimates. The procedure is as follows:
Step 1: Obtain the initial OLS estimates of a 1 and of a 2 by regressing Y on X 1 and on X 2 separately. The estimates are
Step 2: Considering the model Y i -â 2 (0) X 2i = a 1 X 1i + e i , i = 1, 2,…,n, obtain a revised OLS estimate of a 1 . Similarly, obtain the revised estimate for a 2 by regressing Y -â 1 (0) X 1 on X 2 .
These estimates are given by
where w = 2 12
r , 12 r being the observed coefficient of correlation between X 1 and X 2 .
We shall refer to these estimates as Modified OLS estimates and note that these are biased estimates since E ( â 1 (1)) = a 1 (1 -w) and E ( â 2 (1)) = a 2 (1 -w). We also note that in the case of perfect orthogonality or complete absence of collinearity (i.e. 12 r = 0), the Modified OLS estimates are identical to the OLS estimates â 1OLS and â 2OLS and hence unbiased.
Here, we recall a suggestion of Tukey (1960) who proposed multiplying the usual OLS estimate by a constant between zero and unity to get a variance smaller than that of the OLS estimate. Tukey made this proposal specifically for the quadratic term in a polynomial regression model with linear and quadratic terms. The modified OLS estimates obtained above formalizes the proposal of Tukey and at the same time its applicability is not restricted to polynomial regression models.
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COMPARISON OF THE MODEIFIED ESTMATES WITH OLS ESTIMATES
Thus the 'revised' estimates, on an average, lies in the direction of the regression arameter(s).This property is also satisfied by the OLS estimate(s).
It is well known that in the presence of collinearity, the OLS tends to overestimate the regression parameters. In the sequel, we establish that the revised estimate(s) does not suffer from overestimation problem to the extent of the OLS estimate(s). Thus the expected length of the revised estimate(s) is less than the expected length of the OLS estimate(s) and the severity of overestimation is reduced.
CONCLUDING REMARKS
The 'modified' approach discussed in this paper, overcomes the drawbacks of OLS estimates in the presence of collinearity to a large extent. However, the modified estimates do not perform uniformly well over OLS estimates as found in Section 3. The comparison of the two approaches depends on the ratios σ 2 / a 1 2 and σ 2 / a 2 2 . Hence, it is pertinent to suggest a way of initially estimating these ratios and choose the approach based on these initial estimates. Investigations in this regard are presently in a preliminary stage and the issue will be addressed in a future communication. The generalization of the modified approach for multiple regression models involving more than two regressors will also be addressed in a future communication.
