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NORM INFLATION FOR NONLINEAR SCHRO¨DINGER
EQUATIONS IN NEGATIVE FOURIER-LEBESGUE AND
MODULATION SPACES
DIVYANG G. BHIMANI AND RE´MI CARLES
Abstract. We consider nonlinear Schro¨dinger equations in Fourier-Lebesgue
and modulation spaces involving negative regularity. The equations are posed
on the whole space, and involve a smooth power nonlinearity. We prove two
types of norm inflation results. We first establish norm inflation results below
the expected critical regularities. We then prove norm inflation with infinite
loss of regularity under less general assumptions. To do so, we recast the the-
ory of multiphase weakly nonlinear geometric optics for nonlinear Schro¨dinger
equations in a general abstract functional setting.
1. Introduction
1.1. General setting. We consider the nonlinear Schro¨dinger (NLS) equations of
the form
(1.1) i∂tψ +
1
2
∆ψ = µ|ψ|2σψ, x ∈ Rd; ψ(0, x) = ψ0(x),
where ψ = ψ(t, x) ∈ C, σ ∈ N, µ ∈ {1,−1}. We prove some ill-posedness results
in Fourier-Lebesgue and modulation spaces, involving negative regularity in space.
We recall the notion of well-posedness in the sense of Hadamard.
Definition 1.1. Let X,Y →֒ S ′(Rd) be a Banach spaces. The Cauchy problem for
(1.1) is well posed from X to Y if, for all bounded subset B ⊂ X , there exist T > 0
and a Banach space XT →֒ C([0, T ], Y ) such that:
(i) For all φ ∈ X , (1.1) has a unique solution ψ ∈ XT with ψ|t=0 = φ.
(ii) The mapping φ 7→ ψ is continuous from (B, ‖ · ‖X) to C([0, T ], Y ).
The negation of the above definition is called a lack of well-posedness or
instability. In connection with the study of ill-posedness of (1.1) and nonlinear
wave equations Christ, Colliander, and Tao introduced in [14] the notion of norm
inflation with respect to a given (Sobolev) norm, saying that there exist a sequence
of smooth initial data (ψn(0))n≥1 and a sequence of times (tn)n≥1, both converging
to 0, so that the corresponding smooth solution ψn, evaluated at tn, is unbounded
(in the same space).
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The solutions to (1.1) is invariant under the scaling transformation
(1.2) ψ(t, x) 7→ λ1/σψ (λ2t, λx) , λ > 0.
The homogeneous Sobolev space H˙s(Rd) is invariant exactly for s = sc, where
sc =
d
2
− 1
σ
.
Another important invariance of (1.1) is the Galilean invariance: if ψ(t, x) solves
(1.1), then so does
(1.3) eiv·x−i|v|
2t/2ψ(t, x− vt)
for any v ∈ Rd. This transform does not alter the L2(Rd) norm of the function.
From these two invariances, well-posedness is not expected to hold in Hs(Rd) as
soon as s < max(0, sc). In this paper, we consider the case of negative regularity,
s < 0, in Fourier-Lebesgue and modulation spaces, instead of Sobolev spaces.
Kenig, Ponce and Vega [24] established instability for the cubic NLS in Hs(R)
for s < 0. Christ, Colliander and Tao [14] generalized this result in Hs(Rd) for
s < 0 and d ≥ 1. In the periodic case x ∈ Td, instability in Hs(Td) for s < 0 was
established in [15] (d = 1) and [10] (d ≥ 1). Stronger results for the cubic NLS on
the circle were proven by Molinet [27]. In [29, Theorem 1.1], Oh established norm-
inflation for (1.1) in the cubic case σ = 1, in Hs(R) for s ≤ −1/2 and in Hs(Rd)
for s < 0 if d ≥ 2. He actually proved that the flow map fails to be continuous at
any function in Hs, for s as above. Norm inflation in the case of mixed geometries,
x ∈ Rd × Tn, for sharp negative Sobolev regularity in (1.1), is due to Kishimoto
[25], who also considers nonlinearities which are not gauge invariant.
The general picture to prove ill-posedness results is typically as following, as
explained in e.g. [14]: at negative regularity, one relies on a transfer from high
frequencies to low frequencies, while to prove ill-posedness at positive regularity,
one uses a transfer from low frequencies to high frequencies. In particular, the
proofs are different whether a negative or a positive regularity is considered.
Stronger phenomena than norm inflation have also been proved, showing that
the flow map fails to be continuous at the origin from Hs to Hk even for (some)
k < s, and so a loss of regularity is present. This was proven initially for 0 < s < sc
by Lebeau [26] in the case of the wave equation, then in [8] (cubic nonlinearity)
and [1, 34] for NLS. In the case of negative regularity, an infinite loss of regularity
was established in [11] for (1.1) in Hs(Rd) (d ≥ 2 and s < −1/(2σ+1)), and in the
periodic case x ∈ Td in [12], in Fourier-Lebesgue spaces. Typically, the NLS flow
map fails to be continuous at the origin from Hs(Rd) to Hk(Rd), for any k ∈ R.
1.2. Fourier-Lebesgue spaces. The Fourier-Lebesgue space FLps(Rd) is defined
by
FLps(Rd) =
{
f ∈ S ′(Rd) : ‖f‖FLps := ‖fˆ〈·〉s‖Lp <∞
}
,
where the Fourier transform is defined as
fˆ(ξ) = Ff(ξ) = 1
(2π)d
∫
Rd
e−ix·ξf(x)dx, f ∈ S(Rd),
and where 1 ≤ p ≤ ∞, s ∈ R, and 〈ξ〉s = (1 + |ξ|2)s/2 (ξ ∈ Rd). For p = 2,
FL2s = Hs the usual Sobolev space. For s = 0, we write FLp0(Rd) = FLp(Rd).
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The scaling (1.2) leaves the FLps(Rd)-norm invariant for s = sc(p), where
sc(p) := d
(
1− 1
p
)
− 1
σ
.
Of course when p = 2, we recover the previous value sc. On the other hand,
the Galilean transform (1.3) does not alter the FLp(Rd) norm of ψ, and so well-
posedness is not expected to hold in FLps for s < max(0, sc(p)). In this paper, we
consider the case s < 0.
In [23, Theorem 1], Hyakuna-Tsutsumi established local well-posedness for the
cubic NLS in FLp(Rd) for p ∈ (4/3, 4) \ {2}. Later this result is generalized in [22,
Theorem 1.1] for p ∈ [1, 2].
Our first results concern norm inflation of the type discussed above:
Theorem 1.2. Assume that 1 ≤ p ≤ ∞, d, σ ∈ N and s < min (0, sc(p)). For any
δ > 0, there exists ψ0 ∈ FLps(Rd) and T > 0 satisfying
‖ψ0‖FLps < δ and 0 < T < δ,
such that the corresponding solution ψ to (1.1) exists on [0, T ] and
‖ψ(T )‖FLps > δ−1.
As discussed above, in the case sc(p) > 0, norm inflation is expected in FLps(Rd)
for 0 < s < sc(p), but with different arguments. The proof of Theorem 1.2 is
inspired by the two-scale analysis of Kishimoto [25]. We also prove norm inflation
with an infinite loss of regularity: the initial regularity must be sufficiently small,
and we leave out the cubic one-dimensional nonlinearity.
Theorem 1.3. Let σ ∈ N, s < − 12σ+1 and assume dσ ≥ 2. There exist a sequence
of initial data (ψn(0))n≥1 in S(Rd) such that
‖ψn(0)‖FLps −→n→∞ 0, ∀p ∈ [1,∞],
and a sequence of times tn → 0 such that the corresponding solutions ψn to (1.1)
satisfies
‖ψn(tn)‖FLpk −→n→∞∞, ∀k ∈ R, ∀p ∈ [1,∞].
Remark 1.4. There is no general comparison between the assumptions on s in
Theorems 1.2 and 1.3: for p = 1, min(0, sc(1)) = −1/σ < −1/(2σ + 1), while if
sc(p) ≥ 0, we obviously have min(0, sc(p)) = 0 > −1/(2σ + 1).
1.3. Modulation spaces. We now turn our attention to the theory of modulation
spaces. The idea of modulation spaces is to consider the decaying properties of
space variable and its Fourier transform simultaneously. Specifically, we consider
the short-time Fourier transform (STFT) (sliding-window transform/wave packet
transform) of f with respect to Schwartz class function g ∈ S(Rd):
Vgf(x, ξ) =
∫
Rd
f(t)g(t− x)e−iξ·tdt, (x, ξ) ∈ R2d,
whenever the integral exists. Then the modulation spaces Mp,qs (R
d) (1 ≤ p, q ≤ ∞,
s ∈ R) is defined as the collection of tempered distributions f ∈ S ′(Rd) such that
‖f‖Mp,qs =
∥∥∥‖Vgf‖Lpx(1 + |ξ|2)s/2∥∥∥
Lqξ
<∞,
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with natural modification if a Lebesgue index is infinite. For s = 0, we write
Mp,q0 (R
d) = Mp,q(Rd). When p = q = 2, modulation spaces coincide with usual
Sobolev spaces Hs(Rd). For the last two decades, these spaces have made their
own place in PDEs and there is a tremendous ongoing interest to use these spaces
as a low regularity Cauchy data class for nonlinear dispersive equations; see e.g.
[2, 5, 31, 6, 35, 36, 30]. Using the algebra property and boundedness of Schro¨dinger
propagator on Mp,qs (R
d), (1.1) is proved to be locally well-posed in Mp,1s (R
d) for
1 ≤ p ≤ ∞, s ≥ 0, and in Mp,qs (Rd) for 1 ≤ p, q ≤ ∞ and s > d(1 − 1/q),
via fixed point argument; see [2, 5, 7]. Using uniform-decomposition techniques,
Wang and Hudzik [35] established global well-posedness for (1.1) with small initial
data in M2,1(Rd). Guo [21] proved local well-posed for the cubic NLS in M2,p(R)
(2 ≤ p ≤ ∞), and later Oh and Wang [30], established global existence for this
result. In [13], Chaichenets et al. established global well-posedness for the cubic
NLS in Mp,p
′
(R) for p sufficiently close to 2. The well-posedness problems for some
other PDEs in Mp,qs (R
d) are widely studied by many authors, see for instance the
excellent survey [31] and references therein. We complement the existing literature
on well-posedness theory for (1.1) with Cauchy data in modulation spaces. First,
observe that, in view of Proposition 2.6 below,
‖ψ (λ ·))‖M2,qs .
{
λ−
d
2 max (1, λs) ‖ψ‖M2,qs , if 1 ≤ q ≤ 2,
λ−d(1−
1
q ) max (1, λs) ‖ψ‖M2,qs , if 2 ≤ q ≤ ∞,
for all λ ≤ 1 and s ∈ R. Invoking the general belief that ill-posedness at posi-
tive regularity is due to the transfer from low frequencies (0 < λ ≪ 1) to high
frequencies, the scaling (1.2) suggests that ill-posedness occurs in M2,qs (R
d) if
s <
{
sc =
d
2 − 1σ if 1 ≤ q ≤ 2,
d
(
1− 1q
)
if 2 ≤ q ≤ ∞.
The following analogue of Theorem 1.2 then appears rather natural.
Theorem 1.5. Let d, σ ∈ N and assume that
• s < min (d2 − 1σ , 0) when 1 ≤ q ≤ 2, and
• s < min
(
d
(
1− 1q
)
− 1σ , 0
)
when 2 ≤ q ≤ ∞.
For any δ > 0, there exists ψ0 ∈M2,qs (Rd) and T > 0 satisfying
‖ψ0‖M2,qs < δ and 0 < T < δ
such that the corresponding solution ψ to (1.1) exists on [0, T ] and
‖ψ(T )‖M2,qs > δ−1.
We also have some infinite loss of regularity of the flow map (1.1) at the level of
modulation spaces with negative regularity. We no longer assume p = 2, and show
a stronger result, provided that the negative regularity s is sufficiently small, and
(again) that we discard the one-dimensional cubic case.
Theorem 1.6. Let σ ∈ N, s < − 12σ+1 and assume dσ ≥ 2. There exists a sequence
of initial data (ψn(0))n≥1 in S(Rd) such that
‖ψn(0)‖Mp,qs −→n→∞ 0, ∀p, q ∈ [1,∞],
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and a sequence of times tn → 0 such that the corresponding solutions ψn to (1.1)
satisfies
‖ψn(tn)‖Mp,qk −→n→∞∞, ∀k ∈ R, ∀p, q ∈ [1,∞].
Remark 1.7. Contrary to the Fourier-Lebesgue case, the assumption regarding s
is always weaker in Theorem 1.5 than in Theorem 1.6 (recall that the cubic one-
dimensional case is ruled out in Theorem 1.6).
1.4. Comments and outline of the paper. As pointed out before, the numerol-
ogy regarding the norm inflation phenomenon (Theorems 1.2 and 1.5) is probably
sharp, up to the fact that the minimum should be replaced by a maximum in the
assumption on s, and that at positive regularity, different arguments are required.
On the other hand, we believe that the restriction s < − 12σ+1 in Theorems 1.3 and
1.6 is due to our approach, and we expect that the result is true under the mere
assumption s < 0 if dσ ≥ 2, and for s < −1/2 if d = σ = 1.
The analogue of our results remains true if we replace ∆ by the generalized
dispersion of the form ∆η =
∑d
j=1 ηj∂
2
xj , ηj = ±1. The (1.1) associated ∆η (with
the non uniform signs of ηj) arises in the description of surface gravity waves on
deep water, see e.g. [33].
In [32], Sugimoto-Wang-Zhang established some local well-posedness results for
Davey-Stewartson equation in some weighted modulation spaces. We note that our
method of proof can be applied to get norm-inflation results for Davey-Stewartson
equation, and infinite loss of regularity in the spirit of [11], in some negative mod-
ulation and Fourier-Lebesgue spaces.
Theorems 1.3 and 1.6 cover any smooth power nonlinearity in multidimension,
and power nonlinearities which are at least quintic in the one-dimensional case. Our
method our proof seems too limited to prove loss of regularity in the case of the
cubic nonlinearity on the line. It turns out that the method followed to treat the
cubic nonlinearity on the circle in [12] seems helpless in the case of the line. On the
other hand, Theorems 1.2 and 1.5 include the cubic one-dimensional Schro¨dinger
equation.
The rest of this paper is organized as follows, In Section 2, we recall various
properties associated to modulation spaces. In Section 3, we prove Theorem 1.2,
and we adapt the argument in Section 4 to prove Theorem 1.5. In Section 5, we
show how the theory of weakly nonlinear geometric optics makes it possible to
prove loss of regularity at negative regularity for (1.1). A general framework where
multiphase weakly nonlinear geometric optics is justified is presented in Section 6,
and it is applied in Section 7 to prove Theorems 1.3 and 1.6.
Notations. The notation A . B means A ≤ cB for a some constant c > 0, Let
(Λε)0<ε≤1 and (Υε)0<ε≤1 be two families of positive real numbers.
• We write Λε ≪ Υε if lim supε→0 Λε/Υε = 0.
• We write Λε . Υε if lim supε→0 Λε/Υε <∞.
• We write Λε ≈ Υε if Λε . Υε and Υε . Λε.
2. Preliminary: modulation spaces
Feichtinger [18] introduced a class of Banach spaces, the so-called modulation
spaces, which allow a measurement of space variable and Fourier transform variable
of a function, or distribution, on Rd simultaneously, using the short-time Fourier
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transform (STFT). The STFT of a function f with respect to a window function
g ∈ S(Rd) is defined by
(2.1) Vgf(x, y) =
∫
Rd
f(t)g(t− x)e−iy·tdt, (x, y) ∈ R2d,
whenever the integral exists. For x, y ∈ Rd, the translation operator Tx, and the
modulation operator My, are defined by Txf(t) = f(t− x) and Myf(t) = eiy·tf(t).
In terms of these operators the STFT may be expressed as
(2.2) Vgf(x, y) = 〈f,MyTxg〉 = e−ix·w (f ∗Mwg∗) (x),
where 〈f, g〉 denotes the inner product for L2 functions, or the action of the tem-
pered distribution f on the Schwartz class function g, and g∗(y) = g(−y). Thus
V : (f, g) 7→ Vg(f) extends to a bilinear form on S ′(Rd)×S(Rd), and Vg(f) defines
a uniformly continuous function on Rd × Rd whenever f ∈ S ′(Rd) and g ∈ S(Rd).
Definition 2.1 (Modulation spaces). Let 1 ≤ p, q ≤ ∞, s ∈ R and 0 6= g ∈ S(Rd).
The weighted modulation spaceMp,qs (R
d) is defined to be the space of all tempered
distributions f for which the following norm is finite:
‖f‖Mp,qs =
(∫
Rd
(∫
Rd
|Vgf(x, y)|pdx
)q/p
(1 + |y|2)sq/2 dy
)1/q
,
for 1 ≤ p, q < ∞. If p or q is infinite, ‖f‖Mp,qs is defined by replacing the corre-
sponding integral by the essential supremum.
Remark 2.2. The definition of the modulation space given above, is independent of
the choice of the particular window function. See [20, Proposition 11.3.2(c)].
We recall an alternative definition of modulation spaces via the frequency-uniform
localization techniques, providing another characterization which will be useful to
prove Theorem 1.5. Let Qn be the unit cube with the center at n, so (Qn)n∈Zd
constitutes a decomposition of Rd, that is, Rd = ∪n∈ZdQn. Let ρ ∈ S(Rd), ρ : Rd →
[0, 1] be a smooth function satisfying ρ(ξ) = 1 if |ξ|∞ ≤ 12 and ρ(ξ) = 0 if |ξ|∞ ≥ 1.
Let ρn be a translation of ρ, that is,
ρn(ξ) = ρ(ξ − n), n ∈ Zd.
Denote
σn(ξ) =
ρn(ξ)∑
ℓ∈Zd ρℓ(ξ)
, n ∈ Zd.
Then (σn(ξ))n∈Zd satisfies the following properties:
(2.3)

|σn(ξ)| ≥ c, ∀ξ ∈ Qn,
suppσn ⊂ {ξ : |ξ − n|∞ ≤ 1},∑
n∈Zd
σn(ξ) ≡ 1, ∀ξ ∈ Rd,
|Dασn(ξ)| ≤ C|α|, ∀ξ ∈ Rd, α ∈ (N ∪ {0})d.
The frequency-uniform decomposition operators can be exactly defined by
n = F−1σnF .
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For 1 ≤ p, q ≤ ∞, s ∈ R, it is known [18] that
‖f‖Mp,qs ≍
∑
n∈Zd
‖n(f)‖qLp (1 + |n|)sq
1/q ,
with natural modifications for p, q =∞.
Lemma 2.3 ([36, 20, 31]). Let p, q, pj, qj ∈ [1,∞], s, sj ∈ R (j = 1, 2). Then
(1) Mp1,q1s1 (R
d) →֒ Mp2,q2s2 (Rd) whenever p1 ≤ p2 and q1 ≤ q2 and s2 ≤ s1. In
particular, Hs(Rd) →֒Mp,qs (Rd) for 2 ≤ p, q ≤ ∞ and s ∈ R.
(2) Mp1,q1s1 (R
d) →֒Mp2,q2s2 (Rd) for q1 > q2, s1 > s2 and s1 − s2 > d/q2 − d/q1.
(3) Mp,q1(Rd) →֒ Lp(Rd) →֒ Mp,q2(Rd) holds for q1 ≤ min{p, p′} and q2 ≥
max{p, p′} with 1p + 1p′ = 1.
(4) Mmin{p
′,2},p(Rd) →֒ FLp(Rd) →֒Mmax{p′,2},p(Rd), 1p + 1p′ = 1.
(5) S(Rd) is dense in Mp,q(Rd) if p and q are finite.
(6) Mp,p(Rd) →֒ Lp(Rd) →֒ Mp,p′(Rd) for 1 ≤ p ≤ 2 and Mp,p′(Rd) →֒
Lp(Rd) →֒Mp,p(Rd) for 2 ≤ p ≤ ∞.
(7) The Fourier transform F :Mp,ps (Rd)→Mp,ps (Rd) is an isomorphism.
(8) The space Mp,qs (R
d) is a Banach space.
(9) The space Mp,qs (R
d) is invariant under complex conjugation.
Theorem 2.4 (Algebra property). Let p, q, pi, qi ∈ [1,∞] (i = 0, 1, 2). If 1p1 + 1p2 =
1
p0
and 1q1 +
1
q2
= 1 + 1q0 , then
(2.4) Mp1,q1(Rd) ·Mp2,q2(Rd) →֒Mp0,q0(Rd);
with norm inequality ‖fg‖Mp0,q0 . ‖f‖Mp1,q1 ‖g‖Mp2,q2 . In particular, the space
Mp,q(Rd) is a pointwise FL1(Rd)-module, that is, we have
‖fg‖Mp,q . ‖f‖FL1‖g‖Mp,q .
Proof. The product relation (2.4) between modulation spaces is well known and
we refer the interested reader to [5] and since FL1(Rd) →֒ M∞,1(Rd), the desired
inequality (2.4) follows. 
For f ∈ S(Rd), the Schro¨dinger propagator ei t2∆ is given by
ei
t
2∆f(x) =
1
(2π)d
∫
Rd
eix·ξe−i
t
2 |ξ|2 fˆ(ξ)dξ.
The first point in the following statement was established in [4], and the second, in
[35, Proposition 4.1].
Proposition 2.5 ([4, 35]).
(1) Let t ∈ R, p, q ∈ [1,∞]. Then
‖ei t2∆f‖Mp,q ≤ C(t2 + 1)d/4‖f‖Mp,q
where C is some constant depending on d.
(2) Let 2 ≤ p ≤ ∞, 1 ≤ q ≤ ∞. Then
‖ei t2∆f‖Mp,q ≤ (1 + |t|)−d(
1
p− 12 )‖f‖Mp′,q .
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For (1/p, 1/q) ∈ [0, 1]× [0, 1], we define the subsets
I1 = {(p, q); max(1/p, 1/p′) ≤ 1/q}, I∗1 = {(p, q); min(1/p, 1/p′) ≥ 1/q},
I2 = {(p, q); max(1/q, 1/2) ≤ 1/p′}, I∗2 = {(p, q); min(1/q, 1/2) ≥ 1/p′},
I3 = {(p, q); max(1/q, 1/2) ≤ 1/p}, I∗3 = {(p, q); min(1/q, 1/2) ≥ 1/p}.
We now define the indices:
µ1(p, q) =

−1/p if (1/p, 1/q) ∈ I∗1 ,
1/q − 1 if (1/p, 1/q) ∈ I∗2 ,
−2/p+ 1/q if (1/p, 1/q) ∈ I∗3 ,
and
µ2(p, q) =

−1/p if (1/p, 1/q) ∈ I1,
1/q − 1 if (1/p, 1/q) ∈ I2,
−2/p+ 1/q if (1/p, 1/q) ∈ I3.
The dilation operator fλ is given by
Uλf(x) = fλ(x) = f(λx), λ > 0.
Proposition 2.6 (See Theorem 3.2 in [17]). Let 1 ≤ p, q ≤ ∞, s ∈ R. There exists
a constant C > 0 such that for all f ∈Mp,qs (Rd), 0 < λ ≤ 1, we have
C−1λdµ1(p,q)min{1, λs}‖f‖Mp,qs ≤ ‖fλ‖Mp,qs ≤ Cλdµ2(p,q)max{1, λs}‖f‖Mp,qs .
3. Norm inflation in Fourier-Lebesgue spaces
Define
µσ(z1, . . . , z2σ+1) =
σ+1∏
ℓ=1
zℓ
2σ+1∏
m=σ+2
z¯m.
Definition 3.1. For ψ0 ∈ L2(Rd), define U1[ψ0](t) = ei t2∆ψ0,
Uk[ψ0](t) = −i
∑
k1,...,k2σ+1≥1
k1+···+k2σ+1=k
ei
(t−τ)
2 ∆µσ
(
Uk1 [ψ0], ..., Uk2σ+1 [ψ0]
)
(τ)dτ, k ≥ 2.
It is known that the solution ψ of (1.1) can be written as a power series expansion
ψ =
∑∞
k=1 Uk[ψ0], see [3, 25].
Definition 3.2. Let A > 0 be a dyadic number. Define the space MA as the
completion of C∞0 (R
d) with respect to the norm
‖f‖MA =
∑
ξ∈AZd
‖fˆ‖L2(ξ+QA), QA = [−A/2, A/2)d.
Lemma 3.3 ([3, 25]). Let A > 0 be a dyadic number.
(1) MA ∼A M1, and for all ǫ > 0, H d2+ǫ →֒M1 →֒ L2.
(2) MA is a Banach algebra under pointwise multiplication, and
‖fg‖MA ≤ C(d)Ad/2‖f‖MA‖g‖MA ∀f, g ∈MA.
(3) Let A ≥ 1 be a dyadic number and φ ∈MA with ‖ψ0‖MA ≤M. Then, there
exists C > 0 independent of A and M such that
‖Uk[ψ0](t)‖MA ≤ t
k−1
2σ (CAd/2M)k−1M,
for any t ≥ 0 and k ≥ 1.
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(4) Let (bk)
∞
k=1 be a sequence of nonnegative real numbers such that
bk ≤ C
∑
k1,...,k2σ+1≥1
k1+···+k2σ+1=k
bk1 · · · bk2σ+1 ∀k ≥ 2.
Then we have
bk ≤ b1Ck−10 , ∀k ≥ 1, where C0 =
π2
6
(
C(2σ + 1)2
)1/(2σ)
b1.
Corollary 3.4 (See Corollary 1 in [25]). Let A ≥ 1 be dyadic and M > 0. If
0 < T ≪ (Ad/2M)−2σ, then for any ψ0 ∈MA with ‖ψ0‖MA ≤M :
(i) A unique solution ψ to the integral equation associated with (1.1),
ψ(t) = ei
t
2∆ψ0 − i
∫ t
0
ei
(t−τ)
2 ∆µσ(ψ(τ))dτ
exists in C([0, T ],MA).
(ii) The solution ψ given in (i) has the expression
(3.1) ψ =
∞∑
k=1
Uk[ψ0] =
∞∑
ℓ=0
U2σℓ+1[ψ0]
which converges absolutely in C([0, T ],MA).
Remark 3.5. By Definition 3.1, we obtain Uk[ψ0](t) = 0 unless k ≡ 1 mod 2σ.
For instance, Uk[ψ0](t) ≡ 0 for all k ∈ 2σN. To see this, fix σ ∈ N. Then clearly
U2σ[ψ0] ≡ 0 because there does not exists all ki ≥ 1 such that k1+ · · ·+k2σ+1 = 2σ.
Now since U2σ[ψ0] ≡ 0, it follows that U4σ[ψ0] ≡ 0 and so on. Thus, Uk[ψ0](t) ≡ 0
for all k ∈ 2σN.
The general idea from [3] to prove instability is to show that one term in the
sum (3.1) dominates the sum of the other terms, and rules out the continuity of
the flow map. Usually, the first Picard iterate accounting for nonlinear effects, that
is, U2σ+1[ψ0] in our case, does the job. The proof of Theorems 1.2 and 1.5 indeed
relies on this idea, for a suitable ψ0 as in [25].
Let N,A be dyadic numbers to be specified so that N ≫ 1 and 0 < A≪ N . We
choose initial data of the following form
(3.2) ψ̂0 = RA
−d/pN−sχΩ,
for a positive constant R and a set Ω satisfying
Ω =
⋃
η∈∑
(η +QA),
for some
∑ ⊂ {ξ ∈ Rd : |ξ| ∼ N} such that #∑ ≤ 3. Then we have
‖ψ0‖FLps ∼ R, ‖ψ0‖MA ∼ RAd(
1
2− 1p )N−s.
In fact, we have
‖ψ0‖pFLps = R
pA−dN−sp
∫
Ω
(1 + |ξ|2)ps/2dξ
= RpA−dN−sp
∑
η
∫
η+QA
(1 + |ξ|2)ps/2dξ.
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Since A < N and |η| ∼ N, we have N2 . (1 + |ξ|2) . N2 for ξ ∈ η + QA and
so Nps . (1 + |ξ|2)ps/2 . Nps. As #∑ ≤ 3 and |η + QA| ∼ Ad, we infer that
‖ψ0‖pFLps ∼ Rp.
Lemma 3.6 (See Lemma 3.6 in [25]). There exists C > 0 such that for any ψ0
satisfying (3.2) and k ≥ 1, we have∣∣∣supp Ûk[ψ0](t)∣∣∣ ≤ CkAd, ∀t ≥ 0.
The next result is the analogue of [25, Lemma 3.7].
Lemma 3.7. Let ψ0 given by (3.2), s < 0 and 1 ≤ p ≤ ∞. Then there exists C > 0
depending only on d, σ and s such that following holds.
‖U1[ψ0](T )‖FLps ≤ CR, ∀T ≥ 0,(3.3)
‖Uk[ψ0](T )‖FLps . ρk−11 CkA−d/pRN−s‖〈·〉s‖Lp(QA),(3.4)
where ρ1 = RN
−sAd(1−
1
p)T
1
2σ .
Proof. The Schro¨dinger group is a Fourier multiplier,
‖U1[ψ0](T )‖FLps =
∥∥∥(ei t2 |·|2ψ̂0)〈·〉s∥∥∥
Lp
= ‖ψ0‖FLps ≤ CR,
hence (3.3). We note that
I := ‖Uk[ψ0](T )‖FLps
≤ ‖〈·〉s‖
Lp(supp Ûk[ψ0](t))
sup
ξ∈Rd
∣∣∣Ûk[ψ0](t, ξ)∣∣∣
≤ ‖〈·〉s‖
Lp(supp Ûk[ψ0](t))
∑
k1+···+k2σ+1=k
∫ t
0
∥∥|vk1(τ)| ∗ · · · ∗ |vk2σ+1 (τ)|∥∥L∞ dτ,
where vkℓ is either Ûkℓ [ψ0] or
̂Ukℓ [ψ0]. By Young and Cauchy-Schwarz inequalities,
‖vk1 ∗ · · · ∗ vk2σ+1‖L∞ ≤ ‖vk1 ∗ vk2‖L∞‖vk3 ∗ · · · ∗ vk2σ+1‖L1
≤ ‖v∨k1v∨k2‖L1
2σ+1∏
ℓ=3
‖vkℓ‖L1
≤ ‖vk1‖L2‖vk2‖L2
2σ+1∏
ℓ=3
‖vkℓ‖L1
≤
2σ+1∏
ℓ=3
∣∣∣supp Ûkℓ [ψ0]∣∣∣1/2 2σ+1∏
ℓ=1
‖Ûkℓ [ψ0]‖L2.
Thus, we have
I ≤ ‖〈·〉s‖Lp(supp Ûk[ψ0](t))I1,
where
I1 :=
∑
k1+···+k2σ+1=k
∫ t
0
2σ+1∏
ℓ=3
∣∣∣supp Ûkℓ [ψ0](τ)∣∣∣1/2 2σ+1∏
ℓ=1
‖Ûkℓ [ψ0](τ)‖L2dτ.
By Lemma 3.3 (3) (with M = CRN−sA
d
2− dp ), we have, for all k ≥ 1,
‖Uk[ψ0](t)‖L2 ≤ ‖Uk[ψ0](t)‖MA ≤ Ct
k−1
2σ
(
C2RAd/2N−sA
d
2− dp
)k−1
RN−sA
d
2− dp .
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Note that, by Lemma 3.6,
I1 .
∑
k1+···+k2σ+1=k
∫ t
0
2σ+1∏
ℓ=3
Ad/2
2σ+1∏
ℓ=1
[
τ
kℓ−1
2σ
(
RAd(1−
1
p )N−s
)kℓ−1
RN−sA
d
2− dp
]
dτ
. (RN−s)kA
d(2σ−1)
2 Ad(1−
1
p )(k−2σ−1)A(
d
2− dp)(2σ+1)
∫ t
0
τ
k−2σ−1
2σ dτ
. Ad(1−
1
p )(k−1)A−d/p(RN−s)kt
k−1
2σ .
Since s < 0, for any bounded set D ⊂ Rd, we have
|{〈ξ〉s > λ} ∪D| ≤ |{〈ξ〉s > λ} ∪BD| , ∀λ > 0,
where BD ⊂ Rd is the ball centered at origin with |D| = |BD|. This implies that
‖〈ξ〉s‖Lp(D) ≤ ‖〈ξ〉s‖Lp(BD). In view of this and performing simple change of vari-
ables (ξ = Ck/dξ′), we obtain
‖〈·〉s‖
Lp(supp Ûk[ψ0](t))
≤ ‖〈·〉s‖Lp({|ξ|≤Ck/dA}) . Ck‖〈·〉s‖Lp({|ξ|≤A}),
and the lemma follows. 
In the next lemma we establish a crucial lower bound on U2σ+1[ψ0].
Lemma 3.8. Let 1 ≤ p ≤ ∞, 1 ≤ A ≪ N and ∑ = {Ned,−Ned, 2Ned} where
ed = (0, . . . , 0, 1) ∈ Rd. If 0 < T ≪ N−2, then we have
‖U2σ+1[ψ0](T )‖FLps & RA−
d
pN−sρ2σ1 ‖〈·〉s‖Lp(QA),
where ρ1 = RN
−sAd−
d
pT
1
2σ .
Proof. Note that
̂U2σ+1[ψ0](T, ξ) = ce
−iT2 |ξ|2
∫
Γ
σ+1∏
ℓ=1
ψ̂0(ξℓ)
2σ+1∏
m=σ+2
ψ̂0(ξm)
∫ T
0
ei
t
2Φdtdξ1...dξ2σ+1,
where
Γ =
{
(ξ1, . . . , ξ2σ+1) ∈ R(2σ+1)d :
σ+1∑
ℓ=1
ξℓ −
2σ+1∑
m=σ+2
ξm = ξ
}
,
Φ = |ξ|2 −
σ+1∑
ℓ=1
|ξℓ|2 +
2σ+1∑
m=σ+2
|ξm|2.
By the choice of initial data (3.2), we have∫
Γ
σ+1∏
ℓ=1
ψ̂0(ξℓ)
2σ+1∏
m=σ+2
ψ̂0(ξm) =
∫
Γ
σ+1∏
ℓ=1
RA−d/pN−sχΩ(ξℓ)
2σ+1∏
m=σ+2
RA−d/pN−sχΩ(ξm)
=
(
RA−d/pN−s
)2σ+1 ∫
Γ
2σ+1∏
ℓ=1
χΩ(ξℓ)dξ1 . . . dξ2σ+1
=
(
RA−d/pN−s
)2σ+1∑
C
∫
Γ
2σ+1∏
ℓ=1
χηℓ+QA(ξℓ)dξ1 . . . dξ2σ+1,
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where the sum is taken over the non-empty set
C =
{
(η1, . . . , η2σ+1) ∈ {±Ned, 2Ned}2σ+1 :
σ+1∑
ℓ=1
ηℓ −
2σ+1∑
m=σ+2
ηm = 0
}
.
For ξ ∈ QA, we have |ξi|2 ≤ |ξ|2 ≤ A2 ≪ N2 and so |Φ| . N2. Then | t2Φ(ξ)| ≪ 1
for 0 < T ≪ N−2. In view of this, together with the fact that the cosine function
decreasing on [0, π/4], we obtain∣∣∣∣∣
∫ T
0
ei
t
2Φ(ξ)dt
∣∣∣∣∣ ≥ Re
∫ T
0
ei
t
2Φ(ξ)dt ≥ 1
2
T.
Taking the above inequalities into account, we infer
(3.5)
∣∣∣ ̂U2σ+1[ψ0](T, ξ)∣∣∣ & (RA−d/pN−s)2σ+1 (Ad)2σTχ(2σ+1)−1QA(ξ).
Hence, we have
‖U2σ+1[ψ0](T )‖FLps &
(
RA−d/pN−s
)2σ+1
(Ad)2σT ‖〈·〉s‖Lp((2σ+1)−1QA)
& RA−
d
pN−sρ2σ1 ‖〈·〉s‖Lp(QA),
where ρ1 = RN
−sAd−
d
pT
1
2σ . 
For the convenience of reader, we compute the Lp-norm of weight 〈·〉s on the
cube QA.
Lemma 3.9. Let A≫ 1, d ≥ 1, s < 0 and 1 ≤ p <∞. We define
fps (A) =

1 if s < − dp ,
(logA)
1/p
if s = − dp ,
Ad/p+s if s > − dp .
Then we have fps (A) . ‖〈·〉s‖Lp(QA) . fps (A) and f∞s (A) = ‖〈·〉s‖L∞(QA) ∼ 1. In
particular, fps (A) & A
d
p+s for any s < 0.
Proof. We first compute the ‖ · ‖Lp-norm on ball of radius R1 in Rd, say BR1(0).
Since 〈·〉s is radial, we have
I(R1) :=
∫
BR1(0)
1
(1 + |ξ|2)−sp/2 dξ =
2πd/2
Γ(d/2)
∫ R1
0
rd−1
(1 + r2)−sp/2
dr.
Notice that (1 + r2)−sp/2 ≥ max{1, r−sp}, and assuming that R1 ≫ 1, we obtain:
I(R1) .
∫ 1
0
rd−1
max{1, r−sp} dt+
∫ R1
1
rd−1
max{1, r−sp}dr
=
∫ 1
0
rd−1dr +
∫ R1
1
1
r−sp−d+1
dr.
Using conditions on s, we have I(R1) . (f
p
s (R1))
p . Notice that QA ⊂ B√dA/2(0),
we have ‖〈·〉s‖Lp(QA) ≤
(
I(
√
dA/2)
)1/p
. fps (A). On the other hand, we notice
that 1 + r2 ≤ 2 if 0 < r < 1 and 1 + r2 ≤ 2r2 if 1 < r < R2 for some appropriate
R2. Using this together with the above ideas, we obtain f
p
s (A) . ‖〈·〉s‖Lp(QA). This
completes the proof. 
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Proof of Theorem 1.2. By Corollary 3.4, we have the existence of a unique solution
to (1.1) in MA up to time T whenever ρ1 = RN
−sAd(1−
1
p )T 1/(2σ) ≪ 1. In view of
Lemma 3.7 and since ρ1 < 1,
∑∞
ℓ=2 ‖U2σℓ+1[ψ0](T )‖FLps can be dominated by the
sum of the geometric series. Specifically, we have∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
FLps
. A−d/2RN−sfps (A)
∞∑
ℓ=2
ρ2σℓ1
. A−d/2RN−sfps (A)ρ
4σ
1 .(3.6)
By Corollary 3.4 and the triangle inequality, we obtain
‖ψ(T )‖FLps =
∥∥∥∥∥
∞∑
ℓ=0
U2σℓ+1[ψ0]
∥∥∥∥∥
FLps
≥ ‖U2σ+1[ψ0](T )‖FLps − ‖U1[ψ0](T )‖FLps −
∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
FLps
.
In order to ensure
‖ψ(T )‖FLps & ‖U2σ+1[ψ0](T )‖FLps ,
we rely on the conditions
‖U2σ+1[ψ0](T )‖FLps ≫ ‖U1[ψ0](T )‖FLps ,(3.7)
‖U2σ+1[ψ0](T )‖FLps ≫
∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
FLps
.(3.8)
To use Lemma 3.8, we require
(i) T ≪ N−2.
In view of Lemma 3.7, to prove (3.7) it is sufficient to prove
(ii) Rρ2σ1 A
− dpN−sfps (A)≫ R, with ρ1 = RN−sAd−
d
pT
1
2σ .
Finally, in view of Lemmas 3.7, 3.8 and 3.9, and (3.6), to prove (3.8) it is sufficient
to prove:
(iii) ρ1 ≪ 1,
(iv) Rρ2σ1 A
− dpN−sfps (A)≫ A−d/pRN−sfps (A)ρ4σ1 .
We now choose A,R and T so that conditions (i)- (iv) are satisfied. To this end,
we set
R = (logN)−1, A ∼ (logN)− 2σ+2|s| N, T = (Ad( 1p−1)Ns)2σ.
Then we have
ρ1 = RN
−sAd−
d
pT
1
2σ = (logN)−1 ≪ 1.
Hence, condition (iii) is satisfied and so condition (iv). Note that
T = (logN)−
2σ+2
|s|
d( 1p−1)2σNd(
1
p−1)2σ+2σs.
Since s < d
(
1− 1p
)
− 1σ and logN = O(N ǫ) for any ǫ > 0, we have
T ≪ N−2,
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and hence (i) is satisfied. By Lemma 3.9, we have fps (A) & A
d
p+s for any s < 0 and
A ≥ 1 and so
Rρ2σ1 A
− dpN−sfps (A) & logN ≫ (logN)−1 = R
and hence (ii) is satisfied. Thus, we have ‖ψ(T )‖FLps & ‖U2σ+1[ψ0](T )‖FLps & logN.
Since ‖ψ0‖FLps ∼ R = (logN)−1 and T ≪ N−2, we get norm inflation by letting
N →∞. 
4. Norm inflation in modulation spaces
The proof of Theorem 1.5 follows the same general lines as the proof of Theo-
rem 1.2 from the previous section. Let N,A be dyadic numbers to be specified so
that N ≫ 1 and 0 < A≪ N . We choose initial data of the following form
(4.1) ψ̂0 =
{
RA−d/2N−sχΩ, if 1 ≤ q ≤ 2,
RA−d/qN−sχΩ, if 2 ≤ q ≤ ∞,
where
Ω =
⋃
η∈∑
(η +QA), QA = [−A/2, A/2),
for some
∑ ⊂ {ξ ∈ Rd : |ξ| ∼ N} such that #∑ ≤ 3.
4.1. A priori estimates: 1 ≤ q ≤ 2. Then we have, for any s ∈ R,
‖ψ0‖Hs ∼ R, ‖ψ0‖MA ∼ RN−s.
Lemma 4.1. Let q ∈ [1, 2], ψ0 given by (4.1), s < 0. Then there exists C > 0
depending only on d, σ and s such that following holds.
‖U1[ψ0](T )‖M2,qs ≤ CR, ∀T ≥ 0,(4.2)
‖Uk[ψ0](T )‖M2,qs . ρk−1CkA−d/2RN−s ‖(1 + |n|)s‖ℓq(0≤|n|≤A) ,(4.3)
where ρ = RN−sAd/2T
1
2σ .
Proof. Let s1 = s+ǫ+d
(
1
q − 12
)
for ǫ > 0. Note that s1 > s and s1−s > d
(
1
q − 12
)
.
Then by Lemma 2.3 (2), we have Hs1(Rd) = M2,2s1 (R
d) ⊂ M2,qs (Rd). Using this
together with Proposition 2.5, we have
‖U1[ψ0](T )‖M2,qs . ‖ψ0(T )‖M2,qs . ‖ψ0(T )‖Hs1 . R,
hence (4.2). By Plancherel theorem and (2.3), for s < 0, we have
‖Uk[ψ0](T )‖M2,qs =
∥∥∥(1 + |n|)s‖σnÛk[ψ0](T )‖L2∥∥∥
ℓq
≤ sup
ξ∈Rd
∣∣∣Ûk[ψ0](t, ξ)∣∣∣ ∥∥∥∥(1 + |n|)s ‖σn‖L2(Qn∩ supp Ûk[ψ0](t))
∥∥∥∥
ℓq
≤ sup
ξ∈Rd
∣∣∣Ûk[ψ0](t, ξ)∣∣∣ ‖(1 + |n|)s‖ℓq(0≤|n|≤CA) .
This yields the desired inequality in (4.3). 
Lemma 4.2. Let s < 0, q ∈ [1, 2], 2 ≤ A ≪ N and ∑ = {Ned,−Ned, 2Ned}
where ed = (0, . . . , 0, 1) ∈ Rd. If 0 < T ≪ N−2, then we have
‖U2σ+1[ψ0](T )‖M2,qs & RA−
d
2N−sρ2σ ‖(1 + |n|)s‖ℓq(0≤|n|≤A) ,
where ρ = RN−sAd/2T
1
2σ .
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Proof. By (2.3), we note that
‖U2σ+1[ψ0](T )‖qM2,qs =
∑
n∈Zd
‖n(U2σ+1[ψ0](T ))‖qL2(1 + |n|)sq
=
∑
n∈Zd
‖σn ̂U2σ+1[ψ0](T )‖qL2(1 + |n|)sq
&
∑
n∈Zd
1
(1 + |n|)−sq
(∫
Qn
| ̂U2σ+1[ψ0](ξ, T )|2dξ
)q/2
,
where Qn is a unit cube centered at n ∈ Zd. Arguing as before in the proof of
Lemma 3.8 (specifically, by (3.5)), for ξ ∈ QA = [−A/2, A/2)d, we have∣∣∣ ̂U2σ+1[ψ0](T, ξ)∣∣∣ & (RA−d/2N−s)2σ+1 (Ad)2σTχ(2σ+1)−1QA(ξ).
It follows that
‖U2σ+1[ψ0](T )‖M2,qs &
(
RA−d/2N−s
)2σ+1
(Ad)2σT
 ⌊A/2⌋∑
|n|=⌊−A/2⌋
1
(1 + |n|)−sq
1/q
& RA−d/2N−sρ2σ
 ⌊A/2⌋∑
|n|=⌊−A/2⌋
1
(1 + |n|)−sq
1/q ,
where the floor function is ⌊x⌋ = max (m ∈ Z | m ≤ x) and ρ = RN−sAd/2T 12σ . 
4.2. A priori estimates: 2 ≤ q ≤ ∞. Then we have, for any s ∈ R,
‖ψ0‖FLqs ∼ R, ‖ψ0‖MA ∼ RAd(
1
2− 1q )N−s.
Lemma 4.3. Let s < 0 and 2 ≤ q ≤ ∞. Then there exists C > 0 depending only
on d, σ and s such that following holds.
‖U1[ψ0](T )‖M2,qs ≤ CR, ∀T ≥ 0,(4.4)
‖Uk[ψ0](T )‖M2,qs . ρ
k−1
2 C
kA−d/qRN−s ‖(1 + |n|)s‖ℓq(0≤|n|≤A) ,(4.5)
where ρ2 = RN
−sAd(1−
1
q )T
1
2σ .
Proof. By Lemma 2.3, we have
‖U1[ψ0](T )‖M2,qs . ‖U1[ψ0](T )‖M2,q . ‖U1[ψ0](T )‖FLq ≤ CR.
The proof of (4.5) is similar to Lemmas 4.1, (4.3) and 3.7, (3.4), we omit the
details. 
The next lemma is the analogue of Lemmas 3.8 and 4.2, so we leave out its proof.
Lemma 4.4. Let 2 ≤ q ≤ ∞, 1 ≤ A ≪ N and ∑ = {Ned,−Ned, 2Ned} where
ed = (0, . . . , 0, 1) ∈ Rd. If 0 < T ≪ N−2, then we have
‖U2σ+1[ψ0](T )‖M2,qs & RA
− dqN−sρ2σ2 ‖(1 + |n|)s‖ℓq(0≤|n|≤A) ,
where ρ2 = RN
−sAd−
d
q T
1
2σ .
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4.3. Proof of Theorem 1.5.
Lemma 4.5. In the limit A→∞, we have, for 1 ≤ q <∞,
‖(1 + |n|)s‖ℓq(0≤|n|≤A) ∼A→∞ g
q
s(A) :=

1 if − sq > d,
(logA)
1/q
if − sq = d,
A1/q+s if − sq < d,
and ‖(1 + |n|)s‖ℓ∞(0≤|n|≤A) ∼A→∞ 1.
Proof. Since (1 + |ξ|)sq is a decreasing function in |ξ|, in view of the integral test
and Lemma 3.9, we have, for 1 ≤ q <∞,
‖(1 + |n|)s‖ℓq(0≤|n|≤A) =
 ∑
0≤|n|≤A
1
(1 + |n|)−sq
1/q ∼
A→∞
(∫
|ξ|≤A
dξ
(1 + |ξ|)−sq
)1/q
∼
A→∞
(∫ A
0
rd−1dr
(1 + r)−sq
)1/q
,
hence the result for q finite. The case q =∞ is straightforward. 
To prove Theorem 1.5, we distinguish two cases.
First case: 1 ≤ q ≤ 2. By Corollary 3.4, we have the existence of solution to
(1.1) in MA up to time T whenever ρ = RN
−sAd/2T 1/(2σ) ≪ 1. In view of Lemma
3.7 and since ρ < 1,
∑∞
ℓ=2 ‖U2σℓ+1[ψ0](T )‖M2,qs can be dominated by the sum of a
geometric series. Specifically, we have∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
M2,qs
. A−d/2RN−sgqs(A)
∞∑
ℓ=2
ρ2σℓ
. A−d/2RN−sgqs(A)ρ
4σ .(4.6)
By Corollary 3.4 and the triangle inequality, we obtain
‖ψ(T )‖M2,qs =
∥∥∥∥∥
∞∑
ℓ=0
U2σℓ+1[ψ0]
∥∥∥∥∥
M2,qs
≥ ‖U2σ+1[ψ0](T )‖M2,qs − ‖U1[ψ0](T )‖M2,qs −
∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
M2,qs
.
In order to ensure
‖ψ(T )‖M2,qs & ‖U2σ+1[ψ0](T )‖M2,qs ,
we rely on the conditions
‖U2σ+1[ψ0](T )‖M2,qs ≫ ‖U1[ψ0](T )‖M2,qs ,(4.7)
‖U2σ+1[ψ0](T )‖M2,qs ≫
∥∥∥∥∥
∞∑
ℓ=2
U2σℓ+1[ψ0](T )
∥∥∥∥∥
M2,qs
.(4.8)
In view of Lemmas 4.1 and 4.2, (4.7) amount to the condition
(4.9) Rρ2σA−
d
2N−sgqs(A)≫ R
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In view of Lemmas 4.1 and 4.2, and (4.6), (4.8) amount to the condition
(4.10) T ≪ N−2, ρ≪ 1, Rρ2σA− d2N−sgqs(A)≫ Rρ4σA−d/2N−sgqs(A).
We now choose A,R and T so that conditions (4.9) and (4.10) are satisfied. To this
end, we set
R = (logN)−1, A ∼ (logN)− 2σ+2|s| N, T = (A−d/2Ns)2σ.
Then we have
ρ = RN−sAd/2T
1
2σ = (logN)−1 ≪ 1.
Note that
T = (logN)−
2σ+2
|s|
d( 12−1)2σN−dσ+2σs.
Since s < d2 − 1σ and logN = O(N ǫ) for any ǫ > 0, we have
T ≪ N−2.
We have gqs(A) & A
d
q+s for any s < 0 and A ≥ 1. Thus, for 1 ≤ q ≤ 2, we have
Rρ2σA−
d
2N−sgqs(A) & (logN)
−(2σ+1)(logN)2σ+2Ad(
1
q− 12 ) & logN
≫ (logN)−1 = R,
and (4.9) is satisfied. Thus, we have ‖ψ(T )‖M2,qs & ‖U2σ+1[ψ0](T )‖M2,qs & logN.
Since ‖ψ0‖M2,qs . R = (logN)−1 and T ≪ N−2, we get norm inflation by letting
N →∞. This completes the proof for q ∈ [1, 2].
Second case: 2 ≤ q ≤ ∞. By Corollary 3.4, we have the existence of solution to
(1.1) inMA up to time T whenever ρ2 = RN
−sAd(1−
1
q )T 1/(2σ) ≪ 1. By Lemmas 4.3
and 4.4, the conditions
(4.11) T ≪ N−2, ρ2 ≪ 1 and Rρ2σ2 A−
d
qN−sgqs(A)≫ R
ensures that
‖ψ(T )‖M2,qs & ‖U2σ+1[ψ0](T )‖M2,qs ∼ Rρ2σ1 A
− dqN−sgqs(A).
We now choose A,R and T so that conditions (4.11) satisfied. To this end, we set
R = (logN)−1, A ∼ (logN)− 2σ+2|s| N, T = (Ad( 1q−1)Ns)2σ.
Then we have
ρ2 = RN
−sAd−
d
q T
1
2σ = (logN)−1 ≪ 1.
Note that
T = (logN)−
2σ+2
|s| d(
1
q−1)2σNd(
1
q−1)2σ+2σs.
Since s < d
(
1− 1q
)
− 1σ and logN = O(N ǫ) for any ǫ > 0, we have
T ≪ N−2.
Note that gqs(A) & A
d
q+s for any s < 0 and A ≥ 1 and so
Rρ2σ2 A
− dqN−sgqs(A) & logN ≫ (logN)−1 = R.
Thus, we have ‖ψ(T )‖M2,qs & ‖U2σ+1[ψ0](T )‖M2,qs & logN. Since ‖ψ0‖M2,qs . R =
(logN)−1 and T ≪ N−2, we get norm inflation by letting N →∞. This completes
the proof of Theorem 1.5.
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5. Norm inflation as a by-product of geometric optics
The proof of Theorems 1.3 and 1.6 follows the same strategy as in [11]: through a
suitable rescaling, we turn the ill-posedness result into an asymptotic result, which
can be expressed in the framework of weakly nonlinear geometric optics. More
precisely, we change the unknown function ψ to u, via
(5.1) uε(t, x) = ε
2−J
2σ ψ(εt, x),
where the parameter ε will tend to zero. For ψ solution to (1.1), uε solves
(5.2) iε∂tu
ε +
ε2
2
∆uε = µεJ |uε|2suε.
The case J = 1 corresponds to weakly nonlinear geometric optics (WNLGO), as
defined in [9]. As noticed in [11] in the framework of Sobolev spaces, a phenomenon
of infinite loss of regularity can be proved via this WNLGO setting, under the
assumption s < −1/(2σ) in the analogue of Theorems 1.3 and 1.6. Like in that
paper, in order to weaken the assumption on s to s < −1/(2σ+1), we will have to
consider some value J > 1, and perform some “asymptotic sin”, in the sense that
we change the hierarchy in an asymptotic expansion involving the limit ε→ 0.
The heuristic idea is the same as in [15]: when negative regularity is involved,
the zero Fourier mode plays a stronger role than (large) non-zero modes, which
come with a small factor. With the scaling (5.1) in mind, our goal is to show that
we may consider initial data (for u) of the form
u(0, x) =
∑
j 6=0
eij·x/εαj(x),
that is containing only rapidly oscillatory terms, and such that the evolution under
(5.2) creates a non-trivial non-oscillatory term.
To be more specific, recall the strategy of multiphase nonlinear geometric optics
(see [10] for more details): we plug an ansatz of the form
u(t, x) =
∑
j
eiφj(t,x)/εaj(t, x)
into (5.2), and order the powers of ε. The most singular term is of order ε0, it is
the eikonal equation:
∂tφj +
1
2
|∇φj |2 = 0.
In the case of an initial phase φj(0, x) = j · x, no caustic appears, and the global
solution is given by
(5.3) φj(t, x) = j · x− |j|
2
2
t.
In the sequel, we consider such phases, for j ∈ Zd. The next term in the hierarchy
is of order ε1, but as evoked above, we “cheat”, and incorporate some nonlinear
effects even if J > 1 (and J < 2),
(5.4) ∂taj + j · ∇xaj = −iµεJ−1
∑
φk1−φk2+···+φk2σ+1=φj
ak1 a¯k2 . . . ak2σ+1 ,
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where we have used ∇φj(t, x) = j. Again in view of the specific form of the phase
(5.3), the condition on the sum involves a resonant condition, (k1, k2, . . . , k2σ+1) ∈
Rj , where
Rj =
{
(kℓ)1≤ℓ≤2σ+1,
2σ+1∑
ℓ=1
(−1)ℓ+1kℓ = j,
2σ+1∑
ℓ=1
(−1)ℓ+1|kℓ|2 = |j|2
}
.
In the cubic case σ = 1, those sets are described exactly:
Lemma 5.1 (See [16, 10]). Suppose σ = 1.
• If d = 1, then Rj = {(j, ℓ, ℓ), (ℓ, ℓ, j) ; ℓ ∈ Z}.
• If d ≥ 2, then (k1, k2, k3) ∈ Rj precisely when the endpoints of the vectors
k1, k2, k3, j for four corners of a non-degenerate rectangle with k2 and j oppos-
ing each other, or when this quadruplet corresponds to one of the following two
degenerate cases: (k1 = j, k2 = k3) or (k1 = k2, k3 = j).
The above lemma explains why our approach distinguishes the one-dimensional
case and the multi-dimensional case, and in particular why the cubic one-dimensional
case is left out in Theorems 1.3 and 1.6.
5.1. Multi-dimensional case. The leading idea in [11] is to start from three non-
trivial modes only, in the case d ≥ 2, and create at least one new mode (possibly
more if σ ≥ 2), corresponding to j = 0.
Lemma 5.2. Let d ≥ 2 and σ ∈ N∗. Define k1, k2, k3 ∈ Zd as
k1 = (1, 0, . . . , 0), k2 = (1, 1, 0, . . . , 0), k3 = (0, 1, 0, . . . , 0).
For initial data of the form
u(0, x) = α(x)
3∑
j=1
eikj ·x/ε, α ∈ S(Rd) \ {0},
we have a0|t=0 = 0 and ∂ta0|t=0 = εJ−1c0α(x), with c0 = ♯R0 ≥ 1.
This lemma is straightforward, in view of (5.4), and since (k1, k2, k3) ∈ R0 if
σ = 1, (k1, k2, k3, k1, k1, . . . , k1) ∈ R0 if σ ≥ 2.
5.2. One-dimensional case. In the one-dimensional case, we have a similar re-
sult, provided that the nonlinearity is at least quintic, in view of [12, Lemma 4.2]
(and Example 4.3 there):
Lemma 5.3. Let d = 1 and σ ≥ 2. Define k1, k2, k3, k4, k5 ∈ Z as
(k1, k2, k3, k4, k5) = (2,−1,−2, 4, 3).
For initial data of the form
u(0, x) = α(x)
5∑
j=1
eikjx/ε, α ∈ S(R) \ {0},
we have a0|t=0 = 0 and ∂ta0|t=0 = εJ−1c0α(x), with c0 = ♯R0 ≥ 1.
5.3. How to conclude. Supposing that we can prove that the geometric expansion
recalled above provides an approximation uapp for the solution u to (5.2), suitable
in the sense that the error is measured in a sufficiently strong norm, the idea is
that both u|t=0 and u− uapp are small in spaces involving negative regularity in x,
while Lemma 5.2 or 5.3 implies that uapp is large in many spaces.
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6. (Very) weakly nonlinear geometric optics
6.1. A convenient functional framework. Throughout this section, we denote
by X a Banach algebra in the space variable, that is
(6.1) ∃C > 0, ‖fg‖X ≤ C‖f‖X‖g‖X, ∀f, g ∈ X.
We suppose that X is translation invariant and, denoting by τkf(x) = f(x− k),
(6.2) ‖τkf‖X = ‖f‖X , ∀k ∈ Rd, ∀f ∈ X.
We assume in addition that the multiplication by plane wave oscillations leaves the
X-norm invariant,
(6.3) ‖fek‖X = ‖f‖X , ∀k ∈ Rd, where ek(x) = eik·x.
Note that this assumption rules out Sobolev spaces Hs(Rd), unless s = 0. Finally,
we assume that the Schro¨dinger group acts on X , at least locally in time:
Assumption 6.1. There exists T0 such that e
i t2∆ maps X to X for t ∈ [0, T0], and
∃C > 0, ‖ei t2∆‖L(X,X) ≤ C, ∀t ∈ [0, T0].
In [10, 19], the case X = FL1(M) was considered, with M = Td (a choice
resumed in [12]) or Rd. In [11, 28], the choice X = FL1∩L2(Rd) was motivated by
the presence of more singular nonlocal nonlinearities. We shall consider later two
sorts of X spaces: FL1 ∩ FLp or FL1 ∩M1,1.
We denote by
Y =
(aj)j∈Zd , ∑
j∈Zd
‖aj‖X <∞
 = ℓ1X,
and
Y2 =
(aj)j∈Zd ∈ Y, ∑
j∈Zd
(
〈j〉2 ‖aj‖X + 〈j〉 ‖∇aj‖X + ‖∆aj‖X
)
<∞
 .
We suppose that u solves (5.2) with initial data
u(0, x) =
∑
j∈Zd
αj(x)e
ij·x/ε.
6.2. Construction of the approximate solution. The approximate solution is
given by
uapp(t, x) =
∑
j∈Zd
aj(t, x)e
iφj(t,x)/ε,
where φj is given by (5.3) and the aj ’s solve (5.4), with initial data αj .
Lemma 6.2. Let d ≥ 1, σ ∈ N∗ and J ≥ 1.
• If (αj)j∈Zd ∈ Y , then there exists T > 0 independent of ε ∈ [0, 1] and a unique
solution (aj)j∈Zd ∈ C([0, T ];Y ) to the system (5.4), such that aj|t=0 = αj for all
j ∈ Zd.
• If in addition (αj)j∈Zd ∈ Y2, then (aj)j∈Zd ∈ C([0, T ];Y2).
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Proof. In view of Duhamel’s formula for (5.4),
aj(t, x) = aj(0, x−jt)−iλ
∑
(k1,k2,...,k2σ+1)∈Rj
∫ t
0
(
ak1 a¯k2 . . . ak2σ+1
)
(s, x−j(t−s))ds,
the first point of the lemma is straightforward, as an easy consequence of (6.2) and
(6.1), and a fixed point argument. The second point requires a little bit more care:
it was proven in [10, Proposition 5.12] in the case X = FL1 (Wiener algebra),
and the proof relies only on the properties of X required at the beginning of this
section. 
From now on, we assume (αj)j∈Zd ∈ Y2.
6.3. Error estimate. First, in view of the assumptions made in this section, a
standard fixed point argument yields, in view of (6.1) and Assumption 6.1:
Lemma 6.3. Let d ≥ 1, σ ∈ N∗ and J ≥ 1. If u0 ∈ X, then there exists T ε > 0
and a unique solution u ∈ C([0, T ε];X) to (5.2) such that u|t=0 = u0.
To construct the approximate solution uapp, we have discarded two families of
terms:
• Non-resonant terms, involving the source term
r1 := µε
J
∑
j
∑
(k1,k2,...,k2σ+1) 6∈Rj
ak1 a¯k2 . . . ak2σ+1e
i(φk1−φk2+···+φ2σ+1)/ε.
• Higher order terms, involving
r2 :=
ε2
2
∑
j
∆aje
iφj/ε.
Indeed, uapp solves
(6.4) iε∂tuapp +
ε2
2
∆uapp = µε
J |uapp|2σuapp + r1 + r2.
Duhamel’s formula for u− uapp =: w reads
w(t) = −iµεJ−1
∫ t
0
eiε
t−τ
2 ∆
(|u|2σu− |uapp|2σuapp) (τ)dτ
− iµεJ−1
∑
j=1,2
∫ t
0
eiε
t−τ
2 ∆rj(τ)dτ.
In view of our assumptions on X , we readily have, thanks to Minkowski inequality,
‖w(t)‖X ≤ C
∫ t
0
(‖uapp(τ)‖2σX + ‖w(τ)‖2σX ) ‖w(τ)‖Xdτ
+ Cε−1
∑
j=1,2
∥∥∥∥∫ t
0
eiε
t−τ
2 ∆rj(τ)dτ
∥∥∥∥
X
,
for some C independent of ε ∈ [0, 1] and t ∈ [0, T0]. In view of the second point of
Lemma 6.2, we readily have∥∥∥∥∫ t
0
eiε
t−τ
2 ∆r2(τ)dτ
∥∥∥∥
X
. ε2.
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By construction, r1 is the sum of terms of the form g(t, x)e
ik·x/ε−ωt/(2ε), with
k ∈ Zd, ω ∈ Z, and the non-resonance property reads exactly |k|2 6= ω.
Lemma 6.4. Let k ∈ Rd, ω ∈ R, with |k|2 6= ω. Define
Dε(t, x) =
∫ t
0
eiε
t−τ
2 ∆
(
g(τ, x)eik·x/ε−iωτ/(2ε)
)
dτ.
Then we have
Dε(t, x) =
−2iε
|k|2 − ωe
iε t−τ2 ∆
(
g(τ, x)eik·x/ε−iωτ/(2ε)
) ∣∣∣t
0
+
2iε
|k|2 − ω
∫ t
0
eiε
t−τ
2 ∆
(
eik·x/ε−iωτ/(2ε)
(
i
2
(ε∆g + 2k · ∇g) + ∂tg
)
(τ, x)
)
dτ.
In particular, for t ∈ [0, T0],
‖Dε(t)‖X . ε||k|2 − ω|
(‖g‖L∞([0,t];X) + ‖∆g‖L∞([0,t];X) + |k|‖∇g‖L∞([0,t];X)
+ ‖∂tg‖L∞([0,t];X)
)
.
Proof. The last estimate follows directly from the identity of the lemma, (6.3) and
Assumption 6.1, so we only address the identity, which is essentially established in
[10, Lemma 5.7] (up to the typos there). Setting η = ξ − k/ε, the (spatial) Fourier
transform of D is given by
D̂ε(t, ξ) = e−iεt|η+k/ε|
2/2
∫ t
0
eiετ |η+k/ε|
2/2 bˆ (τ, η) e−iωτ/(2ε)dτ
= e−iεt|η+k/ε|
2/2
∫ t
0
eiτθ/2 bˆ (τ, η) dτ
= e−iεt|η+k/ε|
2/2
∫ t
0
eiτθ2/2 eiτθ1/2 bˆ (τ, η) dτ,
where we have denoted
θ = ε
∣∣∣∣η + kε
∣∣∣∣2 − ωε = ε|η|2 + 2k · η︸ ︷︷ ︸
θ1
+
|k|2 − ω
ε︸ ︷︷ ︸
θ2
.
Integrate by parts, by first integrating eiτθ2/2:
eiε
t
2 |ξ|2D̂ε(t, ξ) = − 2i
θ2
eiτθ/2bˆ (τ, η)
∣∣∣t
0
+
2i
θ2
∫ t
0
eiτθ/2
(
i
θ1
2
b̂ (τ, η) + ∂̂tb (τ, η)
)
dτ.
The identity follows by inverting the Fourier transform. 
We infer:
Proposition 6.5. Let d ≥ 1, σ ∈ N∗, J ≥ 1, and (αj)j∈Zd ∈ Y2. Then for T as in
Lemma 6.2,
‖u− uapp‖L∞([0,T ];X) . ε.
Proof. First, Lemma 6.2 and (5.4) imply that we also have (∂taj)j∈Zd ∈ C([0, T ];Y ).
Then, in view of these properties and Lemma 6.4, we have∥∥∥∥∫ t
0
eiε
t−τ
2 ∆r1(τ)dτ
∥∥∥∥
X
. εJ+1,
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where we have used the fact that in the application of Lemma 6.4,
∣∣|k|2 − ω∣∣ ≥ 1,
since now k ∈ Zd and ω ∈ Z. We infer
‖w(t)‖X ≤ C
∫ t
0
(‖uapp(τ)‖2σX + ‖w(τ)‖2σX ) ‖w(τ)‖Xdτ + CεJ + Cε,
where C is independent of ε ∈ [0, 1] and t ∈ [0, T ]. Lemmas 6.2 and 6.3 yield
w ∈ C([0,min(T, T ε)];X). Since w|t=0 = 0, the above inequality and a standard
continuity argument imply that u ∈ C([0, T ];X) provided that ε > 0 is sufficiently
small, along with the announced error estimate. 
7. Norm inflation with infinite loss of regularity
7.1. Proof of Theorem 1.3. For 1 < J < 2 to be fixed later, let uε defined by
(5.1), and consider the initial data given by Lemma 5.2 (if d ≥ 2) or Lemma 5.3 (if
d = 1 and σ ≥ 2). We apply the analysis from Section 6 with X = FL1 ∩ FL∞.
This is obviously a Banach algebra, (6.1) holds, thanks to Young inequality, the X-
norm is invariant by translation, and by multiplication by plane wave oscillations
as in (6.3). Assumption 6.1 is satisfied with C = 1 for any T0 > 0, since the
Schro¨dinger group is a Fourier multiplier of modulus one. We can therefore invoke
the conclusions of Lemma 5.2 (if d ≥ 2), Lemma 5.3 (if d = 1 and σ ≥ 2), and
Proposition 6.5 (in all cases). In order to translate these properties involving u
solving (5.2) in terms of ψ solving (1.1), we use the following lemma:
Lemma 7.1. Let d ≥ 1. For f ∈ S ′(Rd) and j ∈ Rd, denote
Iε(f, j)(x) = f(x)eij·x/ε.
• For all s ∈ R, p ∈ [1,∞], and f ∈ FLps(Rd), ‖Iε(f, 0)‖FLps = ‖f‖FLps .
• Let j ∈ Rd \ {0}. For all s ≤ 0, there exists C = C(j) independent of
p ∈ [1,∞] such that for all f ∈ S(Rd),
‖Iε(f, j)‖FLps ≤ Cε|s|‖f‖FLp|s|.
Proof. We have obviously
̂Iε(f, j)(ξ) = fˆ
(
ξ − j
ε
)
.
The first point is thus trivial. For the second one, if p is finite,
‖Iε(f, j)‖pFLps =
∫
〈ξ〉ps
∣∣∣∣fˆ (ξ − jε
)∣∣∣∣p dξ.
Note that, for s ≤ 0,
‖Iε(f, j)‖pFLps =
∫
〈ξ〉ps
〈
ξ − j
ε
〉ps〈
ξ − j
ε
〉p|s| ∣∣∣∣fˆ (ξ − jε
)∣∣∣∣p dξ
≤ sup
ξ∈Rd
(
〈ξ〉−1
〈
ξ − j
ε
〉−1)p|s|
‖f‖pFLp
|s|
For j 6= 0,
inf
ξ∈Rd
〈ξ〉
〈
ξ − j
ε
〉
&
1
ε
,
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hence the second point of the lemma in the case p finite. The case p = ∞ follows
from the same estimate, controlling the supremum of a product by the product of
the suprema. 
With u|t=0 as in Lemma 5.2 or Lemma 5.3, the above lemma yields, in view of
(5.1), and for s < 0,
‖ψ(0)‖FLps . ε
J−2
2σ +|s|.
This sequence of initial data is small (in FLps for all p) provided that
(7.1) |s| > 2− J
2σ
.
Lemma 5.2 and Lemma 5.3 show that there exists τ > 0 independent of ε such that
‖a0(τ)‖FLpk & ε
J−1, ∀p ∈ [1,∞], ∀k ∈ R.
By construction,
uˆapp(t, ξ) =
∑
j∈Zd
e−it
|j|2
2ε aˆj
(
t, ξ − j
ε
)
,
so we infer, at least for ε sufficiently small ((aj(τ))j∈Zd ∈ Y from Lemma 6.2),
‖uapp(τ)‖FLpk & ε
J−1, ∀p ∈ [1,∞], ∀k ∈ R.
On the other hand, since X = FL1 ∩ FL∞ ⊂ FLp, Proposition 6.5 yields
‖u(τ)− uapp(τ)‖FLpk . ‖u(τ)− uapp(τ)‖X . ε, ∀k ≤ 0,
hence, if J < 2,
‖u(τ)‖FLpk & ε
J−1, ∀p ∈ [1,∞], ∀k ≤ 0.
Therefore,
‖ψ(ετ)‖FLpk & ε
J−2
2σ × εJ−1, ∀p ∈ [1,∞], ∀k ∈ R.
The right hand side is unbounded as ε→ 0 provided that
J − 2
2σ
+ J − 1 < 0, that is, J < 2σ + 2
2σ + 1
.
Then given s < −1/(2σ + 1), we can always find a J ∈]1, 2[ satisfying (7.1) and
the above constraint. Theorem 1.3 follows in the case k ≤ 0, by taking for instance
εn = 1/n and tn = εnτ . In the case k > 0, we just recall the obvious estimate
‖ψ(ετ)‖FLpk ≥ ‖ψ(ετ)‖FLp ,
and the proof of Theorem 1.3 is complete.
7.2. Proof of Theorem 1.6. In the case of modulation spaces, the proof goes
along the same lines as above, up to adapting the space X and Lemma 7.1.
We choose X = FL1 ∩ M1,1. Theorem 2.4 shows that the Banach algebra
property (6.1) is satisfied. FL1 is translation invariant, and for M1,1,
Vg (τkf) (x, y) =
∫
Rd
f(t− k)g(t− x)e−iy·tdt = e−iy·k
∫
Rd
f(t)g(t+ k − x)e−iy·tdt
= e−iy·kVg(f)(x − k, y),
and thus
‖τkf‖M1,1 = ‖Vg (τkf) ‖L1x,y = ‖f‖M1,1 .
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We have used already the fact that (6.3) is satisfied on FL1. On M1,1, this is the
case too, since for k ∈ Rd,
Vg (fek) (x, y) =
∫
Rd
f(t)eik·tg(t− x)e−iy·tdt = Vg (f) (x, y − k),
and so
‖fek‖M1,1 = ‖Vg (fek) ‖L1x,y = ‖Vg (f) ‖L1x,y = ‖f‖M1,1 .
Finally, Assumption 6.1 is satisfied thanks to Proposition 2.5, and we can again
invoke Lemma 5.2, Lemma 5.3, and Proposition 6.5.
Like before, Lemma 5.2 and Lemma 5.3 show that there exists τ > 0 independent
of ε such that
‖a0(τ)‖Mp,q
k
& εJ−1, ∀p, q ∈ [1,∞], ∀k ∈ R.
By the same asymptotic decoupling phenomenon as in the case of FLp spaces, we
infer
‖uapp(τ)‖Mp,qk & ε
J−1, ∀p, q ∈ [1,∞], ∀k ∈ R.
In view of Lemma 2.3, X →֒Mp,qk for all p, q ≥ 1 and all k ≤ 0, and so
‖u(τ)− uapp(τ)‖Mp,qk . ‖u(τ)− uapp(τ)‖X . ε, ∀p, q ∈ [1,∞], ∀k ≤ 0.
The analogue of Lemma 7.1 is the following:
Lemma 7.2. Let d ≥ 1. For f ∈ S ′(Rd) and j ∈ Rd, denote
Iε(f, j)(x) = f(x)eij·x/ε.
• For all s ∈ R, p, q ∈ [1,∞], and f ∈Mp,qs (Rd), ‖Iε(f, 0)‖Mp,qs = ‖f‖Mp,qs .
• Let j ∈ Rd \ {0}. For all s ≤ 0, there exists C = C(j) independent of
p, q ∈ [1,∞] such that for all f ∈ S(Rd),
‖Iε(f, j)‖Mp,qs ≤ Cε|s|‖f‖Mp,qs .
Proof. The first point is proven like (6.3) above. For the second point, write
‖Iε(f, j)‖Mp,qs =
∥∥∥∥∥
∥∥∥∥Vgf (x, y − jε
)∥∥∥∥
Lpx
〈y〉s
∥∥∥∥∥
Lqy
=
∥∥∥∥‖Vgf(x, y)‖Lpx 〈y + jε
〉s∥∥∥∥
Lqy
≤
〈
j
ε
〉s ∥∥∥‖Vgf(x, y)‖Lpx 〈y〉|s|∥∥∥
Lqy
,
where we have used Peetre inequality 〈a+ b〉s ≤ 〈a〉s 〈b〉|s|. The lemma follows. 
At this stage, we can repeat the same arguments as in the previous subsection,
and Theorem 1.6 follows.
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