We introduce a construction for families of 2n-dimensional arrays with asymptotically optimal pairwise cross-correlation. These arrays are constructed using a circulant array of n-dimensional Legendre arrays. We also introduce an application of these higher-dimensional arrays to high-capacity digital watermarking of images and video.
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In 1997, Tirkel et al, motivated by finding two-dimensional patterns for use as spread spectrum watermarks, constructed families of arrays. The arrays were of size p × p, where p is a prime number. Later this was extended to p × p − 1, p × p + 1, and p − 1 × p + 1 [13] and to higher dimensions [2] .
The periodic cross-correlation of two N -dimensional arrays, A and B, both of size l 0 × l 1 × · · · × l N −1 , for shift s 0 , s 1 , · · · , s N −1 is defined as θ A,B (s 0 , s 1 , · · · , s N −1 ) = l 0 −1
Similarly, the periodic autocorrelation of a N -dimensional array for shift s 0 , s 1 , · · · , s N −1 is given by θ A (s 0 , s 1 , · · · , s N −1 ) = θ A,A (s 0 , s 1 , · · · , s N −1 ). θ A (s 0 , s 1 , · · · , s N −1 ) is called an off-peak autocorrelation if not all s i = 0 mod l i . We denote the array of all autocorrelations and cross-correlations for all shifts as θ A and θ A,B respectively.
Sequences with flat periodic autocorrelation which used properties of the Legendre symbol were first discovered by Lerner in 1958 [12] , where the sequences were termed Legendre sequences. In the same year, Zierler showed the Legendre sequences possessed flat periodic autocorrelation [21] . [21] Let s be a sequence of length p, for p an odd prime. Then
If a = 0, then all off-peak autocorrelations of the Legendre sequences equal to -1. If a = ±1, then all off-peak autocorrelations of the Legendre sequences −1 when p = 4k − 1, and 1 and −3 otherwise. Example 1.2. We construct the length 17 Legendre sequence and compute its periodic autocorrelations.
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In 1990, Bömer and Antweiler introduced a construction of two-dimensional Legendre arrays of sizes p × p where p is an odd prime [5] . These arrays possessed flat autocorrelation, with all off-peak autocorrelations equal to -1. Definition 1.3. (Legendre arrays) [5] Let α be a primitive element in GF (p 2 ), then every power of α can be expressed as
where 0 ≤ i < p 2 − 1 and (m, n) = (0, 0). Then the two-dimensional Legendre array, A, is given by
If a = 0, then all the off-peak periodic autocorrelations are −1, and if a = ±1 then all the off-peak periodic autocorrelations are ±1 and ±3. Example 1.4. Let p = 5, then x 2 + 4x + 2 is a primitive polynomial in GF (p 2 ), and the 5 × 5 Legendre array, A, is given by
where a = 0.
This construction readily generalises to n-dimensions by using a primitive polynomial of degree n in GF (p n ). Example 1.5. Consider the construction of a 4D Legendre array. Let p = 3, then x 4 +2x 3 +2 is a primitive polynomial in GF (p 4 ), and the 3 × 3 × 3 × 3 Legendre array, A, is given by
In 2017, Blake and Tirkel introduced a construction for multi-dimensional, block-circulant perfect autocorrelation arrays [1] [4] . A special case of this construction is a two-dimensional perfect array, constructed from a circulant array[3, const. XII, pp. 38].
Definition 1.6.
[3] Let a = [a 0 , a 1 , · · · , a n−1 ] and c = [c 0 , c 1 , · · · , c n−1 ] be perfect sequences -each of length n. We construct an array, S, such that
The sequence, a, is termed the multiplication sequence.
The multidimensional construction
We now introduce a construction for families of 2n-dimensional arrays.
Definition 2.1. Let A be a n-dimensional Legendre array of size p × p × · · · × p, where p is an odd prime. Then we construct a family of p, 2n-dimensional arrays, S m , for 0 ≤ m < p, where
Similarities between this construction and the 2D circulant construction are clearly evident. In particular, the multiplication sequence a j and its counterpart the multiplication array A i 0 ,i 1 ,··· ,i n−1 ; and the circulant array of columns c i+j mod n and its counterpart A m i 0 +in mod p,m i 1 +i n+1 mod p,··· ,m i n−1 +i 2n−1 mod p . Theorem 2.2. When a (the first entry in the multidimensional Legendre array) is zero, the magnitude of the off-peak periodic autocorrelation of S m is bounded by p n − 1.
Proof. The periodic autocorrelation of S m for an off-peak shift s 0 , s 1 , · · · , s 2n−1 is given by
When at least one of m s 0 + s n , m s 1 + s n+1 , · · · , m s n−1 + s 2n−1 = 0 mod p, the innermost summation above is -1 (as A is a Legendre array), then
Otherwise, when m s 0 + s n = m s 1 + s n+1 = · · · = m s n−1 + s 2n−1 = 0 mod p, as p is prime this implies s 0 = s 1 = · · · = s n−1 = 0, then θ Sm (s 0 , s 1 , · · · , s 2n−1 ) = (p n − 1)
A i 0 ,··· ,i n−1 A i 0 +s 0 ,··· ,i n−1 +s n−1 = 1 − p n and the magnitude of the bound on the autocorrelation is p n − 1.
Theorem 2.3. When a (the first entry in the multidimensional Legendre array) is zero, the magnitude of the periodic cross-correlation of any two distinct arrays S m 1 and S m 2 is bounded by p n + 1.
Proof. The periodic cross-correlation of two distinct arrays S m 1 and S m 2 for shift s 0 , s 1 , · · · , s 2n−1 is given by
A i 0 ,··· ,i n−1 A m 1 i 0 +in mod p,··· ,m 1 i n−1 +i 2n−1 mod p × A i 0 +s 0 ,··· ,i n−1 +s n−1 A m 2 i 0 +m 2 s 0 +in+sn mod p,··· ,m 2 i n−1 +m 2 s n−1 +i 2n−1 +s 2n−1 mod p
A m 1 i 0 +in mod p,··· ,m 1 i n−1 +i 2n−1 mod p A m 2 i 0 +m 2 s 0 +in+sn mod p,··· ,m 2 i n−1 +m 2 s n−1 +i 2n−1 +s 2n−1 mod p .
When at least one of m 2 s 0 + s n , m 2 s 1 + s n+1 , · · · , m 2 s n−1 + s 2n−1 = 0 mod p, the innermost summation is the cross-correlation of two shifted Legendre arrays, which is p n − 1 at the peak, and −1 otherwise. Then the outer-most summation is the autocorrelation of a Legendre array, with p n − 2 terms multiplied by −1 and one term multiplied by p n − 1. The bound occurs when p n − 1 is muliplied by 1, and the inbalance of the remaining terms in the correlations is −2 multiplied by −1, then the bound on θ Sm 1 ,Sm 2 (s 0 , s 1 , · · · , s 2n−1 ) is p n + 1.
Otherwise, when m 2 s 0 + s n , m 2 s 1 + s n+1 , · · · , m 2 s n−1 + s 2n−1 = 0 mod p, as p is prime this implies s n , s n+1 , · · · , s 2n−1 = 0 mod p. Then the inner-most summation is (as before) the cross-correlation of two shifted Legendre arrays. The outer-most summation is the autocorrelation of a Legendre array. At the peak of both summations, we have θ Sm 1 ,Sm 2 (s 0 , s 1 , · · · , s 2n−1 ) = (p n − 1) − (p n − 2) = 1, otherwise at an off-peak shift of the inner-most summation we have θ Sm 1 ,Sm 2 (s 0 , s 1 , · · · , s 2n−1 ) = −1 − (p n − 2) = 1 − p n . Therefore θ Sm 1 ,Sm 2 (s 0 , s 1 , · · · , s 2n−1 ) is bounded by p n + 1.
These arrays are asymptotically optimal in the sense of the Welch bound [19] [20] . Each array has p 2n − 2p n + 1 non-zero entries. Then the cross-correlation bound to peak ratio is given by (p n + 1)/(p 2n − 2p n + 1) and is asymptotic to the Welch bound of p n /p 2n . For example, for p = 67, the relative difference is 1.5 × 10 −5 %. Example 2.4. We illustrate the construction with the smallest possible example. Let n = 2 and p = 3, then x 2 + 2x + 2 is a primitive polynomial in GF (3 2 ), and we construct the 3 × 3 × 3 × 3 arrays, S 1 and S 2 and compute their autocorrelations and cross-correlations. 
Watermarking imagery with higher-dimensional arrays
In this section we introduce a new application for higher-dimensional arrays with good autocorrelation and cross-correlation. We develop a new technique for embedding higherdimensional arrays into imagery using spread spectrum watermarking techniques [16] . In the past, spread spectrum watermarking schemes used a sequence or array of dimensionality commensurate to the dimensionality of the dataset. Thus, a two-dimensional array is used to watermark an image; and every array embedded in the image supports a payload of two integers (the horizontal and vertical periodic shifts of the two-dimensional array). Then in order to support larger payloads, multiple arrays are embedded into the imagery. The embedding of multiple arrays relies on the cross-correlation properties of the families of arrays. However, even with families of optimal arrays, the signal-to-noise ratio (SNR) will decrease as more arrays are embedded.
We propose increasing the watermark payload, and subsequently increasing the SNR of the extraction, by increasing the dimensionality of the embedded arrays. We embed a 2ndimensional array into an image by partially flattening the array into a two-dimensional array.
We embed a 2n-dimensional array, S = S i 0 ,i 1 ,··· ,i 2n−1 of size d 0 × d 1 × · · · × d 2n−1 , into an image (2-dimensional dataset), I = [I i,j ], by successively decreasing the dimensionality of S from 2n, S 2n to n, S n , until we have a 2-dimensional array, where S n i 0 ,i 1 ,··· ,in = S 2n q 0 ,q 1 ,··· ,q n−1 ,r 0 ,r 1 ,··· ,r n−1 , where i 0 = q 0 d 0 + r 0 , i 1 = q 1 d 1 + r 1 , · · · , i n−1 = q n−1 d n−1 + r n−1 . Conversely, we partition the two-dimensional image into a 2n-dimensional representation prior to cross-correlating with the family of 2n-dimensional arrays.
This scheme embeds 2n integers (as periodic shifts of the array) for each array embedded, which greatly increases the payload per array in comparison with lower-dimensional arrays.
