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We present a modification f Buchberger's algorithm (using the lexicographic term ordering), 
which is better suited to the problem of solving algebraic equations. Empirical results uggest 
that his scheme does indeed broaden the applicability and limits of the Gr6bner basis method. 
1. Introduction 
By transforming a set of algebraic equations F into its Gr6bner basis G, we are able to 
compute the solutions of F by noting that Ideal(F) = Ideal(G). The precise methods, 
which are outlined clearly in Buchberger (1985), depend on the ordering of terms used to 
compute G. When the lexicographic ordering is used, the result is a "triangulation" of F, 
according to the precedence of variables xl > x2 > ' • • > x,, that induces the lexicographic 
ordering. Hence, the solutions may be found by a back-solving process analogous to (but 
more elegant han) that of the "resultant method" (see e.g. Yun, 1973). 
When the total degree (or "graduated") term ordering is used, the basis G may be used 
to construct a finite inclusion of F in terms of a set of univariate polynomials; this, 
however, only applies when there are finitely many solutions. Nonetheless, it is often 
much easier (for a variety of reasons) to compute Gr6bner bases with this term ordering. 
Recent studies (B6ge et al., 1986; Czapor & Geddes, 1986) indicate that, except for 
systems of special structure, it is impractical to compute lexicographic Gr6bner bases for 
systems which exceed rather modest limits on the number and degrees of variables. 
Hence, in B6ge et al. (1986) the total degree ordering was used extensively. 
Clearly, though, the lexicographic method is more widely applicable. We therefore seek 
methods to improve its viability on larger and more complex systems. Two related 
problems are apparently of paramount importance. First, the complexity of the 
calculations produced by Buchberger's algorithm is strongly dependent on the degrees of 
the input polynomials and, in fact, on those of the intermediate results (see e.g. 
Buchberger, 1983; Winkler, 1984). Since the elimination process naturally causes an 
exponential increase in the degrees of the "remaining" variables, the algorithm is 
extremely sensitive to permutations of the variable ordering. But since one cannot 
predict he structure of the results once reductions begin, it is extremely difficult to choose 
a good ordering a priori. (Unlike the resultant method, we must fix the entire ordering, 
as opposed to one variable at a time.) A heuristic procedure for this purpose (which is 
fairly successful) is given in B6ge et al. (1986). 
In section 2, we present a modification of Buchberger's algorithm (which is alluded to, 
but not described, in B6ge et al., 1986), which alleviates these problems to some extent. 
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For reasons described in Czapor (1987), we base this scheme on a relatively simple form 
of Buchberger's algorithm; it is therefore easy to implement whenever multivariate 
factorization is available. Moreover, because of its simple form the scheme is readily 
improved. We present some empirical results, based on an implementation in the Maple 
language (Char et al., 1986), which demonstrate hat it can indeed perform much better 
in practice. 
2. The Use of Multivariate Factorization 
Let us assume that we have a system F of polynomials from the ring K[x~ . . . . .  x,,], 
where K is some field, and let G be the reduced Gr6bner basis for F with respect o some 
admissible ordering of terms. In B6ge et al. (1986), it was noted that when the graduated 
term ordering is used, the aforementioned finite inclusion of the solutions of F (in the 
case when there are finitely many) may be refined by decomposition of Ideal(G). With 
respect o the lexicographic order based on x~ > • •. > x,,, we may choose the polynomial 
(of lowest degree) in K[x,,] c~ G, factor it, and reduce G with respect o each factor in turn. 
We then attempt o factor polynomials in K[x,,_ ~, x,,], and so on. The result is a 
collection of reduced Gr6bner bases (which together contain the roots of F) for which 
back-solving is simplified. If such a set is the ultimate goal, it is reasonable (in view of the 
exponential character of Buchberger's algorithm) to expect hat it would be more efficient 
to factor each intermediate polynomial produced by the algorithm, and consider the 
collection of sub-problems defined by the distinct factors. 
When the normal selection strategy is followed, it happens that the intermediate 
polynomials divide into (non-monomial) factors reasonably often. Furthermore, some 
factors (e.g. corresponding to extraneous roots) will tend to reappear at several points in 
the algorithm. We therefore hope to minimize the number of sub-problems considered as 
follows. Suppose, for example, that the square-free part of a polynomial f factors as 
f=f~f~a, where the factors are (roughly speaking) in ascending order of complexity. 
Then, we consider three sub-cases: 
(a)f, = O, (b) f, # O, f2 = O, (c) f, # 0 #f : , f3  = 0," 
so that the non-zero factors may be ignored if they reappear as factors of subsequent 
results. The simplest (e.g. linear) factors are treated first, since they seem most likely to 
reappear. Further, for any f, g, h such that 
Spoly(g, 17) "> a f = flf2, 
we also have 
Spoly(g, h) "> o~{.r,~ O.
Hence, it is valid to continue Buchberger's algorithm by addingf~ (f2) to G. This means 
that none of the current information need be recomputed as we proceed on the 
sub-problem. 
It is also useful to note that, when a factorization succeeds, it is not uncommon for 
some of the factors to be univariate (usually, but not exclusively, in the base variable x,,). 
This is true even when Ideal(F) is not zero-dimensional, s the factor may be extraneous 
or correspond to a zero-dimensional component (i.e. a sub-problem with finitely many 
solutions). We then have the following: 
LEMMA. Suppose there exists a polynomial p ~F c~ K[xj], where F is a set of polynomials in 
K[xt . . . . .  x,,]. I f  p does not factor and Ideal(F)# <1>, then p is the polynomial in 
hteal(F) ~ K[X/. ] of lowest degree. 
The proof is simple, and is omitted for brevity. Such an observation is useful in 
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practice, since it means that any irreducible univariate polynomial is either minimal or 
extraneous. If another such polynomial appears, the sub-problem has no solutions and 
may be abandoned. Also, the effect of "post-reducing" the partial basis with respect o 
a univariate polynomial (of relatively low degree) is much more predictable than that of 
full inter-reduction (cf. Czapor, 1987). With the standard algorithm, such polynomials 
tend to appear (if at all) at a relatively late point in the computation, and are usually of 
degree comparable to the rest of the basis elements. 
Now, suppose (without loss of generality) that no polynomial in F factors. Then a set 
of "solution bases" may be computed as follows: 
sol_bases ~ ¢; nonzero 0- 0 
for j from 1 to n do 
i f3peFnK[x/] then Uj+-true else Uj~false 
append_bases(F, nonzero, U) 
where we define 
append_bases ~ procedure(F, nonzero, T, newpoly, A, Q) 
U~T 
if #arguments = 3 then (top-level call) 
k ~length(F); B,--{[i,j][1 <~i <j<~k}; G~F;  R~O 
else (lower-level call with one new polynomial) 
k+--length(F) + 1; G +-Fu  {newpoly}; B*-A u{[i,k][1 ~ i<k};  R+--Q 
while B :A 0 do 
[i,j] ~ SelectN(B, G); B +- B - {[i,j]} 
if hterm(Gj)[bterm(Gi) then R +-- R u {G,,} 
else if hterm( G j) [ hterm( G /) then R ~ R ~ { G i } 
if Criteria([i,j], B, G) then 
h ~ NormalForm(Spoly(Gi, Gi), G) 
if h V = 0 then 
i f3 j  such that (heK[xj] and Ui) then return 
H~- {distinct factors of h} 
if H # {h} then (create sub-problems for admissible factors) 
for m from 1 to length(H) do 
if H m enonzero then next m 
i fg j  such that HmeK[xj] then 
if U/then next m 
else V +-- U; ~. ~ true 
E~0 
for geG-  R do 
E *- E u {NormalForm(g, {Hm}) }
if I q~E and E c~ nonzero - 0 then 
append_bases(Eu{H.,}, nonzerou{nl . . . . .  Hm 1}, V) 
else 
append_bases(G, nonzero~ {Hi . . . . .  H,,,_ 1}, U, Hm, B, R) 
return 
else (no factorizations; proceed as usual) 
k*--k + l; G~Gw{h};  B~Bu{[ i ,k ] l l  <<.i<k} 
i fg j  such that heK[xi] then U/+--true 
sol_bases *- sol_bases u {Minor(G - R)} 
return 
end 
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We mention that the post-reduction process may be approached in other ways. For 
example, if the redundant polynomials (in set "R" )  are not discarded, the scheme tends 
to be slower but more space-efficient. (Note that R is only removed when an irreducible 
univariate appears.) When normal termination occurs on a sub-problem, we fully reduce 
the result (as outlined in Buchberger, 1985) and add it to the set of solution bases. Of 
course, after post-reductions or final reductions new factorizations may be possible; so, 
the decomposition is not exhaustive. ( It  seems, however, that usually very little additional 
refinement is needed.) The procedures SelectN, Criteria, NormalForm and Minor (as well 
as their implementations) are described in Czapor & Geddes (1986). 
3. Empirical Results and Conclusions 
The above algorithm has been implemented as a variant of the Maple package 
described in Czapor & Geddes (1986), using identical code for common sub-algorithms 
such as NormalForm. We consider the following set of problems, which may be found in 
B6ge et al. (1986), or Czapor & Geddes (1986). 
Problem l(a): Trinks' system (6 equations) in the ordering w >p > z > t > s > b. 
Problem l(b): the same system, in the ordering w >b >p >z  >s  > t. 
Problem l(c): the same system, in the ordering b > t > s > w > p > z. 
Problem 2(a): Katsura's ystem (5 equations) in the ordering /.l 4 > u 2 > z/0 > u 3 ~. u I. 
Problem 2(b): the same system, in the ordering Zl 4 ~> U 0 ~" /'/3 > U2 > l'll' 
Problem 3: Rose's system (3 equations), in the ordering u4 > u3 > a46, 
Problem 4: Fee's system (4 equations), in the ordering c > d > q > b > p. 
Let us compare the time (using Maple version 4.0 on a VAX/785 processor) for the 
standard algorithm to compute the unified Gr6bner basis (but not to factor and 
decompose it) to the time taken by the modified scheme to compute the set of reduced 
solution bases (see Table 1). 
Table 1. Comparison of the time taken for the standard 
algorithm to compute the unified Gr6bner basis with 
the time taken by the modified scheme to compute the 
set of reduced solution bases 
Algorithm Type 
l(a) time (s) 60 145 
storage (K bytes) 958 1016 
I(b) time 1955 506 
storage 1902 1800 
1 (e) time 13753 1535 
storage 2507 2412 
2(a) time 1049 484 
storage 1270 1570 
2(b) time 43448 3114 
storage 2744 2880 
3 time 207602 7198 
storage 9636 4424 
4 time 182691 15378 
storage 7112 2850 
Problem Standard M odified 
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Clearly, the modified scheme is more efficient, especially since the result of the standard 
algorithm must still be decomposed. Since the "heuristically optimal" order [e.g. 2(b)] is 
often considerably worse than a truly optimal order, it is important o note that the 
modified scheme seems less sensitive to permutations of the variable order. We should 
also point out that the fast irreducibility testing of Monagan (in press) helps to limit the 
overhead of unsuccessful factorizations. Finally, we mention that, at any splitting, 
different methods could be applied to distinct sub-problems. 
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