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Abstract
Many optimum design problems in engineering areas lead to optimization models con-
strained by ordinary (ODE) or partial (PDE) differential equations, and furthermore,
several elements of the problems may be uncertain in practice. Three engineering prob-
lems concerning the optimization of vibrations and an optimal design of beam dimensions
are considered. The uncertainty in the form of random load or random Young’s modulus is
involved. It is shown that two-stage stochastic programming offers a promising approach
in solving such problems. Corresponding mathematical models involving ODE or PDE
type constraints, uncertain parameters and multiple criteria are formulated and lead to
(multi-objective) stochastic nonlinear optimization models. It is also proved for which
type of problems stochastic programming approach (EO reformulation) should be used
and when it is sufficient to solve simpler deterministic problem (EV reformulation). This
fact has the big importance in practice in term of computational intensity of large scale
problems.
Computational schemes for this type of problems are proposed, including discretiza-
tion methods for random elements and ODE or PDE constraints. By means of derived
approximations the mathematical models are implemented and solved in GAMS. The
solution quality is determined by an interval estimate of the optimality gap computed
via Monte Carlo bounding technique. Parametric analysis of multi-criteria model results
in efficient frontier computation. The alternatives of approximations of the model with
reliability-related probabilistic terms including mixed-integer nonlinear programming and
penalty reformulations are discussed. Furthermore, the progressive hedging algorithm is
implemented and tested for the selected problems with respect to future possibilities of
parallel computing of large engineering problems. The results show that it can be used
even when the mathematical conditions for convergence are not fulfilled. Finite diffe-
rence method and finite element method are compared for deterministic version of ODE
constrained problem by using GAMS and ANSYS with quite comparable results.
The Ph.D. thesis has been written as the part of the project from MSMT of the Czech
Republic no. 1M06047 Center for Quality and Reliability of Production and the achieved
results will be also applied to the problems from the Czech Science Foundation project
reg. no. 103/08/1658 ”Advanced optimum design of composed concrete structures” and
the research plan from MSMT of the Czech Republic no.MSM0021630519 ”Progressive
reliable and durable structures”. It has been also supported by two research grants from
Science fund in FME BUT.
Keywords: optimum engineering design, ODE and PDE constraints, stochastic pro-
gramming, chance constrained programming, multi-objective programming, Monte Carlo
method, progressive hedging algorithm
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Abstrakt
Mnoho inzˇeny´rsky´ch u´loh vede na optimalizacˇn´ı modely s omezen´ımi ve tvaru obycˇejny´ch
(ODR) nebo parcia´ln´ıch (PDR) diferencia´ln´ıch rovnic, prˇicˇemzˇ jsou v praxi cˇasto neˇktere´
parametry neurcˇite´. V pra´ci jsou uvazˇova´ny trˇi inzˇeny´rske´ proble´my ty´kaj´ıc´ı se opti-
malizace vibrac´ı a optima´ln´ıho na´vrhu rozmeˇr˚u nosn´ıku. Neurcˇitost je v nich zahrnuta
ve formeˇ na´hodne´ho zat´ızˇen´ı nebo na´hodne´ho Youngova modulu. Je zde uka´za´no, zˇe
dvoustupnˇove´ stochasticke´ programova´n´ı nab´ız´ı slibny´ prˇ´ıstup k rˇesˇen´ı u´loh dane´ho typu.
Odpov´ıdaj´ıc´ı matematicke´ modely, zahrnuj´ıc´ı ODR nebo PDR omezen´ı, neurcˇite´ paramet-
ry a v´ıce krite´ri´ı, vedou na (v´ıcekriteria´ln´ı) stochasticke´ nelinea´rn´ı optimalizacˇn´ı modely.
Da´le je doka´za´no, pro jaky´ typ u´loh je nutne´ pouzˇ´ıt stochasticke´ programova´n´ı (EO re-
formulace), a kdy naopak stacˇ´ı rˇesˇit jednodusˇsˇ´ı deterministickou u´lohu (EV reformulace),
cozˇ ma´ v praxi vy´znam z hlediska vy´pocˇetn´ı na´rocˇnosti.
Jsou navrzˇena vy´pocˇetn´ı sche´mata zahrnuj´ıc´ı diskretizacˇn´ı metody pro na´hodne´ pro-
meˇnne´ a ODR nebo PDR omezen´ı. Matematicke´ modely odvozene´ pomoc´ı teˇchto aproxi-
mac´ı jsou implementova´ny a rˇesˇeny v softwaru GAMS. Kvalita rˇesˇen´ı je urcˇena na za´kladeˇ
intervalovy´ch odhad˚u ”optimality gapu” spocˇteny´ch pomoc´ı metody Monte Carlo. Para-
metricka´ analy´za v´ıcekriteria´ln´ıho modelu vede na vy´pocˇet ”efficient frontier”. Jsou stu-
dova´ny mozˇnosti aproximace modelu zahrnuj´ıc´ıho pravdeˇpodobnostn´ı cˇleny souvisej´ıc´ı
se spolehlivost´ı pomoc´ı smı´ˇsene´ho celocˇ´ıselne´ho nelinea´rn´ıho programova´n´ı a reformulace
pomoc´ı penalizacˇn´ı funkce. Da´le je vzhledem k budouc´ım mozˇnostem paraleln´ıch vy´pocˇt˚u
rozsa´hly´ch inzˇeny´rsky´ch u´loh implementova´n a testova´n PHA algoritmus. Vy´sledky
ukazuj´ı, zˇe lze tento algoritmus pouzˇ´ıt, i kdyzˇ nejsou splneˇny matematicke´ podmı´nky
zarucˇuj´ıc´ı konvergenci. Na za´veˇr je pro deterministickou verzi jedne´ z u´loh porovna´na
metoda konecˇny´ch diferenc´ı s metodou konecˇny´ch prvk˚u za pouzˇit´ı softwar˚u GAMS a AN-
SYS se zcela srovnatelny´mi vy´sledky.
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strukc´ı” a vy´zkumne´ho za´meˇru MSˇMT CˇR cˇ. MSM0021630519 ”Progresivn´ı spolehlive´
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Chapter 1
Motivation
Many deterministic problems from a wide range of applications are often governed by
ordinary (ODE) or partial (PDE) differential equation, i. e. a relationship including some
continuously varying quantities (modelled by functions) and their rates of change in space
and/or time is known or postulated. Their solutions are then described in the form of the
function of one or more variables (e. g. designs of mechanical structures), see e. g. [44].
With the development of the computational methods we insist on obtaining not only
a possible but also an optimal design of structure, see [3] and [28]. In many problems that
are solved presently, it is necessary to combine these two facts. Therefore, we are often
facing ODE or PDE constrained optimization problems [5]. Due to optimization, certain
ODE’s/PDE’s elements can be viewed as the control variables, and after introducing
appropriate objective function, we are able to obtain an optimal control problem. Theory
of optimal control problems is very well developed for constraints in the form of ordinary
differential equations [30]. However we would like to deal also with PDE constrained
mathematical programming problems and due to this fact we have to challenge several
difficulties.
As we can find a closed-form solution only for simple ODEs or PDEs, we have to
approximate their solution by discretization in most cases. Classical approximation tech-
niques for solving these equations include finite difference method, finite volume method
and finite element method (e. g. [1], [54] and [72]). Then we can approximate our initial
ODE/PDE constrained optimization problem by mathematical programs [62]. Solution
methods of these deterministic problems are relatively well developed.
However, in practice, several elements of the problem, e. g. loads, are not very often
given as fixed quantities but rather as random elements, therefore a problem with uncer-
tainty results from the above mentioned deterministic problem. For example reliability
check of the designed structures involving randomness is computationally intensive even
with the use of simulation methods [32].
The combination of the two previously mentioned areas results in ODE/PDE con-
strained optimization problem with uncertainty. We can obtain two types of formulation
of this problem, therefore, we need to explain the difference between stochastic program-
ming and stochastic optimal control. The concept of the solution is slightly different in
these two approaches. In stochastic programming, strictly speaking in multistage recourse
model, we are especially concerned with the first-stage decision while the next stages are
only included to help evaluate the costs that may result from a particular choice of the
first-stage decision. On the other hand, in stochastic optimal control problems, we want
to design ”feedback control” (i. e. a function that will map the available information into
an optimal decision) [70]. Furthermore, the multistage stochastic programming model
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always implies a discrete time modelling of the underlying dynamics, whereas stochastic
optimal control models allow for both continuous and discrete time modelling of dyna-
mics. In our studied problems, the stage-related decision structure – as is in stochastic
programming – is more adequate than continuous time like in optimal control. Moreover,
as it is often necessary to make decision before a realization of the corresponding random
variables becomes known, and after it, two-stage stochastic programming can be used.
For these reasons, we are facing ODE or PDE constrained stochastic programming
models. Solution methods are not developed so much for these cases (e. g. one group in
Germany [10] and in the Czech Republic [19] is concerned with the shape optimization
problem constrained by PDE), and therefore, it could be very useful to be concerned with
this type of problems, formulate them properly and propose suitable approximation and
solution methods that can be further used in various application areas.
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Chapter 2
The aims of the Ph.D. thesis
The aims of the Ph.D. thesis can be divided into the following points:
1. We will formulate PDE constrained stochastic programming problem as a theoretical
model for selected engineering problems. We will propose a computational scheme
for solving optimization problems containing PDE constraints and uncertainty us-
ing the two-stage scenario-based stochastic programming and suitable discretization
method. Furthermore, theoretical properties of the model will be investigated. De-
terministic and stochastic approaches will be compared by means of selected char-
acteristics (VSS, etc.).
2. We will be concerned with Monte Carlo bounding techniques for determining so-
lution quality in these stochastic programs. These techniques have been especially
used for linear stochastic programs with complete recourse but they have not been
applied to PDE constrained nonlinear stochastic programs.
3. We will implement and test the progressive hedging algorithm for our class of prob-
lems and find out its advantages and limitations. Furthermore, we will theoretically
verify the convergence of this algorithm and develop and test heuristics for its ac-
celeration while convergence will be conserved.
4. We will discuss the alternatives of approximations of the model that includes reliabi-
lity-related probabilistic terms by means of closely studied two-stage stochastic pro-
grams.
5. We will make a conclusion about the importance and contribution of stochastic
programming approach to decision making under uncertainty especially in the en-
gineering problems.
9
Chapter 3
Optimization in engineering design
Optimization is undoubtedly indispensable in all engineering areas. We are especially
interested in optimum design problems leading to optimization models constrained by
differential equations. Therefore, we will provide brief review of different engineering
areas where this type of problems can arise.
Civil engineering is an engineering discipline that deals with the design, construction
and maintenance of the physical and naturally built environment, including works such
as bridges, roads, canals, dams and buildings [71]. Our interest is mainly in structural
engineering concerning structural design and structural analysis of buildings, bridges,
towers, tunnels and other structures. Design considerations include strength, stiffness,
and stability of the structure when subjected to static (self-weight) or dynamic (wind,
seismic etc.) loads acting upon a structure. Other considerations include cost, safety,
sustainability and nowadays also environmental impact, see e. g. [29]. Therefore, multi-
objective optimization is often used (see chapter 6). Furthermore, uncertainty plays
an important role in many real-world engineering problems, e. g. in optimum design of
structures due to variations of the material, variations of the external loads etc. Therefore,
the parameters of a structure are not given fixed coefficients, but they can be modelled by
random variables with certain probability distributions (unfortunately, these distributions
are not always available and must be estimated). There are also increasing requests from
practitioners to reconsider traditional ”expert-based” deterministic models and find more
realistic risk-averse models with probabilistic nature. These requirements and necessity
to solve complex problems require the development of new ideas, innovative methods and
numerical tools for providing reasonable solutions in affordable computing times.
In case of deterministic-based structural optimization (DBSO), all uncertainties at
determining loads, material characteristics etc., are neglected, see e. g. [57]. But as we
mentioned above, real-world design problems include the uncertain parameters that can
be modelled by random elements as in the case of reliability-based structural optimization
(RBSO) [43]. Basic RBSO algorithm features and numerical comparisons between RBSO
and DBSO algorithms have been studied for the optimization of a reinforced concrete
cross-section subjected to the combinations of normal force and bending moments in [59].
Stochastic programming provides another approach. Stochastic programming mo-
dels for reliable design in civil engineering, especially, for optimization of concrete cross-
sections are presented e. g. in [60]. These structural optimization models involving random
elements are complex in comparison with the available computational power, and there-
fore, model reformulations and approximating models are derived.
Another possibility of solving such problems is using stochastic finite element method
(SFEM). The fundamental task in this method is simulation of random fields that is
10
very difficult especially for computationally intensive problems (typically nonlinear FEM
calculations) [65]. SFEM has been used e. g. for optimum design of longitudinal reinforce-
ment in a concrete framed structure [58]. Behaviour of the loaded structure is modelled
by FEM method considering non-linearity arising from the stress-strain diagrams of the
individual materials. Uncertainty is represented by stiffness parameters (dimension of
cross-section, position of reinforcement layer, modulus of elasticity and strength of con-
crete and reinforcing steel) and the external load that are considered as random variables.
Reliability (safety, durability, serviceability) assessment is also very important prob-
lem in structural engineering. Computer technology advancements have enabled to use
more efficient probabilistic methods and more intensive evaluation of structural relia-
bility. Therefore, the mostly used deterministic ”way of thinking” has been replaced by
the probabilistic approach. One of the probabilistic assessment methods, using simulation
technique, Monte Carlo method and analysis of empirical distribution, is simulation-based
reliability assessment method (SBRA) [18], [32]. Another probabilistic simulation-based
method, where the distribution of random variables is approximated by a theoretical
distribution and its parameters are estimated by Monte Carlo method, is e. g. Latin hy-
percube sampling. This approach along with nonlinear finite element analysis is used
in [39] to calculate the safety index of an concrete structure characterizing its reliability.
Mechanical engineering involves the analysis, design, manufacturing, and mainte-
nance of various systems. It is divided into several sub-disciplines including mechanics,
thermodynamics, mechatronics and robotics, structural analysis, biomechanics etc.
An example from thermodynamics is concerned in optimization and control of produc-
tion of steel slabs on real casters with the aim of achieving the maximum possible savings
and product quality [27], [36] and [61]. This problem of continuous casting process of
steel involving uncertain parameters can be formulated as a stochastic PDE constrained
optimization model and is solved via mathematical programming [35].
Biomechanics is an multidisciplinary research area associated with many not only en-
gineering fields as mechanics, thermodynamics, biology, chemistry, medicine etc. There
are many examples where structural optimization methods can be used in connection to
biomechanics [22]. One of them is optimal design of implants interacting with tissues
at macro and micro level, i. e. problems of shape and topology optimization associated
with solid/fluid mechanics, acoustics, problems of interfaces between implants and tissues
and their reliability, optimal design of composite elements and others. Another prob-
lem is optimal design of medical devices and instruments interacting with human body,
e. g. external and internal fixators [37].
Process (chemical) engineering focuses on the design, operation and maintenance
of chemical and other process manufacturing activities [71]. Its aim is the design of pro-
cesses for desired physical and/or chemical transformation of materials and the design of
new facilities or the modification or expansion of existing facilities. One example of using
shape-based optimization in this field is experimental burner design [56]. Constraints in
the form of differential equations arise from computational fluid dynamics and the aim is
to find an optimal geometrical arrangement of the secondary fuel nozzles with respect to
the global NOx production.
Aeronautical engineering deals with design, construction and science of aircraft.
The goal of all aerodynamic design methods is to find a shape which improves an aero-
dynamic measure of merit while satisfying the appropriate constrains.
The formulation of optimization techniques based on control theory for aerodynamic
shape design in viscous compressible flow, modelled by the Navier-Stokes equations, is
described in [23]. The theory is applied to a system defined by the partial differential
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equations of the flow, with the boundary shape acting as the control. The method is illus-
trated by designs of wings and wing-body combinations for long range transport aircraft.
The aerodynamic optimization of single and multi-element airfoil configurations is pre-
sented in [38]. Design examples include lift-enhancement and multi-point lift-constrained
drag minimization problems. The flow is governed by the compressible Navier-Stokes
equations mentioned above in conjunction with a one-equation turbulence model. Opti-
mization constraints are enforced through a penalty formulation and the resulting uncon-
strained problem is solved via a quasi-Newton method.
This type of engineering optimization problems has rather interdisciplinary character.
One has to understand the physical background to formulate the problem correctly from
the physical point of view. Then an appropriate mathematical model for the numerical
realization has to be found. Several mathematical branches interfere here: the theory of
partial or ordinary differential equations, approximation of these equations, the theory of
nonlinear mathematical programming and the theory of stochastic programming in case
of involved uncertainty.
There are more and less advanced techniques how to deal with these problems. More
advanced methods have been developed for deterministic cases and involve more sophisti-
cated approximation techniques of differential equations such as finite element method and
also precise mathematical description of convergence and optimality condition, e. g. [19].
We will focus on optimization problems constrained by differential equations (ordinary
or partial) and involving uncertainty. This type of problems can be seen from stochas-
tic optimal control point of view [17]. However, there are several bottlenecks in this
approach. There are not enough input data to obtain realistic instances of models. So-
lution techniques often significantly vary even for small model changes while real-world
engineering problems require robust approaches. Furthermore, optimal control models
are very difficult to solve especially when a dynamic system is strongly nonlinear and
there are constraints on states and control [11]. Classical methods for studying optimal
controls are based on Pontryagin’s maximum principle, Bellman’s principle of optimality
or Hamilton-Jacobi-Bellman equation [30]. Unfortunately, analytical solutions cannot be
found for every optimal control problem and therefore one needs to study their theoretical
properties and appropriate computational methods to find at least approximate control
solutions [68].
But we will follow another way. It is due to that engineers prefer widely applicable
robust algorithmic schemes instead of efficient algorithms for specialised cases. Further-
more, they do not necessarily need optimal solutions and they are often satisfied enough
with a significant improvement of the existing design, i. e. suboptimal solutions. There-
fore, the model-based approximation where its quality is verified by the comparison of
existing and suboptimal solutions is further chosen and development of the computational
scheme is illustrated by several fundamental engineering examples.
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Chapter 4
Mathematical programming and
multi-objective optimization
In this chapter, we will briefly discuss some basic concepts from optimization theories,
needed for the development of stochastic programming models. Furthermore, we will
summarize principles and solution methods of multi-objective optimization.
4.1 Mathematical programming
Mathematical programs play an important role in stochastic programming because the
underlying programs (5.1) are obtained from them and after deterministic reformulation
we must usually solve corresponding mathematical programs. Therefore, we provide brief
review of basic concepts which will be needed for formulation of stochastic programs.
Definition 4.1.1. A mathematical programming problem is defined as
min
x
f(x) s. t. x ∈ C, (4.1)
where x is a decision variable, C = {x|g(x) ¦ 0, x ∈ X} is a feasible set, X ⊆ Rn,
g : Rn → Rm is a vector function, symbol ¦ ∈ {≤,≥,=} expresses relations and f : C → R
is an objective function.
Depending on the properties of the functions f, gi and the set X, program (4.1) is
denoted as (see [26])
• linear for the convex polyhedral set1 X and the linear functions f, gi, i = 1, . . . ,m,
• nonlinear for the setX which is not a convex polyhedron or for at least one nonlinear
function of f, gi, i = 1, . . . ,m,
– convex for the convex feasible set C and the convex objective function f ,
– nonconvex for the nonconvex feasible set C or the nonconvex objective function
f ,
• (mixed) integer for (at least some of) the integer decision variables xj, j = 1, . . . , n.
1A polyhedral set (polyhedron) is the intersection of a finite number of closed halfspaces and is always
convex.
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Convexity plays an important role because for a convex program any local minimum
is also a global minimum. Because of the straight relation of mathematical programs to
the underlying programs in stochastic programming we define parametric mathematical
program.
Definition 4.1.2. A parametric mathematical program is defined as
min
x
f(x, a) s. t. x ∈ C(a), (4.2)
where a ∈ Rk is a constant parameter and C(a) = {x|g(x, a) ¦ 0, x ∈ X}.
There are many theoretical concepts and results in mathematical programming the-
ory and many methods for solving different mathematical programming problems. But
their summary goes beyond the scope of this thesis and can be found in any standard
textbook [3].
4.2 Multi-objective optimization
Notion of an optimal solution may become meaningless when an optimization model has
more than one objective function. A solution that is the best by one criterion may be
the worst on another one. Therefore the concepts of efficient points and efficient frontier
have been developed (see e. g. [15] and [55]).
Definition 4.2.1. A feasible solution to a multi-objective optimization model is an effi-
cient point if no other feasible solution scores at least as well in all objective functions
and strictly better in one.
This point is also called Pareto optimal or nondominated point. It helps to characterize
the ”best” feasible solutions in multi-objective models.
Multi-objective optimization model can have many efficient points, therefore, we need
to consider a range of efficient solutions.
Definition 4.2.2. An efficient frontier of a multi-objective optimization model is the
entire set of efficient points for the model.
The set of points on the efficient frontier can be constructed by repeated optimization.
New constraints enforcing achievement levels for all but one criterion are added and the
remaining criterion is treated as a single-objective function.
Regarding the graphical representation, solutions are plotted in objective value space
with axes for different objective functions instead of axes corresponding to the decision
variables. The efficient frontier forms the boundary of the region given by the objective
values for feasible points. Efficient points graph at the points along this boundary while
dominated points transform into points lying in the interior. Infeasible points lie outside
this region.
Range of the efficient solutions can be really large in real-life models, and therefore, the
explicit construction of the efficient frontier may become computationally very intensive.
Consequently, other methods which reduce multi-objective models to (sequence) of single-
objective models have been developed.
The first method is the preemptive optimization [49] which takes the objective func-
tions in priority order with respect to their importance. The most important criterion is
taken as a single-objective function and the model is optimized. Then the second most
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important criterion is optimized subject to the requirement that the first criterion achieves
its optimal value and so on.
Another way how to deal with multi-objective models is to combine objectives in
a weighted sum. This approach provides more balanced handling of the objectives than
the preemptive optimization. Signs of weights orient all objectives in the same direction
while the weights correspond to their relative importance. This approach also assures
that an optimal solution of a single weighted-sum objective is an efficient point of the
multi-objective model.
The goal programming [55] is the another method. Goal (target) levels for every
criterion have to be specified and a weighted-sum of the deficiency variables2 is minimized.
This objective function expresses the effort to satisfy all targets as nearly as possible.
More precise descriptions of these methods and their theoretical properties can be
found in many textbooks devoted to multi-objective optimization, e. g. in [49] and [55].
2These nonnegative variables model the measure of violation in target or other soft constraints which
may be violated in feasible solutions.
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Chapter 5
Stochastic programming
This chapter will provide review of stochastic programming concepts which will be used
to solve selected engineering optimization problems in the following chapters.
5.1 Probabilistic concepts
Stochastic programming deals with randomness therefore we need to introduce some basic
concepts of probability theory [16].
Definition 5.1.1. (Ω,F ,P) is called a probability space if
• Ω is a nonempty set representing the possibilities open
• F is a σ-algebra of subsets of Ω called events, i. e. this collection of subsets satisfies
the following conditions:
1. F 6= ∅
2. A ∈ F ⇒ A¯ ∈ F
3. Ai ∈ F , i = 1, 2, . . . ⇒
∞⋃
i=1
Ai ∈ F
• P is a probability measure on (Ω,F), i. e. a nonnegative mapping P : F → 〈0, 1〉
such that
1. P (Ω) = 1
2. Ai ∈ F , i = 1, 2, . . . , Ai ∩ Aj = ∅, i 6= j ⇒ P (
∞⋃
i=1
Ai) =
∞∑
i=1
P (Ai)
Definition 5.1.2. It is said that an event A ∈ F happens P-almost surely (a. s.) or
almost everywhere (a. e.) if P (A) = 1.
Definition 5.1.3. The function ξ : Ω → R is said to be a random variable if its inverse
image ξ−1(A) = {ω ∈ Ω : ξ(ω) ∈ A} ∈ F for any Borel set A ∈ B [16].
The mapping ξ generates the probability distribution P(A) = P (ξ−1(A)) on (R,B). This
probability distribution is completely defined by a cumulative distribution function F (x) =
= P{ω ∈ Ω : ξ(ω) ≤ x} defined ∀x ∈ R.
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Definition 5.1.4. A mean value, expected value or expectation E(ξ) of a random variable
ξ : Ω → R is defined by the integral E(ξ) = ∫
Ω
ξ(ω)dP (ω), where the integral converges
absolutely.
The expectation for discrete distributed random variable ξ, i. e. ξ can take only countable
number of different values ξi, is given by E(ξ) =
∑
i
ξipi, where pi = P{ξ = ξi} and the
series converges absolutely.
Definition 5.1.5. A variance of an random variable ξ : Ω→ R is defined as the second
central moment: var(ξ) = E(ξ − E(ξ))2.
Further important definitions and concepts from the probability theory can be found
for example in the classical textbook of stochastic programming [25], pp. 6–10.
5.2 Stochastic programming
Uncertainty is the key ingredient in many decision problems. Not much is lost by as-
signing reasonable values to the unknown elements, as long as their role is relatively
insignificant. But there are many situations in which ignoring uncertainty may lead to
totally misleading solutions. Therefore, unsatisfactory results of many deterministic opti-
mization models gave rise to various approaches to optimization under uncertainty which
incorporate uncertainty.
Stochastic programming (SP) uses approach based on probabilistic models of uncer-
tainty. The objective functions and the constraints of the corresponding mathematical
programming model can then be defined by averaging possible outcomes or considering
probabilities of events of interest. This approach is the appropriate modelling tool when
a probabilistic description of the unknown elements is at hand. The first important SP
application was originated by Dantzig in 1955 [12].
The first step to obtain stochastic program is the formulation of the underlying pro-
gram [45]. This can be done easily via parametric mathematical program by replacing
some constant parameters in (4.2) by random variables.
Definition 5.2.1. An underlying program is defined as
min
x
f(x, ω) s. t. x ∈ C(ω), (5.1)
where ω ∈ Ω is an random element. Usually the involved random data is formed by a finite
numbers of parameters. Therefore, the objective function is given as f(x, ω) = F (x, ξ(ω)),
where ξ(ω) : Ω→ RK is a finite dimensional random vector defined on probability space
(Ω,F , P ) and F (x, ξ) is a function of two vector variables x and ξ. Realization (scenario)
of ξ is ξ(ωs) ∀ωs ∈ Ω and we will use the following notation ξs.
It can be easily seen that the above mentioned mathematical programming problem
depends on ω due to the objective function f(x, ω) and the feasible set C(ω), and therefore,
it is meaningless if the realization of the random parameters is not observed. It is clear
that for different realizations ξs of the random parameters we would obtain different
optimal solutions without any insight which one is better than the others. For this reason
we use various deterministic reformulations (equivalents) that correctly interpret random
elements. Programs that involve random parameters in syntactically correct ways are
called stochastic programs.
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The first question that must be answered is when the decision x will be made. Whether
before the random parameters ξ are observed or after the realizations ξs become known.
When the decision x is made after observing the randomness ξ, this case is called the
wait-and-see (WS) approach (e. g. [26]). This approach assumes the perfect information
about the future. In this case, we can modify our decision by observation, and hence, the
decision x(ω) as well as the objective function F (x(ω), ξ(ω)) are random variables. But
the typical decision situation is described by the lack of observations, therefore, we usually
use the so-called here-and-now (HN) approach in stochastic programming. It means that
the decision x must be made before the observations of ξ are known, and therefore, it is
the same for any future realization of ξ.
The mapping ξ induces a probability distribution P on (RK ,B) and we denote the
corresponding probability space as (Ξ,B,P). In fact x in WS approach is a function of
ξ and we can view x(·) : Ξ → Rn as an element of a space of measurable mappings.
Therefore, we will further use this notation to emphasize dependence on ξ.
Stochastic programs are often computationally intensive, and therefore, people prefer
to solve simpler versions such as EV reformulation introduced in the definition 5.2.4. But
the question is whether these simplifications lead to nearly optimal solutions or not. It
is answered by two values – the value of stochastic solution (see definition 5.2.7) and
the expected value of perfect information (see definition 5.2.8) – which actually give the
motivation for using stochastic programming in practice.
Onward, we denote the optimal objective function values for any deterministic refor-
mulation • as z• and optimal decision as x•. We also assume that the expected value
is taken with respect to a known probability distribution and that E(ξ) and E(F (x, ξ))
exist and are well defined.
The best possible solution of the underlying program (5.1) in case if perfect informa-
tion about the future is available, is provided by the so-called wait-and-see solution or
equivalently by solving the distribution problem1 [6]. This approach assumes that we are
somehow able to wait until the uncertainty is resolved before implementing the optimal
decisions.
Definition 5.2.2. Wait-and-see (WS) deterministic reformulation of the underlying pro-
gram (5.1) is defined as
E(F (xWS(ξ), ξ)), (5.2)
where
F (xWS(ξ), ξ) = min
x(ξ)
F (x(ξ), ξ)) s. t. x(ξ) ∈ C(ξ), ∀ξ ∈ Ξ. (5.3)
In practice, finding the WS solution may be impossible if the information about the
future is not available. Therefore, HN approach is usually used and several deterministic
reformulations are introduced below.
Definition 5.2.3. Individual scenario (IS) deterministic reformulation of the underlying
program (5.1) is defined as
min
x
F (x, ξs) s. t. x ∈ C(ξs), (5.4)
where ξs ∈ Ξ is a specified individual scenario.
1The distribution problem denotes the search for the distribution of the objective function value and
optimal solution in terms of random vector, i. e. we are interested in finding all solutions and related
optimal objective values for all realizations of the random parameters. The distribution problem is
a generalization of sensitivity analysis in linear programming [49].
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This reformulation is applicable when a recommendation from the experts concerning the
significance of the individual scenarios is available. It means that we can replace the
random vector by selected (most significant) scenario.
Another commonly used reformulation is obtained when the random vector is replaced
by its expected value.
Definition 5.2.4. Expected value (EV) deterministic reformulation of the underlying
program (5.1) is defined as
min
x
F (x,E(ξ)) s. t. x ∈ C(E(ξ)), (5.5)
where E(ξ) is an expected value of ξ defined in 5.1.4.
We need some characteristic for measuring how good is the solution xEV for the
underlying objective function.
Definition 5.2.5. For the EV deterministic reformulation we define the expected result
of using the EV solution (EEV) [6] as
EEV = E(F (xEV , ξ)). (5.6)
The EEV characteristic can be used to measure whether zEV looks realistic by computing
the difference EEV− zEV between the optimistic forecasted objective function value zEV
and true average cost computed by EEV.
If the EV solution xEV is infeasible for the stochastic program, i. e. the expected value
scenario E(ξ) does not correspond to any of the possible scenarios in Ξ, EEV value is set
to be +∞.
Other deterministic equivalents are defined through the use of several statistical cha-
racteristic of random variable (e. g. expected value, variance).
Definition 5.2.6. Expected objective (EO) deterministic reformulation of the underlying
program (5.1) is defined (for the case of C = Rn) as
min
x
E(F (x, ξ)) s. t. x ∈ C. (5.7)
For a comparison between EO and EV solution we can use Jensen’s inequality [52]. It says
that for function F (x, ξ) convex in ξ, the inequality E(F (x, ξ)) ≥ F (x,E(ξ)) is satisfied.
Furthermore we define the following value that measures how good or bad the EV solution
xEV is in terms of (5.7).
Definition 5.2.7. The value of stochastic solution (VSS) is defined as
VSS = EEV − zEO. (5.8)
VSS measures how much can be saved when the true HN approach is used instead of
the EV approach. It means it is the loss by not considering the random variations and
it assesses the value of knowing and using distributions on future outcomes [6]. A small
value of the VSS means that the approximation of the stochastic program by the EV
program is a good one.
The following concept is used to compare WS and HN solutions.
Definition 5.2.8. The expected value of perfect information (EVPI) is defined as
EVPI = zEO − zWS. (5.9)
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It tells us how much we should pay to obtain perfect information about the future. The
large EVPI says that the information about the future is valuable, a small value of EVPI
informs about little savings when we reach perfect information.
Theorem 5.2.9. The following inequalities are satisfied for various deterministic refor-
mulations.
zWS ≤ zEO ≤ EEV.
If F (x, ξ) is convex in ξ then zEV ≤ zWS.
Proof. The proof can be found in [6].
We are interested in engineering problems where no further information about the
future is usually available, and therefore, the VSS becomes more practically relevant than
the EVPI. But sometimes more information can be obtained for example through more
accurate weather forecast which allows better estimation of e. g. the wind characteristics
(see the second engineering problem described in the section 6.1.2).
It is clear that the expected value does not guarantee that there are no outliers. For
this reason we can use some other reformulations such as variance objective (VO) [6]
or min-max approach [14] that guarantee avoiding the large fluctuations of F (x, ξ) and
therefore are more risk averse. It can be also useful to find compromise between minimizing
cost and fluctuations. A way of dealing with it is to aggregate EO and VO deterministic
reformulations into more criteria objective function [47].
There can be found various requirements for optimization in applications, e. g. to in-
crease reliability of some equipment (especially in engineering). Therefore, we show how
to optimize probability, i. e. how to minimize probability of high costs or maximize proba-
bility of low costs.
Definition 5.2.10. Probabilistic objective (PO) deterministic reformulation of the un-
derlying program (5.1) is defined (for the case of C = Rn) as
min
x
P(F (x, ξ) > b) s. t. x ∈ C, (5.10)
where b ∈ R is a certain upper bound for the optimal objective function value that we do
not want to exceed.
Theorem 5.2.11. For discrete finite probability distribution of ξ the following integer
program solves (5.10):
min
z,x
{z|F (x, ξs) ≤ b+Mp(1− δs),
R∑
s=1
ps(1− δs) = z, δs ∈ {0, 1}, s = 1, . . . , R}, (5.11)
where ps = P(F (x, ξ) = F (x, ξs)) ∀x ∈ Rn, F (x, ξs)− b is bounded from above by Mp for
∀x ∈ C = Rn, ξs ∈ Ξ and R is a number of possible realizations of ξ.
Proof. The proof can be found in [47].
We can define PO reformulation for maximizing probability in similar way. Another
deterministic equivalent introduces the quantile as a bound for the objective function
level [47].
Now we will assume that the random elements are contained in the constraints, which
define feasible set, i. e.C(ω) = {g(x, ω) ≤ 0,x ∈ X} as in (5.1). It must be specified
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what is meant by feasibility. Some values of x can satisfy inequalities for some ω and
violate these conditions for other ω. Usually it is unrealistic to require that inequalities
should hold for all ω ∈ Ω. Several approaches are used to introduce a meaningful notion
of feasibility.
One of them is to consider the expected values of constraint nonlinear functions.
Definition 5.2.12. Expected value constraint deterministic reformulation is defined as
C = {E(gi(x, ω)) ≤ 0, i = 1, . . . ,m, x ∈ X}. (5.12)
Another way to define the feasible set is to use constraints on the probability of
satisfying inequalities.
Definition 5.2.13. Probabilistic (chance) constraint deterministic reformulation is de-
fined as
C = {P (gi(x, ω) ≤ 0) ≥ 1− αp, i = 1, . . . ,m, x ∈ X}, (5.13)
where αp ∈ [0; 1] is a fixed value. If αp = 0, probabilistic constraints in (5.13) mean that
gi(x, ω) ≤ 0, i = 1, . . . ,m should hold for a. e.ω ∈ Ω.2
Theorem 5.2.14. For discrete finite probability distribution of ξ with R scenarios with
corresponding probabilities ps, the following two inequalities are equivalent with the indi-
vidual chance constraints P (gi(x, ω) ≤ 0) ≥ 1− αp, i = 1, . . . ,m:
gi(x, ωs)−Mp(1− δs) ≤ 0, i = 1, . . . ,m, s = 1, . . . , R (5.14)
R∑
s=1
psδs ≥ 1− αp (5.15)
where δs ∈ {0, 1}, s = 1, . . . , R are the binary variables and Mp is a sufficiently large
number which bounds gi(x, ωs) for i = 1, . . . ,m, s = 1, . . . , R from above.
Proof. The proof can be derived using [47].
We can view some optimization problems as two-stage problems where the decision
vector has two distinct parts. At the first stage, before a realization of the corresponding
random vector ξ becomes known, we choose the first-stage decision variables x to optimize
the expected value of an objective function which is the optimal value of the second stage
optimization problem. The value of the second part of the decision vector y can be chosen
after the realization of ξ becomes known and generally depends on the realization of ξ
and on the choice of x. The second-stage problem can be viewed as a penalty term for
violating the constraints which contain random elements, therefore these problems are
called the problems with recourse.
The figure 5.1 shows the scenario-tree like representations of WS, EV and EO refor-
mulations of two-stage problems.
This model may appear very restricted in its dynamical aspects. However, ”stages”
of the model do not necessarily refer to time units and they correspond to stages in the
decision process instead. It means that the first-stage variable refers to all the decisions
that must be taken before there will be any information about realization of random
vector. While the second-stage variable models all the decisions that will be made after
the available information about realization of random elements will be collected [64].
2For a. e.ω ∈ Ω means that the event happens for almost every realization of the random vector ξ.
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Figure 5.1: The sequence of decisions in deterministic reformulations a) WS, b) EV and
c) EO.
The figures 6.4, 6.5 and 6.16 show these two stages together with corresponding decision
variables for three engineering problems and it is evident that they need not to refer to all
time units. In the figures 6.4, 6.5, the first-stage is connected with the time t = 0 while
the second-stage is related to the rest times t = 1, t = 2, . . . , t = M . On the other hand,
the figure 6.16 shows the static model where the stages are by no means related to time.
Furthermore, a two-stage program combines WS and HN approaches into one model.
The first-stage decision is made before the realizations of random variables are observed,
i. e. it corresponds with HN approach, while the second-stage decision is taken after the
realization becomes known, i. e. it relates to WS approach.
The most common two-stage programs are the linear ones, therefore, we provide their
formulation.
Definition 5.2.15. Two-stage stochastic linear program is defined as follows
min
x
(
cTx+ E(Q(x, ξ))
)
s. t.Ax = b,x ≥ 0, (5.16)
where Q(x, ξ) is the optimal value of the second stage problem
min
y
qTy s. t.Tx+Wy = h,y ≥ 0. (5.17)
The second-stage problem depends on the vector ξ = (q,h,T,W) where some elements
can be random. The matrices T and W are called technology and recourse matrices. If
the matrix W is fixed, the program (5.16)-(5.17) is called the two-stage program with
fixed recourse. These programs were originated by Dantzig in 1955 [12].
Theorem 5.2.16. Let us assume that the random vector ξ has a discrete distribution
with finite number R of possible realizations ξs = (qs,hs,Ts,Ws) with the corresponding
probabilities ps. Then the two-stage discrete stochastic linear program can be written as
one large linear programming problem
min
x,y1,...,yR
(
cTx+
R∑
s=1
psq
T
s ys
)
(5.18)
s. t.Ax = b,Tsx+Wsys = hs,x ≥ 0,ys ≥ 0, s = 1, . . . , R. (5.19)
Proof. The proof can be found in [52].
All random parameters depend on random elements ωs ∈ Ω, i. e.ys = y(ωs) etc.
The size of the obtained linear program can be enormous therefore we relax it by replacing
the first-stage decision vector x by R possibly different vectors xs.
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Theorem 5.2.17. The two-stage discrete stochastic linear program with nonanticipativity
constraints can be written as
min
x1, . . . ,xR
y1, . . . ,yR
R∑
s=1
ps(c
Txs + q
T
s ys) (5.20)
s. t.Axs = b,Tsxs +Wsys = hs,xs ≥ 0,ys ≥ 0, s = 1, . . . , R, (5.21)
xs =
R∑
i=1
pixi, s = 1, . . . , R. (5.22)
This program is equivalent to (5.18) in the sense that they have the same optimal objective
values and related solutions.
Proof. The proof can be found in [52].
Nonanticipativity constraints (5.22) ensure that the first-stage decision variables do not
depend on the second-stage realization of the random data. But this program is still
not separable in the sense that it cannot be split into R smaller linear programming
problems. For this reason, many decomposition methods have been developed where one
version of the dual decomposition methods (progressive hedging algorithm) is introduced
in the chapter 7.
We cannot restrict to linear models because we will solve the nonlinear ones. Therefore,
we provide general formulation of two-stage models [52].
Definition 5.2.18. Two-stage stochastic program with nonanticipativity constraints is
defined as follows
min
x(·)∈X ,y(·)∈Y
E(F (x(ω),y(ω), ξ(ω))) (5.23)
s. t. Gi(x(ω),y(ω), ξ(ω)) ≤ 0, i = 1, . . . ,m, x(ω) ∈ X, y(ω) ∈ Y, a. e. ω ∈ Ω, (5.24)
x(ω) = E(x(ω)),∀ω ∈ Ω, (5.25)
where F : Rn×Rd×RK → R, Gi : Rn×Rd×RR → R, i = 1, . . . ,m, X ⊆ Rn, Y ⊆ Rd, X
is a space of measurable functions from Ω to Rn and Y is a space of measurable functions
from Ω to Rd.
Summary of theoretical properties of two-stage stochastic programs with recourse,
which we are interested in, is presented in [6], [26] and [52]. It includes results concern-
ing the structure of the feasible region, the recourse function and optimality conditions.
Strictly speaking, it introduces theoretical assumptions ensuring convexity and continuity
of the recourse function which result (together with other assumptions) in convexity of
deterministic equivalent program.
The above formulated two-stage models are special cases of a more general multi-stage
stochastic programming model, in which the decision variables and constraints are divided
into groups corresponding to stages. The objective is to design the decision process in
such a way that the expected value of the total cost is minimized while optimal decisions
are allowed to be made at every time period. Precise mathematical formulation can be
found in [52].
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Chapter 6
Optimization models and their
properties
We are interested especially in the applications of stochastic programming to the engi-
neering problems [41] where the processes are very often governed by PDEs or ODEs
and we can find many uncertainties there. As the example we can mention shape opti-
mization [20]. Algebraic description of the optimization problems from this field exists
rarely, therefore the numerical approach is used instead. ”Black-boxes” (e. g. ANSYS)
are used for finding the numerical solution very often in the engineering. Our approach
should therefore be the intermediate stage between algebraic approach and ”black-boxes”
approach.
In this chapter we will introduce three engineering problems, we will formulate them as
two-stage stochastic programs, analyse their properties and provide their solutions using
several approximations and other analyses such as sensitivity analysis.
6.1 PDE constrained stochastic programming models
According to the aims of the Ph.D. thesis from chapter 2, we will study several engineering
optimization problems of a dynamic nature, e. g. describing vibrations, leading to PDE
constrained stochastic programs.
6.1.1 Stochastic optimization of transverse vibrations of a string
As the first illustrative example we consider the initial-boundary problem with hyperbolic
(wave) equation describing the transverse vibration of a string (see Figure 6.1):
∂2v
∂t2
(x, t) = a2
∂2v
∂x2
(x, t) + h(x, t), x ∈ 〈0, l〉, t ∈ 〈0, T 〉, (6.1)
where l is the string length [m], a2 = σ
µ
, σ is the tension in the string [Pa], µ is the mass of
the string per unit length [kgm−1], v(x, t) is the displacement [m], h(x, t) is the dynamic
load [N kg−1]. The boundary conditions meaning zero transverse displacements at the
clamped end points are
v(0, t) = 0, v(l, t) = 0 (6.2)
and the initial conditions describing initial displacement and velocity are
v(x, 0) = ϕ(x),
∂v
∂t
(x, 0) = ψ(x). (6.3)
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Figure 6.1: The wave equation models a loaded vibrating string.
Some information about quality of applied discretization method can be obtained from
the comparison of the analytic solution with the numerical solution [73]. The analytic
solution of this equation is well known and can be obtained via Fourier method (e. g. [44]).
For selected values of load h(x, t) =
{
2w
l
x, x ∈ 〈0, l
2
〉
−2w
l
x+ 2w, x ∈ ( l
2
, l〉 , initial displacement
ϕ(x) = sin pix + sin 2pix and initial velocity ψ(x) = 0, the analytic solution has the
following form:
v(x, t) = sin pix cosω1t+ sin 2pix cosω2t+
∞∑
n=1
8w
ω2nn
2pi2
sin
npi
2
sinnpix(1− cosωnt), (6.4)
where ωn =
apin
l
is an angular frequency of vibration. Only finite number N1 of terms in
the infinite series is added.
Numerical solution is found as an approximation of the continuous solution of PDE
(6.1) by space and time discretization. The difference equations are derived from PDE via
simple finite difference method (e. g. [33]) with uniform grid spacing xi = id, i = 0, . . . , N,
d = l
N
and tj = jτ, j = 0, . . . ,M, τ =
T
M
. The discretization grid is shown in the
figure 6.2. For convenience we use the following notation: v(xi, tj) = vi,j, h(xi, tj) = hi,j,
ϕ(xi) = ϕi and ψ(xi) = ψi.
The central-difference formulas for approximating ∂
2v
∂x2
(x, t) and ∂
2v
∂t2
(x, t) are
∂2v
∂x2
(xi, tj) =
vi+1,j − 2vi,j + vi−1,j
d2
+O(d2), (6.5)
∂2v
∂t2
(xi, tj) =
vi,j+1 − 2vi,j + vi,j−1
τ 2
+O(τ 2). (6.6)
We drop the terms O(τ 2) and O(d2) and use the approximation Vi,j ≈ vi,j.
The difference formulas (6.5) and (6.6) are substituted into (6.1) and we obtain the
difference equation of the transverse vibration for i = 1, . . . , N − 1, j = 1, . . . ,M − 1
(values in red grid points in the figure 6.2):
Vi,j+1 − 2Vi,j + Vi,j−1
τ 2
= a2
Vi+1,j − 2Vi,j + Vi−1,j
d2
+ hi,j. (6.7)
The substitution r = aτ
d
is introduced in (6.7) and we obtain the relation
Vi,j+1 = (2− 2r2)Vi,j + r2(Vi+1,j + Vi−1,j)− Vi,j−1 + τ 2hi,j. (6.8)
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Figure 6.2: Discretization grid.
This discretization method is explicit therefore to guarantee stability of solution, it is
necessary that r ≤ 1 (i. e. there are limitations on discretization steps d and τ).
The values for i = 0 and i = N (blue grid points in the figure 6.2) are given by the
boundary conditions (6.2):
V0,j = 0, VN,j = 0, j = 0, . . . ,M. (6.9)
The values corresponding to j = 0 and j = 1 must be supplied in order to use (6.8) to com-
pute the values for j = 2. From the initial condition (6.3) we get values of displacement
for j = 0 (blue grid points in the figure 6.2)
Vi,0 = ϕi, i = 0, . . . , N. (6.10)
The values for j = 1 are constructed via the Taylor formula of order 2:
Vi,1 = Vi,0 + V˙i,0τ +
V¨i,0τ
2
2
. (6.11)
Hence, we obtain the following equation:
Vi,1 = ϕi + ψiτ +
r2
2
(ϕi+1 − 2ϕi + ϕi−1) + τ
2
2
hi,0, i = 1, . . . , N − 1. (6.12)
The equations (6.12) and (6.8) can be written in matrix form as follows:
V1 = Φ+ τΨ+
1
2
K1Φ+
τ 2
2
h0, (6.13)
Vj+1 = KVj −Vj−1 + τ 2hj, j = 1, . . . ,M − 1, (6.14)
where K1 =

−2r2 r2 0 . . . 0
r2 −2r2 r2 . . . 0
...
0 . . . r2 −2r2 r2
0 . . . 0 r2 −2r2
 is a square matrix of order N − 1,
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Φ =
 ϕ1...
ϕN−1
 , Ψ =
 ψ1...
ψN−1
, K =

2− 2r2 r2 0 . . . 0
r2 2− 2r2 r2 . . . 0
...
0 . . . r2 2− 2r2 r2
0 . . . 0 r2 2− 2r2

is a square matrix of order N − 1, hj =
 h1,j...
hN−1,j
. Vector Vj = (V1,j, . . . , VN−1,j)T ,
j = 0, 1, . . . ,M , is the approximation of v(x, t).
Numerical solution is found using optimization software GAMS with solver of line-
ar programming problems CPLEX, analytic solution and graphical results are obtained
using MATLAB. Comparison of the analytic and the numerical solution for the following
parameters l = 1m, a2 = 2 s−1, T = 0.5 s, w = 200, N = 10, M = 10, N1 = 20 is
presented in the figure 6.3.
The relative error of the adopted discretization method is E = max
0 ≤ i ≤ N
0 ≤ j ≤M
|vi,j−Vi,j |
|vi,j | · 100 =
= 2.3%. It turns out that the accuracy of described approximation depends on sizes of
discretization steps d and τ (the error is only E = 0.6% for N = 20, M = 20).
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Figure 6.3: Numerical (red line) and analytic (blue line) solution of problem (6.1).
In case of real-world engineering problems, the uncertain parameters that can be mo-
delled by random elements are also involved. Therefore, we replace deterministic dynamic
load h(x, t) in (6.1) by a stochastic dynamic load h(ξ, x, t), where ξ : Ξ→ R is the random
variable (see definition 5.1.3), (Ξ,B,P) is the probability space (see definition 5.1.1) and
h : R× R× R+ → R.
In all our presented illustrative engineering problems as well as in many real engi-
neering problems, the stage-based decision process is more adequate than continuously
dynamic one like in optimal control. As it is often necessary to make decision before
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a realization of the corresponding random variables becomes known and after it, two-
stage stochastic programming offers a promising approach (see [10] for the first original
models in the area of shape optimization and [74], [77] for the original model in optimiza-
tion of vibrations). Hence, our models will include two types of decision variables. The
first-stage decision variable does not depend on a realization of ξ, i. e. it corresponds with
HN approach, while the second-stage decision variable plays the role of a recourse action
to consequences of the first-stage decision variable and of course depends on a realization
of ξ, i. e. it relates to WS approach.
The aim of the optimization is to obtain an optimal design of two types of decision
variables describing damping forces while the difference between actual and required dis-
placement is minimized (6.15), see the following underlying program:
min
e, g(ξ),v(ξ)
T∫
0
l∫
0
(v(ξ, x, t)− u(x, t))2 dx dt (6.15)
s. t.
∂2v
∂t2
(ξ, x, t) = a2
∂2v
∂x2
(ξ, x, t) + T(ξ, x)e(x) + g(ξ, x, t) + h(ξ, x, t), (6.16)
x ∈ 〈0, l〉, t ∈ 〈0, T 〉, ξ ∈ Ξ,
v(ξ, 0, t) = 0, v(ξ, l, t) = 0, t ∈ 〈0, T 〉, ξ ∈ Ξ, (6.17)
v(ξ, x, 0) = ϕ(x),
∂v
∂t
(ξ, x, 0) = ψ(x), x ∈ 〈0, l〉, ξ ∈ Ξ, (6.18)
g(ξ, x, 0) = 0, x ∈ 〈0, l〉, ξ ∈ Ξ, (6.19)
|v(ξ, x, t)| ≤ vlimit, x ∈ 〈0, l〉, t ∈ 〈0, T 〉, ξ ∈ Ξ, (6.20)
where u(x, t) is the required displacement [m], e(x) is the first-stage decision variable
[Nkg−1], g(ξ, x, t) is the second-stage decision variable [Nkg−1], v(ξ, x, t) is the displace-
ment [m]. We assume that the external force e(x) acts indirectly on the string, i. e. it
takes effect through mechanical equipments (such as springs, dampers, . . . ) [75]. There-
fore, a random matrix T(ξ, x) is included into model. More precisely, matrix T(ξ, x) is
chosen as T(ξ, x) = T1(x)ξ (e. g. [26]) because there are different transfer equipments
along the length of the string. So, T1(x) describes transfer characteristics of these equip-
ments and ξ describes random influences of the environment on equipment characteristics.
The PDE (6.16) describes transverse displacement of the string, boundary conditions for
clamped end points given by (6.17) mean that there are zero transverse displacements.
Furthermore, the initial conditions given by (6.18) define initial displacement and velocity
and there is also initial condition (6.19) for second-stage variable. Finally, the displace-
ment of the string must be bounded, see (6.20). The objective function has been chosen
in the integral form to include influence of every time and all parts of console.
We can see on our problems from the two points of view – mathematical (modelling)
and interpretative. Concepts of solution (state variable) and decision are equivalent from
the mathematical viewpoint. On the other hand, interpretative point of view distinguishes
between these terms. Decision variables are connected with some action while the state
variables just occur and we can only observe them. Therefore, the displacement v(ξ, x, t)
can be regarded as a decision variable, strictly speaking the second-stage decision variable,
or it can be considered as a state variable. Models distinguishing states and decisions are
called state-space decision models [40], see figure 6.4 for the scheme of our problem. But
we will consider the mathematical viewpoint, therefore, there is no difference between
g(ξ, x, t) and v(ξ, x, t), see [45]. The scheme of the time evolution of our optimization
problem is in the figure 6.5.
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Figure 6.4: Scheme of a state-space model of the two-stage stochastic program (6.21)-
(6.26).
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Figure 6.5: Scheme of the two-stage stochastic program (6.21)-(6.26).
The underlying program (6.15)-(6.20) is syntactically correct but its semantics is not
discussed, as is usual in stochastic programming (see [52]). Deterministic reformulations
are further defined. It means most often that the objective function (6.15) is optimized on
average, i. e. EO reformulation is used (see definition 5.2.6), where the mean value is taken
with respect to a known probability measure P on (Ξ,B), and almost surely satisfying of
the constraints (6.16)-(6.20). EV reformulation (see definition 5.2.4), when the random
variable ξ is replaced by its mean value E(ξ), offers another possibility. The advantage of
EV reformulation is the significant simplification of computing while the positive of EO
reformulation is more reliable results. These two approaches can be compared in terms
of the value of stochastic solution as will be presented later.
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EO deterministic reformulation changes the underlying program (6.15)-(6.20) into
a syntactically correctly defined continuous stochastic program:
min
e, g(ξ),v(ξ)
E
 T∫
0
l∫
0
(v(ξ, x, t)− u(x, t))2 dx dt
 (6.21)
s. t.
∂2v
∂t2
(ξ, x, t) = a2
∂2v
∂x2
(ξ, x, t) + T(ξ, x)e(x) + g(ξ, x, t) + h(ξ, x, t), (6.22)
x ∈ 〈0, l〉, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ,
v(ξ, 0, t) = 0, v(ξ, l, t) = 0, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ, (6.23)
v(ξ, x, 0) = ϕ(x),
∂v
∂t
(ξ, x, 0) = ψ(x), x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.24)
g(ξ, x, 0) = 0, x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.25)
|v(ξ, x, t)| ≤ vlimit, x ∈ 〈0, l〉, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ, (6.26)
We are not able to solve program (6.21)-(6.26) without proper approximations. The
approximations are made in two steps. At first, scenario-based approach for approxima-
tion of random variable is used, see [52]. We assume that random variable ξ has a discrete
probability distribution with a finite number R of equiprobable scenarios ξs with the cor-
responding probabilities ps = P(ξ = ξs) = 1R . Hence, the mean value is computed as
follows (see definition 5.1.4): E(F (ξ, e, g(ξ), v(ξ))) =
R∑
s=1
psF (ξs, e, gs, vs).
The second step consists in discretization of the space x and time t coordinates in
objective function and constraints. Following the recommendation of [4], we use simple
finite difference method [33] with uniform grid spacing for (N+1)(M+1) points: xi = id,
i = 0, . . . , N, d = l
N
and tj = jτ, j = 0, . . . ,M, τ =
T
M
. Derivation of difference
equations is analogous to the previous section where the analytic and numerical solution
of single PDE were compared. Some variables have now three indices s, i, j instead of two
indices i, j and there are two more functions e(x) and g(ξ, x, t), see the following notation:
v(ξs, xi, tj) = vs,i,j, e(xi) = ei, g(ξs, xi, tj) = gs,i,j, h(ξs, xi, tj) = hs,i,j. Derivatives are
replaced by central difference formulas (6.5) and (6.6) with only difference in number of
indices and after several adjustments difference equations (6.28)-(6.29) are obtained. The
objective function (6.21) is approximated by the composite Simpson’s rule with coefficients
a0 = 1 = aN , a2k−1 = 4, a2k = 2, k = 1, 2, . . . , N2 , b0 = 1 = bM , b2m−1 = 4, b2m = 2,
m = 1, 2, . . . , M
2
and N, M are even numbers.
Hence, the continuous two-stage stochastic quadratic program (6.21)-(6.26) is approxi-
mated by a large deterministic quadratic program:
min
e,gs,Vs
R∑
s=1
M∑
j=0
N∑
i=0
ps
dτ
9
aibj(Vs,i,j − ui,j)2 (6.27)
s. t. Vs,1 = Φ+ τΨ+
1
2
K1Φ+
τ 2
2
Fs,0, s = 1, . . . , R, (6.28)
Vs,j+1 = KVs,j −Vs,j−1 + τ 2Fs,j, j = 1, . . . ,M − 1, s = 1, . . . , R, (6.29)
Vs,0,j = 0, Vs,N,j = 0, j = 0, . . . ,M, s = 1, . . . , R, (6.30)
Vs,i,0 = ϕi, i = 0, . . . , N, s = 1, . . . , R, (6.31)
gs,i,0 = 0, i = 0, . . . , N, s = 1, . . . , R, (6.32)
|Vs,i,j| ≤ vlimit, i = 0, . . . , N, j = 0, . . . ,M, s = 1, . . . , R, (6.33)
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where the matrices K1, K and the vectors Φ, Ψ are the same as in the equations (6.13),
(6.14) and Fs,j =
 T(s, 1)e1 + gs,1,j + hs,1,j...
T(s,N − 1)eN−1 + gs,N−1,j + hs,N−1,j
 .
Vector Vs,j = (Vs,1,j, . . . , Vs,N−1,j)
T , j = 0, . . . ,M , s = 1, . . . , R, is the approximation of
v(ξ, x, t). Vector gs,j = (gs,0,j, . . . , gs,N,j)
T , j = 0, . . . ,M − 1, s = 1, . . . , R, is the appro-
ximation of the second-stage decision variable g(ξ, x, t) and vector e = (e1, . . . , eN−1)
T , is
the approximation of the first-stage decision variable e(x).
Program (6.27)-(6.33) is implemented in GAMS with solver of nonlinear programming
problems CONOPT. The results are presented for the following input data: l = 1m,
a2 = 2 s−1, T = 0.5 s, numbers of grid points are N = 10, M = 10. We assume R = 20
and R = 1000 scenarios and the displacement limitation is vlimit = 5m. Vector T1(x) is
generated from the uniform distribution U(0, 1) and ξ ∼ U(−5, 2). We assume that the
acting external load is a random combination of finitely many forces [10], i. e.h(ξ, x, t) =
=
k∑
p=1
Ap(ξ)hp(x, t). Basic loads for k = 6 are chosen as follows: h1(x, t) = bx(
t
τ
+ 1),
h2(x, t) = −bx( tτ + 1), h3(x, t) = bx2( tτ + 1), h4(x, t) = b( tτ + 1), h5(x, t) = 0, h5(2d, t) =
= 20, h6(x, t) = b sinx(
t
τ
+ 1)−1, b = 100. Coefficients Ap(ξ) of h(ξ, x, t) are given as
Ap(ξ) ∼ U(0, 1) and
k∑
p=1
Ap(ξ) = 1 for ∀ξ. This normalization condition is guaranteed
by dividing each Ap(ξ) by
k∑
p=1
Ap(ξ). Initial displacement and velocity are assumed as
ϕ(x) = sin pix+ sin 2pix, ψ(x) = 0, required displacement as u(x, t) = 0.
Several scenarios of external stochastic load and computed first-stage and second-stage
variables and displacement are presented in the figures 6.6-6.9. Results of model with only
20 scenarios are displayed because of the clarity. But the numerical results are computed
for the model with 1000 scenarios. The program ran on a notebook with Intel Core 2Duo
2GHz and 2GB RAM. Numbers of variables and constraints together with solution times
are given in the table 6.1 for EO and EV deterministic reformulations.
No. of scenarios R 20 1000 2000 Type of reformulation
No. of variables 4270 213 010 426 010 EO reformulation
No. of constraints 2681 134 001 268 001
CONOPT time [s] 0.1 100.1 222.1
No. of variables 355 355 355 EV reformulation
No. of constraints 267 267 267
CONOPT time [s] 0.01 0.01 0.01
Table 6.1: Computational properties of mathematical programs.
The importance of randomness can be described by several criteria. The first one,
called the value of stochastic solution (see definition 5.2.7), is defined as a difference
between optimal objective function value EEV of the stochastic program with fixed first-
stage variable computed from EV model and optimal objective function value zEO of the
approximated stochastic program (6.27)-(6.33). In our case for 1000 scenarios, we obtain
zEO = 0.054, zEV = 0.017, EEV = 0.115 and V SS = 0.061. Hence, the optimal objective
function value is more than twice better in case of including randomness into model as
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Figure 6.6: Stochastic load h(ξ, x, t). Red line – EV model, blue lines – EO model.
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Figure 6.7: First-stage variable e(x). Red line – EV model, blue lines – EO model.
in program (6.27)-(6.33) than in case of replacing the random variable by its mean value.
The second criterion is called EVPI (see definition 5.2.8) and it makes sense to compute
this value only if the perfect information about the future random outcomes is available,
which we do not assume.
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Figure 6.8: Second-stage variable g(ξ, x, t). Red line – EV model, blue lines – EO model.
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Figure 6.9: Displacement v(ξ, x, t). Red line – EV model, blue lines – EO model.
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6.1.2 Stochastic optimization of transverse vibrations of a con-
sole
Our second example is also from the area of civil engineering and it assumes the initial-
boundary problem with the fourth order PDE describing the undamped forced transverse
vibration of a console1 [2]:
EJ
∂4v
∂x4
(x, t) + µ
∂2v
∂t2
(x, t) = h(x, t), x ∈ 〈0, l〉, t ∈ 〈0, T 〉, (6.34)
with boundary conditions:
v(0, t) = 0,
∂v
∂x
(0, t) = 0,
∂2v
∂x2
(l, t) = 0,
∂3v
∂x3
(l, t) = 0, t ∈ 〈0, T 〉 (6.35)
and initial conditions:
v(x, 0) = ϕ(x),
∂v
∂t
(x, 0) = ψ(x), x ∈ 〈0, l〉, (6.36)
where l is the console length [m], T is the time of observation [s], E is the Young’s modulus
[Pa], J is the second moment of the cross section with respect to the axis z [m4], µ is the
specific mass per length unit [kgm−1], v(x, t) is the displacement [m] and h(x, t) is the
external dynamic load [Nm−1].
l a
b
x
y
z
y
Figure 6.10: Scheme of loaded console and its cross section.
The analytic solution of this equation can be obtained via harmonic analysis (e. g.
[2]). At first we consider forced free bar and express displacement and load as Fourier
series. We obtain displacement and angular rotation at the end points. Then by super-
position principle we add displacement of unforced console, which must satisfy boundary
conditions. We could get some information about quality of applied discretization method
from the comparison of the analytic solution with the numerical solution. But there is no
closed-form solution (only as infinite series), therefore, we can obtain only approximation
of the analytical solution by computing with finite series.
1A console (cantilever beam) is a beam with one end clamped and another end free. We assume that
the dimensions of the constant cross section are substantially smaller than the length, i. e. the console is
modelled by the prismatic bar and the PDE describes the vibrations of the centreline.
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As we have mentioned above, engineering problems often involves randomness. There-
fore, we will consider stochastic external load h(ξ, x, t) acting on the console. Two-stage
stochastic programming approach will be used in the same way as in the previous sub-
section.
The aim of the optimization is the same as in the previous problem, e. g. to obtain an
optimal design of two types of decision variables while the difference between actual and
required displacement is minimized (6.37), see the following underlying program:
min
e, g(ξ),v(ξ)
T∫
0
l∫
0
(v(ξ, x, t)− u(x, t))2 dx dt (6.37)
s. t. EJ
∂4v
∂x4
(ξ, x, t) + µ
∂2v
∂t2
(ξ, x, t) = T(ξ, x)e(x) + g(ξ, x, t) + h(ξ, x, t),(6.38)
x ∈ 〈0, l〉, t ∈ 〈0, T 〉, ξ ∈ Ξ,
v(ξ, 0, t) = 0,
∂v
∂x
(ξ, 0, t) = 0, t ∈ 〈0, T 〉, ξ ∈ Ξ, (6.39)
∂2v
∂x2
(ξ, l, t) = 0,
∂3v
∂x3
(ξ, l, t) = 0, t ∈ 〈0, T 〉, ξ ∈ Ξ, (6.40)
v(ξ, x, 0) = ϕ(x),
∂v
∂t
(ξ, x, 0) = ψ(x), x ∈ 〈0, l〉, ξ ∈ Ξ, (6.41)
g(ξ, x, 0) = 0, x ∈ 〈0, l〉, ξ ∈ Ξ, (6.42)
|v(ξ, x, t)| ≤ vlimit, x ∈ 〈0, l〉, t ∈ 〈0, T 〉, ξ ∈ Ξ, (6.43)
where u(x, t) is the required displacement [m], e(x) is the first-stage decision variable
[Nm−1], g(ξ, x, t) is the second-stage decision variable [Nm−1], v(ξ, x, t) is the displace-
ment [m] with the same direction as the axis y. We again assume that the force e(x)
acts indirectly on the console, i. e. it takes effect through different equipments. Therefore,
a random matrix T(ξ, x) in the form T(ξ, x) = T1(x)ξ is included into model. Its inter-
pretation is the same as in the previous subsection. The PDE (6.38) describes transverse
displacement of the console, boundary conditions for the clamped end point given by
(6.39) mean that there are zero transverse displacement and its slope, boundary condi-
tions for the free end point given by (6.40) mean that there are zero bending moment and
shear force. Furthermore, the initial conditions given by (6.41) define initial displacement
and velocity and there is also initial condition (6.42) for second-stage variable. Finally,
the displacement of the console must be bounded, see (6.43). The scheme of the time
evolution of this optimization problem is in the figure 6.5.
We can interpret our problem as the vibrations of a roof console or supporting part
of the wall. Then stochastic load h(ξ, x, t) can be e. g. wind force or load generated by
snow [32]. The first-stage decision variable e(x) can be interpreted as a preliminary tension
imposed to the console during building the house while the second-stage decision vari-
able g(ξ, x, t) is the force generated by mechanical equipment to balance the total load.
Another interpretation of the presented problem is the optimization of the transverse os-
cillation of a television transmitter of tower structure (e. g. on the mountain Jesˇteˇd) loaded
by stochastic wind force, where the first-stage decision variable e(x) can be interpreted
as a passive damping and the second-stage decision variable g(ξ, x, t) represents an active
damping.
The underlying program (6.37)-(6.43) depends as before on a realization of the random
variable ξ. Therefore, appropriate deterministic equivalents are chosen and e. g. EO de-
terministic reformulation changes the underlying program into the following syntactically
35
correctly defined continuous two-stage stochastic quadratic program:
min
e, g(ξ),v(ξ)
E
 T∫
0
l∫
0
(v(ξ, x, t)− u(x, t))2 dx dt
 (6.44)
s. t. EJ
∂4v
∂x4
(ξ, x, t) + µ
∂2v
∂t2
(ξ, x, t) = T(ξ, x)e(x) + g(ξ, x, t) + h(ξ, x, t),(6.45)
x ∈ 〈0, l〉, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ,
v(ξ, 0, t) = 0,
∂v
∂x
(ξ, 0, t) = 0, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ, (6.46)
∂2v
∂x2
(ξ, l, t) = 0,
∂3v
∂x3
(ξ, l, t) = 0, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ, (6.47)
v(ξ, x, 0) = ϕ(x),
∂v
∂t
(ξ, x, 0) = ψ(x), x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.48)
g(ξ, x, 0) = 0, x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.49)
|v(ξ, x, t)| ≤ vlimit, x ∈ 〈0, l〉, t ∈ 〈0, T 〉, a. e. ξ ∈ Ξ. (6.50)
As we have mentioned in the previous subsection, the proper approximations must be
made, i. e. scenario-based approach for the approximation of random variable and finite
difference method for the discretization of the space x and time t coordinates in objective
function and constraints are used. The notation is the same as in the previous subsection.
The central-difference formula for approximating ∂
4v
∂x4
(ξ, x, t) is
∂4v
∂x4
(ξs, xi, tj) =
vs,i+2,j − 4vs,i+1,j + 6vs,i,j − 4vs,i−1,j + vs,i−2,j
d4
+O(d2), (6.51)
derivative ∂
2v
∂t2
(ξ, x, t) is approximated by (6.6). We drop the terms O(τ 2) and O(d2) and
use the approximation Vs,i,j ≈ vs,i,j.
The difference formulas (6.51) and (6.6) are substituted into (6.45) and we get diffe-
rence equations of transverse vibration for s = 1, . . . , R, i = 2, . . . , N−2, j = 1, . . . ,M−1:
E J
Vs,i+2,j − 4Vs,i+1,j + 6Vs,i,j − 4Vs,i−1,j + Vs,i−2,j
d4
+ µ
Vs,i,j+1 − 2Vs,i,j + Vs,i,j−1
τ 2
= T(s, i)ei + gs,i,j + hs,i,j. (6.52)
The substitution r = EJτ
2
µd4
is introduced in (6.52) and we obtain the relation
Vs,i,j+1 = (2− 6r)Vs,i,j + r(−Vs,i+2,j + 4Vs,i+1,j + 4Vs,i−1,j − Vs,i−2,j)− Vs,i,j−1 +
+
τ 2
µ
(T(s, i)ei + gs,i,j + hs,i,j). (6.53)
The equation for i = 0 is given by the first boundary condition (6.46):
Vs,0,j = 0, s = 1, . . . , R, j = 1, . . . ,M − 1. (6.54)
For constructing the equations for i = 1, i = N − 1 and i = N we introduce the ficti-
tious grid points x−1, xN+1, xN+2. The values in these nodes are unknown because they
lie outside the region 〈0, l〉 × 〈0, T 〉. However, we can use the numerical differentiation
formulas:
Vs,1,j − Vs,−1,j
2d
= 0,
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Vs,N+1,j − 2Vs,N,j + Vs,N−1,j
d2
= 0,
Vs,N+2,j − 2Vs,N+1,j + 2Vs,N−1,j − Vs,N−2,j
2d3
= 0,
which approximate the second boundary condition in (6.46) and both conditions in (6.47).
Hence, we obtain the approximations Vs,−1,j = Vs,1,j, Vs,N+1,j = 2Vs,N,j − Vs,N−1,j and
Vs,N+2,j = 4Vs,N,j − 4Vs,N−1,j + Vs,N−2,j with order of accuracy O(d2).
When these approximations are used in (6.53) for i = 1, i = N − 1 and i = N , it
results in:
Vs,1,j+1=(2− 7r)Vs,1,j + r(−Vs,3,j + 4Vs,2,j)− Vs,1,j−1 +
+
τ 2
µ
(T(s, 1)e1 + gs,1,j + hs,1,j), (6.55)
Vs,N−1,j+1=(2− 5r)Vs,N−1,j + r(2Vs,N,j + 4Vs,N−2,j − Vs,N−3,j)− Vs,N−1,j−1 +
+
τ 2
µ
(T(s,N − 1)eN−1 + gs,N−1,j + hs,N−1,j), (6.56)
Vs,N,j+1=(2− 2r)Vs,N,j + r(4Vs,N−1,j − 2Vs,N−2,j)− Vs,N,j−1 +
+
τ 2
µ
(T(s,N)eN + gs,N,j + hs,N,j). (6.57)
Values corresponding to j = 0 and j = 1 must be supplied in order to compute the values
for j = 2. It is made by using the initial conditions (6.48) and the Taylor formula of order
two.
Vs,i,0 = ϕi, i = 1, . . . , N, s = 1, . . . , R, (6.58)
Vs,i,1 = ϕi + ψiτ − rd
4
2
∂4ϕ
∂x4
∣∣∣∣
xi
+
τ 2
2µ
(T(s, i)ei + gs,i,0 + hs,i,0), i = 1, . . . , N, s = 1, . . . , R.
(6.59)
The initial displacement ϕ(x) must fulfill the same boundary conditions as v(ξ, x, t),
therefore, we use fictitious grid points and analogical derivation of the equations for the
outside grid points while approximating ∂
4ϕ
∂x4
.
The objective function is again approximated by the composite Simpson’s rule with
coefficients a0 = 1 = aN , a2k−1 = 4, a2k = 2, k = 1, 2, . . . , N2 , b0 = 1 = bM , b2m−1 = 4,
b2m = 2, m = 1, 2, . . . ,
M
2
and N, M are even numbers.
Finally, the continuous two-stage stochastic quadratic program (6.44)-(6.50) is approxi-
mated by a large deterministic quadratic program:
min
e,gs,Vs
R∑
s=1
M∑
j=0
N∑
i=0
ps
dτ
9
aibj(Vs,i,j − ui,j)2 (6.60)
s. t. Vs,1 = Φ+ τΨ+
1
2
K1Φ+
τ 2
2µ
Fs,0, s = 1, . . . , R, (6.61)
Vs,j+1 = KVs,j −Vs,j−1 + τ
2
µ
Fs,j, j = 1 . . . ,M − 1, s = 1, . . . , R, (6.62)
Vs,0,j = 0, j = 0, . . . ,M, s = 1, . . . , R, (6.63)
Vs,i,0 = ϕi, i = 0, . . . , N, s = 1, . . . , R, (6.64)
gs,i,0 = 0, i = 0, . . . , N, s = 1, . . . , R, (6.65)
|Vs,i,j| ≤ vlimit, i = 0, . . . , N, j = 0, . . . ,M, s = 1, . . . , R, (6.66)
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where K1 =

−7r 4r −r 0 0 . . . 0
4r −6r 4r −r 0 . . . 0
−r 4r −6r 4r −r . . . 0
...
0 . . . −r 4r −6r 4r −r
0 . . . 0 −r 4r −5r 2r
0 . . . 0 0 −2r 4r −2r

is a square matrix of order N ,
Φ =
 ϕ1...
ϕN
 , Ψ =
 ψ1...
ψN
, K =

2−7r 4r −r 0 0 . . . 0
4r 2−6r 4r −r 0 . . . 0
−r 4r 2−6r 4r −r . . . 0
...
0 . . . −r 4r 2−6r 4r −r
0 . . . 0 −r 4r 2−5r 2r
0 . . . 0 0 −2r 4r 2−2r

is a square matrix of order N , Fs,j =
 T(s, 1)e1 + gs,1,j + hs,1,j...
T(s,N)eN + gs,N,j + hs,N,j
.
Vector Vs,j = (Vs,1,j, . . . , Vs,N,j)
T , j = 0, . . . ,M , s = 1, . . . , R, is the approximation of
v(ξ, x, t). Vector gs,j = (gs,0,j, . . . , gs,N,j)
T , j = 0, . . . ,M − 1, s = 1, . . . , R, is the approxi-
mation of of the second-stage decision variable g(ξ, x, t) and vector e = (e1, . . . , eN−1)
T is
the approximation of the first-stage decision variable e(x).
Deterministic quadratic program is implemented and solved in GAMS with solver
CONOPT. We consider a steel beam with square cross section with dimensions a = b =
= 6 · 10−3m, i. e. the second moment of the cross section is J = ab3
12
.
= 10−10m4, the
Young’s modulus is E = 200 · 109 Pa, density is ρ = 7850 kgm−3, µ = ρab .= 0.3 kgm−1.
The length of console is l = 1m, the observation time is T = 0.1 s and the displacement
limitation is vlimit = 10m. Numbers of discretization steps are N = 10, M = 10, number
of scenarios R varies from 5 to 2000. Required displacement is u(x, t) = 0. The initial
displacement is chosen as the second characteristic state of vibrations because it explicitly
satisfies the boundary conditions. Therefore, ϕ(x) = cosh λx
l
+k sinh λx
l
−cos λx
l
−k sin λx
l
,
where k = − coshλ+cosλ
sinhλ+sinλ
, 1 + coshλ cosλ = 0, λ = l
√
ω
.
= 4.694. The initial velocity is
set to ψ(x) = 0. Vector T1(x) is generated from the uniform distribution U(0, 1) and
ξ ∼ U(−5, 2). The external stochastic load h(ξ, x, t) is chosen in the same form as in the
previous subsection.
Input data and results, i. e. the external stochastic load, computed first-stage and
second-stage variables and displacement, are displayed in the figures 6.11-6.14 for model
with only 20 scenarios because of the clarity. But the numerical results concerning solution
quality and VSS are computed for model with 1000 scenarios. Program ran on a notebook
with Intel Core 2Duo 2GHz and 2GB RAM. Numbers of variables and constraints together
with CPU times are given in the table 6.2 for EO and EV deterministic reformulations.
The relevancy of including randomness into model is described by the value of stochas-
tic solution (see definition 5.2.7). In our case for 1000 scenarios, we obtain zEO = 0.014,
zEV = 0.003, EEV = 0.032 and V SS = 0.018. Hence, the optimal objective function
value is more than twice better in case of including randomness into model as in EO
reformulation, see program (6.60)-(6.66), than in case of replacing the random variable
by its mean value as in EV reformulation.
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Figure 6.11: Stochastic load h(ξ, x, t). Red line – EV model, blue lines – EO model.
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Figure 6.12: First-stage variable e(x). Red line – EV model, blue lines – EO model.
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Figure 6.13: Second-stage variable g(ξ, x, t). Red line – EV model, blue lines – EO model.
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Figure 6.14: Displacement v(ξ, x, t). Red line – EV model, blue lines – EO model.
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No. of scenarios R 20 1000 2000 Type of reformulation
No. of variables 4451 222 011 444 011 EO reformulation
No. of constraints 2661 133 001 266 001
CONOPT time [s] 0.1 69.4 154.1
No. of variables 365 365 365 EV reformulation
No. of constraints 266 266 266
CONOPT time [s] 0.01 0.01 0.01
Table 6.2: Computational properties of mathematical programs.
6.2 Relationship between EO and EV solution of the
two-stage stochastic quadratic program
Both models in previous section are described by the two-stage stochastic program with
quadratic second-stage objective function. Therefore, we are interested in more theoretical
properties of this type of models, especially in a relationship between technology matrix
and optimality conditions for the first-stage variable in case of EO and EV reformulations.
Let us assume the scenario-based two-stage stochastic program with quadratic second-
stage objective function:
min
x,ys
cTx+
∑
s∈S
ps(ys − u)T (ys − u) (6.67)
s. t. Ax = b, x ≥ 0, (6.68)
Tsx+Wsys = hs, ys ≥ 0 ∀s ∈ S. (6.69)
Now let’s simplify the previous program in the following way: in (6.67) the cost vector
c = 0, u = 0, remove the first stage constraints (6.68) and in (6.69) suppose Ts = I,
Ws =W and remove the nonnegativity constraints for both x and ys.
Theorem 6.2.1. Let ξ is a random variable with discrete probability distribution with
finite number of scenarios ξs, s ∈ S, where ps are the corresponding probabilities. Let
min
x,ys
∑
s∈S
psy
T
s ys (6.70)
s. t. x+Wys = hs ∀s ∈ S (6.71)
is an EO reformulation of a two-stage stochastic program with quadratic second-stage
objective function, identity technology matrix and deterministic recourse matrix, where x
is a first-stage decision vector and ys is a second-stage decision vector. Let
min
x,y
yTy (6.72)
s. t. x+Wy = E(h) (6.73)
is an EV reformulation of a two-stage stochastic program with quadratic second-stage
objective function, identity technology matrix and deterministic recourse matrix, where x
is a first-stage decision vector and y is a second-stage decision vector.
Then the first-stage optimal solutions of EO and EV reformulations are the same.
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Proof. The corresponding Lagrange function L of the program (6.70)-(6.71) with Lagrange
coefficients λs is:
L(x, (ys)s∈S, (λs)s∈S) =
∑
s∈S
psy
T
s ys +
∑
s∈S
(x+Wys − hs)Tλs.
KKT conditions [3] lead to the following equations:∑
s∈S
λs = 0, (6.74)
2psys +WTλs = 0 ∀s ∈ S, (6.75)
x+Wys − hs = 0 ∀s ∈ S. (6.76)
From (6.75) we get: ys = − 12psWTλs ∀s ∈ S and after substitution into (6.76) we obtain:
− 1
2ps
WWTλs = hs − x ∀s ∈ S. We take convex combination of these equations and
obtain: −∑
s∈S
1
2
WWTλs =
∑
s∈S
ps(hs − x) and from (6.74) we have:
∑
s∈S
ps(hs − x) = 0.
Therefore the optimality condition describing the optimal first-stage solution x for EO
reformulation is:
x =
∑
s∈S
pshs = E(h). (6.77)
Now we take EV reformulation, where we replace random variable by its mean value. The
corresponding Lagrange function L of the program (6.72)-(6.73) with Lagrange coefficients
λ is now:
L(x,y,λ) = yTy + (x+Wy − E(h))Tλ.
KKT conditions give us the following equations:
λ = 0, (6.78)
2y +WTλ = 0, (6.79)
x+Wy − E(h) = 0. (6.80)
We substitute (6.78) into (6.79) and we obtain y = 0. From (6.80) we get the optimality
condition describing the optimal first-stage solution x for EV reformulation:
x = E(h). (6.81)
Comparing (6.77) with (6.81), EO and EV reformulations have the same first-stage opti-
mal solutions.
Therefore, EEV value is the same as the value zEO and hence, V SS = 0 for this type
of problems. It is useless to solve EO reformulation and it is sufficient to solve simpler
EV reformulation. This result is valid also for nonzero cost vector c.
But the following theorem holds for the random technology matrix T.
Theorem 6.2.2. Let ξ is a random variable with discrete probability distribution with
finite number of scenarios ξs, s ∈ S, where ps are the corresponding probabilities. Let
min
x,ys
∑
s∈S
psy
T
s ys (6.82)
s. t. Tsx+Wys = hs ∀s ∈ S (6.83)
42
is an EO reformulation of a two-stage stochastic program with quadratic second-stage
objective function, random technology matrix and deterministic recourse matrix, where x
is a first-stage decision vector and ys is a second-stage decision vector. Let
min
x,y
yTy (6.84)
s. t. E(T)x+Wy = E(h) (6.85)
is an EV reformulation of a two-stage stochastic program with quadratic second-stage
objective function, random technology matrix and deterministic recourse matrix, where x
is a first-stage decision vector and y is a second-stage decision vector.
Then the sets of the first-stage optimal solutions of EO and EV reformulations have empty
intersections.
Proof. The corresponding Lagrange function L of the program (6.82)-(6.83) with Lagrange
coefficients λs is:
L(x, (ys)s∈S, (λs)s∈S) =
∑
s∈S
psy
T
s ys +
∑
s∈S
(Tsx+Wys − hs)Tλs.
KKT conditions lead to the following equations:∑
s∈S
TTs λs = 0, (6.86)
2psys +WTλs = 0 ∀s ∈ S, (6.87)
Tsx+Wys − hs = 0 ∀s ∈ S. (6.88)
We take (6.88) times 2ps and subtract it from (6.87) times W. The results is:
WWTλs − 2ps(Tsx− hs) = 0 ∀s ∈ S
and if the matrix WWT is regular we can write:
λs = 2ps(WWT )−1(Tsx− hs) ∀s ∈ S.
After substitution into (6.86) we get the optimality condition for EO reformulation:∑
s∈S
psTTs (WWT )−1Tsx =
∑
s∈S
psTTs (WWT )−1hs. (6.89)
Now we take EV reformulation where we replace random variable by its mean value. The
corresponding Lagrange function L of the program (6.84)-(6.85) with Lagrange coefficients
λ is now:
L(x,y,λ) = yTy + (E(T)x+Wy − E(h))Tλ.
KKT conditions give us the following equations:
E(T)Tλ = 0, (6.90)
2y +WTλ = 0, (6.91)
E(T)x+Wy − E(h) = 0. (6.92)
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We take (6.92) times 2 and subtract it from (6.91) times W. The results is:
WWTλ− 2(E(T)x− E(h) = 0 ∀s ∈ S
and if the matrix WWT is regular we can write:
λ = 2(WWT )−1(E(T)x− E(h) ∀s ∈ S.
After substitution into (6.90) we get the optimality condition for EV reformulation:
E(T)T (WWT )−1E(T)x = E(T)T (WWT )−1E(h). (6.93)
This equation is equivalent to the following one:
∑
s∈S
psTTs (WWT )−1
∑
s∈S
psTsx =
∑
s∈S
psTTs (WWT )−1
∑
s∈S
pshs. (6.94)
The optimality conditions ((6.89) and (6.94)) give different first-stage optimal solutions
x for EO and EV reformulations.
Therefore, EEV value is different from the value zEO and hence, V SS 6= 0 for this
type of problems. It means that the problems with the random technology matrix T
should not be solved by simple EV reformulation and more computationally intensive EO
reformulation should be solved to obtain reasonable and reliable results.
6.3 ODE constrained stochastic programming mo-
dels
In addition to the aims of the Ph.D. thesis from chapter 2, where we assumed dynamic
engineering optimization problems leading to PDE constrained stochastic programs, we
have also studied static optimization problems constrained by ODE.
6.3.1 Stochastic optimization of design of beam cross section
dimensions – variant I
An optimization problem from the area of civil engineering describing deflection of a beam2
has been chosen on the recommendation of specialists dealing with similar problems,
e. g. [42]. The aim of the optimization is to obtain an optimal design of beam cross section
dimensions while weight is minimized (6.95), rigidity is maximized (6.96) and deflection
2We assume that the dimensions of the constant cross section are substantially smaller than the length,
i. e. the beam is modelled by the prismatic bar and the ODE describes the deflection of the centreline.
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is minimized (6.97), see the following model and figure 6.15.
min ρabl (6.95)
max
E(ξ)ab3
12
(6.96)
min v(ξ, x) (6.97)
s. t. E(ξ)
ab3
12
d4v
dx4
(ξ, x) = h(x), x ∈ 〈0, l〉, ξ ∈ Ξ, (6.98)
v(ξ, 0) = 0,
dv
dx
(ξ, 0) = 0, ξ ∈ Ξ, (6.99)
v(ξ, l) = 0,
dv
dx
(ξ, l) = 0, ξ ∈ Ξ, (6.100)∣∣∣∣E(ξ)d2vdx2 (ξ, x) b2
∣∣∣∣ ≤ σlimit, x ∈ 〈0, l〉, ξ ∈ Ξ, (6.101)
amin ≤ a ≤ amax, (6.102)
bmin ≤ b ≤ bmax, (6.103)
where ρ is the beam density, l is the beam length, x is the related space coordinate,
ξ : Ξ → R is a random variable, E is random Young’s modulus (because of varying
uncertain material characteristics [43]), h(x) is a deterministic static load, a, b are decision
variables (dimensions of the cross section) and v(ξ, x) is a deflection with the opposite
direction than the axis y. The ODE (6.98) describes transverse deflection of the beam3,
boundary conditions for clamped end points given by (6.99) and (6.141) mean that there
are zero transverse deflections and their slopes. Furthermore, the maximum stress σmax
given as σmax(x) =
M(x)
J
ymax = ±E d2vdx2 (x) b2 , where M(x) = −EJ d
2v
dx2
(x) is the bending
moment, J = ab
3
12
is the second moment of the cross section with respect to the axis z and
ymax = ± b2 , must be bounded because of safety reasons. Limiting value σlimit relates to
the proportional limit which marks the end of the area of elastic behaviour described by
Hooke’s law where the stress is proportional to the relative deformation [9], see constraint
(6.101). Finally, the dimensions of the beam cross section must be bounded, see (6.102)
and (6.103).
l a
b
x
y
z
y
Figure 6.15: Scheme of loaded beam and its cross section with dimensions to optimize.
3It is derived on the assumptions that the influence of the shear force on the strain is neglected
(i. e.T = 0), there are no temperature fluctuations and the cross section is constant.
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As it is mentioned above, deterministic reformulation of the underlying program
(6.95)-(6.103) have to be made. We will consider EO reformulation which means taking
mean value of objective functions (6.95)-(6.97) and almost surely satisfying of constraints
(6.98)-(6.101). Hence, we obtain continuous two-stage stochastic nonlinear program with
a scheme in the figure 6.16.
min ρabl (6.104)
max E
(
E(ξ)ab3
12
)
(6.105)
min E (v(ξ, x)) (6.106)
s. t. E(ξ)
ab3
12
d4v
dx4
(ξ, x) = h(x), x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.107)
v(ξ, 0) = 0,
dv
dx
(ξ, 0) = 0, a. e. ξ ∈ Ξ, (6.108)
v(ξ, l) = 0,
dv
dx
(ξ, l) = 0, a. e. ξ ∈ Ξ, (6.109)∣∣∣∣E(ξ)d2vdx2 (ξ, x) b2
∣∣∣∣ ≤ σlimit, x ∈ 〈0, l〉, a. e. ξ ∈ Ξ, (6.110)
amin ≤ a ≤ amax, (6.111)
bmin ≤ b ≤ bmax. (6.112)
Stage 1
v(ξ  ,x)s
decision
observation
of ξ
decision
a,b
Stage 2
Figure 6.16: Scheme of the two-stage stochastic program (6.104)-(6.112).
As we have mentioned in the previous subsections for PDE constrained programs, the
proper approximations must be made, i. e. scenario-based approach for the approximation
of random variable and finite difference method with uniform grid spacing for the dis-
cretization of the space x coordinate in objective function and constraints are used. The
notation is analogous as in the previous subsections with only difference that we omit
coordinate t and index j.
The difference formula analogous to (6.51) with omitting index j is substituted into
(6.107) and we get difference equations of transverse deflection for s = 1, . . . , R and
i = 2, . . . , N − 2:
ab3Es(Vs,i+2 − 4Vs,i+1 + 6Vs,i − 4Vs,i−1 + Vs,i−2) = 12d4hi. (6.113)
Central difference formula analogous to (6.6) is substituted into (6.110) and dis-
cretized versions of ODE describing stress limitation are obtained for s = 1, . . . , R and
i = 1, . . . , N − 1:
|bEs(Vs,i+1 − 2Vs,i + Vs,i−1)| ≤ 2d2σlimit. (6.114)
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The equations for i = 0 and i = N are given by the first boundary conditions in (6.108)
and (6.109):
Vs,0 = 0, Vs,N = 0, s = 1, . . . , R. (6.115)
For constructing the equations for i = 1 and i = N−1 the fictitious grid points x−1, xN+1
are again introduced. The values in these nodes are obtained by means of the numerical
differentiation formulas
Vs,1 − Vs,−1
2d
= 0,
Vs,N+1 − Vs,N−1
2d
= 0,
which approximate the second boundary conditions in (6.108) and (6.109). Hence we
obtain the approximations Vs,−1 = Vs,1 and Vs,N+1 = Vs,N−1 with order of accuracy O(d2).
When these approximations are used in (6.113) for i = 1 and i = N − 1, it results in:
ab3E1(Vs,3 − 4Vs,2 + 7Vs,1) = 12d4h1,
ab3EN−1(7Vs,N−1 − 4Vs,N−2 + Vs,N−3) = 12d4hN−1.
After substitution of these approximations into (6.114) for i = 0 and i = N , we obtain:
|bE1Vs,1| ≤ d2σlimit,
|bEN−1Vs,N−1| ≤ d2σlimit.
Because we assume discrete probability distribution of random variable ξ with finite
number of equiprobable scenarios, the mean values in the objectives (6.105) and (6.106)
are computed by summation as in definition 5.1.4. Furthermore, the deflection is always
in the direction of the acting load, i. e. v(ξ, x) ≥ 0 for every scenario of ξ. Therefore, only
simple summation of deflection values along the beam length is needed to minimize the
deflection.
Hence, the continuous two-stage stochastic nonlinear program (6.104)-(6.112) is approxi-
mated by a large multi-objective deterministic nonlinear program
min ρabl (6.116)
max
R∑
s=1
ps
Esab
3
12
(6.117)
min
R∑
s=1
N∑
i=0
psVs,i (6.118)
s. t. ab3KEsVs = f , s = 1, . . . , R, (6.119)
Vs,0 = 0, Vs,N = 0, s = 1, . . . , R, (6.120)
|bCEsVs| ≤ d2σlimitg, s = 1, . . . , R, (6.121)
amin ≤ a ≤ amax, (6.122)
bmin ≤ b ≤ bmax, (6.123)
where K=

7 −4 1 0 0 . . . 0
−4 6 −4 1 0 . . . 0
1 −4 6 −4 1 . . . 0
...
0 . . . 1 −4 6 −4 1
0 . . . 0 1 −4 6 −4
0 . . . 0 0 1 −4 7

is a square matrix of order N − 1,
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f =
 12d
4h1
...
12d4hN−1
, g = (1, 2, 2, . . . , 2, 1)T is (N + 1)-dimensional vector and
C =

1 0 0 . . . 0
−2 1 0 . . . 0
1 −2 1 . . . 0
...
0 . . . 1 −2 1
0 . . . 0 1 −2
0 . . . 0 0 1

is a matrix of order (N + 1)× (N − 1).
The objective function (6.118) can be also written in more compact form as min
R∑
s=1
ps1
TV∗s ,
where 1T = (1, 1, . . . , 1) is (N + 1)-dimensional vector. Vectors Vs = (Vs,1, . . . , Vs,N−1)
T ,
respectively V∗s = (Vs,0, . . . , Vs,N)
T , are the approximations of v(ξ, x) and Es = E(ξs),
s = 1, . . . , R.
For multiple objectives we employ the weighted sum approach typically used in multi-
objective optimization [55]. Therefore, our three objectives functions (6.116)-(6.118) are
replaced by the following single-objective function:
min
a,b,Vs
(
−α
R∑
s=1
ps
Esab
3
12crigid
+ β
ρabl
cweight
+ γ
R∑
s=1
N∑
i=0
ps
Vs,i
cdefl
)
, (6.124)
where α, β, γ > 0 are the weighting coefficients, α+ β + γ = 1 and crigid, cweight, cdefl are
typical values of rigidity, weight and deflection of the beam (i. e. normalizing constants).
These values are obtained as the optimal values of objective function of three single-
objective optimization problems.
The results are presented for the following input data and related formulas. For
better scaling we do not compute with SI units but we use units common in engineering
computations, i. e. length is given in mm (milimeters), weight is given in t (tons) and
stress is given in MPa (megapascals). The load is quadratic: h(x) = −4h0 x2l2 + 4h0 xl ,
h0 = 20Nmm
−1 (see figure 6.17), the length of steel beam is l = 1000mm with density
ρ = 7.85 · 10−9 tmm−3. The stress limitation is σlimit = 100MPa. Number of grid points
is N = 50, we assume R = 100 scenarios and bounding values of beam dimensions are
amin = bmin = 10mm, amax = bmax = 100mm. The weighting coefficients are chosen
as: α = 0.3; β = 0.45; γ = 0.25. The normalizing constants have the following values:
crigidity = 1.80 · 1012Nmm2, cweight = 0.007 t and cdefl = 0.7mm. We assume random
Young’s modulus: Es = 2 ·105MPa+Erandom,s where Erandom,s ∼ U(−1 ·104, 5 ·104)MPa.
Randomness of Young’s modulus E can be caused by different heat–treating process
of steel such as normalization, soft annealing, annealing or by different quality of the
material.
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Figure 6.17: Quadratic load h(x).
Program with the objective
function (6.124) and con-
straints (6.119)-(6.123) is
implemented in GAMS with
solver CONOPT and ran on
a notebook with Intel Core
2Duo 2GHz and 2GB RAM.
Numbers of variables and
constraints together with CPU
times are given in the table 7.3
for EO and EV deterministic
reformulations.
The optimal objective function value is z = 2.13. The optimal dimensions are
a = 22.4mm, b = 100mm and we use it as a candidate solution a¯ = (a, b)T for Monte
Carlo bounding technique described in the following chapter. The fact, that the optimal
shape of the beam cross section is a rectangle with longer side parallel and shorter side
perpendicular to direction of load, is in agreement with physical assumptions.
No. of scenarios R 20 100 1000 Type of reformulation
No. of variables 1023 5103 51 003 EO reformulation
No. of constraints 3061 15 301 153 001
CONOPT time [s] 0.7 7.4 31.7
No. of variables 54 54 54 EV reformulation
No. of constraints 154 154 154
CONOPT time [s] 0.03 0.03 0.03
Table 6.3: Computational properties of mathematical programs.
Deflection and maximum stress are presented in the figure 6.18 for model with only
20 scenarios because of the clarity. Maximum deflection of about 0.13mm occurs in the
middle of the beam while it decreases towards the beam’s ends. Maximum tensile stress
of about 35MPa occurs at the ends of the beam while maximum compression stress of
about −20MPa occurs in the middle of the beam. Maximum stress reaches the same
values for both reformulations (see figure 6.18 b)), i. e. its values does not depend on the
realization of random variable ξ. This fact is in agreement with the underlying physics.
Maximum stress can be also determined analytically without computing d
2v
dx2
(ξ, x) and we
will show that it depends neither on deflection v(ξ, x) nor on the realization of random
variable ξ.
The bending moment M(x) and the normal force N(x) are given as
M(x) =MB −
x∫
0
h(y)(x− y) dy + FByx,
N(x) = −FBx,
where h(x) is the external deterministic load, MB is a reaction moment and FBx, FBy are
reaction forces, see figure 6.19. We suppose that the influence of the shear force on the
strain is neglected (T (x) = 0).
49
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.10
0.12
0.14
x [m]
v
 [
m
m
]
a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-30
-20
-10
0
10
20
30
40
x [m]
σ
 [
M
P
a
]
b)
Figure 6.18: a) Deflection v(ξ, x). Red line – EV model, blue lines – EO model, b) Max-
imum stress (red and blue lines coincide).
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Figure 6.19: Creating a released structure and introducing the inner stress resultants.
u and v mean transverse and longitudinal displacements and ϕ means slope.
In our case with quadratic load, we obtain after integration
M(x) =MB − 2h0x
3
3l
+
h0x
4
3l2
+ FByx. (6.125)
Furthermore, according to the Castigliano’s theorem [24] the following equations have to
be fulfilled.
uB =
x∫
0
M(x)
EJ
∂M(x)
∂FBx
dx+
x∫
0
N(x)
ES
∂N(x)
∂FBx
dx = 0,
vB =
x∫
0
M(x)
EJ
∂M(x)
∂FBy
dx+
x∫
0
N(x)
ES
∂N(x)
∂FBy
dx = 0,
ϕB =
x∫
0
M(x)
EJ
∂M(x)
∂MB
dx+
x∫
0
N(x)
ES
∂N(x)
∂MB
dx = 0,
where S is an area of the cross section.
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It means that we solve these three equations with respect to the unknown values MB,
FBx and FBy and we get MB = − 115h0l2, FBx = 0 and FBy = 13h0l. After substitution
these values into (6.125) and subsequent substitution of M(x) into σmax(x) = ±6M(x)ab2 the
following form of the maximum stress is obtained:
σmax(x) = ±2h0
ab2
(
−1
5
l2 + lx− 2x
3
l
+
x4
l2
)
. (6.126)
It is obvious that the maximum stress really does not depend on the realization of random
variable ξ and the constraint (6.101) can be replaced for deterministic quadratic load
h(x) = −4h0 x2l2 + 4h0 xl by another constraint∣∣∣∣2h0ab2
(
−1
5
l2 + lx− 2x
3
l
+
x4
l2
)∣∣∣∣ ≤ σlimit, x ∈ 〈0, l〉. (6.127)
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Figure 6.20: Feasibility of the first-stage solutions.
An interesting point is the con-
vexity of the objective function
(6.124). Therefore, we solved pro-
gram (6.124), (6.119)-(6.123) for
fixed values of the first-stage vari-
ables (dimensions a and b) and
check their feasibility to obtain the
feasibility set. The intervals for a
and b were divided into 10 values,
i. e. 100 programs were solved. The
feasibility set is presented in the fig-
ure 6.20.
The objective function values were
computed for feasible first-stage so-
lutions and the function is not con-
vex (see the figure 6.21). Therefore,
the obtained local minimum solu-
tion may not be the global one. But
we hope that this solution is at least
suboptimal, i. e. it is better than the
existing solution, which is sufficient
for the engineers.
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Figure 6.21: Values of objective function for feasible
first-stage solutions.
As the next step, we discuss model (6.116)-(6.123) from multi-objective viewpoint
where a notion of an optimal solution is replaced by the concepts of efficient points and
efficient frontier (see chapter 4). The set of points on the efficient frontier can be computed
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by repeated optimization of (6.116)-(6.123) for various relevant values of selected criteria
(in our case for various values of the parameters ϑ and ω, see below). New constraints
enforcing achievement levels for all but one criterion (see (6.117), (6.118)) are added and
the remaining criterion related to (6.116) is treated as a single-objective function. In our
case we add the following two constraints:
R∑
s=1
ps
Esab
3
12
≥ ϑ, (6.128)
R∑
s=1
N∑
i=0
psVs,i ≤ ω, (6.129)
where the parameters ϑ and ω are varied in the range of relevant rigidity and deflection
values (ϑ ∈ (1.28 ·1011; 1.79 ·1012)Nmm2, ω ∈ (0.67; 9.37)mm). Both intervals are divided
into 11 uniformly distributed values, and therefore, we solve 11 · 11 = 121 optimization
programs with objective function (6.116), constraints (6.119)-(6.123), (6.128), (6.129) and
different values of parameters ϑ and ω. These programs are solved for R = 10 scenarios
instead of R = 100 scenarios because of the computational intensity.
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Figure 6.22: Efficient frontier.
The efficient frontier for
our three-objective problem
degenerates into the curve (see
figure 6.22) because of the
impact of involved physical
characteristics on the feasible
region. It means that different
efficient points produce the
same point in the objective
function value space.
Because we have employed the weighted sums approach in our problem (see objective
function 6.124), we are interested in parametric analysis with respect to the weighting
coefficients typically required by engineers. The weighting coefficient α is varied from 0
to 1 using increments of 0.05. The weighting coefficient β is varied from 0 to 1 − α and
γ is computed as γ = 1− α − β. For every value of α excluding the last one (α = 1) we
have 20 values of β and γ.
Figure 6.23 shows the effect of the weighting coefficients α and β on the optimal
values of rigidity, weight and deflection. Figure 6.24 shows the same for optimal values
of dimensions a and b. The effect of weighting coefficients is qualitatively the same for
rigidity, weight and dimension a.
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Figure 6.23: Beam weight, rigidity and deflection versus weighting coefficients α and β.
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Figure 6.24: Beam cross section dimensions a and b versus weighting coefficients α, β.
We obtained two extreme solutions and many intermediate solutions by varying the
weighting coefficients:
• a = 10mm, b = 89.4mm for β = 1− α, α ∈ 〈0; 0.75〉 (see figure 6.25 a)).
This solution corresponds to minimum weight 0.007 t, minimum rigidity
1.29 · 1011Nmm2 and maximum deflection 9.3mm.
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Figure 6.25: Relationship between α and β for dimensions a) a = 10mm and b = 89.4mm,
b) a = 100mm and b = 100mm.
0.90.80.70.60.50.40.30.20.10.0
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
α
β
β=-0.91α+0.90
β=-0.95α+0.95
β=1-α
Figure 6.26: Relationship between α and β for dimensions a = 10mm and b = 100mm.
• a = 10mm, b = 100mm for β = 1 − α, α ∈ 〈0.8; 0.9〉 or β = −0.95α + 0.95,
α ∈ 〈0; 0.85〉 or β = −0.91α + 0.9, α ∈ 〈0; 0.35〉 (see figure 6.26).
This is the intermediate solution. It corresponds to the weight 0.008 t, rigidity
1.80 · 1011Nmm2 and deflection 6.7mm. The second and third equations for β are
obtained by linear regression.
• a ∈ (10; 100)mm, b = 100mm otherwise.
These are also the intermediate solutions (see figure 6.24).
• a = 100mm, b = 100mm for β = 0, α ∈ 〈0; 1〉 or β ∈ (0; 0.08〉, α varying (see figure
6.25 b)).
This solution corresponds to maximum weight 0.079 t, maximum rigidity
1.80 · 1012Nmm2 and minimum deflection 0.7mm.
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It can be seen from the above summary of parametric analysis that the longer side
of rectangular cross section b can reach only two values 89.4mm and 100mm while the
shorter side a can vary in the whole interval 〈10; 100〉mm.
6.3.2 Stochastic optimization of design of beam cross section
dimensions – variant II
In this section we will simplify our previous three-objective problem, omit minimization
of deflection and study differences with respect to the results of previous model. It means
that we will consider only two-objective optimization problem with minimizing the beam
weight and maximizing the beam rigidity while the dimensions of the beam cross section
have to be optimized. Hence, the underlying model will be as follows.
min ρabl (6.130)
max
E(ξ)ab3
12
(6.131)
s. t. E(ξ)
ab3
12
d4v
dx4
(ξ, x) = h(x), x ∈ 〈0, l〉, ξ ∈ Ξ, (6.132)
v(ξ, 0) = 0,
dv
dx
(ξ, 0) = 0, ξ ∈ Ξ, (6.133)
v(ξ, l) = 0,
dv
dx
(ξ, l) = 0, ξ ∈ Ξ, (6.134)∣∣∣∣E(ξ)d2vdx2 (ξ, x) b2
∣∣∣∣ ≤ σlimit, x ∈ 〈0, l〉, ξ ∈ Ξ, (6.135)
amin ≤ a ≤ amax, (6.136)
bmin ≤ b ≤ bmax. (6.137)
EO deterministic reformulation converts this underlying program (6.130)-(6.137) into
continuous stochastic nonlinear program. After using the approximations described in
section 6.3.1, the following large multi-objective deterministic nonlinear program is ob-
tained.
min ρabl (6.138)
max
R∑
s=1
ps
Esab
3
12
(6.139)
s. t. ab3KEsVs = f , s = 1, . . . , R, (6.140)
Vs,0 = 0, Vs,N = 0, s = 1, . . . , R, (6.141)
|bCEsVs| ≤ d2σlimitg, s = 1, . . . , R, (6.142)
amin ≤ a ≤ amax, (6.143)
bmin ≤ b ≤ bmax, (6.144)
where the matrices K and C and vector Vs have the same meaning as in section 6.3.1.
The weighted sum approach is used for practical implementation and the objectives
functions (6.138)-(6.139) are replaced by the following single-objective function:
min
a,b,Vs
(
−α
R∑
s=1
ps
Esab
3
12crigid
+ β
ρabl
cweight
)
, (6.145)
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where α, β > 0 are the weighting coefficients, α + β = 1 and crigidity, cweight are typical
values of rigidity and weight of the beam (i. e. normalizing constants). These values are
obtained as the optimal values of objective function of two single-objective optimization
problems.
The results are presented for the same input data and related formulas as in the
previous section. The different values of the weighting coefficients α = 0.5 and β = 0.5
are the only exception. The optimal objective function value is z = 0.47. The optimal
dimensions are a = 10mm, b = 89.4mm. Deflection and maximum stress are presented in
the figure 6.27 for model with only 20 scenarios because of the clarity. Maximum deflection
of about 0.40mm occurs in the middle of the beam while it decreases towards the beam’s
ends. Maximum stress reaches the same values for both reformulations, i. e. its values do
not depend on the realization of random variable ξ. Maximum tensile stress 100MPa
occurs at the ends of the beam while maximum compression stress of about −57MPa
occurs in the middle of the beam. Optimal solution of this two-objectives problem fully
takes advantage of the limiting value of maximum stress 100MPa, and therefore, the
optimal cross section is smaller. Hence, the beam weight is also smaller.
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Figure 6.27: a) Deflection v(ξ, x). Red line – EV model, blue lines – EO model, b) Max-
imum stress (red and blue lines coincide).
Furthermore, we will study model (6.138)-(6.144) from multi-objective point of view
the same way as in the previous section. The efficient frontier is again computed by
repeated optimization of (6.138)-(6.144). One more constraint enforcing achievement
level for one criterion ((6.139) in our case) is added and the second criterion (6.138) is
treated as a single-objective function. It means that we add the following constraint:
R∑
s=1
ps
Esab
3
12
≥ ϑ, (6.146)
where the parameter ϑ is varying in the range of relevant rigidity values (ϑ ∈ (1.29 · 1011;
1.80 · 1012)Nmm2). This interval for ϑ is divided into 51 uniformly distributed values and
therefore we solve 51 optimization programs with objective function (6.138), constraints
(6.140)-(6.144), (6.146) and different values of parameter ϑ.
Efficient frontier of the two-objective problem is plotted in the figure 6.28. A feasi-
ble point (a, b) = (10.7; 90)mm graphs as a point (rigidity, weight) = (1.41 · 1011Nmm2;
0.0076 t) but it cannot be efficient because it is dominated by a point (a, b) = (10; 96.5)mm
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producing the point (rigidity, weight) = (1.61·1011Nmm2; 0.0076 t) with the same weight
but superior rigidity. Feasibility of the non-efficient point was verified by fixing the
values of the first-stage solution (a, b) = (10.7; 90)mm and solving program with ob-
jective function (6.145), constraints (6.140)-(6.144) and arbitrary combination of the
weighting coefficients α and β. A point (a, b) = (19.3; 50)mm graphs as the point
(rigidity, weight) = (4.34 · 1010Nmm2; 0.0076 t) which lies outside the feasible region
bounded by efficient frontier and lines weight = 0.078 t and rigidity = 1.29 · 1011Nmm2
and therefore is infeasible. The efficient frontier is the useful tool for engineers in practice.
If the engineer selects a certain value of e. g. rigidity, then the efficient frontier enables him
to find the best (smallest) possible weight. Furthermore, he can see all feasible combina-
tions of rigidity and weight.
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Figure 6.28: Efficient frontier.
The parametric analysis with respect to the weighting coefficients is made. The co-
efficient α is varied from 0 to 1 using increments of 0.02. The weighting coefficient β is
computed as β = 1−α. Figure 6.29 shows the effect of the weighting coefficient α on the
optimal values of rigidity and weight. Figure 6.30 shows the same for optimal values of
cross section dimensions a and b. The effect of weighting coefficients is qualitatively the
same for rigidity and weight, i. e. with increasing weighting coefficient α both weight and
rigidity are increasing.
We obtained two extreme solutions and one intermediate solution by varying the
weighting coefficient α:
• a = 10mm, b = 89.4mm for α ∈ 〈0; 0.78〉.
This solution corresponds to minimum weight 0.007 t and minimum rigidity
1.29 · 1011Nmm2.
• a = 10mm, b = 100mm for α ∈ 〈0.8; 0.9〉.
This is the intermediate solution. It corresponds to weight 0.008 t and rigidity
1.80 · 1011Nmm2.
• a = 100mm, b = 100mm for α ∈ 〈0.92; 1〉.
This solution corresponds to maximum weight 0.079 t and maximum rigidity
1.80 · 1012Nmm2.
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Figure 6.29: Beam rigidity and weight versus weighting coefficient α.
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Figure 6.30: Beam dimensions a and b versus weighting coefficient α.
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When we compare the results of parametric analysis for this two-objective and previous
three-objective problems, we obtain the following conclusions. The longer side of rectan-
gular cross section b can reach only two values 89.4mm and 100mm in both problems. But
the shorter side a reaches only two values 10mm and 100mm given by constraint (6.143)
in case of two-objective problem while it can vary in the whole interval (10; 100)mm for
three-objective problem. It means that all three solutions of two-objective problem are
involved in the set of all solutions of three-objective problem.
6.3.3 Chance constrained stochastic optimization of design of
beam cross section dimensions
At the end of this chapter, we will study the alternatives of approximations of the model
that includes reliability-related probabilistic terms (the aim of the Ph.D. thesis no. 4).
There can be found various requirements for optimization in applications, e. g. to in-
crease reliability of some equipment (especially in engineering). Therefore, our last refor-
mulation will contain individual chance constraint (see inequality (6.152)) which provides
a simple probability measure. Strictly speaking, the probability that the maximum deflec-
tion does not exceed a given limiting value has to be greater or equal to a given confidence
level. We can imagine that if the deflection of the beam is too large, then the beam can
be damaged and its reliability may become worse. Therefore, we compute empirical prob-
ability of satisfying the constraint max
x
v(ξ, x) ≤ A (notation is explained below) for the
previous two-objective model and find out that it is too small. For that reason we add the
chance constraint into model to obtain higher reliability. The corresponding underlying
program has the following form.
min ρabl (6.147)
max
E(ξ)ab3
12
(6.148)
s. t. E(ξ)
ab3
12
d4v
dx4
(ξ, x) = h(x), x ∈ 〈0, l〉, ξ ∈ Ξ, (6.149)
v(ξ, 0) = 0,
dv
dx
(ξ, 0) = 0, ξ ∈ Ξ, (6.150)
v(ξ, l) = 0,
dv
dx
(ξ, l) = 0, ξ ∈ Ξ, (6.151)
P(max
x
v(ξ, x) ≤ A) ≥ 1− αp, ξ ∈ Ξ, (6.152)∣∣∣∣E(ξ)d2vdx2 (ξ, x) b2
∣∣∣∣ ≤ σlimit, x ∈ 〈0, l〉, ξ ∈ Ξ, (6.153)
amin ≤ a ≤ amax, (6.154)
bmin ≤ b ≤ bmax, (6.155)
where P is a probability measure on (Ξ,B), A is a given limiting value for maximum
deflection and 1− αp is a confidence level.
Scenario-based approach and finite difference method described in section 6.3.1 and
the weighted sum approach are used to obtain approximating programs.
The first possible approach for solving an optimization problem involving random
variable with discrete distribution with R scenarios is a mixed-integer nonlinear reformu-
lation (MINLP) (see [63] for the formulation and [52] for precise theoretical results). But
there is a problem with function max in constraint (6.152) in practical implementation.
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Therefore, maximum is replaced by summation, i. e.
P(
∑
x
v(ξ, x) ≤ A) ≥ 1− αp, ξ ∈ Ξ. (6.156)
The chance constraint (6.156) is then approximated by two inequalities (6.160) and
(6.161). The approximating deterministic mixed-integer program has the following form:
min
a,b,Vs,δs
(
−α
R∑
s=1
ps
Esab
3
12crigid
+ β
ρabl
cweight
)
(6.157)
s. t. ab3KEsVs = f , s = 1, . . . , R, (6.158)
Vs,0 = 0, Vs,N = 0, s = 1, . . . , R, (6.159)
N∑
i=0
Vs,i −Mp(1− δs) ≤ A, s = 1, . . . , R, (6.160)
R∑
s=1
psδs ≥ 1− αp, (6.161)
|bCEsVs| ≤ d2σlimitg, s = 1, . . . , R, (6.162)
amin ≤ a ≤ amax, (6.163)
bmin ≤ b ≤ bmax, (6.164)
where δs ∈ {0, 1}, s = 1, . . . , R are the binary variables and Mp is a sufficiently large
number which bounds
N∑
i=0
Vs,i − A for s = 1, . . . , R from above and the other notation is
the same as in the section 6.3.1.
This model has been implemented in GAMS with solver of mixed-integer programming
problems BARON (see section 7.1). This solver has been selected as a suitable solution
tool because of the recent computational experience, see [34]. The limiting value has
been computed as A = ε − 1, where ε = max
s
N∑
i=0
Vs,i is computed for program (6.145),
(6.140)-(6.144) with corresponding number of scenarios. Hence, Mp ≥ ε− (ε−1) = 1 and
we set its value to Mp = 2.
The confidence level has been chosen as 1 − αp = 0.8. At first, only R = 5 scenari-
os have been assumed with A = 9.004mm. CPU time was 14:46 min for PC with Intel
Core i7 CPU 920 2.79 GHz and 12 GB RAM. The objective function value is z = 0.48, op-
timal dimensions are a = 10mm and b = 92.6mm. Optimal values of binary variables are
δs = 1 for all s. After computing
N∑
i=0
Vs,i, we find out that the constraint
∑
x
v(ξ, x) ≤ A is
satisfied for all five scenarios and therefore the empirical probability of satisfying this con-
straint is equal to 1. The reason for this situation is the following. The constraint (6.160)
is derived from the implication condition δs = 1 ⇒
N∑
i=0
Vs,i ≤ A and that is why the
inequality
N∑
i=0
Vs,i ≤ A has to be satisfied for δs = 1 and we cannot say anything about
relationship of
N∑
i=0
Vs,i and A for δs = 0 (see table 6.4).
60
δs = 1
N∑
i=0
Vs,i ≤ A δs = 1⇒
N∑
i=0
Vs,i ≤ A
1 1 1
1 0 0
0 1 1
0 0 1
Table 6.4: Truth table of implication.
Furthermore, we are also interested in the influence of the valueMp. It can be seen from
the table 6.5 thatMp influences solution very much and it is better to choose smaller values
to obtain more reliable results corresponding to the results from penalty reformulation.
The interesting thing is a decrease of CPU time for the case with Mp = 1000, whereas
CPU time is by then increasing with increasing Mp. It is probably due to a ”step change”
in solution from b ≈ 90mm to b = 100mm. This solution is equal to the initial iteration
100mm and the solver therefore needs less iterations to obtain optimal solution.
Value CPU time Objective value Optimal solution
Mp [s] z a [mm] b [mm]
2 886 0.48 10.0 92.6
100 1803 0.48 10.0 91.6
500 2296 0.51 11.0 89.0
1000 609 0.52 10.1 100
Table 6.5: Influence of Mp on solution of MINLP reformulation for R = 5 scenarios.
CPU time of solving model with R = 15 scenarios with A = 9.328mm increased
rapidly, it was 27:23:06 h. The objective function value is z = 0.47, optimal dimensions
are a = 10mm and b = 91.6mm. Optimal values of binary variables are δs = 0 for
s = 9, 15 and δs = 1 otherwise, and the constraint
∑
x
v(ξ, x) ≤ A is not satisfied for these
two scenarios. Therefore, the empirical probability of satisfying this constraint is equal to
13
15
. The table 6.6 shows the summary of MINLP reformulation results for several number
of scenarios. As above, a decrease of CPU time for the case with R = 20 scenarios occurs,
whereas CPU time is by then increasing with increasing R. The statement of the reasons
is the same as before (”step change” in solution). CPU times in the table advert to really
large computational intensity and to inapplicability of this approach for models with more
scenarios.
No. of scenarios Limiting value CPU time Objective value Optimal solution
R A [mm] [s] z a [mm] b [mm]
5 9.004 886 0.48 10 92.6
10 9.328 12 595 0.48 10 92.8
15 9.328 98 586 0.47 10 91.6
20 9.328 54 713 0.51 10 100
Table 6.6: Summary of MINLP reformulation results.
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Therefore, another approach is used for larger problems. It reformulates a chance con-
strained problem using an appropriate penalty function ν, i. e. the chance constraint (6.156)
is incorporated into the objective function as follows.
min
a,b,v(ξ)
[
−αE
(
E(ξ)ab3
12crigid
)
+ β
ρabl
cweight
+MpenE
(
ν
(∑
x
v(ξ, x)− A
))]
, (6.165)
where ν : R→ R+0 is an continuous nondecreasing function equal to 0 on R−0 and positive
otherwise [7] and Mpen is an penalty coefficient. Frequently used penalty function is the
following one [3] (see figure 6.31):
ν(s) = (max(0, s))2. (6.166)
-3 -2 -1 0 1 2 3
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s
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Figure 6.31: Penalty function ν.
Hence, the stochastic program with the objective function (6.165) and constraints
(6.107)-(6.112) is approximated by the following deterministic nonlinear program where
the penalized chance constraint plays the role of recourse function.
min
a,b,Vs
−α R∑
s=1
ps
Esab
3
12crigid
+β
ρabl
cweight
+Mpen
R∑
s=1
ps
(
max
(
0,
N∑
i=0
Vs,i − A
))2(6.167)
s. t. ab3KEsVs = f , s = 1, . . . , R, (6.168)
Vs,0 = 0, Vs,N = 0, s = 1, . . . , R, (6.169)
|bCEsVs| ≤ d2σlimitg, s = 1, . . . , R, (6.170)
amin ≤ a ≤ amax, (6.171)
bmin ≤ b ≤ bmax. (6.172)
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The limiting value A is chosen the same way as in the section about MINLP refor-
mulation. The results of penalty reformulation depending on different values of penalty
coefficient Mpen are summarized in the table 6.7. CPU times are negligible (less than
10 s) in comparison to CPU times of MINLP reformulation.
Penalty Total First-stage Recourse Optimal solution Empirical
coeff. Mpen obj. value obj. value obj. value a [mm] b [mm] probability
0.001 0.4659 0.4658 1.3 · 10−4 10 89.44 0.55
0.01 0.4670 0.4658 1.3 · 10−3 10 89.44 0.55
0.05 0.4714 0.4681 3.3 · 10−3 10 89.98 0.66
0.1 0.4734 0.4710 2.3 · 10−3 10 90.64 0.74
0.2 0.4748 0.4730 1.8 · 10−3 10 91.09 0.81
0.5 0.4762 0.4749 1.3 · 10−3 10 91.54 0.90
1 0.4769 0.4760 9.3 · 10−4 10 91.78 0.92
1.9 0.4775 0.4767 7.5 · 10−4 10 91.95 0.95
5 0.4781 0.4776 5.5 · 10−4 10 92.14 0.97
10 0.4785 0.4780 4.8 · 10−4 10 92.25 0.99
100 0.4789 0.4789 4.9 · 10−5 10 92.45 0.99
1000 0.4790 0.4790 4.9 · 10−6 10 92.47 0.99
10 000 0.4790 0.4790 4.9 · 10−7 10 92.47 0.99
100 000 0.4790 0.4790 4.9 · 10−8 10 92.47 0.99
Table 6.7: Summary of penalty reformulation results for R = 100 scenarios.
The first-stage objective value is −α
R∑
s=1
ps
Esab3
12crigid
+β ρabl
cweight
evaluated in the optimal solu-
tions a and b while the recourse objective value meansMpen
R∑
s=1
ps
(
max
(
0,
N∑
i=0
Vs,i − A
))2
evaluated in the optimal solution Vs,i. Empirical probability is computed as the rela-
tive frequency of event
∑
x
v(ξ, x) ≤ A, i. e. number of scenarios for which the inequality
N∑
i=0
Vs,i ≤ A is fulfilled divided by total number of scenarios (R = 100 scenarios in our
case). It is evident that the dimension b is increasing with the increasing value of Mpen.
Also the empirical probability of satisfying
∑
x
v(ξ, x) ≤ A increases which is easily un-
derstandable. An increase of b results in rigidity rise and deflection decrease which are
obviously related to increasing of the aforementioned empirical probability. Also total
objective value together with the first-stage objective value are increasing with the in-
creasing value of Mpen while the recourse objective value is decreasing. It is obvious that
the smallest probability of satisfying the deflection constraint occurs for the solution of
the program (6.124), (6.119)-(6.123) without the corresponding chance constraint. Rela-
tionship between the value of penalty coefficientMpen and the probability of satisfying the
constraint
∑
x
v(ξ, x) ≤ A is presented in the figure 6.32. We can easily determine from
this graph the value of penalty coefficient needed to achieve the given probability level
and vice versa. This procedure is demonstrated for the probability level 0.95 for which
the value Mpen = 1.9 is obtained. It can be seen in the table 6.7 that for Mpen = 1.9 the
empirical probability is indeed 0.95.
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Figure 6.32: Probability of satisfying the constraint
∑
x
v(ξ, x) ≤ A versus penalty coeffi-
cient Mpen.
Deflection and maximum stress are compared in the figures 6.33 and 6.34 for mo-
dels with and without chance constraint (6.156) with 20 scenarios because of the clarity.
Maximum deflections 0.39mm, respectively 0.35mm for model without, respectively with
chance constraint occur in the middle of the beam while it decreases towards the beam’s
ends. Maximum tensile stresses 100MPa, respectively 93.4MPa occur at the ends of the
beam while maximum compression stresses −56.3MPa, respectively −52.6MPa occurs in
the middle of the beam for model without, respectively with chance constraint.
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Figure 6.33: Deflection v(ξ, x) for model a) without chance constraint, b) with chance
constraint.
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Finally, these two described reformulations of the chance constrained problem are
compared in the table 6.8 for different numbers of scenarios, Mp = 2 and Mpen = 1000.
Their solutions are quite comparable for R = 5, 10, 15, for R = 20 the dimension b is
about 8% bigger in case of MINLP reformulation. But the largest difference is in CPU
time which is much higher for MINLP reformulation.
No. of scenarios Obj. value Optimal solution Obj. value Optimal solution
R zMINLP a [mm] b [mm] zpen a [mm] b [mm]
5 0.48 10.02 92.57 0.48 10.00 92.64
10 0.48 10.00 92.83 0.48 10.00 92.53
15 0.47 10.00 91.56 0.48 10.00 92.53
20 0.51 10.00 99.97 0.48 10.00 92.53
Table 6.8: Comparison of MINLP and penalty reformulations.
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Chapter 7
Algorithms and their
implementations
This chapter provide the description of a method used to determining the solution quality
based on Monte Carlo bounding technique, then the progressive hedging algorithm is
introduced together with the description of the practical implementation. And finally,
finite difference method and finite element method are compared for deterministic version
of ODE constrained problem by using GAMS and ANSYS.
7.1 GAMS
All models have been implemented in optimization software GAMS and several sophisti-
cated solvers have been used depending on the type of model. GAMS (General Algebraic
Modelling System) is an example of the algebraic modelling language which provides
a high level programming language for the compact representation of large and complex
models. It allows to define the problem formally using mathematical notation and also
permits model description that is independent of solution algorithms. An optimization
problem is expressible independently of the used data which allows a problem to be in-
creased in size without increasing the complexity of the representation [8].
CONOPT is a solver especially for nonlinear models (NLP and also DNLP models)
and the algorithm is based on the Generalized Reduced Gradient (GRG) method [13].
BARON (Branch-And-Reduce Optimization Navigator) [53] is a solver for the global so-
lution of nonlinear (NLP) and mixed-integer nonlinear (MINLP) programs. It implements
algorithms of the branch-and-bound type enhanced with a variety of constraint propaga-
tion and duality techniques for reducing ranges of variables.
We have encountered several difficulties during the practical implementation of our
models into GAMS. For example, the constraint (6.121) related to maximum stress lim-
itation in stochastic optimization model of design of beam cross section dimensions in-
volves absolute value. Absolute value is a non-smooth function and may cause numerical
problems, especially when the arguments of the function are variables (so called endoge-
nous arguments). Therefore, it should be used only if unavoidable and a special model
type called ”dnlp” (it means nonlinear programming with discontinuous derivatives) have
to be used in addition [8]. That is why, we have replaced above mentioned constraint
|bCEsVs| ≤ d2σlimitg, s = 1, . . . , R by the following two constraints:
bCEsVs ≤ d2σlimitg, s = 1, . . . , R (7.1)
−bCEsVs ≤ d2σlimitg, s = 1, . . . , R. (7.2)
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Another problems occurred during solving chance constrained program, strictly speak-
ing during solving of its mixed-integer reformulation using solver BARON. This solver
cannot handle the function max which is included in the constraint (6.152). Therefore,
maximum is replaced by summation as has been explained at the end of the previous
chapter. Furthermore, because of its computational intensity the default value of ter-
mination option MaxTime meaning maximum CPU time allowed had to be noticeably
increased (from 1200 s to 100 000 s).
Every type of graphical result has been obtained using the environment of MATLAB
R2007a (The MathWorks, Inc., USA) or statistical software MINITAB 15 (Minitab Inc.,
USA). MINITAB has been also used for statistical computations that were necessary
e. g. in Monte Carlo technique (calculations of point estimates, interval estimates, etc.).
7.2 Monte Carlo bounding technique
Let us assume a stochastic programming problem which is so-called true optimization
problem in the following form:
z∗ = min
x∈C
{f(x) = E[F (ξ,x)]}, (7.3)
where x is a decision vector (first-stage decision in case of two-stage programs), C is
the feasible set, F (ξ,x) is a real-valued function with finite mean and variance and the
optimal solution is denoted as x∗. In our studied cases of two-stage programs, F (ξ,x)
is the optimal value of the second-stage program plus possible first-stage objective func-
tion if included. We suppose that the support of the probability distribution of ξ is
Ξ = {ξ1, . . . , ξR}, i. e. we have finite number of scenarios with respective probabilities ps.
The problem is that R grows exponentially with dimension K of ξ, i. e. ξ ∈ RK with
independent components each with m realizations means R = mK scenarios. Usually,
a number of scenarios is really big and it is impossible to solve stochastic program (7.3)
exactly. Therefore, Monte Carlo sampling techniques are used to reduce the number of
scenarios to a manageable level.
There are two methods of sampling. In interior methods, the sampling is performed
inside a chosen algorithm with new samples generated at each iteration. In exterior
sampling methods, which we will use, the sample is generated outside of the considered
optimization problem, then the approximation problem is constructed and solved by an
appropriate deterministic algorithm.
At first, we need to generate a sample of n equally probable replications ξ1, . . . , ξn of
the random vector ξ. Monte Carlo sampling method is accomplished by generating a ran-
dom sequence U1, . . . , Un of numbers independent of each other and uniformly distributed
on 〈0, 1〉. Then an i. i. d. sample of ξ is constructed by an appropriate transformation [50].
The true problem (7.3) is then approximated by the sample average approximation
(SAA) problem [52]:
zˆn = min
x∈C
{fˆn(x) = 1
n
n∑
i=1
F (x, ξi)}, (7.4)
where the optimal solution is denoted as xˆn. Once the sample is generated, fˆn(x) be-
comes a deterministic function and SAA problem is solved by an appropriate deterministic
algorithm. So zˆn, xˆn are the statistical estimators of their counterparts of the true prob-
lem (7.3).
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It can be shown [52] that:
• fˆn(x) is an unbiased estimator of f(x), i. e.E[fˆn(x)] = f(x).
• zˆn is a downwards biased estimator of z∗ (probabilistic lower bound), i. e.E[zˆn] ≤ z∗.
• E[zˆn] ≤ E[zˆn+1] ≤ z∗, i. e. better lower bounds are obtained with increasing sample
size.
Consistency of the estimators gives us an assurance that the error of the estimation
approaches zero in the limit as the sample size grows to infinity. But it does not give
us any information about the magnitude of the error. It can be proved [31] that zˆn is
a strongly consistent estimator of z∗, i. e. zˆn converges to z∗ w.p.1 as n→∞.
It is important to assess the quality of our solution. This solution x¯ is most probably
suboptimal and we need to estimate how far it is from the optimal solution. We use the
concept of Monte Carlo bounding technique for determining solution quality proposed by
Morton et al. [31] where the optimality gap is estimated as a measure of solution quality.
G(x¯) = f(x¯)− z∗ ≥ 0, (7.5)
where x¯ ∈ C is a candidate for an optimal solution of the true problem (7.3). The fact
that zˆn forms the probabilistic lower bound on z
∗ is used to construct confidence interval
on the optimality gap for any candidate solution. The optimality gap given by solving
approximation problems with n scenarios is:
Gn(x¯) = fˆn(x¯)− zˆn. (7.6)
The gap Gn(x¯) is estimated by averaging, i. e. we have to generate ng i. i. d. samples
ξ1j, . . . , ξnj each of size n and compute fˆ jn(x¯) and zˆ
j
n, j = 1, . . . , ng. We use the same set
of observations of ξ for computing fˆ jn(x¯) and zˆ
j
n which is the application of the common
random numbers technique. Then the point estimate of G(x¯) is:
Gˆn,ng(x¯) =
1
ng
ng∑
j=1
Gjn(x¯) =
1
ng
ng∑
j=1
[fˆ jn(x¯)− zˆjn]. (7.7)
By central limit theorem we get
√
ng(Gˆn,ng(x¯)−E[Gn(x¯)])⇒ N(0, σ2ng(x¯)) as ng →∞,
where ⇒ denotes convergence in distribution, N(0, σ2) is a normal random variable with
zero mean and variance σ2 and σ2ng(x¯) = var(Gn(x¯)). By means of this result we obtain
(1− α)-level confidence interval for the optimality gap as [31]:
G(x¯) ∈
〈
0, Gˆn,ng(x¯) +
t1−α(ng − 1)sng(x¯)√
ng
〉
,
where t1−α(ng−1) is the (1−α)-quantile of the Student’s distribution with ng−1 degrees
of freedom, sng(x¯) =
√
1
ng−1
ng∑
j=1
(Gjn(x¯)− Gˆn,ng(x¯))2 is the sample standard deviation and
² =
t1−α(ng−1)sng (x¯)√
ng
is an error estimate.
In the subsequent text we will use aforementioned results to determine solution quality
of our three engineering problems formulated in the previous chapter. Models of two PDE
constrained optimization problems concerning the vibrations of string and console (see
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section 6.1) can be written in the same compact form, and therefore, we will specify the
form of optimality gap in all.
The true optimization problems (6.21)-(6.26) and (6.44)-(6.50) can be written as fol-
lows:
z∗ = min
e∈X, g(ξ), v(ξ)∈Y
E [F (ξ, e, g(ξ), v(ξ))] . (7.8)
These true problems are then approximated by the following SAA problem (see (6.27)-
(6.33), (6.60)-(6.66))
zˆn = min
e∈X′,gs,vs∈Y ′
1
n
n∑
s=1
F (ξs, e,gs,vs), (7.9)
where the optimization over e ∈ X ′, gs, vs ∈ Y ′ corresponds to constraints (6.28)-(6.33)
and (6.61)-(6.66). Hence, the optimality gap in the candidate solution e¯ is
G(e¯) = min
g(ξ),v(ξ)
E [F (ξ, e¯,g(ξ),v(ξ))]− z∗, (7.10)
where g(ξ) and v(ξ) denote random vectors with realizations gs and vs, s = 1, . . . , n and
probabilities ps, s = 1, . . . , n as discussed in previous chapter (the only exception is in
notation of number of scenarios, n corresponds to R here).
Then the point estimate Gˆn,ng(e¯) of G(e¯) is
Gˆn,ng(e¯) =
1
ng
ng∑
j=1
[
min
g(ξ),v(ξ)
1
n
n∑
s=1
F (ξsj, e¯,g(ξsj),v(ξsj)) − (7.11)
− min
e,g(ξ),v(ξ)
1
n
n∑
s=1
F (ξsj, e,g(ξsj),v(ξsj))
]
. (7.12)
(1− α)-level confidence interval for the optimality gap is given as follows:
G(e¯) ∈
〈
0, G¯n,ng(e¯) +
t1−α(ng − 1)sng(e¯)√
ng
〉
(7.13)
with the same meaning of t1−α(ng − 1) and sng(e¯) as before.
Number of batches has been chosen as ng = 30 because this value should be high
enough to ensure the normality of optimality gap supposed by central limit theorem.
Furthermore, we have iteratively increased sample size (n = 5, 10, . . . , 100, i. e.ns = 20
different sample sizes) to see the behaviour of the optimality gap. Therefore, the total
number of ng · ns = 600 of SAA problems is solved.
Candidate solutions e¯ are computed via approximation models (7.9) with n = 1000
scenarios in both cases and are presented in the figure 7.1.
The numerical results related to the characteristics of optimality gaps are summarized
in the tables 7.1, 7.2 and 7.3. Confidence level is 1 − α = 0.95. CPU time was about
8 min for PC with Core 2Duo 2x3GHz and 4GB RAM for console problem.
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Figure 7.1: Candidate solution e¯ for case of optimizing the vibrations of the a) string,
b) console.
The point estimate of the objective value 1
ng
ng∑
j=1
min
g(ξ),v(ξ)∈Y ′
1
no
no∑
s=1
F (ξsj, e¯,g(ξsj),v(ξsj))
based on no = 1000 scenarios with ng = 30 batches, i. e. based on scenarios independent
of those used to find e¯, is 0.0557 with 95% confidence interval half-width equal to 0.0006.
Width of confidence interval of the optimality gap then varies from 0, 2% to 6.5% of the
point estimate of the objective function value [66]. It indicates good quality of candidate
solution.
Batch size Point estimate of Error estimate Confidence interval of
n G(e¯) ε G(e¯)
5 0.00242 0.00119 [0;0.0036]
10 0.00120 0.00037 [0;0.0016]
15 0.00074 0.00034 [0;0.0011]
20 0.00053 0.00027 [0;0.0008]
25 0.00033 0.00012 [0;0.0005]
30 0.00028 0.00013 [0;0.0004]
35 0.00030 0.00011 [0;0.0004]
40 0.00032 0.00010 [0;0.0004]
45 0.00011 0.00004 [0;0.0002]
50 0.00024 0.00010 [0;0.0003]
55 0.00027 0.00013 [0;0.0004]
60 0.00022 0.00009 [0;0.0003]
65 0.00019 0.00009 [0;0.0003]
70 0.00013 0.00008 [0;0.0002]
75 0.00014 0.00006 [0;0.0002]
80 0.00011 0.00005 [0;0.0002]
85 0.00011 0.00004 [0;0.0002]
90 0.00008 0.00004 [0;0.0001]
95 0.00008 0.00005 [0;0.0001]
100 0.00013 0.00005 [0;0.0002]
Table 7.1: Summary of the optimality gap estimation – string problem.
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Figure 7.2: a) Upper bound of confidence interval of optimality gap, b) Variation of
objective function values versus sample size – string problem.
The point estimate of the objective value 1
ng
ng∑
j=1
min
g(ξ),v(ξ)∈Y ′
1
no
no∑
s=1
F (ξsj, e¯,g(ξsj),v(ξsj))
based on no = 1000 scenarios with ng = 30 batches is 0.0147 with 95% confidence interval
half-width equal to 0.0002. Width of confidence interval of the optimality gap then varies
from 0, 2% to 7.3% of the point estimate of the objective function value. It indicates good
quality of candidate solution.
Batch size Point estimate of Error estimate Confidence interval of
n G(e¯) ε G(e¯)
5 0.00071 0.00035 [0;0.00107]
10 0.00034 0.00011 [0;0.00045]
15 0.00022 0.00010 [0;0.00032]
20 0.00016 0.00008 [0;0.00024]
25 0.00010 0.00004 [0;0.00013]
30 0.00008 0.00004 [0;0.00012]
35 0.00009 0.00003 [0;0.00012]
40 0.00009 0.00003 [0;0.00012]
45 0.00003 0.00001 [0;0.00004]
50 0.00007 0.00003 [0;0.00010]
55 0.00008 0.00004 [0;0.00012]
60 0.00006 0.00003 [0;0.00009]
65 0.00005 0.00002 [0;0.00008]
70 0.00004 0.00002 [0;0.00006]
75 0.00004 0.00002 [0;0.00006]
80 0.00003 0.00002 [0;0.00005]
85 0.00003 0.00001 [0;0.00004]
90 0.00002 0.00001 [0;0.00003]
95 0.00002 0.00001 [0;0.00004]
100 0.00004 0.00001 [0;0.00005]
Table 7.2: Summary of the optimality gap estimation – console problem.
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Figure 7.3: a) Upper bound of confidence interval of optimality gap, b) Variation of
objective function values versus sample size – console problem.
Now we will present the same analysis for the ODE constrained problem related to
optimum beam design (see section 6.3.1). The true optimization problem (6.104)-(6.112)
is written as
z∗ = min
a∈X,v(ξ)∈Y
E[F (ξ, a,v(ξ))]. (7.14)
This true problem is approximated by the following SAA problem (see ((6.124), (6.119)-
(6.123))
zˆn = min
a∈X′,vs∈Y ′
1
n
n∑
s=1
F (ξs, a,vs), (7.15)
where the optimization over a ∈ X ′ corresponds to constraints (6.122)-(6.123) and opti-
mization over vs ∈ Y ′ corresponds to constraints (6.119)-(6.121). Hence, the optimality
gap in the candidate solution a¯ is
G(a¯) = min
v(ξ)
E[F (ξ, a¯,v(ξ))]− z∗, (7.16)
where v(ξ) denotes a random vector with realizations Vs, s = 1, . . . , n and probabilities
ps, s = 1, . . . , n as discussed in previous section (the only exception is in notation of
number of scenarios, n corresponds to R here).
The point estimate Gˆn,ng(a¯) of G(a¯) is:
Gˆn,ng(a¯) =
1
ng
ng∑
j=1
[
min
v(ξ)
1
n
n∑
s=1
F (ξsj, a¯,v(ξsj))− min
a,v(ξ)
1
n
n∑
s=1
F (ξsj, a,v(ξsj))
]
(7.17)
and (1− α)-level confidence interval for the optimality gap is
G(a¯) ∈
〈
0, Gˆn,ng(a¯) +
t1−α(ng − 1)sng(a¯)√
ng
〉
(7.18)
with the same meaning of t1−α(ng − 1) and sng(a¯) as before.
Candidate solution a¯ = (a, b)T = (22.4, 100)T mm is computed via approximation
model (7.15) with n = 100 scenarios. CPU time was about 66 min for PC with AMD
Sempron 1.5 GHz and 496 MB RAM for this problem.
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Batch size Point estimate of Error estimate Confidence interval of
n G(a¯) ε G(a¯)
5 0.00025 0.00010 [0;0.00035]
10 0.00016 0.00009 [0;0.00024]
15 0.00018 0.00007 [0;0.00025]
20 0.00011 0.00004 [0;0.00015]
25 0.00007 0.00004 [0;0.00011]
30 0.00013 0.00004 [0;0.00017]
35 0.00015 0.00004 [0;0.00018]
40 0.00011 0.00003 [0;0.00014]
45 0.00010 0.00003 [0;0.00014]
50 0.00006 0.00002 [0;0.00008]
55 0.00010 0.00002 [0;0.00012]
60 0.00008 0.00003 [0;0.00011]
65 0.00007 0.00002 [0;0.00009]
70 0.00006 0.00002 [0;0.00006]
75 0.00008 0.00002 [0;0.00010]
80 0.00007 0.00002 [0;0.00009]
85 0.00009 0.00003 [0;0.00012]
90 0.00007 0.00002 [0;0.00008]
95 0.00007 0.00002 [0;0.00010]
100 0.00009 0.00002 [0;0.00012]
Table 7.3: Summary of the optimality gap estimation – beam problem.
The point estimate of the objective function value 1
ng
ng∑
j=1
min
v(ξ)∈Y ′
1
no
no∑
s=1
F (ξsj, a¯,v(ξsj))
based on no = 1000 scenarios with ng = 30 batches is 2.108 with 95% confidence interval
half-width equal to 0.001. Width of confidence interval of the optimality gap then varies
from 0.004% to 0.02% of the point estimate of the objective function value. It indicates
very good quality of candidate solution.
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Figure 7.4: a) Upper bound of confidence interval of optimality gap, b) Variation of
objective function values versus sample size – beam problem.
An engineer using the discussed technique can see how the width of confidence interval
of the optimality gap roughly decreases with increasing sample size and our candidate
solution approaches to the solution of true optimization problem (see figures 7.2 a), 7.3 a)
and 7.4 a)). Furthermore, it can be seen from the figures 7.2 b), 7.3 b) and 7.4 b)
how the variation of objective function values for fixed sample size also decreases with
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increasing sample size and how the objective function values converge to the true objective
function value. These true objective function values are approximated by the objective
function values zˆn computed for n = 2000 scenarios in case of PDE constrained problems,
respectively n = 1000 scenarios in case of ODE constrained problem. They are displayed
as the lines with associated values in the figures 7.2 b), 7.3 b) and 7.4 b).
7.3 Progressive hedging algorithm
Because complex engineering problems often lead to large optimization models we have
tested a possibility of utilization of parallel computational techniques for the beam and
console problems. Progressive hedging algorithm (PHA) proposed by Rockafellar and
Wets [51], [69] has been chosen.
This algorithm was originally proposed for solving the optimization problems with
partial information about unknown parameters. Therefore, at first we will describe its
original form and then we will present its adjustment for application to our engineering
problems.
When only limited information is available about the distribution of the random ele-
ments, stochastic programming approach is not an appropriate tool. In such cases, many
practitioners rely on scenario analysis [51]. Uncertainty about parameters is modelled
by a small number of versions of subproblems derived from an underlying optimization
problem. These subproblems correspond to different scenarios s:
min
x
f(x, s) s. t.x ∈ C(s) ⊂ Rn, (7.19)
where s ∈ S. We assume that the optimal solution exists for all s ∈ S, denote it as xs
and call it scenario solution.
The purpose of studying the different subproblems and their optimal solutions is to
discover trends and arrive at a ”well hedged” solution to the underlying problem. This
solution (called average solution) is computed by assigning weights ps to scenario solutions
(in fact it is their convex combination):
xˆ :=
∑
s∈S
psxs, (7.20)
where ps ≥ 0 and
∑
s∈S
ps = 1.
This average solution is expected to perform better under all scenarios than any par-
ticular scenario solution xs. But the solution that hedges against all eventualities should
be obtained by solving the following stochastic optimization problem:
min
x
∑
s∈S
psf(x, s) s. t.x ∈
⋂
s∈S
C(s), (7.21)
where scenario s is assigned probability ps. The optimal solution of this problem is denoted
as x∗.
The trouble is that problem (7.21) can be much larger and therefore much harder to
solve than the scenario subproblems (7.19). Therefore, the progressive hedging algorithm,
based on the principle of scenario aggregation, was developed [51]. This method generates
a sequence of estimates {xˆk, k = 1, . . .} which should converge to the optimal solution
x∗. The estimate at certain iteration is obtained by solving the modified version of (7.19)
and aggregating these solutions into ”compromise” solution whose robustness in the face
of all eventualities is increasingly demanded.
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The structure of the algorithm for one-stage models is the following [46], [69]:
Step 0: Initialize: set a price vector w0s = 0, the initial estimate xˆ
0 = 0, choose a penalty
parameter ρ > 0 and set k = 1.
Step 1: For each s ∈ S solve the approximation problem (modified version of (7.19)):
min
x
f(x, s) + (wk−1s )
Tx+
ρ
2
‖x− xˆk−1‖2 s. t.x ∈ C(s).
and denote the optimal solution as xks . ‖ · ‖ means the Euclidean norm on Rn.
Step 2: Calculate estimate:
xˆk =
∑
s∈S
psx
k
s
and update the perturbation term:
wks = w
k−1
s + ρ(x
k
s − xˆk).
Return to Step 1 with k = k + 1.
The solution xˆk is optimal as soon as xks = xˆ
k for all s. Therefore we can use the distance∑
s∈S
ps‖xks − xˆk‖2 = θk
as the terminating criterion. The procedure is repeated until θk < ε is satisfied, where
ε is our chosen limit. This distance can be taken as a measure of how close we are from
satisfying all constraints and it will tend to 0 for the convex case.
The advantage of this approach is that except for two simple calculations (wk and
xˆk), the algorithm only requires the capability of solving individual scenario problems
and their modified versions.
The progressive hedging algorithm is used not only for the optimization problems
with partial information about unknown parameters but also for stochastic programming
problems, where a probabilistic description of the unknown elements is available.
It is very useful for two-stage programs, which we are interested in, because it in-
corporates the nonanticipativity constraints xs = E(xs) for all s ∈ S (see (5.25)) in the
form of a penalty term into the objective function from (7.19). More precisely, it assigns
some Lagrangian multipliers to these constraints and is slightly based on the augmented
Lagrangian method. Strictly speaking, the progressive hedging algorithm is the version
of dual decomposition methods and the advantage of this algorithm is that we obtain
a separable program whose independent scenario subprograms can be solved in parallel
way.
Let us assume the three-objective beam problem formulated in the section 6.3.1. De-
note the first-stage decision variable (i. e. dimensions of the cross section) as a = (a, b)T =
= (a1, a2)
T .
The structure of PHA for our beam problem is the following:
Step 0: Set w
(0)
s = 0, choose aˆ(0), penalty parameter ρ > 0 and tolerance ε, set k = 1.
Step 1: For all s = 1, . . . , R solve the approximation program:
min
a,Vs
Fs(ξs, a,Vs) + (w
(k−1)
s )
Ta+
ρ
2
‖a− aˆ(k−1)‖2,
where Fs(ξs, a,Vs) is the objective function value of sth scenario subprogram of (6.124),
(6.119)-(6.123). Denote optimal solution as a
(k)
s .
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Step 2: Compute the estimate:
aˆ(k) =
R∑
s=1
psa
(k)
s
and update the weight vector:
w(k)s = w
(k−1)
s + ρ(a
(k)
s − aˆ(k)).
Step 3: If the termination inequality ‖aˆ(k) − aˆ(k−1)‖2 +
R∑
s=1
ps‖a(k)s − aˆ(k)‖2 ≤ ε
defined by [21] is satisfied, then the solution aˆ(k) is optimal with given tolerance ε, other-
wise set k = k + 1 and return to step 1.
The termination criterion tries to minimize the difference between successive estimates
and forces the solutions for different scenarios to be the same.
The values of parameters are the same as in section 6.3.1 excepting the number of
scenarios. We have tested PHA with R = 10 scenarios instead of 100 scenarios because
of bigger computational complexity for the test non-parallel implementation. The initial
estimate for dimensions is aˆ(0) = (100; 100)mm which corresponds to maximum rigidity.
Tolerance is set to ε = 10−6 because it roughly conforms to the accuracy of one decimal
place in length which is fully sufficient in engineering practice.
The optimal dimensions are a = 22.5mm, b = 100mm. It can be seen from the figures
7.5-7.8 and table 7.4 that the penalty parameter ρ plays the key role for the computational
process convergence properties of the algorithm. Unfortunately, there is no exact rule how
to determine the best value of this parameter ρ. We have estimated that for our example
the best value lies within the interval (0.001; 0.01) (see table 7.4). For larger values of ρ,
the convergence process will take much more time. Program was implemented in GAMS
and ran on a notebook with Intel Core 2Duo 2GHz and 2GB RAM and corresponding
CPU times given in the table 7.4.
Parameter ρ No. of iterations CPU time [min]
0.0005 59 1
0.001 32 0.7
0.005 28 0.5
0.01 50 1
0.05 215 4
0.1 410 9
0.15 599 15
0.2 784 22
0.25 966 38
Table 7.4: Convergence properties of PHA.
Convexity assumptions from the convergence theorem A1 are not fulfilled for this
problem though the constraints (6.119)-(6.123) are linear, and hence, the feasible set is
convex. It is because of that the objective function (6.124) is not convex as is shown in
the page 51. But the achieved results demonstrate that the PHA can be used even when
the mathematical conditions for convergence are not respected.
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Figure 7.5: Number of iterations versus penalization parameter ρ.
There is certain
value of parameter
ρ for which the al-
gorithm converges
fastest (see figure
7.5). For smaller
and larger values
the convergence
process is slowing
down.
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Figure 7.6: Convergence of the beam dimension a.
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Figure 7.7: Convergence of the beam dimension b.
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Figure 7.8: Convergence of the termination criterion value – beam problem. The scale of
the y-axis is logarithmic.
We have also tested PHA for the PDE constrained stochastic programming problem
concerning the vibrations of the console (see the section 6.1.2). Denote the first-stage
variable as e = (e0, . . . , eN)
T . The structure of PHA for this problem is the following:
Step 0: Set w
(0)
s = 0, choose eˆ(0), penalty parameter ρ > 0 and tolerance ε, set k = 1.
Step 1: For all s = 1, . . . , R solve the approximation program:
min
e,gs,Vs
Fs(ξs, e,gs,Vs) + (w
(k−1)
s )
Te+
ρ
2
‖e− eˆ(k−1)‖2
where Fs(ξs, e,gs,Vs) is the objective function value of sth scenario subprogram of (6.60)-
(6.66). Denote optimal solution as e
(k)
s .
Step 2: Compute the estimate:
eˆ(k) =
R∑
s=1
pse
(k)
s
and update the weight vector:
w(k)s = w
(k−1)
s + ρ(e
(k)
s − eˆ(k)).
Step 3: If the termination inequality ‖eˆ(k)− eˆ(k−1)‖2+
R∑
s=1
ps‖e(k)s − eˆ(k)‖2 ≤ ε is satisfied
then the solution eˆ(k) is optimal with given tolerance ε, otherwise set k = k+1 and return
to step 1.
The algorithm has been again implemented in GAMS with the same values of parame-
ters as in the section 6.1.2 excepting the number of scenarios which is R = 10 scenarios.
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But the results are not so satisfying as in the aforementioned beam problem. We have
come to the following conclusions [76]. The choice of the penalty parameter ρ again plays
the key role for the convergence properties of the algorithm. Furthermore, we have found
out that for this certain example the ρ value has to be bounded from above, otherwise
the solution is infeasible. In addition, this bounding value depends on the choice of the
initial iteration eˆ0. For decreasing value of ρ and the fixed number of iterations, the
achieved accuracy also decreases. Furthermore, the value of the termination criterion is
constant for fixed ρ value. Therefore, we have achieved the largest accuracy (3 · 10−18 in
8 iterations) by using heuristic (the part of the aim no. 3) in the form ρk = 2ρk−1, ρ0 = B.
For bigger values of B, B < 10, less iterations are needed. The progress of termination
criterion values is presented in the figure 7.9 for B = 9 and eˆ0 = 0.
The convergence of PHA with this heuristic is conserved due to the fact that from
the certain iteration k∗ the ρ value is fixed (it has to be bounded from above because
of the feasibility) and hence the theorem A1 of Rockafellar and Wets with fixed value
of ρ can be used. Convexity assumptions from this theorem are fulfilled for this console
problem, because the objective function (6.60) is quadratic and therefore convex and the
constraints (6.61)-(6.66) are linear, hence the feasible set is also convex.
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Figure 7.9: Convergence of the termination criterion value – console problem.
7.4 Comparison of FDM and FEM – case study
We have been asked by potential users of the proposed computational scheme, whether
our approach with simple discretization method and algebraic modelling system GAMS
provides results comparable with results from ”black-box” like systems widely used by
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engineers. We have compared GAMS implementation involving finite difference method
(FDM) and ANSYS 11.0 (Ansys Inc., Canonsburg, PA, USA) model based on finite
element method (FEM). This comparison is made for the deterministic version of our
civil engineering optimization problem (6.145), (6.140)-(6.144) with α = β = 0.5 and
E = 2.1 · 105MPa.
Figure 7.10: Load and elements for FEM.
The optimal solution obtained by
GAMS with FDM is a = 10mm,
b = 89.4mm, z = 0.47 and the
optimal solution from ANSYS with
FEM is a = 11.2mm, b = 84.5mm,
z = 0.49. Convergence of the opti-
mization process in ANSYS is pre-
sented in the figure 7.11, where
the optimal solution is obtained in
the third iteration. The results
are slightly better from GAMS but
there is only a small difference be-
tween them and the results com-
puted by ANSYS.
LIST OPTIMIZATION SETS FROM SET 1 TO SET 4 AND SHOW
ONLY OPTIMIZATION PARAMETERS. (A '*' SYMBOL IS USED TO
INDICATE THE BEST LISTED SET)
    SET 1   SET 2 *SET 3* SET 4
    (INFEASIBLE)  (FEASIBLE)  (FEASIBLE)  (FEASIBLE)
MAX_NAPETI(SV) > 16.000  99.000 100.00 96.000
A     (DV)   50.000  11.301 11.184 11.630
B     (DV)   100.00  84.456 84.451 84.450
UCEL     (OBJ)  2.5357  0.49771 0.49252 0.51217
Figure 7.11: Convergence of the optimization process in ANSYS.
The deflection and maximum stress computed by ANSYS in nonoptimized case are
presented in the figure 7.12. It can be seen that maximum stress is only 8MPa at the end
points while 100MPa is permitted. Furthermore, maximum deflection is only 0.03mm in
the middle of the beam which is uselessly small. Therefore, the initial square cross-section
is very inconvenient and the optimization to rectangular cross-section is needed. The
deflection in optimized cases is quantitatively and qualitatively same for both computing
systems and discretization methods (see figure 7.13). Maximum deflection of 0.37mm
occurs in the middle of the beam while it decreases towards the beam’s ends. Also the
maximum stress in optimized cases is quantitatively and qualitatively nearly the same for
both computing systems and discretization methods (see figure 7.14). Difference is only
in signs – absolute value of stress is plotted in ANSYS while both positive and negative
values are plotted in GAMS. Maximum tensile stress of about 100MPa occurs at the ends
of the beam while maximum compression stress of about −54MPa occurs in the middle
of the beam.
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a) b)
Figure 7.12: a) Deflection and b) Maximum stress computed by ANSYS in nonoptimized
case.
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Figure 7.13: Deflection computed by a) ANSYS and b) GAMS.
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Figure 7.14: Maximum stress computed by a) ANSYS and b) GAMS.
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Chapter 8
Conclusions
The applicability of two-stage stochastic programming approach to three engineering prob-
lems with random parameters involved has been discussed. The first problem has been
concerned in the vibrations of the string loaded by random force, the second problem
has been related to the vibrations of the console also loaded by random force and the
last problem has been concerned with the optimal design of beam dimensions with ran-
dom Young’s modulus. The first two cases have led to the PDE constrained stochastic
quadratic programs while the third one has made for the ODE constrained multi-objective
stochastic nonlinear program.
In general, the proposed computational scheme consisting of scenario-based two-stage
stochastic program, modelling language implementation, parallelism, solution quality
evaluation and verification of results by the FEM solver, seems robust enough for future
applications to similar and advanced optimum design problems. There is also a future
challenge to motivate engineers to use the proposed approach, because they may still
prefer ”black-box” like computing system where they choose appropriate preprogrammed
mathematical model.
The modelling-based approximation approach focusing on suboptimal solution search
has allowed us to avoid difficulties with the huge amounts of input data required and
problems with implementation of various algorithms that often appear in the case of
real-world applications of stochastic optimal control related models. The choice of the
models has been suitable for the implementations in modelling languages such as GAMS.
It has been also proved for which type of problems stochastic programming approach
(EO reformulation) should be used and when it is sufficient to solve simpler deterministic
problem (EV reformulation). This fact has the big importance in practice in term of
computational intensity of large scale problems.
The solution quality has been tested by presented Monte-Carlo bounding technique
and satisfactory results have been obtained. The progressive hedging algorithm as a rep-
resentative of scenario decomposition methods has been implemented and tested with
respect to future possibilities of parallel computing of large engineering problems. The
implementation of this algorithm has shown that it can be used even when the mathe-
matical conditions for the convergence are not fulfilled.
Finally, the results of model approximated by finite difference method and imple-
mented in GAMS have been compared with model using finite element method imple-
mented in ANSYS and the quite comparable results have been obtained.
It is possible to express chance constraints with corresponding random variable with
finite support in any algebraic modelling language, but without modelling language sup-
port, it requires reformulating problem by introducing extra constraints and binary vari-
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ables as was described in the section 6.3.3 or by using the appropriate penalty function
(see also the section 6.3.3 for very interesting results of comparison between MINLP and
penalty reformulation). But the extensions of classical algebraic modelling language have
been originating recently, e. g. stochastic AMPL (SAMPL) as an extension of AMPL for
stochastic programming [63]. These extensions support formulation of scenario-based
models and allow direct solution of chance constrained problems without reformulation
leading to really big computational intensity. Therefore, it could be useful to try to im-
plement the studied engineering problems with more scenarios in this type of extended
modelling languages in further research.
The progressive hedging algorithm has been implemented and tested with respect to
the future possibilities of parallel computing of large engineering problems. Its main
disadvantage is that the performance of the algorithm is very sensitive to the choice of
the penalty parameter ρ and that there is no general rule how to determine the best value
of this parameter. This problem could be at least partially solved by the suggestions from
Watson and Woodruff in [67]. They have proposed that the convergence performance of
the PHA can be improved by having separate ρ for each first-stage variable with values
proportional to element unit cost. The advantages of their approach are its problem-
independent nature and that it is parameter-free. Therefore, the repeated executions of
the PHA because of the search for appropriate value of ρ are not needed.
Another future research aim could concern in the practical parallel implementation of
the PHA. New version of GAMS offers so called grid computing facility [8] which allows
to handle the multiple CPUs and enables to divide large scale problems into several
subproblems and solve them in parallel in reasonable times.
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Notation
Only the most widely used abbreviations and symbols are presented. The others are
explained when they are used.
SP stochastic programming
WS wait-and-see
HN here-and-now
EV expected value
EO expected objective
VSS value of stochastic solution
EVPI expected value of perfect information
ODE ordinary differential equation
PDE partial differential equation
FDM finite difference method
FEM finite element method
NLP nonlinear programming
MINLP mixed-integer nonlinear programming
PHA progressive hedging algorithm
s. t. subject to
Rn n dimensional Euclidean space
C feasible set
x first-stage decision variable
y second-stage decision variable
z• optimal objective function value for reformulation •
ω random element
Ω set of all random elements
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ωs realization of a random element
ξ random vector
Ξ support of the random vector ξ
ξs realization of the random vector
P probability distribution on (Ξ,B)
E(·) mean value
ps scenario probability, i. e. ps = P(ξ = ξs)
x space coordinate
t time coordinate
i space index, i = 0, . . . , N
j time index, j = 0, . . . ,M
s scenario index, s = 1, . . . , R
d spatial step, d = l
N
τ time step, τ = T
M
l length
T time of observation
E Young’s modulus
J second moment of the cross section
ρ material density or penalty parameter
M(x) bending moment
σmax(x) maximum stress
h(x) external static load
h(ξ, x, t) random external dynamic load
v(ξ, x, t) or v(ξ, x) displacement or deflection
e(x) first-stage decision variable
g(ξ, x, t) second-stage decision variable
a, b dimensions of the cross section
α, β, γ weighting coefficients
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Appendix
A.1 Convergence theorem of PHA
Theorem A1. [Rockafellar, Wets, 1987] Consider the PHA defined in the page 75. Let
the sets C(s) and the functions f(x, s) are convex for every s ∈ S. Let {xˆk}∞k=1 and
{wk}∞k=1 be the sequences generated by the algorithm from an arbitrary initial choice of
xˆ0 and w0s. These sequences will be bounded if and only if optimal solutions x
∗ and w∗ of
(7.21) and its dual problem exist. Then
xˆk → x∗ and wk → x∗.
In every iteration k = 1, 2, . . . one will have that∥∥∥∥(xˆk+1, wk+1ρ
)
−
(
x∗,
w∗
ρ
)∥∥∥∥
E
≤
∥∥∥∥(xˆk, wkρ
)
−
(
x∗,
w∗
ρ
)∥∥∥∥
E
with strict inequality unless (xˆk,wk) = (x∗,w∗).
Thus every iteration of the algorithm makes a definite improvement until solutions are
attained (if that occurs in finitely many steps). One will also have in every iteration that∥∥∥∥(xˆk+1, wk+1ρ
)
−
(
xˆk,
wk
ρ
)∥∥∥∥
E
≤
∥∥∥∥(xˆk, wkρ
)
−
(
xˆk−1,
wk−1
ρ
)∥∥∥∥
E
,
where ‖(u,v)‖E =
√
E(‖u(s)‖2) + E(‖v(s)‖2) =
√∑
s∈S
ps(‖u(s)‖2) +
∑
s∈S
ps(‖v(s)‖2).
Proof. The proof can be found in [51] or [6] and it is based on Rockafellar’s proximal
point method.
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A.2 Excerpts from GAMS source codes
$title Optimality gap by Monte Carlo method
$offlisting;
option solprint = off;
option limrow = 0,limcol = 0;
Scalars          N number of grid points /50/
                 l beam length [mm] /1000/
                 b b /20/
                 r o steel density [tmm-3] /7.85E-9/
                 a l f a weighting coefficient for rigidity /0.3/
                 b e t a weighting coefficient for weight /0.45/
                 g a m m a weighting coefficient for deflection /0.25/
                 s i g m a stress limitation [MPa] /100/
                 r i g i d i t y normalization constant /1.8E+12/
                 w e i g h t normalization constant /0.007/
                 d e f l e c t i o n normalization constant /0.7/;
Sets             i spatial index /0*50/
                 n o _ s number of scenarios (5..100) /1*20/
                 s s all scenarios /1*2000/
                 s(ss) selected scenarios
                 s b b a t c h e s /1*30/;
Parameter        d spatial step;
                 d=l/N;
Parameter        range(no_s) different numbers of scenarios in batches;
                 range(no_s) = 0+5*ord(no_s);
Parameters       obj(no_s,sb) objective function values
                 gap(no_s,sb) optimality gap
                 prob(ss) scenario probability
                 E(ss) Young's modulus [MPa];
Parameter        h(i) deterministic static load;
                 h(i)=-4*bb*((ord(i)-1)*d)*((ord(i)-1)*d)/l**2+4*bb*((ord(i)-1)*d)/l;
Parameter        a c a n d cand.solution from EO reform. with 100 scenarios;
                 acand=22.4;
Parameter        b c a n d cand.solution from EO reform. with 100 scenarios;
                 bcand=100;
Variables        z c a n objective function with fixed candidate solutions
                 vcan(ss,i) deflection [mm]
                 z E O objective function - EO reformulation
                 v(ss,i) deflection [mm];
Positive variables
                 a c a n dimension of cross section
                 b c a n dimension of cross section
                 a dimension of cross section in EO model
                 b dimension of cross section in EO model;
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                o b j E O objective function - EO reformulation
                BCa(ss) left boundary condition
                BCb(ss,i) right boundary condition
                ODE_1(ss,i) deflection in i=1
                ODE_2N_2(ss,i) deflection in i=2..N-2
                ODE_N_1(ss,i) deflection in i=N-1
                maxstressup(ss,i) maximal stress in i=1..N-1
                maxstresslo(ss,i) maximal stress in i=1..N-1
                maxstressup_0(ss) maximal stress in i=0
                maxstresslo_0(ss) maximal stress in i=0
                maxstressup_N(ss,i) maximal stress in i=N
                maxstresslo_N(ss,i) maximal stress in i=N;
*--------------------- model with candidate solution ---------------------------*
objcan.. zcan =e= -alfa*sum(s,prob(s)*E(s))*acan*bcan**3/(12*rigidity)
                  +beta*ro*acan*bcan*l/weight
                  +gamma*sum((s,i),prob(s)*vcan(s,i))/deflection;
BCacan(s).. vcan(s,'0')=e= 0;
BCbcan(s,i)$(ord(i) eq card(i)).. vcan(s,i)=e= 0;
ODE_1can(s,i)$(ord(i) eq 2)..
(E(s)*acan*bcan**3/12)*(vcan(s,i+2)-4*vcan(s,i+1)+7*vcan(s,i)) =e= h(i)*d**4;
ODE_2N_2can(s,i)$((ord(i) ne 1)and(ord(i) ne 2)and(ord(i) ne (card(i)-1))and
(ord(i) ne card(i)))..
(E(s)*acan*bcan**3/12)*(vcan(s,i+2)-4*vcan(s,i+1)+6*vcan(s,i)
-4*vcan(s,i-1)+vcan(s,i-2)) =e= h(i)*d**4;
ODE_N_1can(s,i)$(ord(i) eq (card(i)-1))..
(E(s)*acan*bcan**3/12)*(7*vcan(s,i)-4*vcan(s,i-1)+vcan(s,i-2)) =e= h(i)*d**4;
maxstresscanup(s,i)$((ord(i) ne 1)and(ord(i) ne card(i)))..
E(s)*bcan*(vcan(s,i+1)-2*vcan(s,i)+vcan(s,i-1))/(2*d**2) =l= sigma;
maxstresscanup_0(s).. E(s)*bcan*vcan(s,'1')/d**2 =l= sigma;
maxstresscanup_N(s,i)$(ord(i) eq card(i)).. E(s)*bcan*vcan(s,i-1)/d**2 =l= sigma;
maxstresscanlo(s,i)$((ord(i) ne 1)and(ord(i) ne card(i)))..
-E(s)*bcan*(vcan(s,i+1)-2*vcan(s,i)+vcan(s,i-1))/(2*d**2) =l= sigma;
maxstresscanlo_0(s).. -E(s)*bcan*vcan(s,'1')/d**2 =l= sigma;
maxstresscanlo_N(s,i)$(ord(i) eq card(i)).. -E(s)*bcan*vcan(s,i-1)/d**2 =l= sigma
*--------------------------- EO reformulation -----------------------------------*
objEO.. zEO =e= -alfa*sum(s,prob(s)*E(s))*a*b**3/(12*rigidity)
                +beta*ro*a*b*l/weight+gamma*sum((s,i),prob(s)*v(s,i))/deflection;
Equations       o b j c a n objective function with fixed cand.solutions
                BCacan(ss) left boundary condition
                BCbcan(ss,i) right boundary condition
                ODE_1can(ss,i) deflection in i=1
                ODE_2N_2can(ss,i) deflection in i=2..N-2
                ODE_N_1can(ss,i) deflection in i=N-1
                maxstresscanup(ss,i) maximal stress in i=1..N-1
                maxstresscanlo(ss,i) maximal stress in i=1..N-1
                maxstresscanup_0(ss) maximal stress in i=0
                maxstresscanlo_0(ss) maximal stress in i=0
                maxstresscanup_N(ss,i) maximal stress in i=N
                maxstresscanlo_N(ss,i) maximal stress in i=N
ODE_1(s,i)$(ord(i) eq 2)..(E(s)*a*b**3/12)*(v(s,i+2)-4*v(s,i+1)+7*v(s,i))=e=h(i)*d**4;
BCa(s)..                       v(s,'0')=e= 0;
BCb(s,i)$(ord(i) eq card(i)).. v(s,i)=e= 0;
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maxstresslo(s,i)$((ord(i) ne 1)and(ord(i) ne card(i)))..
-E(s)*b*(v(s,i+1)-2*v(s,i)+v(s,i-1))/(2*d**2) =l= sigma;
maxstresslo_0(s).. -E(s)*b*v(s,'1')/d**2 =l= sigma;
maxstresslo_N(s,i)$(ord(i) eq card(i)).. -E(s)*b*v(s,i-1)/d**2 =l= sigma;
*------------------------------------------------------------------------------*
model candidate /objcan,BCacan,BCbcan,ODE_1can,ODE_2N_2can,ODE_N_1can,
maxstresscanup,maxstresscanup_0,maxstresscanup_N,
maxstresscanlo,maxstresscanlo_0,maxstresscanlo_N/;
model E O r e f o r  /objEO,BCa,BCb,ODE_1,ODE_2N_2,ODE_N_1,
maxstressup,maxstressup_0,maxstressup_N,maxstresslo,
maxstresslo_0,maxstresslo_N/;
loop(no_s,
loop(ss,if(ord(ss) le range(no_s), s(ss) = yes););
prob(s)= 1/card(s);
loop(sb,
E(s)=200E3+uniform(-10E3,50E3);
acan.up=acand;
acan.lo=acand;
bcan.up=bcand;
bcan.lo=bcand;
vcan.l(s,i)=0;
solve candidate using nlp minimizing zcan;
a.lo=10;
a.up=100;
b.lo=10;
b.up=100;
a.l=100;
b.l=100;
v.l(s,i)=0;
solve EOrefor using nlp minimizing zEO;
gap(no_s,sb)=zcan.l-zEO.l;
obj(no_s,sb)=zEO.l
););
file opt_gap /opt_gap.dat/, obj_func /obj_func.dat/;
put opt_gap;
put /;
loop((no_s,sb), put no_s.tl,@6, sb.tl,@14, gap(no_s,sb):14:8 /);
put obj_func;
put /;
loop((no_s,sb), put no_s.tl,@6, sb.tl,@14, obj(no_s,sb):14:8 /);
ODE_N_1(s,i)$(ord(i) eq (card(i)-1))..
(E(s)*a*b**3/12)*(7*v(s,i)-4*v(s,i-1)+v(s,i-2)) =e= h(i)*d**4;
maxstressup(s,i)$((ord(i) ne 1)and(ord(i) ne card(i)))..
E(s)*b*(v(s,i+1)-2*v(s,i)+v(s,i-1))/(2*d**2) =l= sigma;
maxstressup_0(s).. E(s)*b*v(s,'1')/d**2 =l= sigma;
maxstressup_N(s,i)$(ord(i) eq card(i)).. E(s)*b*v(s,i-1)/d**2 =l= sigma;
ODE_2N_2(s,i)$((ord(i) ne 1)and(ord(i) ne 2)and(ord(i) ne (card(i)-1))and
(ord(i) ne card(i)))..
(E(s)*a*b**3/12)*(v(s,i+2)-4*v(s,i+1)+6*v(s,i)-4*v(s,i-1)+v(s,i-2)) =e= h(i)*d**4;
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