Abstract. For 1D and 2D image feature extraction ignore the structural information of the image, resulting the loss of recognition accuracy, the feature extraction of 3D and multiplanar images while considering the data structure with each other, but the curse of dimensionality increases the computational complexity. Using manifold learning, embedding stable manifold into the original data space, so that the multidimensional data in the feature data is mapped to the manifold, discovered that the low dimensional structure hidden in high dimensional data which people unable to perceive, and then under the premise of without losing the data information, reduce the dimension of the raw data, so as to reduce the computational complexity.
, of which N is the data capacity for a given sample, D is the decision of the hig -dimensional data. Assums that the low dimensional manifold is dd R  ， intrinsic dimension is d（d<D and d=D). The image dimension reduction of manifold learning is to find the mapping relation from high dimensional data to the low dimensional embedding space. f , so as to (1) Linear analysis method: Linear refers to the mapping function f to meet the linear relationship, including the main analysis method, multi scale transform, linear discrimination, etc. Such as two dimensional principal component analysis (2DPCA) method, the main idea is that in a row or column of the original data x to find a underdetermined linear mapping matrix y ,
which line mapping 1  and 2  are non random underdetermined matrix. Therefore, compression ranks of the rows and columns of a matrix y is smaller than that of the x [3] .
(2) Nonlinear analysis method：Linear analysis is a special form of nonlinear analysis, its main disadvantage is that when the data dimension is very high, the calculation of the characteristic 6th International Conference on Sensor Network and Computer Engineering (ICSNCE 2016) vector is not feasible. Due to the uncertainty of data distribution and dispersion, nonlinear analysis method on the assumption that the data in low dimensional nonlinear manifold, and then from the local neighborhood structure of the data, transform the manifold learning problem into the optimization problem of the objective function, by solving the objective function, it is concluded that the manifold data need to maintain the geometric properties, which is the underdetermined matrix, and then obtain the low dimensional embedding representation of the original high-dimensional data [4] . Typical local linear embedding method (LLE) is shown in Fig. 1 Firstly, for each data point 1, 2, , iN  L of the sample data i x , Define k nearest neighbor ij x in its neighborhood, the reconstruction error is defined as:
Among them, is the value of loss function for data reconstruction. The nonlinear analysis method preserves the geometric structure of the neighborhood, and the rotation, translation, and scaling of the neighbor points can also be well mapped. Therefore, the nonlinear analysis method can maintain the invariance of manifold structure [5] . 
Intrinsic Dimension Estimation
The intrinsic dimension estimation is divided into two: one is using a geometric method to estimate and the local geometry of the high-dimensional data is examined; another is the eigenvalue method that is suitable for linear data, which is on global intrinsic dimension estimation [6] . In view of the characteristics of manifold learning, the advantage of the geometric method to estimate the intrinsic dimension is more and more concerned by people [7] .
K -near Neighbor Graph Method. Assump that there are the independent random samples 
By sorting out the above formulas and concepts, we get the estimation of the intrinsic dimension of the data set is: 
The distance between the kth nearest neighbor x to the x in the sampled sample 1 , n XX L :
For non-stationary process of fixed t , the parameter of Poisson process is:
The likelihood function is established for the Poisson process:
Partial derivatives of likelihood function is calculated, and the maximum likelihood estimation are obtained:
Intrinsic dimension can be got from the above formulas:
Manifold Learning Algorithm Based on Sparse Representation
Sparse Representation. Sparse representation theory pointed out that if the image data set of information in a manifold or in some kind of transformation is sparse (i.e. vector zero elements in the majority), then by the sparsity of the image data were underdetermined random mapping, image compression data without having to worry about losing any information [8] . (17) Sparse Local Embedding Method. To solve these two problems, the local linear embedding method based on sparse representation (SLLE) is proposed [9] . SLLE by modifying the LLE to the local area of the modeling objective function, the introduction sparsity constraint, after sparse constraint optimization of local linear embedding, can be used in the high dimensional space to optimize the obtained (sparse) weight in the low dimensional space reconstruction of samples, and then the manifold structure of the sample is reduced [10] .
Sparse local embedding algorithm: 
