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Las bases de Gröbner en el estudio de los polinomios
simétricos
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Resumen. En este artículo presentamos dos algoritmos, el primero permite es-
cribir un polinomio simétrico f en k[x1, · · · , xn], con k un cuerpo, en términos
de las funciones simétricas elementales; el segundo, determina si un polinomio f
en k[x1, · · · , xn], con k un cuerpo, es simétrico, y si este es el caso, cómo escri-
birlo en términos de las funciones simétricas elementales. Además, probamos de
manera detallada cómo se obtiene una base de Gröbner G en el caso particular
cuando se considera el orden lex sobre los términos, herramienta necesaria para
presentar el segundo algortimo. Adicionalmente, mostramos una pequeña apli-
cación de los polinomios simétricos en el cálculo del anillo de invariantes de un
grupo finito de matrices dado. Ilustramos los resultados con variados ejemplos.
Palabras clave: Polinomios simétricos, polinomios simétricos elementales, bases
de Gröbner, anillo de invariantes.
Abstract. In this article we present two algorithms, the first one allows to wri-
te a polynomial f ∈ k[x1, · · · , xn], with k a field, in terms of the symme-
trical elementary functions, the second one determines if a polynomial f ∈
k[x1, · · · , xn], with k a field, is symmetrical, and if this one is the case, how to
write it in terms of the symmetrical elementary functions. As complement, we
show in a detailed way how Gröbner’s base is obtained in the particular case
when the order is considered to be lex, necessary tool to present the second al-
gorithm. Finally we present a small application of the symmetrical polynomials
in the calculation of the rings of invariants of a finite matrix groups. We ilustrate
the results with several examples.
Keywords: Symmetric polinomials, elementary symmetric functions, Gröbner
bases, rings of invariants.
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1. INTRODUCCIÓN
Durante las últimas décadas se han logrado avances significativos en el desarrollo de mé-
todos algorítmicos en matemáticas, tanto para realizar cálculos que manualmente son
bastante extensos o que a veces pueden tornarse difíciles, como para demostrar proposi-
ciones y teoremas. En álgebra conmutativa la teoría y métodos de las bases de Gröbner,
permiten realizar cálculos efectivos en k[x1, · · · , xn], el anillo de polinomios en n in-
determinadas con coeficientes en un cuerpo k. Los paquetes computacionales como
Singular, CoCoa, Maple, entre otros, cuentan con una librería que permite realizar los
cálculos anteriormente mencionados usando dicha técnica.
En el estudio de los polinomios simétricos, las bases de Gröbner nos permiten deter-
minar si un polinomio es simétrico y si este es el caso, cómo escribirlo en términos de
los polinomios simétricos elementales. Este procedimiento es constructivo y por tanto
podemos presentar un algoritmo, el cual es una motivación para el estudio de la teoría
de invariantes desde el punto de vista computacional, es decir, de calcular de manera
explícita el anillo de invariantes de un grupo finito.
2. PRELIMINARES
2.1 Orden de términos
Definición 2.1. Un producto de potencias en A = k[x1, · · · , xn] es una expresión de la
forma Xα = xα11 · · ·xαnn , donde α := (α1, · · · , αn) ∈ Nn. El conjunto de todos los
productos de potencias será denotado por
Tn = {xα11 · · ·xαnn | αi ∈ N, i = 1, · · · , n}
Definición 2.2. Un polinomio f = 0 ∈ k[x1, · · · , xn] es una suma finita de términos de
la forma aixα11 · · ·xαnn , con ai = 0 ∈ k, es decir,
f = a1X
α1 + · · ·+ atXαt
donde, Xα1 > Xα2 > · · · > Xαt y Xαi ∈ Tn. En este caso
lp(f) = Xα1 , es el producto de potencias principal de f .
lc(f) = a1, es el coeficiente principal de f .
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lt(f) = a1X
α1 , es el término principal de f .
Definición 2.3. Un orden de términos es un orden total < que satisface las siguientes dos
condiciones:
(i) 1 < Xα para todo Xα ∈ Tn, Xα = 1.
(ii) Si Xα < Xβ , entonces XαXγ < XβXγ para todo Xγ ∈ Tn.
Existen diferentes ordenes, se presentan a continuación los tres más conocidos en la
literatura, éstos son usados en los paquetes computacionales existentes como CoCoa,
Maple, Singular.
Definición 2.4. Sean Xα < Xβ productos de potencias, se definen los siguientes ordenes
sobre Tn con x1 > x2 > · · · > xn.
(i) El orden lex (lexicográfico)
Xα < Xβ ⇔
{
la primera coordenada αi y βi en α y β de izquierda a
derecha, las cuales son diferentes satisfacen αi < βi
donde α = (α1, α2, · · · , αn), β = (β1, β2, · · · , βn) ∈ Nn
(ii) El orden deglex (lexicográfico de grado)
Xα < Xβ ⇔
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∑n
i=1 αi <
∑n
i=1 βi
o∑n
i=1 αi =
∑n
i=1 βi y X
α < Xβ con respecto a lex
con x1 > x2 > · · · > xn.
donde α = (α1, α2, · · · , αn) ∈ Nn, β = (β1, β2, · · · , βn) ∈ Nn
(iii) El orden degrevlex (lexicográfico de grado reverso)
Xα < Xβ ⇔
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∑n
i=1 αi <
∑n
i=1 βi
o∑n
i=1 αi =
∑n
i=1 βi y la primera coordenada de αi y βi en
α y β desde la derecha, las cuales son diferentes satisfacen
αi > βi.
donde α = (α1, α2, · · · , αn) ∈ Nn, β = (β1, β2, · · · , βn) ∈ Nn
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2.2 Nociones básicas de bases de Gröbner
En esta sección presentamos las nociones básicas de la teoría de las bases de Gröbner,
que serán necesarias en las secciones posteriores. Un estudio detallado de esta teoría se
puede hacer siguiendo el libro de Adams y Loustaunau (veáse [1]).
Definición 2.5. Un conjunto de polinomios distinto de cero G = {g1, · · · , gt} contenido
en un ideal I :=< f1, · · · , fk >, es una base de Gröbner para I si, y sólo si, para todo
f ∈ I, f = 0, existe i ∈ {1, · · · , t} tal que lp(gi) divide a lp(f).
Definición 2.6. Sean 0 = f, g ∈ k[x1, · · · , xn]. Se define el mínimo común múltiplo de
f y g, denotado por lcm(f, g), al polinomio l tal que:
(i) f, g dividen a l.
(ii) Si f, g dividen a un polinomio h, entonces l divide a h.
(iii) lc(l) = lc(f)lc(g).
Definición 2.7. Sean 0 = f, g ∈ k[x1, · · · , xn]. Sea L = lcm(lp(f), lp(g)). El polino-
mio
S(f, g) = Llt(f)f − Llt(g)g
se denomina el S- polinomio de f y g.
Teorema 2.8. SeaG = {g1, · · · , gt} un conjunto de polinomios no nulos en k[x1, · · · , xn].
Entonces G es una base de Gröbner para el ideal
I =< g1, · · · , gt > si, y sólo si, para todo i = j
S(gi, gj)
G−→+ 0,
Proposición 2.9. Sea G ⊂ k[x1, · · · , xn] un conjunto finito y sean f, g ∈ G tales que
lcm(lp(f), lp(g)) = lp(f) · lp(g)
es decir que los monomios principales de f y g son primos relativos. Entonces
S(gi, gj)
G−→+ 0,
199
MATEMÁTICAS Y ESTADÍSTICA
3. POLINOMIOS SIMÉTRICOS
Cuando se estudian las raíces de un polinomio surgen de manera natural polinomios si-
métricos, los cuales reciben el nombre de funciones simétricas elementales. Éstas juegan
un papel fundamental ya que cualquier polinomio simétrico en k[x1, · · · , xn] puede ser
escrito en términos de dichas funciones. En esta sección mostraremos un algoritmo que
permite hacer dicho procedimiento.
Definición 3.1. Un polinomio f ∈ k[x1, · · · , xn] es simétrico si
f(xi1 , · · · , xin) = f(x1, · · · , xn)
para todas las posibles permutaciones xi1 , · · · , xin de las variables x1, · · · , xn.
Ejemplo 3.2. SeaA = Q[x, y, z], entonces el polinomio f(x, y, z) = x3+x2y2z2+y3+z3
es simétrico ya que
f(x, y, z) = f(x, z, y) = f(y, x, z) = f(y, z, x) = f(z, x, y) = f(z, y, x).
Definición 3.3. Dadas las variables x1, · · · , xn, se define σ1, · · · , σn ∈ k[x1, · · · , xn] de
la siguiente manera:
σ1 = x1 + · · ·+ xn
...
σi =
∑
j1<j2<···<ji
xj1xj2xj3 · · ·xji
...
σn = x1x2x3 · · ·xn
Proposición 3.4. Si x1, · · · , xn son las raíces de un polinomio f(x), entonces f(x) puede
ser expresado usando las funciones σ1, · · · , σn de la siguiente manera
f(x) = xn − σ1xn−1 + σ2xn−2 + · · ·+ (−1)n−1σn−1x+ (−1)nσn (1)
Proposición 3.5. Los polinomios σ1, · · · , σn en la definición 3.3 son simétricos y se deno-
minan las funciones simétrica elementales.
Demostración. Usando la proposición anterior, ya que x1, · · · , xn son las raíces de un
polinomio f(x), podemos escribir f de la siguiente manera
f(x) = (x− x1)(x− x2) · · · (x− xn) (2)
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luego, al realizar cualquier permutación xi1 , · · · , xin de las variables x1, · · · , xn, se
obtiene el mismo polinomio salvo por el orden de los factores, así, los coeficientes en
(3.1) son funciones simétricas.
Teorema 3.6. Teorema fundamental de polinomios simétricos. Cualquier polinomio si-
métrico en k[x1, · · · , xn] pueden ser escrito de manera única como un polinomio en las
funciones simétricas elementales σ1, · · · , σn.
Demostración. La prueba puede ser consultada en [2].
La demostración del teorema anterior nos permite presentar un algoritmo para escri-
bir cualquier polinomio simétrico f ∈ k[x1, · · · , xn] en términos de los polinomios
simétricos elementales.
Algoritmo para polinomios simétricos
ENTRADA: f = 0 ∈ k[x1, · · · , xn] polinomio simétrico
σ1, · · · , σn las funciones simétricas elementales.
SALIDA: a1, a2, · · · , as, h1, h2, · · · , hs tal que f = a1h1 + · · ·+ ashs
INICIO: a1 := 0, a2 := 0, · · · , as := 0, h1 := 0, h2 := 0, · · · , hs := 0
p := f
MIENTRAS p = 0 HAGA
Calcule lt(p) = xα11 x
α2
2 · · ·xαnn
hi := hi + σ
α1−α2
1 σ
α2−α3
2 · · ·σαn−1−αnn−1 σαnn .
ai := ai +
lt(p)
lt(hi)
p := p− aihi
f = a1h1 + a2h2 + · · ·+ ashs
Ejemplo 3.7. Considere el polinomio
f = (x2 + y2)(x2 + z2)(y2 + z2) ∈ k[x, y, z]
escriba f como un polinomio en las funciones simétricas elementales σ1, σ2, σ3, donde,
x > y > z y se considera el orden lex.
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f(x, y, z) = x4y2 + x4z2 + x2y4 + 2x2y2z2 + x2z4 + y4z2 + y2z4
Primer paso a través del mientras:
lt(p) = x4y2;
h1 = σ
2
1σ
2
2
= x4y2 + 2x4yz + x4z2 + 2x3y3 + 8x3y2z + x3yz2 + 2x3z3 + y2y4 + 8x2y3z + 15x2y2z2
+ 8x2yz3 + x2z4 + 2xy4z + 8xy3z2 + 8xy2z3 + 2xyz4 + y4z2 + 2y3z3 + y2z4
lt(h1) = x
4y2; a = x
4y2
x4y2 = 1
p = f − a1h1 = f − σ21σ22
= −2x4yz − 2x3y3 − 8x3y2z − 8x3yz2 − 2x3z3 − 8x2y3z − 13x2y2z2 − 8x2yz3
− 2xy4z − 8xy3z2 − 8xy2z3 − 2xyz4 − 2y3z3
Segundo paso a través del mientras:
lt(p) = −2x4yz;
h2 = σ
3
1σ
1
3
= x4yz + 3x3y2z + 3x3yz2 + 3x2y3z + 6x2y2z2 + 3x2yz3 + xy4z + 3xy3z2 + 3xy2z3 + xyz4
lt(h2) = x
4yz; a2 = −2x
4yz
x4yz = −2
p = p− a2h2 = f − σ21σ22 + 2σ31σ13
= −2x3y3 − 2x3y2z − 2x3yz2 − 2x3z3 − 2x2y3z − x2y2z2 − 2x2yz3 − 2xy3z2 − 2xy2z3 − 2y3z3
Tercer paso a través del mientras:
lt(p) = −2x3y3;
h3 = σ
3
2
= x3y3 + 3x3y2z + 3x3yz2 + x3z3 + 3x2y3z + 6x2y2z2 + 3x2yz3 + 3xy3z2 +3xy2z3 + y3z3
lt(h3) = x
3y3; a3 = −2x
3y3
x3y3 = −2
p = p− a3h3 = f − σ21σ22 + 2σ31σ13 + 2σ32
= 4x3y2z + 4x3yz2 + 4x2y3z + 11x2y2z2 + 4x2yz3 + 4xy3z2 + 4xy2z3
Cuarto paso a través del mientras:
lt(p) = 4x3y2z;
h4 = σ1σ2σ3
= x3y2z + x3yz2 + x2y3z + 3x2y2z2 + x2yz3 + xy3z2 + xy2z3
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lt(h4) = x
3y2z, a4 =
4x3y2z
x3y2z = 4
p = p− a4h4 = f − σ21σ22 + 2σ31σ13 + 2σ32 − 4σ1σ2σ3 = x2y2z2
Quinto paso a través del mientras:
lt(p) = x2y2z2
h5 = σ
2
3 = x
2y2z2
lt(h5) = x
2y2z2, a5 =
x2y2z2
x2y2z2 = 1
p = f − a5h5 = f − σ21σ22 + 2σ31σ13 + 2σ32 − 4σ1σ2σ3 − σ23 = 0
Ya que p = 0 el ciclo mientras termina y se obtiene,
f = σ21σ
2
2 − 2σ31σ13 − 2σ32 + 4σ1σ2σ3 + σ23
4. BASES DE GRÖBNER Y POLINOMIOS SIMÉTRICOS
Las bases de Gröbner son una herramienta útil en el estudio de los polinomios simétri-
cos, ya que permiten determinar si un polinomio en k[x1, · · · , xn] es simétrico, y en
caso afirmativo expresar f en términos de los polinomios simétricos elementales.
Proposición 4.1. En el anillo k[x1, · · · , xn, y1, · · · , yn] se fija un orden en los mono-
mios de tal manera que un monomio que contenga una de las variables x1, · · · , xn es
mayor que cualquier monomio en k[y1, · · · , yn]. Sea G una base de Gröbner del ideal
〈σ1− y1, · · · , σn− yn〉 ⊂ k[x1, · · · , xn, y1, · · · , yn]. Dado f ∈ k[x1, · · · , xn] y g = f¯G
el residuo de f al dividirlo por G. Entonces:
(i) f es simétrico si, y sólo si, g ∈ k[y1, · · · , yn]
(ii) Si f es simétrico, entonces f = g(σ1, · · · , σn) es la única expresión de f como un
polinomio en las funciones simétricas elementales σ1, · · · , σn
La proposición anterior muestra la necesidad de conocer métodos para calcular una
base de Gröbner para 〈σ1 − y1, · · · , σn − yn〉. Una manera de hacerlo es usando el
algoritmo de Buchberger.1 Sin embargo, cuando se usa el orden lex, hay un método
bastante sencillo para calcular una base para dicho ideal, el cual mostramos en detalle a
continuación.
Proposición 4.2. Fijado el orden lex sobre k[x1, · · · , xn, y1, · · · , yn] con x1 > · · · >
xn > y1 > · · · > yn. Entonces los polinomios
1 Para más detalles veáse [1]
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gk = hk(xk, · · · , xn) +
∑k
i=1(−1)ihk−i(xk, · · · , xn)yi, k = 1, · · · , n,
forman una base de Gröbner para el ideal 〈σ1 − y1, · · · , σn − yn〉, donde
hi(x1, · · · , xs) =
∑
|α|=i(X
α)
es la suma de todos los monomios de grado total i en x1, · · · , xs.
Demostración. En primer lugar se debe probar que el conjunto de los gk, k = 1 · · · , n
son un subconjunto del ideal 〈σ1 − y1, · · · , σn − yn〉.
Paso 1. Probar que
0 = hk(xk, · · · , xn) +
k∑
i=1
hk−i(xk, · · · , xn)σi
Paso 1.1 Probar que 0 =
k∑
i=0
(−1)ihk−i(x1, · · · , xn)σi(x1, · · · , xn)
En la demostración denotaremos x := x1, · · · , xn. Si Xα = xα1j1 xα2j2 · · ·xαaja es un
monomio que aparece en hk−i(x)σi(x), donde a denota el número de variables que
aparecen en Xα entonces se debe tener que i ≤ a, en efecto, ya que σi es la suma de
todos los monomios que son productos de i distintas variables, entonces cada término
que aparece en el producto hk−i(x)σi(x) deben involucrar como mínimo las i variables
que aparecen en σi(x). Así, el número de variables que aparecen enXα es mayor o igual
a i, es decir, a ≥ i.
Ahora, ya que i ≤ a entonces determinar todos los monomios que involucren i va-
riables de las a variables dadas en Xα , se reduce a resolver un problema de combi-
natoria ya que al usar cualquier orden de términos hay solamente una forma de es-
cribir cada monomio. Por cada combinación Ca,i se obtienen i! permutaciones, luego
Ca,i × r! = Pa,i = a!(a−i)! , donde Pa,i denota el número de permutaciones, es decir
Ca,i =
a!
(a−i)i! =
(
a
i
)
, las cuales según la definición de σi, son monomios que aparecen
allí, por tanto, hay
(
a
i
)
términos de σi(x) que aparecen en Xα. Ya que hk−i(x) es la
suma de todos los monomios de grado total k − i en x1, · · · , xn, los cuales tiene coe-
ficiente 1, y existen
(
a
i
)
términos de σi que involucran variables de Xα, entonces Xα
aparecerá
(
a
i
)
veces en hk−i(x)σi(x), así, el coeficiente de Xα en
k∑
i=0
(−1)ihk−i(x)σi(x)
es
a∑
i=0
(−1)i(ai). Aplicando el teorema del binomio se obtiene
0 = (−1 + 1)a =
a∑
i=0
(
a
i
)
(−1)i(1)a−i =
a∑
i=0
(
a
i
)
(−1)i
es decir, el coeficiente con que aparece Xα en hk−i(x)σi(x) es cero, por tanto,
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0 =
k∑
i=0
(−1)ihk−i(x1, · · · , xn)σi(x1, · · · , xn)
Paso 1.2 Probar que
0 = hk(xk, · · · , xn) +
k∑
i=1
(−1)ihk−i(xk, · · · , xn)σi(x1, · · · , xn), (3)
lo cual es equivalente a probar que
0 =
k∑
i=0
(−1)ihk−i(x1, · · · , xn)σi(x1, · · · , xn).
Para usar la identidad probada en el paso 1.1, se deben separar las variables x1, · · · , xk−1,
para esto, sea A = {1, 2, · · · , k − 1}, el conjunto formado por los subíndices de las va-
riables xi, i = 1, · · · , k − 1, S ⊂ A, XS el producto de las correspondientes variables
según los subíndices involucrados en S, |S| el número de elementos en S y sea
H = {S/S ⊂ A} = {∅, {1}, {2}, · · · , {k − 1}, {1, 2}, {1, 3}, · · · , {1, 2, · · · , k − 2}}
Mostraremos que
∑
S∈H
Xsσi−|S|(xk, · · · , xn) = σi(x1, · · · , xn)
Para mayor facilidad tomaremos y = xk, · · · , xn y x = x1, · · · , xk−1
∑
S∈H
Xsσi−|S|(y) = σi(y) + x1σi−1(y) + x2σi−1(y) + · · ·+ xk−1σi−1(y)+
x1x2σi−2(y) + · · ·+ x1xk−1σi−2(y) + · · ·+ xk−2xk−1
σi−2(y) + · · ·+ x1x2 · · ·xk−1σi−{k−1}(y)
= σi(y) + σi−1(y)(x1 + x2 + · · ·+ xk−1) + σi−2(y)(x1x2
+ · · · + xk−2xk−1) + · · ·+ σi−k+1(y)(x1x2 · · ·xk−1)
= σi(y) + σi−1(y)σ1(x) + σi−2(y)σ2(x) + σi−3(y)σ3(x) · · ·
+ σi−(k−2)(y)σk−2(x)
Ya que cada producto σi−j(y)σj(x), j = 0, · · · , k − 2, es la suma de todos los mono-
mios de i variables distintas de las variables involucradas en cada uno de ellos, se obtiene
la identidad deseada.
k∑
i=0
(−1)ihk−i(y)σi(x) =
k∑
i=0
(−1)ihk−i(y)
∑
S
∈ HXSσi−|S|(y)
= hk(y)
∑
S∈H
XSσ0−|S|(y)− hk−1(y)
∑
S∈H
XSσ1−|S|(y) + hk−2(y)
∑
S∈H
XSσ2−|S|(y) + · · ·+ (−1)kh0(y)
∑
S∈H
XSσk−|S|(y)
=
∑
S∈H
XS [hk(y)σ0−|S|(y)− hk−1(y)σ1−|S|(y) + hk−2(y)σ2−|S|(y)
+ · · ·+ (−1)kh0(y)σk−|S|(y)]
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=
∑
S∈H
XS [
k∑
i=|S|
(−1)ihk−i(y)σk−|S|(y)]
donde la suma
k∑
i=|S|
(−1)ihk−i(y))σk−|S|(y) = 0, para cada S ∈ H . En efecto, haciendo
la sustitución j = i− |s|, se obtiene,
k∑
i=|S|
(−1)ihk−i(y))σk−|S|(y) = (−1)|s|
k−|s|∑
j=0
(−1)jh(k−|s|)−j(y)σj(y) = 0
usando la identidad del paso 1.1. Así,
k∑
i=0
(−1)ihk−i(y)σi(x) =
∑
S∈H
XS(
k∑
i=|S|
(−1)ihk−i(y)σk−|S|(y)) =
∑
S∈H
XS(0) = 0
Al sustraer 4.1 de la definición dada de gk, obtenemos,
gk =
k∑
i=1
(−1)ihk−i(xk, · · · , xn)(yi − σi) (4)
lo cual prueba que < g1, · · · , gn >⊂< σ1 − y1, · · · , σn − yn >.
Para mostrar la otra inclusión hay que notar que, ya que h0 = 1, se puede escribir 4.2
como
gk = (−1)k(yk − σk) +
k−1∑
i=1
(−1)ihk−i(xk, · · · , xn)(yi − σi) (5)
Para mostrar 〈σ1−y1, · · · , σn−yn〉 ⊂ 〈g1, · · · , gn〉 basta observar que de (4.3) se tiene
que
σk − yk = (−1)1−kgk + (−1)2−k
∑k−1
i=1 (−1)ihk−i(xk, · · · , xn)(yi − σi)
y por inducción sobre k se muestra que
si k = 1, σ1 − y1 = g1
si k = 2, σ2 − y2 = −g2 + h1(x2, · · · , xn)g1
supongamos que para k = s,
σs − ys = gs − h′s−1(xs, · · · , xn)gs−1 + · · ·+ h
′
1((xs, · · · , xn)g1.
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Luego,
σs+1 − ys+1 = (−1)−sgs+1 + (−1)1−s
s∑
i=1
(−1)ihs+1−i(xs+1, · · · , xn)(yi − σi)
= (−1)−sgs+1 + (−1)1−s[(−1)hs+1(xs+1, · · · , xn)(y1 − σ1) + · · ·+
(−1)sh1(xs+1, · · · , xn)(ys − σs)]
= (−1)−sgs+1 + (−1)1−s[(−1)hs+1(xs+1, · · · , xn)g1 + · · ·+
(−1)sh1(xs+1, · · · , xn)gs − h′s−1(xs, · · · , xn)gs−1 + · · ·+
h
′
1(xs, · · · , xn)g1].
Por tanto, si f ∈ 〈σ1 − y1, · · · , σn − yn〉 entonces f ∈ 〈g1, · · · , gn〉.
Por último, veamos que lt(gk) = xkk. En efecto
lt(gk) = lt[hk(xk, · · · , xn) +
k∑
i=1
(−1)ihk−i(xk, · · · , xn)yi], k = 1, · · · , n
= máx[lt(hk(xk, · · · , xn), lt[
k∑
i=1
(−1)ihk−i(xk, · · · , xn)yi]], k = 1, · · · , n)
= máx[lt(hk(xk, · · · , xn),máx[lt(−hk−1(xk, · · · , xn)y1), lt(hk−2(xk, · · · , xn)y2), · · · ,
lt((−1)kh0(xk, · · · , xn))yk]]
= máx[lt(hk(xk, · · · , xn)),máx[lt(
∑
|α|=k
x
αk
k x
αk+1
k+1 · · ·xαnn ), lt(
∑
|α|=k−1
x
αk
k x
αk+1
k+1 · · ·xαnn y1),
lt(
∑
|α|=k−2
x
αk
k x
αk+1
k+1 · · ·xαnn y2), · · · , lt((−1)kyk)]] donde α = αk + αk+1 + · · ·+ αn
= máx(xkk,máx(x
k−1
k , x
k−2
k , · · · , 1))
= xkk
Así, los términos principales de g1, · · · , gn son primos relativos. Por la proposición
2.9 se obtiene S(gi, gj)
G−→+ 0 y usando el teorema 2.8 concluimos que {g1, · · · , gn}
forman una base de Gröbner para 〈σ1 − y1, · · · , σn − yn〉
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Algoritmo para verificar si polinomio es simetrico
ENTRADA: f = 0 ∈ k[x1, · · · , xn]
σ1, · · · , σn las funciones simétricas elementales.
SALIDA: VERDADERO, si el polinomio es simétrico, y en este caso,
f = g(σ1, · · · , σn)
FALSO en otro caso.
INICIO: Calcule una base de Gröbner G para 〈σ1 − y1, · · · , σn − yn〉
Calcule el residuo g de la división de f por la base de Gröbner.
SI g ∈ k[y1, · · · , yn] ENTONCES
resultado:= VERDADERO
f = g(σ1, · · · , σn)
EN CASO CONTRARIO
resultado:= FALSO
RETORNE resultado
Ejemplo 4.3. Considere el polinomio
f = x3 + y3 + z3 ∈ Q[x, y, z]
Verifique si f es simétrico, si es así, escríbalo en términos de los polinomios simétricos ele-
mentales σ1, σ2, σ3, usando el orden lex en Q[x, y, z, y1, y2, y3] con x > y > z > y1 >
y2 > y3.
Paso 1. Calcular una base de Gröbner para < σ1 − y1, σ2 − y2, σ3 − y3 >.
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Para esto usamos la proposición 4.2 y obtenemos que
g1 = h1(x, y, z) +
1∑
i=1
(−1)ih1−i(x, y, z)yi =
∑
|α|=1
xα + (−1)h0(x, y, z)y1
= x+ y + z − y1
g2 = h2(y, z) +
2∑
i=1
(−1)ih2−i(y, z)yi =
∑
|α|=2
xα + (−1)h1(y, z)y1 + h0(y, z)y2
= y2 + yz − yy1 + z2 − zy1 + y2
g3 = z
3 − z2y1 + zy2 − y3
forman una base de Gröbner para el ideal 〈σ1−y1, σ2−y2, σ3−y3〉 ⊂ Q[x, y, z, y1, y2, y3].
Así,
G = {x+ y + z − y1, y2 + yz − yy1 + z2 − zy1 + y2, z3 − z2y1 + zy2 − y3}
Paso 2. Aplicar el algoritmo de la división para hallar el residuo g obtenido al dividir
f entre G. Este residuo fue calculado en [6] usando el algoritmo de la división dado en
[1]. Usando el programa CoCoa.
UseR ::= Q[x, y, z, y1, y2, y3];
F := x3 + y3 + z3;
L := [x+ y+ z− y1, y2 + yz− yy1 + z2 − zy1 + y2, z3 − z2y1 + zy2 − y3];
DivAlg(F, [x+ y + z − y1, L]);
Record[Quotients = [x2 − xy + y2 − xz + 2yz + z2 + xy1 − 2yy1 −
2zy1 + y
2
1 ,−3z + 3y1, 3], Remainder = y31 − 3y1y2 + 3y3]
luego,
g = y31 − 3y1y2 + 3y3
Paso 3. g(y1, y2, y3) = y31 −3y1y2+3y3 ∈ Q[y1, y2, y3], y por tanto f es simétrico. Así,
f = g(σ1, σ2, σ3) = σ
3
1 − 3σ1σ2 + 3σ3.
5. APLICACIÓN DE POLINOMIOS SIMÉTRICOS EN LA TEO-
RÍA DE INVARIANTES
El ejemplo más básico de invariantes de un grupo finito de matrices está dado por los
polinomios simétricos, al considerar el grupo finito de las matrices de permutación,
como ilustraremos a continuación.
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Definición 5.1. El grupo Sn de todas las matrices cuadradas de tamaño n cuyas entradas
son 0 ó 1, pero de tal manera que hay un único 1 en cada fila y en cada columna se llama el
grupo de matrices de permutación.
Ejemplo 5.2. Sea S3 ⊂ GL(3, k) el grupo de matrices de permutación.
S3 =
⎧⎪⎨
⎪⎩
⎛
⎜⎝
1 0 0
0 1 0
0 0 1
⎞
⎟⎠ ,
⎛
⎜⎝
1 0 0
0 0 1
0 1 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 1 0
1 0 0
0 0 1
⎞
⎟⎠ ,
⎛
⎜⎝
0 1 0
0 0 1
1 0 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 1
1 0 0
0 1 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 1
0 1 0
1 0 0
⎞
⎟⎠
⎫⎪⎬
⎪⎭
Sea f ∈ k[x, y, z]S3 entonces f(x) = f(A · x), ∀A ∈ S3; ya que,
f
⎡
⎣
⎛
⎝
1 0 0
0 1 0
0 0 1
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(x, y, z)
f
⎡
⎣
⎛
⎝
1 0 0
0 0 1
0 1 0
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(x, z, y)
f
⎡
⎣
⎛
⎝
0 1 0
1 0 0
0 0 1
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(y, x, z)
f
⎡
⎣
⎛
⎝
0 1 0
0 0 1
1 0 0
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(y, z, x)
f
⎡
⎣
⎛
⎝
0 0 1
1 0 0
0 1 0
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(z, x, y)
f
⎡
⎣
⎛
⎝
0 0 1
0 1 0
1 0 0
⎞
⎠
⎛
⎝
x
y
z
⎞
⎠
⎤
⎦ = f(z, y, x)
se obtiene que, f(x, y, z) = f(x, z, y) = f(y, x, z) = f(y, z, x) = f(z, x, y) = f(z, y, x).
Los polinomios que cumplen esta condición son los polinomios simétricos, por tanto, los po-
linomios invariantes son los polinomios simétricos en k[x, y, z].
Ejemplo 5.3. En general si se considera el grupo Sn ⊂ GL(n, k) de matrices de permuta-
ción, entonces
k[x1, · · · , xn]Sn = {cualquier polinomio simétrico en k[x1, · · · , xn]} (6)
Por teorema (3.6), se conoce que los polinomios simétricos son polinomios en las funciones
simétricas elementales con coeficientes en k, por tanto, se puede escribir (5.1) como,
k[x1, · · · , xn]Sn = k[σ1, · · · , σn]
Así, cualquier invariante puede ser escrito como un polinomio en las funciones simétricas
elementales σ1, · · · , σn, además la representación en términos de las funciones simétricas
elementales es única, por lo tanto, se obtiene un conocimiento explícito de los invariantes de
Sn.
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Evaluación de la efectividad del método de Murphy para
la interpretación de señales en el gráfico de control
multivariado T 2
Alex J. ZambranoI, Hector F. LópezII
Resumen. Frecuentemente puede ser problemático identificar cuando una ca-
racterística o grupo de características de calidad presenta un proceso fuera de
control en el control multvariado de procesos estadísticos, ya que la calidad es
representada por el control simultáneo de varias variables aleatorias correlacio-
nadas.
En este trabajo se estudia la metodología de Murphy para detectar las causas
asignables en una señal de fuera de control en el gráfico de control multivariado
T 2. Se propone evaluar la efectividad de este método, utilizando simulación de
procesos multivariados, cuando ocurren cambios en el vector de medias, e igual-
mente cuando las variables se encuentran correlacionadas. Se presenta un gráfico
que muestra los resultados obtenidos.
Palabras clave: Control de calidad multivariado, estadístico T 2 de Hotelling,
gráfico de control T 2, selección de variables, análisis discriminante.
Abstract. To identify when a characteristic or group of characteristics of quality
presents a process out of control in the multivariate statistical process control
can be a problem, because the quality is represented by the simultaneous con-
trol of correlated random variables.
In this paper we study the methodology of Murphy to detect assignable cau-
ses in an out of control signal in T 2 control chart. The purpose is to evaluate
the effectiveness of this method, using multivariate process simulation, when oc-
cur changes in the mean vector, and when the variables are correlated. A graph
shown the results obtained.
Key words: Multivariate quality control, Hotelling’s T 2 statistic, T 2 control
chart, selection of variables, discriminant analysis.
I Estudiante de Maestría en Estadística, Universidad Nacional de Colombia, Bogota, Colombia, aj-
zambranoc@unal.edu.co.
II Profesional en Matemáticas con énfasis en Estadística, Universidad del Tolima, Ibagué, Colombia,
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1. INTRODUCCIÓN
Según Bersimis, Psarakis, y Panaretos (2007) los gráficos de control multiva-
riados son una herramienta poderosa en el Control de Proceso Estadístico en
cuanto a la identificación en un proceso fuera de control. Woodall y Montgo-
mery (1999) enfatizan la necesidad de investigar más en esta área dado que la
mayoría de procesos involucra un gran número de variables que son correla-
cionadas. Jackson (1991) comenta que cualquier procedimiento en control de
calidad multivariado debe cumplir las siguientes condiciones:
1. Responder la pregunta “¿Esta el proceso en control?”.
2. La probabilidad conjunta para el error tipo I debe especificarse.
3. Las relaciones entre las variables deben tenerse en cuenta.
4. Se debe dar un procedimiento que permita responder la pregunta “Si el
proceso está fuera de control, ¿Cuál es el problema?”.
La última pregunta ha provisto un interesante tema para muchos investigado-
res en los últimos años. Woodall y Montgomery (1999) manifiestan que aunque
hay dificultad en la interpretación de señales en los gráficos de control multiva-
riado se ha trabajado en métodos de reducción y técnicas gráficas. Maravelakis
(2003) describe algunos de estos trabajos, entre ellos destacamos los realizados
por Alt (1985) quien trabaja usando p gráficos de control univariado con límites
Bonferroni; Jackson (1991) propone usar la región de control elíptica y tam-
bién componentes principales, y Mason, Tracy, y Young (1995, 1997) usan la
descomposición del estadístico T 2 en partes independientes (llamada descom-
posición MYT) las cuales reflejan la contribución de las variables de manera
individual y condicional. De este último trabajo algunas propuestas por otros
autores incluyen esta descomposición, entre ellos Roy (1958), Murphy (1987),
Doganaksoy, Faltin, y Tucker (1991), Hawkins (1991, 1993), Timm (1996) y
Runger, Alt, y Montgomery (1996). La metodología de Murphy (1987) consis-
te en utilizar el Análisis Discriminante con el cual se detecta la variable o el
conjunto de variables que hacen que el proceso presente una señal fuera de con-
trol. En trabajos anteriores se evaluó la efectividad de la descomposición MYT
Zambrano y Zambrano (2008), para este se pretende evaluar la metodología de
Murphy (1987) para la interpretación de señales.
Este artículo pretende abordar los conceptos básicos del gráfico de control mul-
tivariado T 2 para una observación individual (sección 2), consecuentemente se
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describe la metodología propuesta por Murphy (1987) (sección 3), el procedi-
miento para evaluar esta metodología (sección 4), los resultados obtenidos (sec-
ción 5) y las conclusiones de los mismos (sección 6).
2. GRÁFICO DE CONTROL T 2
Este gráfico propuesto por Hotelling (1947) permite monitorear la distancia es-
tadística entre un vector de observaciones y el vector de medias, para los ca-
sos en que se utilizan observaciones individuales. Suponiendo que los datos
se distribuyen normal p variada con vector de medias μ0 y matriz de cova-
rianzas Σ conocidos, la estadística T 2 para la i-ésima observación individual
X ti = (Xi1, . . . ,Xip) viene dada por
T 2(X i) = (Xi − μ0)tΣ−1 (X i − μ0) i = 1, 2, . . . , n. (1)
Si se desconocen los parámetros de la normal p variada, se utilizan sus estima-
ciones X y S obtenidas a partir de datos históricos, por lo cual la ecuación (1)
queda expresada como
T 2(Xi) =
(
Xi −X
)t
S−1
(
Xi −X
)
i = 1, 2, . . . , n, (2)
donde el vector de medias muestrales viene dada por
X =
1
n
n∑
i=1
Xi,
y la matriz de covarianzas muestrales
S =
1
n− 1(X i −X)(X i −X)
t.
El gráfico de control consiste en gráficar la estadística T 2 v.s. el número de
observaciones. Sin embargo, dependiendo de si se conocen o no los parámetros
de la distribución normal p variada, se considera una distribución diferente a
un nivel de significancia α Díaz (2002). Está distribución, según el caso, permite
asociar un límite de control superior el cual se representa en el gráfico de control
como una línea recta con la cual se puede indicar si un proceso está bajo control.
Está es una diferencia notable frente a los gráficos de control univariados ya que
no tienen importancia el límite central ni el de control inferior debido a que la
estadística T 2 por ser cuadrática nunca es negativa. Además, no presenta ningún
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Π fuera de control
Figura 1: Gráfico de control T 2 con límite de control superior LCS.
problema si es muy cercano a cero (indicaría que la observación es muy cercana
al vector de medias de las variables) (Figura 1).
Si la variabilidad de las observaciones en el proceso es natural o común, se pre-
senta un gráfico de control donde cada estadística está por debajo del límite
de control superior, se dice entonces que el proceso esta bajo control. En caso
contrario se dice que el proceso esta fuera de control, y se deberá a que la varia-
bilidad de las observaciones en el proceso no es natural o presenta alguna causa
asignable o especial.
El gráfico de control T 2 se aplica en dos fases que se conocen como fase I y II;
en la primera de ellas se toma un conjunto de datos históricos y se construye
el gráfico de control T 2 para establecer si el proceso se encontraba bajo control
cuando se sacaron n observaciones individuales preliminares y se calcularon los
estadísticos X y S. El objetivo en la fase I es obtener un conjunto de observa-
ciones homogéneas bajo control a fin de establecer el límite de control superior
para la fase II, el cual consiste en el monitoreo de la producción futura. En oca-
siones se le denomina análisis retrospectivo Montgomery (2004).
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2.1 Límites de control para la fase I
La fase I consta de dos etapas. La etapa 1 consiste en construir a partir de un
conjunto de datos histórico el límite de control superior, para determinar si el
proceso está bajo control. En esta etapa la distribución de la estadística T 2 dada
por la ecuación (2) se distribuye
T 2 ∼ (n− 1)
2
n
B( p2 ,
n−p−1
2
,α).
Para determinar si el proceso se encuentra bajo control se establece el límite de
control superior asociado a la distribución del estadística anterior dada por
LCS =
(n− 1)2
n
B( p2 ,
n−p−1
2
,α),
donde B(δ1,δ2,α) es el percentil (1−α) de la distribución beta con parámetros δ1
y δ2. Cuando una observación hace que el proceso se encuentre fuera de control
a está se la conoce como señal. Si el gráfico T 2 indica que hay una señal, se
debe llevar a cabo una investigación con el objeto de encontrar causas especiales
que la hubieran producido. Las observaciones multivariadas que correspondan a
causas especiales se eliminan. Entonces se calculan de nuevo el límite de control
superior para un examen retrospectivo basado en las observaciones restantes y
el procedimiento se repite.
En la etapa 2 se prueba si el proceso permanece bajo control cuando nuevas
observaciones sean seleccionadas. La estadística T 2 sigue una distribución F ,
por lo cual el gráfico de control T 2 utiliza en esta etapa un límite de control
superior dado por,
LCS =
p(n+ 1)(n − 1)
n(n− p) F(p,n−p,α),
donde n es el tamaño del observaciones en el conjunto de datos históricos con
las que finalmente se estimaron los parámetros en la etapa 1 y F(p,m−p,α) es
el percentil (1 − α) de la distribución F con parámetros p y n − p. Una vez
estabilizado el proceso en la etapa 2, se asume que los estimadores finales X y
S son los verdaderos valores de los parámetros bajo control Vargas (2006).
2.2 Límites de control para la fase II
Para la fase II la carta T 2, dado que se conocen los parámetros la estadística T 2
se construyen como la ecuación (1), en este punto el límite de control superior
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viene dado por
LCS = χ2(p,α), (3)
donde χ2(p,α) es el percentil (1− α) de la distribución χ2 central con parámetro
p.
Un desarrollo de los límites cuando se consideran subgrupos de observaciones
mayores que uno se realiza de manera similar en Vargas (2006). En adelante se
asumirá que el proceso ha pasado la Fase I, por lo que el proceso se encuentra
bajo control.
3. METODOLOGÍA DE MURPHY
Este procedimiento es propuesto por Murphy (1987), subcaso de la descompo-
sición de MYT según Maravelakis (2003). Se asume que el proceso está en fase II
descrito anteriormente (ver sección 2), por lo cual cada observación individual
X i se distribuye normal p variada con vector de medias μ0 y matriz de cova-
rianza Σ. Estas ideas desarrolladas son extendibles para el caso donde (μ0,Σ)
puedan ser estimados Murphy (1987).
La población bajo control se denotará por Π0 ∼ Np(μ0,Σ). La familia de po-
blaciones fuera de control se denotara por Π ∼ Np(μ,Σ), μ = μ0. El procedi-
miento hace monitoreos cuando hay algún cambio en la media μ0.
Para tomar la decisión sobre i el proceso está o no bajo control, se utiliza la
estadístico T 2 para una observación individual Xi dado por la ecuación (1) la
cuál es equivalente a verificar la hipótesis H0 : μ = μ0 v.s. H1 : μ = μ0.
Seleccionando el límite de control superior (LCS) correspondiente a la ecuación
(3), se define la siguiente regla de decisión
Si T 2 ≤ LCS; entonces Xi ∈ Π0 (proceso bajo control).
Si T 2 > LCS; entonces Xi /∈ Π0 (proceso fuera de control).
3.1 Ventajas de utilizar el gráfico de control T 2
La ventaja principal de utilizar estadístico T 2 en el gráfico de control T 2, es
la propia reflexión sobre la estructura de correlación de las poblaciones (están
implícitas las correlaciones de las poblaciones, ya que Σ es conocida), aunque
también se presenta la misma situación con un buen estimador de Σ. En la
práctica, el no tener en cuenta la correlación entre las variables es una desventaja
puesto se deben utilizar cartas independientes para monitorear cada una de las p
características de calidad de manera individual. Haciendo esto se hacen pruebas
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simultáneas sobre cartas individuales permitiendo que cada error de tipo I sea
α/p, en lugar de α, lo cual es una dificultad.
Otra razón para utilizar el gráfico de control T 2 es la facilidad de cálculo y de
construcción simple del mismo ya que sólo requiere comparar valores T 2 con
el límite de control superior (Figura 1).
3.2 Interpretación de una señal y selección de la variable causante
Se propone utilizar el Análisis Discriminante Díaz (2002). Se plantea interpretar
una señal fuera de control y una prueba sobre cuál de las variables (o subcon-
junto de ellas) causaron la señal.
Dada una observación X∗ que produce una señal en el gráfico de control T 2
(T 2(X∗) > LCS), la pregunta de interés inmediato es: ¿Cuál de las p variables,
o subconjunto p1 de ellas (p = p1+ p2) causaron la señal? Murphy (1987) señala
que particionando la observaciónXt∗ = [X
(1)
∗ ,X
(2)
∗ ], donde X
(1)
∗ es el subcon-
junto de las p1 variables las cuales se sospecha causaron la señal, y X
(2)
∗ es el
conjunto de las p2 variables restantes.
Además, denotando con T 2p la distancia cuadrada completa,
T 2p = T
2 (X∗) = (X∗ − μ0)tΣ−1 (X∗ − μ0)
y con T 2p1 la distancia reducida correspondiente al subconjunto p1,
T 2p1 = T
2
(
X
(1)
∗
)
=
(
X
(1)
∗ − μ0(1)
)t
Σ−111
(
X
(1)
∗ − μ0(1)
)
donde μ0 y Σ están particionadas como lo esta X∗. Finalmente, la siguiente
diferencia es calculada
D = T 2p − T 2p1 , (4)
el cual D ∼ χ2p1 . Si D es grande, se rechaza la hipótesis nula de que el subcon-
junto p1 causó la señal. Si es pequeño, no se rechaza. Pruebas similares son bien
conocidas en el análisis discriminante y en el análisis de regresión para tratar
con problemas de selección de variables Díaz (2002). Si (μ0,Σ), son estimados,
la prueba apropiada para D es una distribución F Seber (1984).
3.3 Algoritmo de Murphy para seleccionar variables fuera de control
El siguiente algoritmo describe y reduce el cálculo computacional para consi-
derar señales fuera de control. Se consideran observaciones individuales. Si se
desea trabajar con observaciones en subgrupos mayores que uno, este mismo
algoritmo se describe en Murphy (1987).
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Paso 1 Llevar a cabo una prueba T 2 con un nivel de significancia α. Si la con-
dición se encuentra fuera de control entonces se continua con el paso 2.
Paso 2 Calcular los p individual T 21 (Xi) equivalente a mirar las p cartas indivi-
duales y calcular las p diferencias Dp−1(i) = T 2p − T 21 (Xi). Seleccionar el
mı´n{Dp−1(i)} = Dp−1(r) y probar esta mínima diferencia. SiDp−1(r) es
no significante entonces la variable r-ésima es la única que requiere aten-
ción. Si Dp−1(r) es significante continue con el paso 3.
Paso 3 Calcular las p − 1 diferencias Dp−2(r, j) = T 2p − T 22 (Xr,Xj), 1 ≤ r,
j ≤ p y r = j. Seleccionar el mı´n{Dp−2(r, j)} = Dp−2(r, s) y pruebe la
mínima diferencia. Si Dp−2(r, s) no es significante entonces las variables
r-ésima y s-ésima son las únicas que requieren atención. Si Dp−2(r, s) es
significante entonces continue con el paso 4.
Paso 4 Similar al paso 3.
Paso . Similar al paso 3 y 4.
Paso p Si la última Dp−(p−1) es significante, entonces, todas las p variables re-
quieren atención.
Murphy (1987) recomienda que en las pruebas Dp−i ∼ χ2(p−i,α∗) se use un nivel
de significancia en el intervalo 0.1 ≤ α∗ ≤ 0.2.
Ejemplo 3.1. Considérese un proceso de tres variables, el cual se distribuye
multivariadamente normal con parámetros poblacionales dados por el vector de
medias ceros (μ = 0) y matriz de varianzas la idéntica de orden 3 (Σ = I3), para
observaciones individuales. Se calculará el estadístico T 2 para la observación
X ti = [−0.1736, 2.9356, 0.0379].
T 2(X i) = (X i − μ)tΣ−1(X i − μ) = 8.649026
Comparando este valor con el límite de control superior dado por la ecuación
(3) para α = 0.05 se observa que se presenta una señal (LCS = χ2(3,0.05) =
7.814728).
Ahora según el algoritmo anterior calculan los términos individuales T 21 (Xi) (i =
1, 2, 3)
T 21 (X1) = 0.0314, T
2
1 (X2) = 8.6177, T
2
1 (X3) = 0.0014
Se calculan las diferencias utilizando la ecuación (4) y se elige la mínima diferen-
cia de las tres anteriores (D2(2) = 0.0313). Se determina que esta diferencia no
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es significante (χ2(2,0.1) = 4.60517), entonces la variable X2 requiere atención ya
que es la causante de la señal fuera de control.
4. METODOLOGÍA
Para evaluar la efectividad de la metodología de Murphy (1987) se propone es-
tudiar cambios en las componentes de vector de medias y correlación entre va-
riables tal como lo describimos a continuación.
Se propone generar observaciones individuales de un proceso multivariado nor-
mal estándar con máximo tres variables. Se toma una muestra de n = 100 bajo
control. Como se conocen los parámetros entonces se considera el límite de con-
trol superior dado por (3) con un nivel de significancia de α = 0.05. Se hacen
cambios a las componentes del vector de medias, o a la matriz de covarianzas de
la siguiente manera:
1. Se cambia una o dos o las tres componentes del vector de medias, aumen-
tando está con valores μ = 0.5, 1, 1.5, 2, 3, 5.
2. Se realizaran cambios a la matriz de covarianzas para obtener correlacio-
nes entre las variables X1 y X2 del proceso con los siguientes valores
ρ12 = 0.1, 0.5, 0.8. Con esto se espera observar sus efectos.
Luego de encontrar el proceso fuera de control en un tiempo t se aplica la me-
todología de Murphy (1987) en este tiempo. Se interpretarán las causas que de-
terminan la señal fuera de control. Esto se realizarán 5000 veces para evaluar
la efectividad de esta descomposición, en términos de probabilidades, lo que
facilitará la interpretación de la misma.
5. RESULTADOS
La tabla 1 resume los resultados obtenidos de las diferentes corridas realizadas.
La primera columna representa las correlaciones para las variables (X1,X2), la
segunda columna representa los valores de los corrimientos en vector de medias.
Las siguientes columnas representan las probabilidades en las que el método de
Murphy detecta adecuadamente las variables a las cuales se les realizó el cambio;
e.d., si la columna 4 de la fila 4 hay un valor de 0.65 indica que la probabili-
dad de que el método de Murphy detecte cuando se produce un corrimiento
en la segunda componente del vector de medias de μ = 1.5, cuando ρ12 = 0
es de un 65%. A estos valores los llamaremos probabilidades de detención efec-
tivas en las variables que producen señal. Recordemos que los corrimientos en
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Tabla 1: Probabilidades de detección efectivas de las variables según corrimientos en el
vector de medias y correlación entre la 1 y 2 variable
ρ12 μ (μ, 0, 0) (0, μ, 0) (0, 0, μ) (μ, μ, 0) (μ, 0, μ) (0, μ, μ) (μ, μ, μ)
0 0.25 0.26 0.24 0.07 0.07 0.07 0.04
0.5 0.35 0.35 0.34 0.08 0.09 0.08 0.04
1 0.50 0.51 0.51 0.15 0.14 0.15 0.08
0 1.5 0.63 0.65 0.64 0.22 0.23 0.23 0.17
2 0.72 0.72 0.72 0.34 0.35 0.35 0.33
3 0.82 0.82 0.81 0.61 0.62 0.60 0.72
5 0.82 0.81 0.83 0.80 0.80 0.81 0.99
0 0.25 0.24 0.26 0.07 0.07 0.07 0.04
0.5 0.35 0.34 0.35 0.10 0.09 0.09 0.05
1 0.51 0.51 0.51 0.17 0.15 0.15 0.09
0.1 1.5 0.62 0.64 0.65 0.25 0.22 0.24 0.17
2 0.74 0.72 0.72 0.38 0.35 0.35 0.32
3 0.81 0.82 0.82 0.63 0.61 0.62 0.71
5 0.82 0.83 0.82 0.80 0.80 0.79 0.99
0 0.21 0.22 0.22 0.15 0.06 0.06 0.06
0.5 0.30 0.32 0.30 0.21 0.08 0.08 0.07
1 0.49 0.50 0.47 0.28 0.15 0.15 0.13
0.5 1.5 0.63 0.64 0.62 0.37 0.24 0.23 0.22
2 0.72 0.74 0.72 0.47 0.34 0.35 0.37
3 0.82 0.82 0.81 0.67 0.63 0.63 0.73
5 0.82 0.83 0.83 0.80 0.80 0.79 0.99
0 0.18 0.17 0.18 0.27 0.05 0.05 0.09
0.5 0.27 0.27 0.27 0.32 0.07 0.08 0.11
1 0.47 0.47 0.44 0.41 0.14 0.14 0.18
0.8 1.5 0.62 0.63 0.58 0.51 0.23 0.21 0.28
2 0.72 0.73 0.70 0.57 0.35 0.34 0.42
3 0.84 0.82 0.80 0.73 0.63 0.63 0.76
5 0.83 0.83 0.82 0.81 0.79 0.81 0.99
el vector de medias para que produzca una señal pueden ser corrimientos de
manera individual (μ, 0, 0), (0, μ, 0), (0, 0, μ), corrimientos en dos componen-
tes (μ, μ, 0), (μ, 0, μ), (0, μ, μ) y corrimiento en las tres componentes (μ, μ, μ).
Nótese que cuando ρ12 = 0 y el corrimiento se hace en las tres componentes del
vector de medias para μ = 0 la probabilidad de detectar una observación fuera
de control cuando no se hicieron corrimientos es alrededor del 4%, lo que se
acerca bastante al nivel de significancia definido.
Realizando un gráfico de perfiles (Figura 2) se observa que las probabilidades
de detección efectivas aumentan cuando el corrimiento en las medias es alto.
Además se observa un comportamiento similar en los valores de probabilidad
de detención en las corrimientos del vector de medias de manera individual,
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independiente de la correlación ρ12, por tanto no se afecta la efectividad de de-
tención en las variables corridas de manera independiente. Así mismo cuando
existe correlación baja o no la hay, se observan que los valores de probabilidad
son similares (Figuras 2a y 2b). Por el contrario, cuando la correlación es mode-
rada o grande, se observan un aumento en la probabilidad de detección cuando
se realiza corrimientos simultáneos en las variables (X1,X2) (Figuras 2c y 2d).
Cuando se tiene una correlación alta se afectara la probabilidad de detección
efectividad (Figura 2d).
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Figura 2: Perfiles de las probabilidades efectivas de detección de las variables según co-
rrimientos en el vector de medias y correlación
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6. CONCLUSIONES
Al analizar las tablas se observan algunos comportamientos en los datos, que
se ven reflejados a través de las probabilidades realizadas en la metodología de
Murphy (1987). Estos tipos de comportamientos se analizarán para determinar
las conclusiones:
1. Como se observó la metodología de Murphy (1987) es una buena alter-
nativa para la detección de las causas de una señal fuera de control en un
proceso multivariado.
2. La efectividad de detección de la variable que ocasiono la señal fuera de
control es mayor cuando se ha realizado un cambio grande en el vector de
medias. Al realizar cambios muy pequeños la probabilidad es baja.
3. Para correlaciones altas entre las variables (X1,X2), la probabilidad de
detección es alta.
4. La detención efectiva en las variables de manera independiente, cambia
cuando el corrimiento en media es pequeño o no hay y la correlación es
alta.
Para estudios posteriores se podría aumentar el numero de variables, y tamaños
de subgrupos mayores que uno, para aplicar la metodología y determinar su
efectividad ante estos cambios. El estudio de la metodología de Murphy (1987)
se centra en utilizar análisis discriminante de Fisher, el cual compara las medias
de dos poblaciones multivariadas distribuidas normal p-variadas con la misma
matriz de covarianzas. Sin embargo, al utilizar nuestra metodología de estudio
consideramos correlaciones entre variables, e.d., cambios en la matriz de cova-
rianzas sin modificar la regla del discriminante de Fisher. Un posible estudio
sería evaluar qué pasa si se cambia la regla del discriminante a matrices de co-
varianzas distintas Díaz (2002). Das y Prakash (2008) comparan las propuestas
realizadas Mason y cols. (1995), Murphy (1987), Hawkins (1993) y Doganaksoy
y cols. (1991) utilizando pruebas de potencia sin tener en cuenta la fase en la que
se encuentra cada proceso. Se pueden observar metodologías diferentes utilizan-
do pruebas empíricas como las realizadas en este trabajo, teniendo en cuenta la
fase en la que se encuentra el proceso.
223
MATEMÁTICAS Y ESTADÍSTICA
BIBLIOGRAFÍA
Alt, F. B. (1985). Multivariate quality control. En S. Kotz, N. L. Johnson,
y C. R. Read (Eds.), The enciclopedia of statistical sciences (pp. 110–122).
New York: John Wiley & Sons.
Bersimis, S., Psarakis, S., y Panaretos, J. (2007). Multivariate statistical processs
control charts: An overview. Quality and Reliability Engineering Interna-
tional, 23(5), 517–543.
Das, N., y Prakash, V. (2008). Interpreting the out-of-control signal in multi-
variate control chart - a comparative study. The International Journal of
Advanced Manufacturing Technology, 37(9), 966–979.
Doganaksoy, N., Faltin, F. W., y Tucker, W. T. (1991). Identification of out
of control multivariate characteristic in a multivariable manufacturing
environment. Communications in Statistics - Theory and Methods, 20(9),
2775–2790.
Díaz, L. G. (2002). Estadística Multivariada: Inferencia y Métodos (Primera ed.).
Bogotá: Universidad Nacional de Colombia, Departamento de Matemáti-
cas y Estadística.
Hawkins, D. M. (1991). Multivariate quality control based on regression adjus-
ted variables. Technometrics, 33(1), 61–75.
Hawkins, D. M. (1993). Regression adjustment for variables in multivariate
quality control. Journal of Quality Control, 25(3), 170–182.
Hotelling, H. (1947). Multivariate quality control - illustrated by the air testing
of sample bombsights. En C. Eisenhart, M. W. Hastay, y W. A. Wallis
(Eds.), Techniques of statistical analysis (pp. 111–184). New York: Mac-
Graw Hill.
Jackson, J. E. (1991). A user guide to principal components. New York: Jhon
Wiley & Sons.
Maravelakis, P. E. (2003). An investigation of some characteristics of univariate
and multivariate control charts. Tesis Doctoral, Departament of Statistics,
Athenas University of Economics and Business.
Mason, R. L., Tracy, N. D., y Young, J. C. (1995). Decomposition of T 2 for
multivariate control chart interpretation. Jornal of Quality Technology,
224
MATEMÁTICAS Y ESTADÍSTICA
Revista Tumbaga 2010 | 5 | 211-224
27(2), 99–108.
Mason, R. L., Tracy, N. D., y Young, J. C. (1997). A practical approach for
interpreting multivariate T 2 control chart signals. Jornal of Quality Tech-
nology, 29(4), 396–406.
Montgomery, D. C. (2004). Control Estadístico de la Calidad (Tercera ed.).
México: Limusa Wiley.
Murphy, B. J. (1987). Out of control variables with the T 2 multivariate quality
control procedure. Royal Statistical Society, 36, 571–581.
Roy, J. (1958). Step down procedure in multivariate analysis. Annals of Mathe-
matical Statistics, 29, 1177–1187.
Runger, G. C., Alt, F. B., y Montgomery, D. (1996). Contributors to a multiva-
riate statistical process control chart signal. Communications in Statistics.
Theory and Methods, 25(10), 2203–2213.
Seber, G. A. F. (1984). Multivariate observations. New York: John Wyley.
Timm, N. H. (1996). Multivariate quality control using finite intersection tests.
Journal of Quality Control, 28(2), 233–243.
Vargas, J. A. (2006). Intoducción al Control Estadístico de Calidad. Bogotá:
Universidad Nacional de Colombia, Departamento de Matemáticas y Es-
tadística.
Woodall, W. H., y Montgomery, D. C. (1999). Research issues and ideas in
statistical process control. Journal of Quality Technology, 31(4), 376–386.
Zambrano, A. J., y Zambrano, L. A. (2008). Evaluando la efectividad de la
descomposición MYT para la interpretación de señales fuera de control
en la carta T 2. Revista Tumbaga, 3, 141–157.
Referencia
Fecha de
recepción
Fecha de
aprobación
Zambrano, Alex J. y López, Héctor F.
Evaluando la efectividad de la descomposición MYT para la interpre- Día/mes/año Día/mes/año
tación de señales fuera de control en la carta T 2. 16/07/2010 02/09/2010
Revista Tumbaga (2010), 5, pg 211-224
225
MATEMÁTICAS Y ESTADÍSTICA
Análisis de conglomerados en la identifi cación de estructura 
genética a partir de datos de marcadores moleculares
Cluster analysis for identifi cation of genetic structure 
from molecular marker data
Peña Malavera, Andrea;I,II Bruno, Cecilia;I,III Teich, Ingrid;I,III 
Fernández, Elmer;III,IV Balzarini, Mónica.I,III
Resumen. En el contexto de abundante información genómica, como la producida a 
partir de marcadores moleculares basados en ADN, es de interés identifi car la estruc-
tura genética subyacente en un conjunto de individuos, previo al análisis de asociación 
entre expresión de marcadores y fenotipo. Cuando existen subgrupos de individuos 
que difi eren sistemáticamente en las frecuencias alélicas de sus marcadores, se origina 
una estructura genética que, de no ser considerada, incrementa el riesgo de detectar 
asociaciones espurias entre marcadores y fenotipo. Diversos métodos estadísticos son 
utilizados para determinar la agrupación de individuos desde datos de marcadores 
moleculares que producen información discreta multidimensional, entre ellos mé-
todos basados en algoritmos de conglomerados jerárquicos (UPGMA), conglomera-
dos no jerárquicos (K-means), redes neuronales como los mapas auto-organizativos 
(SOM) y métodos de conglomerados bayesianos. En este trabajo comparamos la ca-
pacidad de tales algoritmos para detectar subpoblaciones (conglomerados genéticos) 
bajo dos escenarios biológicos de estructura poblacional: modelo de islas y modelo de 
contacto. Los algoritmos de conglomerado fueron evaluados simultáneamente usando 
conjuntos de datos de marcadores moleculares de expresión binaria simulados bajo 
ambos modelos biológicos. El método de conglomeración bayesiano fue el que mejor 
identifi có, entre los evaluados, las subpoblaciones simuladas bajo el modelo de migra-
ción de islas. Para el modelo de contacto la identifi cación de subgrupos fue difícil con 
cualquiera de los cuatro algoritmos de conglomeración evaluados.
Palabras clave: conglomerados jerárquicos, conglomerados no jerárquicos, mapas 
auto-organizativos, conglomerado bayesiano, modelos de migración.
Abstract. Prior to association studies, and in the context of abundant genomic in-
formation provided by molecular markers, it is of interest to identify the underlying 
genetic structure of individuals. Genetic structure arises when markers´ allele frequen-
I Estadística y Biometría-FCA, UNC 
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cies diff er systematically between subgroups, and if it is not considered in association 
analysis, it increases the risk of detecting spurious associations between molecular 
markers and the phenotype of interest. 
A variety of statistical methods are used to determine groups of individuals from 
molecular markers that produce multidimensional discrete data, such as methods ba-
sed on hierarchical (UPGMA) and non-hierarchical clustering algorithms (K-means), 
neural networks (SOM), and Bayesian clustering. In this study, we compared the 
capacity of these algorithms to detect genetic clusters under two diff erent biological 
scenarios: the island model and the contact model. Th e clustering algorithms were 
simultaneously evaluated using binary molecular marker data simulated under both 
biological scenarios. Bayesian clustering was the best model to identify subpopula-
tions under the island migration model. However, in the contact model the identifi -
cation of subgroups was diffi  cult with all algorithms.
Key words: Hierarchical clusters, Non-hierarchical clusters, self-organizing maps, Ba-
yesian clustering, Migration models.
1. INTRODUCCIÓN
En genética humana, como en genética de animales y plantas, es de interés identifi -
car loci del ADN que rigen caracteres complejos (generalmente de expresión conti-
nua). El estudio de asociación se realiza en un contexto de abundante información 
genómica como es la producida por distintos tipos de marcadores moleculares del 
ADN usando individuos seleccionados al azar de una población con distinto nivel 
de relación de parentesco y estructuración genética. El procedimiento para el análisis 
simultáneo de información genómica y fenotípica con el propósito de identifi car aso-
ciaciones no aleatorias entre loci de marcadores moleculares y loci del carácter feno-
típico en estudio, es conocido como mapeo de asociación o mapeo por desequilibrio 
de ligamiento. Para este procedimiento se han utilizado con éxito distintos modelos 
estadísticos, los cuales deben contemplar si existen estructuras genéticas subyacentes 
en la población de estudio, es decir la posible existencia de subpoblaciones con dis-
tinto nivel de relación genómica. Diversos métodos analíticos computacionales de 
naturaleza exploratoria multivariada e índices de diversidad genética entre y dentro 
de grupos pueden usarse para detectar estructura genética (Hedrick, 2005).
Los estudios de asociación, suponen que si una mutación o cambio en el estado alé-
lico del marcador incrementa la expresión de una característica en una población de 
individuos, entonces se puede esperar que el o los alelos asociados a tal característica 
sean más frecuentes entre los individuos que la comparten que entre el resto de los 
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individuos. Una población estructurada genéticamente es aquella en la que coexis-
ten subgrupos o conglomerados de individuos que difi eren sistemáticamente en sus 
frecuencias alélicas para los diferentes loci. Cuando se lleva a cabo un análisis de aso-
ciación en estas poblaciones sin considerar los efectos de la subestructura poblacional 
subyacente, se aumenta el riesgo de detectar asociaciones espurias entre marcadores y 
la característica fenotípica de interés.
El análisis estadístico de la información molecular a través de algoritmos de clasifi -
cación no supervisada, se utiliza para revelar tales estructuras de subpoblaciones que 
luego son usadas como un factor de clasifi cación dentro de los modelos de asocia-
ción. Diversos algoritmos estadístico-computacionales para la agrupación de enti-
dades en espacios multidimensionales, tales como los métodos de conglomerados 
jerárquicos (UPGMA), conglomerados no jerárquicos (K-means), métodos de con-
glomeración bayesianos basados en cadenas de Markov Monte Carlo (MCMC), y 
redes neuronales que producen mapas auto-organizativos (SOM), pueden aplicarse 
a datos multialelos-multilocus para identifi car subpoblaciones o conglomerados ge-
néticos. El objetivo de este trabajo es ilustrar el desempeño relativo de estos métodos 
bajo distintos escenarios biológicos de presencia de subpoblaciones genéticas carac-
terizados por modelos de migración comunes en estudios de ecología y genética de 
poblaciones.
2. MATERIALES Y MÉTODOS
2.1 Datos
Se simularon datos genéticos multivariados del tipo binario con una estructura po-
blacional conocida a priori bajo dos escenarios biológicos caracterizados por diferen-
tes modelos de migración: (A) modelo de islas y (B) modelo de contacto. El progra-
ma utilizado fue EASYPOP versión 2.0.1 (Balloux, 2001). Para el modelo de islas se 
consideró una estructura poblacional compuesta por 5 grupos, mientras que para el 
modelo de contacto se simuló una estructura poblacional de 2 grupos con 5 subpo-
blaciones cada uno (fi gura 1). El modelo de islas es considerado básico porque resu-
me la estructura poblacional fundamental (Wright, 1931), y es utilizado en muchos 
estudios de genética de poblaciones para predecir procesos evolutivos causados por 
deriva génica, mutación, selección y migración (Chiappero et al., 2010). Este mode-
lo asume que los migrantes tienen una frecuencia génica igual a la del conjunto de las 
subpoblaciones, y es considerado matemáticamente simple. El modelo de contacto 
se considera opuesto al de islas en el continuo de estructuras poblacionales. En él la 
228
MATEMÁTICAS Y ESTADÍSTICA
Revista Tumbaga 2010 | 5 | 225-236
población no está dividida en subunidades donantes o receptoras de migrantes, ni es 
una unidad panmíctica. Los cruzamientos al azar están limitados por la distancia, de 
modo que los individuos tendrán una mayor probabilidad de aparearse con vecinos 
que con individuos más lejanos. De este modo se pueden agrupar a los individuos 
en «vecindarios», áreas defi nidas por «individuos centrales» cuyos progenitores se 
pueden tratar como extraídos al azar. La representación más sencilla del modelo de 
contacto es un hábitat lineal a lo largo del cual existe una distribución normal de las 
distancias entre los lugares de nacimiento de los padres y la progenie. 
Figura 1. Representación esquemática de los dos modelos biológicos de migración simulados. A) 
Modelo de islas. B) Modelo de zona de contacto.
Los parámetros de simulación fueron fi jados en este estudio con la fi nalidad de lograr 
datos moleculares que caractericen un conjunto de líneas o individuos genéticamen-
te estructurados, y obtener escenarios comparables a la mayor parte de los estudios 
que se realizan. Se defi nieron los siguientes parámetros: nivel de ploidía (diploide), 
proporción de recombinación (0.01), número de individuos por población (100), 
número de loci (150), tasa de mutación (0.01), modelo de mutación (modelo de 
mutación paso a paso -SSM-), número de posibles estados alélicos (2), variabilidad 
de la población inicial (mínima), tasa de migración dentro de poblaciones (0.01), 
tasa de migración entre poblaciones (0.001). Todas las simulaciones fueron realizadas 
para 4000 generaciones. 
El hecho de considerar una tasa de migración pequeña entre y dentro de poblaciones, 
signifi ca que en cada generación existirá una baja proporción de la población que 
será sustituida por inmigrantes, tanto dentro de una misma población como entre 
poblaciones. Se espera que este modelo de migración provoque una alta endogamia 
local y elevada homocigosis entre individuos de una misma población, y por tanto 
mayor diferencia entre poblaciones, es decir que las poblaciones estén estructuradas 
genéticamente. Cada escenario o realización del modelo genético para los parámetros 
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expuestos anteriormente se simuló 100 veces y de cada conjunto de datos simulado 
se seleccionaron por muestreo aleatorio simple para retener en el análisis entre 120 
y 180 individuos con igual proporción de representación de cada una de las subpo-
blaciones simuladas, en cada muestra emulada. El valor de la cantidad de líneas o 
individuos seleccionados fue elegido en función de los tamaños de muestras que se 
utilizan en la práctica en estudios de mapeo de asociación.
2.2 Procedimientos evaluados
Sobre cada conjunto de datos simulado se aplicaron simultáneamente 4 algoritmos 
de conglomerados: 1. Método jerárquico (UPGMA), 2. Método no jerárquico K-
means, 3. Método basado en redes neuronales (SOM) y 4. Método bayesiano basado 
en MCMC.
En el método de conglomerados jerárquico UPGMA (Sokal y Michener, 1958), 
como en otros métodos de conglomerados de esta naturaleza, se parte de una matriz 
de distancias conteniendo todas las distancias entre pares de objetos, y se los comien-
za a agrupar teniendo en cuenta la mínima distancia. Luego de agrupar el primer par 
de individuos el proceso continua recalculando la matriz de distancias de manera tal 
que el conglomerado recientemente formado se trata como un nuevo objeto. Por esto 
es necesario defi nir una métrica de distancia entre objetos simples y conglomerados o 
entre conglomerados. Ésta se obtiene promediando todas las distancias entre pares de 
objetos, donde un miembro del par pertenece a uno de los conglomerados y el otro 
miembro al segundo conglomerado. Este es un método simple que se ha encontrado 
exitoso en numerosas aplicaciones de clasifi cación. La expresión para calcular la dis-
tancia promedio entre conglomerados es:
donde es la distancia entre el objeto, que pertenece al conglomerado AB y el obje-
toque pertenece al conglomerado C, siendo la sumatoria sobre todos los posibles 
pares de objetos entre dos conglomerados y donde y son los números de objetos en 
los conglomerados AB y C respectivamente. El método tiende a producir grupos de 
igual varianza (Milligan, 1980). La historia de formación de conglomerados en los 
distintos pasos del algoritmo de agrupamiento suele representarse gráfi camente a 
través de un dendrograma.
El método de conglomerados no-jerárquico (K-means) agrupa objetos en k grupos 
haciendo máxima la variación entre conglomerados y minimizando la variación den-
tro de cada conglomerado. Este método comienza con un agrupamiento inicial o 
230
MATEMÁTICAS Y ESTADÍSTICA
Revista Tumbaga 2010 | 5 | 225-236
con un grupo de puntos semilla (centroides) que formarán los centros de los grupos 
(partición inicial del grupo de objetos en k ítems), prosigue asignando cada objeto 
al grupo que tiene el centroide (media) más cercano. La partición lograda es aquella 
tal que la suma de la suma de las distancias al cuadrado de los miembros del grupo 
respecto a su centroide es mínima. El método se basa así en el principio de los k 
mejores centroides, éstos son modifi cados cada vez que un objeto se transfi ere de un 
grupo al otro. El algoritmo K-means es óptimo en cada paso. Los resultados fi nales 
dependen de la confi guración inicial, de la secuencia en que son considerados los 
objetos a agrupar y claramente del número de grupos. A los fi nes de alcanzar un 
óptimo global, es recomendable usar varias particiones iniciales y seleccionar aquella 
partición fi nal con mínimo valor de la función objetivo.
Si bien estos métodos basados en conglomerados jerárquicos y no-jerárquicos se en-
cuentran implementados en numerosos softwares, en este trabajo usamos la imple-
mentación del software Info-Gen (Balzarini y Di Rienzo, 2004). La función objetivo 
que se minimiza en Info-Gen es la suma de distancias al cuadrado entre los objetos 
de un mismo conglomerado. El gráfi co que muestra la evolución de esta función 
objetivo para 2, 3,…, k conglomerados es usado para identifi car el número de gru-
pos subyacentes en la población de objetos, i.e. cantidad de grupos donde la función 
decrece a una menor tasa.
Los Mapas Auto-Organizativos o Self-Organizing Maps (SOM) son un modelo 
de red neuronal desarrollado por Kohonen (Kohonen, 1997). Este procedimien-
to procesa una base de datos o casos multidimensionales, resultando en un mapa 
(usualmente bidimensional) donde casos similares se “mapean” en regiones cercanas 
de la red neuronal. De esta manera “vecindad” signifi ca “similaridad” (Fernández y 
Balzarini, 2007). La red se estructura como una capa usualmente bidimensional de 
nodos no conectados entre sí. Todos los nodos se asocian con un dato de entrada, se 
inicializan los pesos de cada nodo, se busca el nodo ganador respecto a su similitud 
con el caso de entrada, y se actualizan los pesos del nodo ganador y de sus vecinos, 
reiterando los pasos hasta que se satisface un criterio de detección impuesto previa-
mente. Los mapas auto-organizativos constituyen un método de conglomeración si-
milar a los métodos no jerárquicos donde los grupos que se conforman son ubicados 
espacialmente sobre la estructura de una red predefi nida. Si bien originalmente fue 
implementado en Sompack (Kohonen, 1997) actualmente se puede implementar en 
los softwares Matlab, SAS y R, con distintos métodos de representación gráfi ca de 
los resultados. En el presente trabajo se usa el método de representación “U-matrix” 
disponible en Sompack.
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El método de conglomeración bayesiano, basado en Cadenas de Markov de Monte 
Carlo propuesto por Pritchard y sus compañeros (2000) es frecuentemente usado 
para estudios de estructura genética poblacional. Se estima la distribución a poste-
riori de coefi cientes asociados a cada individuo que se corresponden a los distintos 
subgrupos en los que éste puede clasifi carse. El valor esperado de la distribución a 
posteriori provee una estimación de la proporción que el genoma de un individuo 
tiene o comparte con los distintos subgrupos. El algoritmo se encuentra implemen-
tado en el software STRUCTURE 2.2.3 (Pritchard et al., 2000).
2.3 Evaluación del desempeño de los procedimientos de conglomerados
Bajo cada escenario de modelo biológico de migración usado para simular estructura 
genética se contabilizó el porcentaje de corridas donde el algoritmo de conglomerado 
usado detectó correctamente el número de grupos o subpoblaciones simuladas (K). 
Adicionalmente se estimó para el conglomerado jerárquico UPGMA, no jerárquico 
K-means y el método bayesiano, el porcentaje de entidades bien clasifi cadas a través 
de la comparación de la subpoblación a la cual pertenece cada entidad (según simu-
lación) y el conglomerado asignado. Para los mapas SOM se contabilizó el porcentaje 
de nodos en zonas de la red no claramente defi nidas como un conglomerado (tran-
sición). Estos porcentajes fueron calculados en aquellos escenarios donde se detectó 
con éxito el número de grupos de subpoblaciones (5 y 2 para el modelo de islas y de 
contacto, respectivamente). En las fi guras 2 y 3 presentamos los gráfi cos obtenidos 
con cada técnica de conglomerados para un caso simulado bajo cada modelo bioló-
gico.
3. RESULTADOS 
3.1 Desempeño de los algoritmos de agrupamiento a partir del modelo de Islas
En la fi gura 2 se representan los resultados obtenidos a partir de los 4 métodos de 
conglomerados. Cuando se utilizó el algoritmo de conglomerados jerárquico UPG-
MA, el dendrograma resultante permitió de manera relativamente fácil visualizar el 
agrupamiento de las líneas en 5 subgrupos con un umbral de corte para el eje de las 
abscisas (distancias entre conglomerados) posicionado aproximadamente en el per-
centil 95 de las distancias calculadas. En la gráfi ca obtenida luego de implementar 
un análisis de conglomerados no jerárquicos (K-means), se observó que la tasa de 
disminución del criterio que defi ne la función objetivo (suma de cuadrados o hete-
rogeneidad dentro de grupos) decae a partir de 5 conglomerados. La representación 
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de la red del mapa auto-organizativo debería permitir la visualización de 5 zonas 
con igual nivel de grises; sin embargo, en este ejemplo la observación de las mismas 
resultó difícil. Los puntos blancos representan nodos de la red que no han podido 
ser agrupados claramente en un conglomerado. En el método bayesiano se logró un 
gráfi co en donde los 5 grupos fueron bien separados, sin embargo, en la clasifi cación 
de dicho algoritmo se observó la existencia de algunos individuos que perteneciendo 
a un grupo en particular, contienen características similares a las de otros conglome-
rados, lo que ocasiona en el gráfi co líneas de individuos con más de un color.
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Figura 2. Representaciones gráfi cas de los resultados logrados por los algoritmos de agrupamiento 
(de izquierda a derecha, arriba) método jerárquico UPGMA, método no-jerárquico K-means, 
(abajo) redes neuronales basados en mapas auto-organizativos (SOM) y método bayesiano basados 
en MCMC, respectivamente. Modelo de islas con una tasa de migración dentro de poblaciones 
=0.01 y K=5.
3.2 Desempeño de los algoritmos de agrupamiento a partir del modelo de 
contacto
Las representaciones del modelo de contacto se presentan en la fi gura 3. La detección 
del número de grupos (K=2) fue relativamente fácil a través de los dendrogramas, al 
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igual que en el modelo de islas, mientras que la detección del agrupamiento de las 
líneas en 10 subgrupos (subpoblaciones) resultó difícil. En la representación gráfi ca 
obtenida a partir del análisis de conglomerados no jerárquicos se observa que la tasa 
de disminución del criterio que defi ne la función objetivo no decae sustancialmente. 
La representación de la red del mapa auto-organizativo debería permitir la visualiza-
ción de 10 zonas; en este ejemplo la observación de las mismas resultó difícil. Con el 
método bayesiano el gráfi co resultante no permitió la identifi cación de los subgrupos 
(subpoblaciones) que conforman la estructura poblacional.
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Figura 3. Representación gráfi ca de los resultados logrados por 4 algoritmos de agrupamiento (de 
izquierda a derecha, arriba) método jerárquico UPGMA, métodos no-jerárquico K-means, (abajo) 
redes neuronales basados en mapas auto-organizativos (SOM) y métodos bayesianos basados en 
MCMC, respectivamente. Modelo de contacto con una tasa migración dentro=0.01, tasa migra-
ción entre=0.001 y 2 grupos con 5 subpobaciones; total 10 subpoblaciones.
En la tabla 1 se presenta, para cada método de agrupamiento y para cada modelo 
de migración, la cantidad de veces que cada uno clasifi có de manera correcta a cada 
individuo en el grupo o subpoblación que le correspondía según fuera simulado. 
Puede observarse que el método bayesiano fue el que presentó el mayor porcentaje 
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en la detección del número de grupo simulados (90%), seguido del método no je-
rárquico K-means que clasifi có correctamente cada grupo el 83% de las veces para 
el modelo de islas. El método UPGMA y el SOM obtuvieron el número correcto de 
conglomerados el 56 y 23% de las veces, respectivamente. Esto último sugiere que 
tanto el método jerárquico como el basado en redes (SOM) son sensibles a modelos 
biológicos con estructuras más complejas. Con respecto a la clasifi cación correcta de 
individuos en los grupos bien identifi cados, los resultados estuvieron por encima del 
90% para el modelo de islas en todos los métodos, excepto para el método SOM, 
que clasifi có correctamente el 80% de los nodos. Con el método bayesiano el 99% 
de los individuos fue correctamente asignado en los grupos identifi cados. Los mé-
todos UPGMA y K-means asignaron individuos correctamente en un 93% de las 
veces. Bajo el modelo de contacto, los 4 algoritmos evaluados presentaron una baja 
proporción de éxito en la detección del número de grupos (menor al 50%). El mayor 
porcentaje de éxito fue obtenido, a diferencia del modelo de islas, con el algoritmo 
de conglomerados jerárquicos, UPGMA. 
Luego, a partir de los porcentajes de éxito en la detección del número de grupos o 
poblaciones (K), se contabilizó la proporción de individuos bien clasifi cados para 
cada grupo. Para los algoritmos jerárquico, bayesiano y SOM los porcentajes de en-
tidades bien clasifi cadas fueron mayores al 80%. El método de conglomerados no 
jerárquico K-means tuvo en esta simulación bajo porcentaje de clasifi cación correcta 
de individuos (10%) cuando la estructura de población se obtuvo bajo un modelo 
biológico de contacto.
 
Migración
Éxito en la detección
K-poblaciones+ Individuos @ Nodos*
UPGMA Kmeans SOM Bayesia-no
UPG-
MA
Kmeans Bayesia-no SOM
Islas 56 83 23 90 93 93 99 80
Contacto 50 36 7 23 87 10 97 82
Tabla 1. Comparación de métodos conglomerados respecto a la identifi cación de subestructuras 
genéticas bajo distintos modelos de migración que generan estructura genética de poblaciones.
+ Porcentaje de veces en que el K fue detectado, @ Porcentaje de individuos bien clasifi cados, * 
Porcentaje de nodos bien clasifi cados en la red. UPGMA (encadenamiento promedio) algoritmo 
jerárquico, K-means algoritmo no-jerárquico, SOM (self-organizing maps) algoritmo basado en 
redes neuronales y Bayesiano (Pritchard et al., 2000).
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4. DISCUSIÓN
Los algoritmos de conglomerados confrontados en este trabajo funcionaron de forma 
diferencial en cada modelo biológico, para detectar los grupos o poblaciones, debido 
a la estructura genética explícita en cada uno. El método jerárquico para el modelo 
de islas identifi có los 5 grupos simulados. Si bien Sagnard y sus compañeros (2002) 
sugieren usar un método de análisis discriminante (AD) en vez de algoritmos UPG-
MA para estudiar la estructura de diversidad genética y poder agrupar poblaciones 
geográfi cas o ecológicas, el AD requiere conocer a priori los grupos, mientras que el 
análisis de conglomerados jerárquicos se usa en la situación contraria, i.e. cuando no 
se conocen a priori la cantidad de grupos. El algoritmo K-means tuvo un buen des-
empeño en la detección de los grupos simulados bajo el modelo de islas. Fernández y 
sus compañeros (2007) lo citan como uno de los algoritmos divisivos más simples de 
calcular. Jombart y sus compañeros (2010) se refi eren a k-means como el algoritmo 
natural a utilizar para defi nir el número de grupos cuando éste no se conoce a priori, 
debido a que utiliza el mismo modelo que el análisis discriminante y una medida 
similar en la diferenciación de grupos.
El algoritmo basado en redes SOM es una alternativa recientemente usada en estu-
dios donde se desea encontrar la estructura genética en datos obtenidos a partir de 
marcadores moleculares. Fernández y Balzarini (2007) propusieron el uso de SOM 
junto a una aplicación desarrollada como herramienta para mejorar la visualización 
de los resultados en el contexto de abundante información genómica. Las adaptacio-
nes específi cas usadas en ese trabajo permitieron una mejor identifi cación de grupos 
de genes que el algoritmo K-means e incluso el algoritmo UPGMA. Sin embargo en 
nuestro estudio, con una cantidad sustancialmente menor de marcadores y sin el uso 
de la herramienta gráfi ca, el método SOM no fue el algoritmo que mejor identifi có 
los grupos y las subestructuras emuladas. El método bayesiano basado en cadenas 
de Markov de Monte Carlo demostró un buen desempeño en el reconocimiento de 
la estructura simulada bajo el modelo de islas, pero no para el modelo de contacto, 
reduciendo su porcentaje de detección desde el 90% al 20%, respectivamente. Ade-
más, en la representación gráfi ca no se visualizan de manera clara los grupos, ni las 
subpoblaciones. Evanno y sus compañeros (2005) evaluaron el método bayesiano 
para detectar estructura genética sobre datos simulados bajo tres modelos de migra-
ción, concluyendo también que este algoritmo resulta efi caz no sólo para un modelo 
de isla, sino para esquemas más complejos de migración jerárquica.
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5. COMENTARIOS FINALES
Para el modelo de islas el algoritmo que mejor identifi có los grupos de subpobla-
ciones simulados fue el bayesiano. Para el modelo de contacto fue mejor el conglo-
merado jerárquico UPGMA, aunque la identifi cación de la estructura genética bajo 
este modelo fue pobre bajo todos los algoritmos. Los algoritmos SOM y bayesiano 
distinguieron mejor subpoblaciones que grupos de subpoblaciones. Los resultados 
sugieren que el desempeño de los algoritmos depende del modelo biológico sub-
yacente para la estructuración genética de poblaciones, y que existe menos error de 
clasifi cación con el modelo de islas que con el de contacto. Nuevos desarrollos son 
necesarios para mejorar la identifi cación de la subestructura genética subyacente en 
situaciones biológicas 
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