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ABSTRACT 
Brain-machine interfaces (BMIs) hold promise for restoring motor functions in 
severely paralyzed individuals. Invasive BMIs are capable of recording signals 
from individual neurons and typically provide the highest signal-to-noise ratio. 
Despite many efforts in the scientific community, BMI technology is still not 
reliable enough for widespread clinical application. The most prominent 
challenges include biocompatibility, stability, longevity, and lack of good models 
for informed signal processing and BMI comparison. 
To address the problem of low signal quality of chronic probes, in the first part of 
the thesis one such design, the Neurotrophic Electrode, was modified by 
increasing its channel capacity to form a Neurotrophic Array (NA). Specifically, 
single wires were replaced with stereotrodes and the total number of recording 
wires was increased. This new array design was tested in a rhesus macaque 
performing a delayed saccade task. The NA recorded little single unit spiking 
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activity, and its local field potentials (LFPs) correlated with presented visual 
stimuli and saccade locations better than did extracted spikes. 
The second part of the thesis compares the NA to the Utah Array (UA), the only 
other micro-array approved for chronic implantation in a human brain. The UA 
recorded significantly more spiking units, which had larger amplitudes than NA 
spikes. This was likely due to differences in the array geometry and construction. 
LFPs on the NA electrodes were more correlated with each other than those on 
the UA. These correlations negatively impacted the NA’s information capacity 
when considering more than one recording site. 
The final part of this dissertation applies information theory to develop objective 
measures of BMI performance. Currently, decoder information transfer rate 
(ITR) is the most popular BMI information performance metric. However, it is 
limited by the selected decoding algorithm and does not represent the full task 
information embedded in the recorded neural signal. A review of existing 
methods to estimate ITR is presented, and these methods are interpreted within 
a BMI context. A novel Gaussian mixture Monte Carlo method is developed to 
produce good ITR estimates with a low number of trials and high number of 
dimensions, as is typical for BMI applications.  
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1. INTRODUCTION 
1.1. Brain-machine interfaces 
A brain-machine interface (BMI) is a system, which provides a direct 
communication pathway between the brain and external devices bypassing native 
biological motor or sensory pathways (Brumberg et al., 2010; Donoghue, 2008; 
Gilja et al., 2011; Guenther et al., 2009; Lebedev and Nicolelis, 2006; Mak and 
Wolpaw, 2009; Silvoni et al., 2011). BMIs hold promise for restoring motor 
function in severely paralyzed individuals and sensory abilities in people with 
impaired vision, hearing, or tactile perception by establishing a new 
communication channel with their brains. They also provide direct knowledge of 
information processing in biological neural circuits: effective interactions 
between the brain and machines require understanding neural “communication 
protocols.” This brings researchers closer to “cracking the neural code,” which is 
perhaps the ultimate goal of neuroscience. If successful, in the future BMIs can 
also augment motor and cognitive abilities of healthy humans. 
BMI research is a relatively new field with active development over the last 25 
years. Its terminology is still not fully established and the terms “brain-computer 
interface” (Wang et al., 2013; Wolpaw et al., 2002), “direct neural interface” 
(Hochberg et al., 2012; Kim et al., 2008), “neural prosthesis” (Berger et al., 2011; 
Gilja et al., 2012), and several others are often used interchangeably with BMI. In 
this thesis we will restrict ourselves to the term BMI, while referring to all 
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categories above, for consistency. Despite being a broad term, BMIs usually do 
not encompass assistive systems relying on muscle activity for control of external 
devices. Currently these non-BMI systems are by far more powerful and practical 
for augmenting damaged neuromuscular pathways: eye-trackers and 
electromyography electrodes very effectively use residual eye movements and 
muscle activity to help paralyzed individuals regain communication abilities 
(McGie et al., 2013). However, they are unsuitable for completely “locked-in” 
people. Besides, BMIs can potentially provide significantly better communication 
channels by direct connection to the brain and more natural user experience 
through “embodiment” of the external device by the operator (Velliste et al., 
2008). 
BMIs can be divided into input and output systems: input BMIs aim to augment 
neurosensory pathways and route information into the brain while output BMIs 
augment neuromuscular pathways and route information out of the brain. The 
input group includes the most successful current BMI, the cochlear implant 
(Peterson et al., 2010). It has already helped restore hearing in hundreds of 
thousands of people. Other prominent input BMI efforts include retinal implants 
(Dorn et al., 2013) and electrical stimulation implants to restore touch (Johnson 
et al., 2013). Output BMIs usually focus on helping severely paralyzed individuals 
restore abilities to type (Krusienski et al., 2008), operate computers (Dethier et 
al., 2013; Hochberg et al., 2006), control artificial limbs (Collinger et al., 2013; 
Velliste et al., 2008), and speak (Brumberg et al., 2010; Guenther et al., 2009). 
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There are also hybrid BMIs targeting both, input and output, brain pathways 
(Berger et al., 2011; O’Doherty et al., 2011). In this thesis we will focus on output 
BMIs. 
General components of a typical output BMI are presented in Figure 1. The BMI 
(in blue) allows a user to operate an external device with his/her brain. Neural 
signals are recorded from the brain via a signal acquisition system. In addition to 
extracting the neural signals, this system usually amplifies them and performs an 
analog-to-digital conversion. Next comes signal processing. At this stage data is 
filtered and, possibly, transformed in other ways. An important optional step of 
signal processing is artifact rejection/removal. The clean signal is then used for 
feature extraction. This step aims at extracting parts of the signal that carry the 
most relevant and usable information about the user’s intentions. The features 
are then passed to a decoder, which converts them into usable commands for an 
actuator. Classification algorithms are employed for decoding discrete 
commands and regression procedures are used for continuous ones. The 
actuator, or external device, executes the commands and provides the user with 
the visual, auditory, or tactile feedback. This last part is crucial for effective BMI 
operation: closing the control loop allows the user to adjust his/her brain activity 
and learn to manipulate the external device. Modern BMIs often employ an 
additional adaptive component, which tries to adjust to the patterns of users’ 
signals for better decoding (Dangi et al., 2013; Jarosiewicz et al., 2013). It usually 
requires running training trials for proper tuning. 
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Figure 1.1: Diagram of signal flow in a brain-machine interface. 
Recording neural signals with high signal-to-noise ratio (SNR) is essential for 
effective BMI functioning. There are several common ways to record neural 
signals from the brain: electroencephalography (EEG), functional magnetic 
resonance imaging (fMRI), electrocorticography (ECoG), and extracellular 
recordings (Table 1). Other prominent techniques include 
magnetoencephalography (MEG) and near-infrared spectroscopy (NIRS), but 
applying them to BMIs is currently impractical because high cost / low 
availability (MEG), difficulties with interpreting data (both), and low SNR 
(NIRS). We will not discuss these techniques. All methods to record brain signals 
can be divided into non-invasive (EEG, fMRI) and invasive (ECoG, extracellular 
recordings) based on requiring penetrating the skull and therefore, a surgery. 
Each signal acquisition method has its individual strengths and shortcomings. A 
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crude summary of the typical characteristics of the 4 methods is presented in 
Table 1 (Donoghue, 2008; Nicolas-Alonso and Gomez-Gil, 2012). 
signal type 
temporal 
resolution    
(ms) 
spatial 
resolution 
(mm) 
coverage 
number 
of 
channels 
invasiveness 
cost 
($K) 
EEG <<1 ~10 
whole 
cortex 
~50 
non-
invasive 
~10 
fMRI ~1000 ~3 
whole 
brain 
~50 000 
non-
invasive 
~1000 
ECoG <<1 ~1-10 
10x10 cm 
cortex 
~100 
on top of 
brain 
~100 
extracellular 
recordings 
<<1 ~0.1 
5x5 mm 
brain 
~100 inside brain ~100 
Table 1.1: Neural signals for brain-machine interfaces and their properties. 
Invasive BMIs are capable of recording signals from individual neurons and 
typically provide the highest SNR. Extracellular recordings have been performed 
in neuroscience laboratories acutely — by lowering and removing electrodes from 
the brain at each recording session — for half a century (Engel et al., 2005). 
However, practical BMIs call for robust chronic recordings, with implants staying 
in the brain for years. In the past 25 years many chronic electrode and array 
designs were developed. Some of the most prominent ones are displayed in Table 
2. 
Developing and evaluating chronic invasive BMIs are the primary objectives of 
the current dissertation. However, the results of Chapter 4, “Information 
metrics”, can be applied more broadly to all BMI systems. 
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technology type 
approved 
for human 
use 
company references 
Neurotrophic 
Electrode 
cone yes Neural Signals 
(Bartels et al., 2008; 
Guenther et al., 2009; P. 
Kennedy et al., 1992) 
Utah Array silicon yes 
Blackrock 
Microsystems 
(Flint et al., 2013; Jones 
et al., 1992; Rousche and 
Normann, 1998) 
Floating 
Microelectrode 
Array 
microwire no 
Microprobes for 
Life Sciences 
(Mollazadeh et al., 2011; 
Musallam et al., 2007; 
Richardson et al., 2012) 
Michigan 
Array 
silicon no NeuroNexus 
(Karumbaiah et al., 2013; 
Kipke et al., 2003; Wise, 
2005) 
Duke Array microwire no 
Innovative 
Neurophysiology 
(Ganguly and Carmena, 
2009; Kralik et al., 2001; 
Nicolelis et al., 2003) 
Table 1.2: Prominent invasive chronic technologies. 
 
1.2. Challenges 
Despite continuous efforts by the scientific community, invasive BMIs exist 
primarily in research labs, and relatively few paralyzed individuals have 
benefitted from their use. There are still major challenges for the practical 
applications of invasive BMIs. 
One of the largest issues, leading to other challenges, is biocompatibility (Marin 
and Fernández, 2010; Polikov et al., 2005), or the ability of an implant to 
function within a host organism for a prolonged time without negative effects on 
the organism or itself. Ideally the probes should remain in a body forever, 
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providing a permanent stable interface between the neural tissue and electrodes. 
However, placing a foreign body inside a living organism triggers important 
changes in the neighboring tissue. This response consists of two phases: 
immediate and long-term. During implant insertion, the procedure cannot avoid 
killing some neural and glial cells and disrupting blood vessels, which triggers 
morphological and metabolic changes. The damaged tissue goes into an 
emergency state and adjusts its gene expression. This state is known as a wound 
healing response and it usually subsides within a few weeks. The long-term 
response depends on the severity of the initial wound and involves the immune 
system’s attempts to destroy the implant as well as the restructuring of the cell 
populations around the probes. During this process neurons migrate away from 
the implant, giving way to glial tissue, which encapsulates the probe. All of this 
typically leads to the degradation of the recorded signal. 
Despite the fact that invasive BMIs can dramatically improve the quality of life of 
severely paralyzed individuals, up to the present only a small number of humans 
have had them implanted. This is mostly due to costs and risks associated with 
brain implants and tight control over implants by the Food and Drug 
Administration. The surgeries are quite complicated and errors can potentially 
lead to permanent damage to the brain, although we are not aware of such 
instances. After a surgery probes affect the neural tissue at the implantation site. 
They kill some cells and influence the functioning of others. Further, altering the 
skull enclosure and scalp to let the signal wires out poses a risk of infection, 
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which is by far the most likely problem described so far. Accordingly, much 
current research is targeted at developing wireless technology to transfer 
recorded signals out of the brain (Chestek et al., 2009; Guenther et al., 2009; 
Kennedy et al., 2004). Novel implantation techniques for reducing intracranial 
adverse effects are also being explored (Bjornsson et al., 2006; Polikov et al., 
2005). 
Another electrophysiological challenge is channel capacity (Martinez et al., 
2009). Each electrode records spikes only from neurons in its immediate 
neighborhood, up to approximately 50-150 um. As a result, it rarely “listens” to 
more than 1-3 cells. Electrodes also carry the local field potential from a larger 
area of several hundred microns around the tip. Decoding with high accuracy 
usually requires analyzing individual activities of tens to hundreds of neurons, 
illustrating the need to implant large arrays of electrodes. Some current implants 
involve hundreds of electrode channels, and there are proposals to increase this 
number to several thousand. This creates another challenge of processing 
enormous quantities of data in real-time. For example, typical 
electrophysiological signal acquisition is recorded at 20-30 kHz. At these 
sampling rates, each channel may yield up to 1 GB of data per recording session. 
Thus, it is not uncommon to obtain hundreds of gigabytes of data per day. Real-
time BMIs must be able to process all this data and decode intended commands 
in a matter of tens to at most hundreds of milliseconds to approximate typical 
movement timescales. Higher channel capacities also tax wireless systems for 
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transmitting data across the scalp, which currently lag behind electrode 
technology in terms of channel capacity. 
Yet another challenge of invasive chronic BMIs is signal stability (Chestek et al., 
2011, 2007; Dickey et al., 2009; Williams et al., 1999). Studies show that 
recorded spikes change between and within sessions. Some studies report about 
50% of recorded cells significantly changing their waveform shapes (including 
dropping out or suddenly appearing) within 1-2 weeks. Such high signal 
variability poses a significant problem and requires frequent decoder re-training. 
Developing adaptive algorithms capable of tracking signal changes and adjusting 
to them in real-time will partially alleviate this problem. However, this is a wide-
open field at present, and there are no reliable automatic routines even at the 
lowest level of neural decoding - spike-sorting (Hill et al., 2011; Wehr et al., 
1999). Most neurophysiologists prefer to sort recorded spikes by hand (Wood et 
al., 2004). 
Quite often, recorded signals start to degrade within weeks or months of the 
implantation: more and more cells disappear and remaining spikes reduce in 
amplitude (Chestek et al., 2011; Suner et al., 2005). This leads to a typical 
implant lifespan between several months to a few years and longevity becomes a 
major limiting factor for practical applications. Accordingly, much of the effort of 
the research community is currently aimed at developing tools to efficiently 
process the weak signals that occur within months of most implantations. There 
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are reports of the Neurotrophic Electrode lasting over 4 years in several patients 
(Bartels et al., 2008), which provides a motivation for making a higher-channel 
version of the electrode. 
For a BMI, recorded neural data is used to decode participants’ intentions and 
control external devices such as mouse cursors and neural prostheses. Effectively 
processing neural signals poses a number of challenges. One of the most 
important issues is in understanding the neural code of the underlying 
microcircuits. Almost all of the current decoding algorithms are based on 
observed correlations between behavioral data (stimuli or target identities) and 
neural signals. These general purpose decoders can miss detailed information 
embedded in the signal such as high-order interactions between cells. 
Incorporating knowledge about the neural code into BMI algorithms will help 
recover lost information and increase their performance. Novel point process 
algorithms explicitly modeling neural spike sequences are a step in this direction 
(Truccolo et al., 2005). 
Finally, while a growing number of BMIs are developed every year, currently 
there are no robust objective metrics to measure BMI performance and compare 
various designs (Thompson et al., 2013). Such metrics could allow selecting 
better BMI technologies and techniques and guide future development. Metrics 
issues are discussed in more detail in Section 4.1. 
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Cortically implanted micro-electrode arrays are capable of recording neural 
signals on the level of individual cells in behaving subjects, display the highest 
SNR, and are, arguably, the most promising approach for developing robust 
accurate BMIs. There are several popular array designs but obtaining stable long-
term recordings still remains a challenge. The Neurotrophic Electrode is reported 
to have superior longevity but limited SNR. In Chapter 2 we describe how we 
modified it to increase the channel capacity to form a Neurotrophic Array (NA). 
In Chapter 3 we compare NA to the only other microelectrode array currently 
approved for implantation in humans — the Utah Array. Finally, in Chapter 4 we 
review and extend current methods to objectively measure the performance of 
BMIs. Together, these studies contribute substantially to the development of the 
BMI field. 
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2. NEUROTROPHIC ARRAY 
2.1. Introduction 
Chronically recording electrophysiological signals is a complicated task. An 
organism’s immune response actively “fights” the implanted electrodes: 
inflammation after the surgery leads to neural death around the implant and 
triggers gliosis, when a sheath of glial cells forms around the wires, cutting off 
contact between the electrodes and neural tissue. These effects weaken recorded 
neural signal, shorten a lifespan of implants, and, therefore, hamper progress in 
the field of brain implants (Bjornsson et al., 2006; Griffith and Humphrey, 2006; 
Karumbaiah et al., 2013; Marin and Fernández, 2010; Polikov et al., 2005; 
Szarowski et al., 2003; Ward et al., 2009). 
Currently, there is no unified technology to record signals from the brain. Several 
prominent electrode types exist and they will be discussed in detail in Chapter 3. 
Here we will focus on one particular example — the Neurotrophic Electrode (NE) 
(Bartels et al., 2008; P. Kennedy et al., 1992). 
The general aim of this project is to improve the overall performance of the NE by 
increasing its signal capacity. We have analyzed data from an invasive chronic 
brain-machine interface (BMI) employing the NE (Guenther et al., 2009) to 
identify and address deficits in performance. Specifically, the study involved a 
human participant with locked-in syndrome who was implanted with one NE. At 
  13 
the time of the study, four years after the surgery, the implant was still intact and 
the signal was used to decode speech sounds. 
Due to their design, NEs have a long life span and produce stable signals 
compared to other chronic probes. However, they record from axons and 
dendrites instead of neuronal somas and thus give lower signal-to-noise ratios 
(SNR) (Bartels et al., 2008; Kennedy, 1989; P. Kennedy et al., 1992). To boost 
signal recording quality, we replaced single wires with stereotrodes — pairs of 
closely positioned wires that are capable of recording from the same cells. 
Stereotrodes and tetrodes (groups of 4 wires) are commonly used in recordings 
when it is hard to separate signals from individual neurons (Gray et al., 1995). 
Another drawback of NEs is a low channel count. Two to three recording sites per 
glass cone do not extract enough signal to reliably decode complex motor 
intentions. To address this issue, we used smaller wires (25 um) and increased 
their number in each cone to 6–8. We implanted two such cones in a macaque 
monkey in order to test these modified NEs, referred to as Neurotrophic Arrays 
(NAs) hereafter. We have evaluated their performance and compared it to other 
electrode arrays (described in Chapter 3). 
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2.2. Neurotrophic Electrode review 
The Neurotrophic Electrode was developed by Phillip Kennedy in the late 1980’s 
– early 1990’s (Kennedy, 1989) and since then has been continuously improved 
by his group (Bartels et al., 2008; Kennedy, 1997; P. Kennedy et al., 1992; 
Kennedy and Bakay, 1998; Kennedy et al., 2004; P. R. Kennedy et al., 1992). 
Figure 2.1 displays a diagram and a photo of a typical NE. This electrode is 
specifically designed for long-term recordings in mammalian cortex. It is made 
by hand in a laborious process and consists of a 1–2 mm glass cone 
approximately 500 um in diameter on the wide end and 50 um on the narrow 
one. Inside are 2–4 50 um gold (Au) electrodes insulated with Teflon. The 
distance between individual wires in the cone is around 500 um. Outside of the 
cone, each wire is coiled into a small spring with 10–20 turns. This helps to 
mechanically decouple the implanted cone on one end of the wire from the 
connector on the other. 
The major innovation of the NE is the process of coating glass cones with a nerve-
growth factor (NGF) right before implantation to promote neural growth inside 
the cones. This allows for a better electrical-neural interface and can lead to 
stronger, more stable recorded signals. Histological analysis in rats and monkeys 
revealed that healthy glia cells and neural axons and dendrites (but not cell 
bodies) grew into the cone from both ends several months after implantation 
(Kennedy, 1989; P. Kennedy et al., 1992). 
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Figure 2.1: The Neurotrophic Electrode: (a) diagram of the electrode with axons and 
dendrites growing into a glass cone; (b) photo of the glass cone with recording wires. 
(Adapted from Bartels et al. (2008).) 
Major drawbacks of the NE design are its complicated manual manufacturing 
process (which leads to high variability and high cost), low channel count 
(typically two or fewer channels per electrode cone) and little testing in research 
studies. NEs have been used by a handful of labs over the past 20 years. 
Along with the Utah Array (discussed in Chapter 3), the NE is the only implant so 
far approved by the USA Food and Drug Administration for chronic implantation 
in a human brain. As of today, it was used in 5 human BMI studies achieving 
moderate levels of performance (Bartels et al., 2008). Two of these studies lasted 
less than 3 months and the other 3 — around 4 years each. They have 
demonstrated the capability of qualitative neural signal control by participants. 
Recently, our research group developed an invasive chronic BMI based on the 
NE. We partnered with Philip Kennedy’s group who manufactured and implanted 
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a NE in a human participant suffering from locked-in syndrome. We decoded 
intended speech sounds with the goal of restoring speech function. Our algorithm 
was able to decode 3–5 vowels reaching an average performance rate of 75% 
correct rate and it took participant 2–4 seconds on average to reach each vowel 
through a continuous control task (Guenther et al., 2009). 
 
2.3. Manufacturing 
In a prior human study (Guenther et al., 2009) we found that the resulting 
decoding speed and accuracy were not sufficient to drive a speech synthesizer 
accurately enough to produce consonants and words. We hypothesized that this 
limitation was due to the low information capacity of the NE and that increasing 
the channel capacity by substituting stereotrodes for single wires and increasing 
the number of electrodes per glass cone would capture significantly more 
information and therefore allow better control of a BMI. 
Another goal of the project was to test various electrode referencing schemas to 
select the optimal one. For this purpose, we added a 50 um gold (Au) wire glued 
inside a glass cone and another one — on its external surface. 
To place more electrodes into each glass cone, we employed smaller electrode 
wire diameters, decreased from 50 to 25 um. This modification required 
replacing Au with platinum/iridium (Pt/Ir) wires because the latter are more 
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easily coated with insulation (Teflon) at small sizes and therefore are more 
readily available commercially. However, Pt/Ir is significantly stiffer than Au, 
and working with it demanded adjusting manufacturing techniques. 
The stereotrode manufacturing process used for the NA development was based 
on Dr. Matthew Wilson’s method for making tetrodes, which also use stiff 
microwires (Gray et al., 1995). A piece of wire, twice the desired stereotrode 
length, was folded in half and hung vertically with a weight bar attached to its 
ends on the bottom. Using a rotational motor, the bar was carefully spun 
clockwise twisting two halves of the wire together. The resulting “braid” had 
around 1 turn/mm length with the pitch angle of 45–70 degrees. Next, a heat gun 
was applied to slightly melt the insulation of the two intertwined wires together. 
Lastly, the loop at the middle of the wire was cut, producing two tightly 
connected yet electrically isolated wires — a stereotrode. These Pt/Ir stereotrodes 
were similar in size to the original Au single wires (e.g., a 25 um stereotrode pair 
had a long-axis cross-section length similar to a 50 um Au wire diameter as 
shown in Figure 2.2a). Scanning electrode microscope images of the exposed 
electrode tips were taken for visual control. Figure 2.2b displays a typical 
example of a stereotrode tip. 
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Figure 2.2: Neurotrophic Array (NA) photos: (a) a 25um Pt/Ir wire stereotrode and a 
50um Au wire used in the NA; (b) an electron microscope image of a stereotrode tip; (c) 
a fully manufactured 8-channel NA soldered to an Omnetics connector (the glass cone is 
at the right end of the wires); (d) an improved version of a NA with 16 channels and 2 
glass cones with tighter coiling and a smaller Omnetics connector. 
We developed an elaborate NA manufacturing process based on Dr. Philip 
Kennedy's original method to produce NEs (Bartels et al., 2008). Connector ends 
of stereotrodes or wires were stripped of insulation with micro-forceps. Then, 
wires were soldered to an Omnetics connector (Omnetics Connector Corp.) under 
a microscope. Next, all wires were coiled on a glass pipette 1 mm in diameter. 
This allowed us to mechanically “decouple” implanted electrode tips from the 
connector during brain micro-movements. Wires were glued together near the 
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recording tips to keep them near each other. Recording ends were carefully cut at 
desired cone insertion lengths. The common distance between the tips was 200–
400 um. The internal reference wire was stripped of insulation at about 2 mm 
length to produce a larger surface area. A cone was prepared by pulling a glass 
pipette 1 mm in diameter with a pipette-puller and cutting it at a 45 degree angle 
to the desired size with a micro-diamond knife. The resulting cone was 1–2 mm 
long, about 50–100 um in diameter at the narrow end, and 400–600 um — at the 
wide end. Electrodes were carefully inserted into the cone and glued at the wide 
end of the cone, while ensuring to keep an opening into the cone from both ends 
for neural growth. An external reference wire was stripped of insulation and 
glued to the outside surface of the cone. A ground wire (50 um Pt/Ir) was 
soldered to a connector ground pin. Finally, the connector-electrode interface 
was covered in acrylic for protection and insulation. Throughout the 
manufacturing process electrodes were repeatedly checked for insulation 
integrity by sending a 1 kHz sine wave through the wires in saline. Final electrode 
impedances were in the 300–1000 kOhm range. 
Completed NAs had 6–8 wires (and exposed recording tips) per glass cone with 
the 2–3 stereotrode pairs connected to 10-pin Omnetics connectors (Figure 2.2c). 
In subsequent manufacturing, we further improved NAs by coiling all wires 
together and attaching two cones to one smaller 20-pin Omnetics connector 
(Figure 2.2d). 
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It is important to note that manufacturing NE/NA is a tedious manual process. It 
is performed on extremely delicate micro-wires with special biological-grade 
micro-tools. Almost the entire procedure is done under a microscope and takes 
1–2 weeks to complete. Therefore, NA production requires extensive training and 
the resulting electrodes are highly variable in impedance and placement within a 
cone. At this point, scaling production is challenging and would require a major 
overhaul of the existing process. 
 
2.4. Implantation 
We tested the Neurotrophic Arrays in a cynomolgus macaque in collaboration 
with Dr. Earl Miller’s primate electrophysiology laboratory at Massachusetts 
Institute of Technology (MIT). All surgical procedures were approved by the MIT 
Institutional Animal Care and Use Committee. 
The monkey was implanted with 2 NAs: one cone was placed in ventrolateral 
prefrontal cortex (PFC), about 5 mm ventral to the genu of the arcuate sulcus, 
and another in ventral premotor cortex (PMC), posterior to lower limb of the 
arcuate sulcus. Approximate cone locations are shown in Figure 2.3. The surgery 
protocol followed standard MIT procedures. The implantation stage was based on 
procedures outlined by Dr. Philip Kennedy (Bartels et al., 2008). 
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Figure 2.3: Neurotrophic Array implant locations in a macaque brain: ventrolateral 
prefrontal cortex (left cone) and ventral premotor cortex (right cone). 
To add NGF inside the NA’s glass cones, at the beginning of the surgery 
powdered NGF (0.1 mg) was poured into a sterile container. Using a sterile 
micropipette, 20 uL of Ringer’s solution was placed onto NGF and dissolved over 
a few minutes. The tip of each cone was touched to the drop of the NGF solution, 
letting it fill up, and then put aside in sterile location to dry. This manipulation 
kept the NGF dormant and secured inside cones during the surgery and activated 
it after insertion into cortex when cerebral fluid filled the cones. 
To implant the cones, a location in the desired cortex area was chosen carefully to 
avoid any significant vessels. An incision ~3 mm in length and ~2 mm in depth 
was made through the pia and into the brain using an iridectomy knife. The cut 
pia was gently spread open with micro-forceps. A NA was carefully maneuvered 
over the implantation location to position the cone just above the pial incision, at 
a 45 degree angle. Avoiding touching any of the wires, very light constant 
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pressure was applied on the lip of the glass cone with a curved micro-tool.  This 
gentle pressure helped gradually insert the cone into the cortex over the course of 
2–5 minutes, letting respiratory brain pulsations do most of the work. In the end, 
the cone was just buried in the cortex. To secure it in place and protect from 
above, a layer of gelfoam was packed around the implantation site. Ground wires 
were placed posterior to the cones above the skull and under the skin and covered 
with acrylic. 
Diagrams of the implanted Neurotrophic Arrays are presented in Figure 2.4. The 
PFC array had 8 recording electrodes: 3 25 um Pt/Ir stereotrodes (channels 1–6), 
1 50 um Au wire placed inside the glass cone (channel 7), and 1 50 um Au wire 
glued on the outside of the cone (channel 8). The PMC array had 6 recording 
electrodes: 2 25 um Pt/Ir stereotrodes (channels 9–12), 1 50 um Au wire placed 
inside the glass cone (channel 13), and 1 50 um Au wire glued on the outside of 
the cone (channel 14). Two wires on the PMC array were damaged and not used 
during the recordings. 
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Figure 2.4: Diagram of Neurotrophic Arrays implanted in the prefrontal cortex (PFC) 
and the premotor cortex (PMC). 
 
2.5. Recordings 
During all recording sessions the monkey was trained to perform a modified 
delayed saccade task (see Figure 2.5). At the beginning of each trial the monkey 
fixated on a spot in the center of a screen. 450 ms later a small image was 
displayed over the fixation point for 300 ms. This image was randomly selected 
from a panel of 120. Image presentation was followed by a 500 ms delay. Next, a 
saccade target location was shown for 500 ms. There were 48 possible peripheral 
targets arranged in 6 concentric circles (2.5, 5, 7.5, 10, 12.5, and 15 degrees of the 
visual field) with 8 uniformly distributed targets in each (45 degrees apart). All 
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targets are shown in Figure 2.6. After the target disappeared there was a 1000 ms 
“delay period” during which the monkey needed to prepare a saccade and hold 
the target location in working memory. At the end of the delay the fixation spot 
disappeared indicating a “go” instruction. After the monkey performed a saccade 
to a remembered location, the target was displayed again for 180 ms. Its color 
was green if the saccade was precise and red — if the monkey was off by more 
than 2.5 visual degrees. If a trial was successful the monkey received several 
drops of liquid reward: water or apple juice. The reward amount varied randomly 
between trials and could take one of 7 equidistant values. When the monkey 
committed errors, reward was substituted with a 3000 ms red screen time-out for 
negative reinforcement. 
 
Figure 2.5: Modified delayed-saccade behavioral task, left-to-right: fixation period, 
image presentation, second fixation period, saccade target presentation, delay period to 
hold the target location in the working memory, response period (saccade), and reward 
(juice) or punishment (red screen) based on correctly saccading to the target. Presented 
images and reward amounts randomly varied from trial to trial without any correlation 
to the target locations. 
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Figure 2.6: Locations of 48 saccade targets (blue) relative to the fixation point at the 
center of the screen (black). 
Overall, there were 3 distinct experimental conditions: visual stimuli (images), 
target locations, and reward amounts. They all were independent of each other 
and only target location was important for getting a reward. Each session 
consisted of 2160 trials: 18 repetitions of each image, 45 — of each target, and 
300–315 — of each reward level. 
Recordings were carried out in a specially designed, completely black 
experimental box. It was necessary to ensure that the monkey could see only 
visual stimuli on the screen mounted inside. Neural signals were recorded, pre-
processed, and saved with a custom-made Plexon neural acquisition system 
(Plexon Inc.). Figure 2.7 shows a diagram of the recording setup. Neural signals 
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were recorded continuously at 20 kHz. Data was split into two streams and 
separately band-filtered at 100–8000 Hz (spike frequency range) and 0.7–300 
Hz (local field potentials (LFP) frequency range) with a 2-pole high-pass and a 4-
pole low-pass Butterworth filters. The LFP signal was additionally downsampled 
to 1 kHz. Simultaneous to continuous recordings, putative spikes were 
automatically extracted online via threshold crossing and saved to disk along 
with their waveforms which were sampled at 40 kHz. A total of 14 recording 
channels from 2 NAs were acquired with 5 stereotrode pairs and 4 single 
channels. In parallel with neural signals, several other types of experimental data 
were measured and stored: eye gaze position, behavioral event timestamps, 
photodiode luminescence to synchronize screen refresh, and reward delivery 
system output. Eye movements were recorded at 1 kHz using an Eyelink eye-
tracker (SR Research Ltd.). Additionally, impedances of all electrodes were 
measured before each recording session. 
Recordings started one week after the implantation surgery to allow healing. 
They were carried out 3–5 times a week for the next 5 months. 
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Figure 2.7: Diagram of the recording setup: the monkey was seated in an experimental 
box facing a monitor. The main experimental computer sent behavioral task commands 
to the screen and delivered a juice reward. An Eyelink eye-tracker recorded monkey eye 
positions and sent them to the main experimental computer through the Eyelink 
hardware. Screen refresh timing was monitored with a photodiode mounted on the 
monitor. The neural data was recorded with NAs, channeled to the Plexon recording 
system for processing, and eventually also sent to the main experimental computer. 
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2.6. Spikes 
During the recordings the threshold for spike detection was set manually in the 
beginning of each session to relatively low values to detect possible weak spiking 
units. As a result, each channel recorded 10–100 potential spikes per second. 
We tried but could not extract distinct single- or multi-units by manually setting 
time-amplitude brackets on spike waveforms during the recordings. Figure 2.8 
displays spike waveforms (a), an inter-spike-interval histogram (ISI) (b), and the 
first 2 components of the principal component analysis (PCA) on waveforms (c) 
on a typical recorded channel. Observed low amplitude spikes with highly 
variable and symmetric waveforms (no rebound depolarization) and no visual 
separation of principal components into distinct clusters strongly suggest the 
absence of single-units in the recorded data. 
About a month into the recordings we started hearing occasional high-frequency 
bursts (also known as “neural hash”) on several electrodes while listening to the 
recorded signal via headphones. This was in line with the expectations of a 
gradual neural growth inside the glass cones. However, the “neural hash” never 
transformed into visually separable single unit spikes. 
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Figure 2.8: Spiking data from a typical NA electrode: (a) mean spike waveform with 
95% confidence bounds; (b) inter-spike-interval histogram; (c) values of the first 2 
components of the principal component analysis on spike waveforms. 
On the 5th month of the recordings, two electrodes from a stereotrode in the 
premotor cortex array recorded spikes which could be reliably separated from 
noise and could be coming from a single neuron. Figure 2.9 displays the spike 
waveforms (in red) and noise (in blue). These spikes disappeared within a week 
and did not appear again. 
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Figure 2.9: Spiking data from a premotor cortex NA electrode during one recording 
session: (a) mean spike waveforms with 95% confidence bounds; (b) inter-spike-interval 
histograms; (c) values of the first 2 components of the principal component analysis on 
spike waveforms. The putative single unit is depicted in red and noise is in blue. 
We tried several more approaches to sort spikes. Attempts to manually separate 
spikes into distinct units after the recordings in the Plexon Offline Sorter (Plexon 
Inc.) supervised by an expert did not produce more units. Finally, we 
implemented a popular automatic spike sorting method: performing PCA on 
spike waveforms, selecting several components which accounted for most of the 
variance in the signal, fitting a multivariate Gaussian mixture model to these 
components, and separating spikes into clusters based on the most probable 
Gaussians (Lewicki, 1998). We set the number of Gaussians in the model to 2 to 
detect the largest non-noise cluster on each electrode. Results of the automatic 
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spike sorting on a typical electrode are presented in Figure 2.10. Waveforms of 
separated clusters did not show much improvement over the unsorted spikes. 
 
Figure 2.10: Spiking data from a typical NA electrode after automatic spike sorting: (a) 
mean spike waveforms with 95% confidence bounds; (b) inter-spike-interval histograms; 
(c) values of the first 2 components of the principal component analysis on spike 
waveforms. The 2 separated clusters are depicted in red and blue. 
To investigate whether separated clusters carried any information about task 
variables we performed an analysis of variance (ANOVA) on spike counts in 
regard to the 3 behavioral conditions: visual stimuli, saccade targets and reward 
amounts. The number of spikes during the image presentation epoch was used 
for the visual stimuli condition, during the delay epoch for the targets condition, 
and during 500–1500 ms period after the saccade onset (near the end of the 
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reward delivery epoch) for the rewards condition. Typically, ANOVA assumes 
Gaussian distributions of the responses      (    ), where   is a target number 
and   is a trial number. Obviously, the spike counts are not distributed normally. 
To address this issue, we took a square root of the spike counts to make them 
more Gaussian-like   √        and relied on the relative robustness of ANOVA 
results to the underlying signal distributions. Table 2.1 shows the ANOVA results 
for all electrodes with red blocks denoting        and green ones —       . 
Spikes displayed significant information only for the reward condition.  
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 0.836 0.175 <0.001 
2 0.866 0.648 <0.001 
3 0.937 0.991 <0.001 
4 0.99 0.978 <0.001 
5 0.492 0.527 <0.001 
6 0.516 0.992 <0.001 
7 0.681 0.691 <0.001 
8 1 1 <0.001 
9 0.993 0.851 <0.001 
10 0.991 0.597 <0.001 
11 0.997 0.949 <0.001 
12 1 1 <0.001 
13 0.837 0.951 <0.001 
14 0.968 0.66 <0.001 
Table 2.1: Spike count ANOVA p-values across behavioral task conditions (columns) 
and NA electrodes (rows). Red blocks denote        and green ones —       . 
 
2.7. Local field potentials 
To investigate whether LFPs carried any information about task variables, we 
performed an ANOVA with the same factors as in spike analysis: identities of 
passively viewed images, saccade target locations, and reward amount delivered 
to the animal on each trial. Specifically, we computed trial spectrograms for each 
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electrode across recording sessions (using a 500 ms time window with a 50 ms 
time step and a 2 Hz frequency window) and used their time-frequency bins as 
ANOVA responses:      (   ), where   is the LFP signal and   is its power 
spectral density in the frequency bin   and time bin  . This analysis revealed that 
most of the electrodes carried statistically significant task relevant information in 
the LFP frequency range, as illustrated in on a representative channel in Figure 
2.11 (for images), Figure 2.12 (for targets), and Figure 2.13 (for rewards). They 
show (a) ANOVA explained variance and (b) p-values on trial spectrograms with 
vertical lines denoting different trial epochs. P-values are binned into 4 
significance levels:        (blue),             (cyan),              
(yellow), and         (red).  
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Figure 2.11: (a) ANOVA explained variance and (b) p-values of the presented images 
condition on trial spectrograms of a representative NA electrode. Trials are aligned on 
the start of the first fixation epoch. Vertical lines denote different trial epochs. P-values 
are binned into 4 significance levels:        (blue),             (cyan),         
     (yellow), and         (red). Note red blocks of significant explained variance in 5-
–10 Hz band power during the image presentation epoch. 
  
  36 
 
Figure 2.12: (a) ANOVA explained variance and (b) p-values of the saccade targets 
condition on trial spectrograms of a representative NA electrode. Trials are aligned on 
the start of the first fixation epoch. Vertical lines denote different trial epochs. P-values 
are binned into 4 significance levels:        (blue),             (cyan),         
     (yellow), and         (red). Note red blocks of significant explained variance in 
15–25 Hz band power during the delay epoch. 
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Figure 2.13: (a) ANOVA explained variance and (b) p-values of the reward amounts 
condition on trial spectrograms of a representative NA electrode. Trials are aligned on 
the onset of a saccade. Vertical lines denote different trial epochs. P-values are binned 
into 4 significance levels:        (blue),             (cyan),              
(yellow), and         (red). Note red blocks of significant explained variance in 10–15 
Hz band power after the reward delivery epoch. 
Based on these results we selected features for the further analyses: 5–10 Hz 
band power during the image presentation epoch (300 ms), 15–25 Hz band 
power during the delay epoch (1000 ms), and 10–15 Hz band power right after 
reward delivery (1500 ms). Table 2.2 displays ANOVA p-values on these features 
for all electrodes.  
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 <0.001 <0.001 <0.001 
2 <0.001 <0.001 <0.001 
3 0.99 0.772 <0.001 
4 0.997 0.93 <0.001 
5 <0.001 <0.001 <0.001 
6 <0.001 <0.001 <0.001 
7 <0.001 <0.001 <0.001 
8 0.999 0.99 <0.001 
9 <0.001 0.03 <0.001 
10 1 0.771 0.525 
11 0.007 0.006 <0.001 
12 0.948 0.025 <0.001 
13 <0.001 0.026 <0.001 
14 <0.001 0.045 <0.001 
Table 2.2: Local field potential ANOVA p-values across behavioral task conditions 
(columns) and NA electrodes (rows). Numbers denote the uncorrected values and colors 
denote values corrected for multiple comparisons: red —       , yellow blocks — 
           , and green ones —       . 
Reported significance levels are supported by information around expected trial 
epochs concentrated in large time-frequency “blobs”. We corrected results for 
multiple comparisons by multiplying p-values by the ratio of the width of the 
corresponding frequency band over the size of the whole analysis frequency 
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window (0–50 Hz). Color in the Table 2.2 corresponds to the corrected p-values: 
red —       , yellow —            , and green —       . 
Further analysis of NA LFP signal is presented in Section 3.5. 
 
2.8. Stereotrodes 
The NE is known to record spikes with low amplitudes. Using stereotrodes can 
improve the SNR in such situations by recording spikes from the same neurons 
on two adjacent wires. We replaced single recording wires in NE with 
stereotrodes in NA to test if this will boost the implant SNR. 
To use spike waveforms simultaneously from both stereotrode wires, we first 
needed to align them: there could have been a small time lag between recordings 
from the same neuron of the wires depending on the location of the cell relative 
to the stereotrode tip. To find this lag we plotted histograms of differences in time 
occurrences of spikes on the two wires. Figure 2.14 displays such a plot for one 
stereotrode. As we can see, if there was any time lag, it was very small, below the 
sampling frequency resolution of the signal. Other stereotrodes displayed the 
same behavior. Therefore, we extracted waveforms from spike-band continuous 
signal on one wire at the time of spikes on the other stereotrode wire. 
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Figure 2.14: Histogram of time differences in occurrences of spikes on two wires of a 
typical NA stereotrode. 
We then sorted stereotrode spikes via the same automatic offline spike-sorting 
algorithm that we used for individual electrodes (see Section 2.6). This time spike 
waveforms from two stereotrode wires were concatenated together into one long 
“spike trace” to increase the number of features for the PCA. The algorithm 
divided spikes into 2 clusters, which could not be separated visually. 
Finally, we repeated the ANOVA from Section 2.6 on the sorted stereotrode 
spikes. It revealed no changes from the individual electrode results: significant 
information was present only for the reward condition. ANOVA results for all 5 
stereotrodes are presented in Table 2.3. 
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 0.846 0.764 <0.001 
2 0.524 0.26 <0.001 
3 0.728 0.394 <0.001 
4 0.993 0.548 <0.001 
5 0.296 0.729 <0.001 
Table 2.3: Stereotrode spike count ANOVA p-values across behavioral task conditions 
(columns) and NA stereotrodes (rows). Red blocks denote        and green ones — 
      . 
 
2.9. Referencing 
During the recordings neural signals from all NA electrodes were referenced to 
the ground wire connected to the monkey headpost (a large metal rod used to 
stabilize the monkey’s head). To investigate if re-referencing signals could 
improve spike SNR we tested 3 other referencing schemas for each NA: 
referencing to an Au wire glued outside of a glass cone, referencing to an Au wire 
glued inside a glass cone, and referencing within each stereotrode pair. 
After re-referencing continuous signals, we detected putative spikes using the 
threshold of 3.25 standard deviations of the signal filtered in the spike frequency 
range (300–8000 Hz) and extracted their waveforms. There was no visual 
improvement in spike waveforms over the original spikes reported in Section 2.6. 
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Next, we passed the waveforms through the same automatic offline spike-sorting 
algorithm as the original spikes, separating the spikes into 2 clusters. Again, there 
was no clear separation of clusters in PCA space for any re-referencing schema. 
Finally, we repeated the ANOVA analysis on sorted spikes. Results for all 
electrodes are presented in Table 2.4 (external Au wire reference), Table 2.5 
(internal Au wire reference), and Table 2.6 (within stereotrode reference). Again, 
there was no significant information for images and targets conditions and a 
decrease in explained variance for the reward condition, which could be caused 
by strong correlations between the electrodes (see Section 3.5 for the further 
analysis of correlations).   
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 0.999 0.994 0.203 
2 0.982 0.888 0.08 
3 0.843 0.906 0.272 
4 0.819 0.914 0.215 
5 0.997 0.999 0.187 
6 1 0.991 0.206 
7 0.987 0.988 0.109 
9 0.505 0.86 <0.001 
10 0.878 0.256 0.004 
11 0.922 0.801 <0.001 
12 0.769 0.664 0.011 
13 0.777 0.945 <0.001 
Table 2.4: Spike count ANOVA p-values across behavioral task conditions (columns) 
and NA electrodes (rows) with signal re-referenced against the Au electrodes (#8 and 
#14) outside of the glass cones. Red blocks denote       , yellow —            , 
and green —       . 
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 0.122 0.116 0.935 
2 0.604 0.641 0.148 
3 0.211 0.215 0.048 
4 0.066 0.562 0.099 
5 0.233 0.702 0.097 
6 0.165 0.547 0.85 
8 0.999 0.986 0.326 
9 0.603 0.571 <0.001 
10 0.959 0.868 <0.001 
11 0.811 0.869 <0.001 
12 0.541 0.909 0.045 
14 0.549 0.978 <0.001 
Table 2.5: Spike count ANOVA p-values across behavioral task conditions (columns) 
and NA electrodes (rows) with signal re-referenced against the Au wires (#7 and #13) 
inside the glass cones. Red blocks denote       , yellow —            , and green 
—       . 
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electrode 
# 
ANOVA p-values 
images targets rewards 
1 0.97 0.061 0.312 
2 0.424 0.943 0.798 
3 0.445 0.935 0.305 
4 0.918 0.881 0.359 
5 0.626 0.948 0.702 
Table 2.6: Spike count ANOVA p-values across behavioral task conditions (columns) 
and NA electrodes (rows) with signal re-referenced against the 2nd electrodes (#2, #4, 
#6, #10, and #12) in each stereotrode. Red blocks denote       . 
 
2.10. Discussion 
NEs were reported to have longevity over several years but their weakness is low 
amplitudes of the recorded spikes. We modified NEs into NAs to boost their 
channel capacity. Overall, the NAs recorded a few high amplitude spikes, but 
spike quality overall was still low compared to the signal reported by groups 
using other popular chronic arrays (see Chapter 3). This is likely due in large part 
to the glass cone design, which, while improving mechanical stability, puts 
recording wires next to cell axons and dendrites instead of somas. 
ANOVA revealed that recorded spikes carried significant information about some 
behavioral task conditions (reward amounts) but not the others (visual stimuli 
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and saccade targets). Using stereotrodes and various signal referencing schemas 
did not improve spike quality. 
As a result, in both the NA and NE, most of the useful information in the signal 
comes from LFPs. They carried significant information about all 3 task conditions 
on most electrodes, as was demonstrated by ANOVA. 
There are several major limitations to the current study. It was one of a very 
limited number of experiments with NE/NA. The new array was tested in only 
one animal and with only two glass cones. Array manufacturing procedures and 
implantation techniques can be improved. Specifically, manufacturing needs to 
be more automated to position electrodes precisely inside the cones and to 
produce cone arrays with very similar properties each time. Histological studies 
might reveal the exact reason for low spike amplitudes and suggest ways to 
increase them. Overall, complex problems, such as designing robust micro-
electrodes for chronic brain implantation, require sustained effort by many 
researchers. This study is one step forward on this path.
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3. COMPARISON OF NEUROTROPHIC AND UTAH ARRAYS 
3.1. Utah Array review 
Today many bioengineering and neuroscience laboratories are developing 
chronic electrodes for brain machine interfaces (BMIs). The two most common 
types are based upon a silicon substrate and on microwires. Utah arrays (UAs), 
manufactured by Blackrock Microsystems Inc. (Figure 3.1), are the seminal 
silicon microarrays and are machine-cut from a silicon wafer (Campbell et al., 
1991; Hochberg et al., 2012; Maynard, 1997). The electrode tips are usually made 
from platinum and the electrodes are electrically insulated with glass. The whole 
array is further insulated using a polyimide coating. Thanks to machine 
manufacturing, UAs can be mass-produced in a highly controlled manner. 
However, such a process also imposes tighter restrictions on the electrode 
parameters. In particular, the silicon wafer dimensions restrict electrodes to 1 or 
1.5 mm in length. This allows only cortical recordings. In the past few years, 
several laboratories have been developing UAs with electrodes up to 10 mm long 
(personal communication, Erik Nilsen, Blackrock Microsystems Inc.). Each 
electrode is around 80 um in diameter around the base and narrows down to 
about 5 um at the tip. All electrodes are positioned 400 um apart arranged in a 
square. There are several possible array sizes ranging between 32 and 96 
channels. UAs are widely used: over 100 neuroscience laboratories employ them 
for electrophysiological experiments. These electrodes have been continuously 
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developed for over 20 years by several laboratories and are approved by the Food 
and Drug Administration to be used in human participants. 
 
Figure 3.1: Utah Array: (a) micro-photograph of a 96 channel 4x4 mm array; (b) array 
with a wire bundle carrying recorded signals to a connector/pedestal, which is mounted 
on a subject’s skull during an implantation surgery. The flexible wire bundle 
mechanically separates the array and the pedestal allowing the implanted array to move 
freely with the brain. (Images provided by Blackrock Microsystems Inc.) 
 
3.2. Utah Array recordings 
To compare performance of the Neurotrophic Array (NA) and the UA, we 
collected neural data from a UA implant in a rhesus macaque. The experimental 
protocol was similar to the NA implantation and the recording procedures 
described in Sections 2.4-2.5 with several major differences, which are discussed 
below. 
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The UA is structurally different from the NA and, therefore, requires a different 
implantation protocol. We followed the Blackrock Microsystems surgery 
guidelines (available through manuals and training from the company) to 
implant 3 32 channel UAs. Due to inconvenient blood vessel locations and other 
constraints during the implantation surgery, arrays were placed in close but 
different locations from the NA brain areas of the left frontal lobe: dorsolateral 
prefrontal cortex (PFC), frontal eye fields (FEF), and supplementary eye fields 
(SEF) (Figure 3.2). Instead of a pia incision and slow lowering of the arrays into 
the cortex required for the NAs, UAs were inserted fast using a special pneumatic 
Blackrock Microelectrode Array Inserter (Blackrock Microsystems Inc.) to 
minimize the time of the acute brain injury. Electrodes were inserted at a 90 
degree angle to the cortex surface. After the implantation a previously removed 
bone flap was placed back to minimize the surgery footprint, facilitate faster 
recovery, and cover the arrays. All 3 UAs were attached to 1 Blackrock 
connector/pedestal, which was secured on top of the skull during the surgery. 
Several tungsten reference wires were placed between the brain and the dura. 
Due to the differences in the NA and UA implant locations, in the following 
analyses we used neural data only from the PFC arrays to compare implants for 
consistency. 
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Figure 3.2: Utah Array implant locations in a macaque brain: dorsolateral prefrontal 
cortex (bottom left square), frontal eye fields (bottom right square), and supplementary 
eye fields (top square). 
Neural signals recorded by the UAs were processed and saved with a 128 channel 
Blackrock Cerebus data acquisition system (Blackrock Microsystems Inc.). 
Several signal processing parameters of this system were different from the 
Plexon setup used for NA recordings. Specifically, it recorded wide-band 0.3–
7500 Hz neural signal at 30 kHz, spike waveforms sampled at 30 kHz, and LFPs 
at 1 kHz filtered to 0.3–500 Hz. 
Behavioral experiments for the monkeys had to be designed to allow all 
collaborating researchers to perform their analyses. Besides, there were 
individual differences between monkeys in learning task paradigms. This led to 
several notable differences in the behavioral task between NA and UA recordings. 
The macaque with the UA implant was taught to perform a conventional delayed-
saccade task without presenting additional visual stimuli or varying reward 
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amount. There were 36 saccade target locations arranged in 6 concentric circles 
(2.5, 5, 7.5, 10, 12.5, and 15 visual degrees) with 6 targets (in 60 degree steps) in 
each (Figure 3.3). The target presentation epoch was 350 ms and the delay period 
was 750 ms, which allowed increasing the number of trials per session up to 
2340. There was also no variance in the amount of the liquid reward after 
successful saccades from trial to trial. As a result, there was no opportunity to 
measure signal responses to visual stimuli and reward amount conditions. 
However, the higher number of trials per session could increase the statistical 
power of data analyses. 
 
Figure 3.3: Locations of 36 saccade targets (blue) relative to the fixation point at the 
center of the screen (black). 
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3.3. Impedances 
Impedances of implant wires determine how far electrodes can record from 
within the neural tissue: higher values usually result in smaller recording 
distances (Martinez et al., 2009). We recorded impedances on all NA and UA 
electrodes at the beginning of each session. Figure 3.4 displays results for 19 NA 
and 18 UA sessions in ~7 day steps (session days were not spaced at exactly the 
same intervals due to occasional monkey health checks and rest breaks, holidays, 
etc.). On average, UA electrode impedances were significantly higher (800–1800 
kOhm) than NA electrode ones (150–1000 kOhm). This could be explained by a 
larger surface area of NA tips. Impedances on individual electrodes fluctuated 
from week to week on both NA and UA but on average stayed around 1500 kOhm 
for UA and 250 kOhm for NA.  
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Figure 3.4: Mean NA (blue) and UA (red) electrode impedances across time. Error bars 
depict non-parametric standard errors calculated from the 68th percentile of 
corresponding samples. 
 
3.4. Spikes 
We were able to extract 30-50 distinct single and multi-units from the neural 
signals recorded by the UAs during every recording session by setting time-
frequency brackets on spike waveforms at the beginning of each session. A typical 
electrode with several putative spiking units is displayed in Figure 3.5. It 
contained at least two single units (red and green) with distinct large waveforms 
and clusters in the principal component space. 
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Figure 3.5: Spiking data from a prefrontal cortex UA electrode during one recording 
session: (a) mean spike waveforms with 95% confidence bounds; (b) inter-spike-interval 
histograms; (c) values of the first 2 components of the principal component analysis on 
spike waveforms. Color denotes different putative single-, multi-, and noise units. 
Detected spikes had significantly higher amplitudes than NA putative spikes. UA 
and NA spiking signals are compared along several dimensions in Figure 3.6. 
Across all calculated statistics — amplitude and signal-to-noise ratio of spikes 
and standard deviation and kurtosis (measure of “peakedness”) of continuous 
neural signal filtered in the spike frequency band — the UA displayed 
significantly more evidence for recording distinct neural single- and multi-units 
than the NA (      , permuted t-test). 
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Figure 3.6: Comparison of NA and UA spiking data across electrodes and sessions: (a) 
95th percentile of spike amplitudes; (b) standard deviation of continuous neural signal 
filtered in 300–8000 Hz spike frequency band; (c) spike signal-to-noise ratio — (a) / (b); 
(d) kurtosis of continuous neural signal filtered in 300–8000 Hz spike frequency band. 
Error bars depict non-parametric standard errors calculated from the 68th percentile of 
corresponding samples. Stars (*) denote significant differences between sample means 
(      , permuted t-test). 
 
3.5. Local field potentials 
To compare LFP signals between the NA and UA, we first looked at their spectra. 
We computed average LFP power across electrodes and recording sessions using 
a 1 s time window and a 1 Hz frequency window. After that we estimated the fall-
off power by fitting the average power values from a 60–200 Hz range to the 
       curve. The frequency band was selected based on the cut-off values of 
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the LFP filters and the absence of additional features to have a representative 
smooth fall-off. Both the NA and UA displayed a similar fall-off over frequency 
with       . Figure 3.7 shows the average arrays’ LFP power in the 1-200 Hz 
frequency range, normalized by the fall-off and converted to decibels. Signals 
from both arrays went through the same transformations, so we can conclude 
that the UA LFP recordings had higher power above 60 Hz. This can be due to 
differences in amplification and filtering of the signals by the recording systems. 
Both LFP signals had power “bumps” in the 15–30 Hz beta bands, which can 
potentially carry task-specific information. Notably, the NA “bump” was larger 
and wider.  
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Figure 3.7: LFP spectral power in the NA (blue) and UA (red) averaged across 
electrodes and sessions. Spectra were normalized by        and converted to decibels 
before plotting. Data around 60 and 120 Hz was not plotted due to line noise. Error bars 
depict standard errors of mean power. 
Next, we compared levels of correlation between channels in the NA and UA. We 
re-referenced all electrodes to a common average within respective arrays, and 
calculated correlation coefficients for all electrode pairs within each array. For 
the UA we used 32 PFC electrodes and for the NA — 5 PFC electrodes (we 
excluded a second wire in each stereotrode). Results are presented in Figure 3.8. 
The UA electrodes had significantly lower correlations (      , permuted t-
test). This can be partially explained by smaller distances between the NA 
electrodes (the glass cone length was ~1.5 mm) than the UA ones (the array size 
was 2x2 mm). Another potential reason is the difference in the neural substrate 
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for recordings: neurites inside a NA glass cone might grow through the whole 
length of the cone and contribute to the signal on several wires. Higher 
correlation between electrodes can lower channel capacity of NA arrays. 
 
Figure 3.8: Comparison of correlation coefficients between NA and UA electrodes 
within arrays. Only one wire from each stereotrode was used for the NA analysis. Error 
bars depict non-parametric standard errors calculated from the 68th percentile of 
corresponding samples (number of degrees of freedom was set conservatively as 
(             )           ). The star (*) denotes a significant difference between sample 
means (      , permuted t-test). 
Finally, we repeated the ANOVA, described in Section 2.7, for each UA electrode 
on LFP power in individual time-frequency bins of trial spectrograms. The only 
factors for the UA ANOVA were saccade targets. Several PFC electrodes displayed 
significant information about the saccade target in the 15–25 Hz frequency band 
during the delay period of a trial, as illustrated in Figure 3.9. This result was 
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similar to the behavior of the NA electrodes in PFC (see Section 2.7) and can 
represent the preparation of motor activity reflected in the beta LFP band. 
 
Figure 3.9: ANOVA on a representative PFC UA electrode: (a) explained variance and 
(b) p-values with the saccade targets as factors and power in individual time-frequency 
bins of trial spectrograms as responses. Trials are aligned on the start of the fixation 
epoch. Vertical lines denote different trial epochs: fixation (0–450 ms), target 
presentation (450–800 ms), and delay (800–1550 ms). P-values are binned into 4 
significance levels:        (blue),             (cyan),              (yellow), 
and         (red). Note red/yellow blocks of significant explained variance in 15–25 
Hz band power during the delay epoch. 
Additionally, many of the UA electrodes in SEF displayed highly significant levels 
of LFP power explained variance in the 80–500 Hz frequency band during the 
delay epoch. Figure 3.10 gives an example of one such electrode. Power in the 
several hundred Hz range is not commonly attributed to LFPs and could be 
related to the sub-threshold multi-unit spiking activity from a large number of 
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neurons surrounding the recording electrode. However, further experiments and 
analyses are necessary to understand this phenomenon better. 
 
Figure 3.10: ANOVA on a representative SEF UA electrode: (a) explained variance and 
(b) p-values with the saccade targets as factors and power in individual time-frequency 
bins of trial spectrograms as responses. Trials are aligned on the start of the fixation 
epoch. Vertical lines denote different trial epochs: fixation (0–450 ms), target 
presentation (450–800 ms), and delay (800–1550 ms). P-values are binned into 4 
significance levels:        (blue),             (cyan),              (yellow), 
and         (red). Note red blocks of significant explained variance in 100–500 Hz 
band power during the delay epoch. 
 
3.6. Signal stability 
Stability of neural signals recorded by chronic implants is crucial for robust long-
term performance of BMIs. When signals change significantly from one day to 
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the next, decoding algorithms get out of tune and their accuracy decreases. We 
compared stability of NA and UA spikes and LFPs over a 4 month period. 
Figure 3.11 displays amplitudes of spikes recorded by the two arrays across time. 
We looked at the largest spikes on each electrode, a common measure of spike 
quality (Chestek et al., 2011; Hill et al., 2011). We estimated amplitudes by the 
95th percentile of peak voltages of the unsorted spike waveforms. Dropping 5% of 
the largest waveforms protected against occasional high amplitude noise in the 
signal. Computed amplitudes were then averaged across PFC electrodes to give 
the final array measure. In agreement with Section 3.4 results, UA spikes were 
significantly larger than the NA ones. They displayed a slight downward trend, 
decreasing from ~90 uV to ~70 uV over 4 months. NA spike amplitudes stayed 
small and relatively constant at ~20 uV.  
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Figure 3.11: Mean NA (blue) and UA (red) spike amplitudes across time. Spike 
amplitudes are first estimated for each electrode as the 95th percentile of voltage at spike 
waveform peaks and then averaged across electrodes. Error bars depict non-parametric 
standard errors calculated from the 68th percentile of corresponding samples. 
To measure the stability of the LFP signals we calculated correlation coefficients 
of LFP power during the delay period of the trials between different recording 
sessions. The power was measured separately for 6 commonly used frequency 
bands: delta (0–4 Hz), theta (4–8 Hz), alpha/mu (8–12 Hz), beta (12–30 Hz), 
gamma (30–80 Hz), and high-gamma (80–500 Hz) — in 11 250 ms overlapping 
time bins with a 50 ms time shift (covering 750 ms of the delay epoch). This 
produced a total of         time-frequency bins. The power in each such bin 
was averaged across trials separately for each saccade target. After that, 
correlation coefficients were calculated for each electrode and saccade target 
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between a pair of selected sessions. The average of these coefficients gave the 
final measure of correlation of LFP signals between the 2 sessions. Results of this 
analysis between the first recording session with a full behavioral task and the 
following ones are presented in Figure 3.12. The UA had more electrodes (32) 
compared to the NA (5, excluding second wires on stereotrodes), which resulted 
in significantly tighter error bars for the first array. Overall, UA LFPs were more 
stable than NA ones in the 4 month time span. 
 
Figure 3.12: Mean NA (blue) and UA (red) correlation coefficients of power in time-
frequency bins of delay epoch spectrograms between the first full task recording session 
and the following ones. Only one wire from each stereotrode was used for NA analysis. 
Error bars depict non-parametric standard errors calculated from the 68th percentile of 
corresponding samples. 
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3.7. Discussion 
In the current study we compared the newly developed NA with the popular UA, 
which is often considered to be the “gold standard” for chronic 
neurophysiological recordings. UA electrodes had significantly higher 
impedances, probably due to the smaller surface area of the exposed tips. The NA 
recorded relatively little clear single- or multi-unit spiking activity. This was 
likely due in large part to the glass cone design, which, although improving 
mechanical stability, put recording sites next to cell axons and dendrites instead 
of somas. This caused a decrease in spike amplitudes compared to the UA (which 
records near somas) and could result in redundant information appearing on 
different channels that record from the same axon. As a result, in the NA most of 
the useful information in the signal came from LFPs. On the other hand, the UA 
recorded dozens of single- and multi-units across 96 electrodes in every session. 
LFP signals on the NA channels were more correlated with each other than those 
on the UA. These correlations could negatively impact the NA’s information 
capacity when considering more than one recording site. Finally, we compared 
spike and LFP stability on the two arrays. UA spikes had a slightly decreasing 
trend over the 4 months of recordings, while NA spike amplitudes remained 
consistently very low. In contrast with the general notion of enhanced stability of 
Neurotrophic Electrode signals, in our experiments LFP signals on the UA were 
more stable than on the NA. 
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The current study was limited in scope: there were a number of differences 
between the NA and the UA experimental paradigms and recording systems and 
data from only one monkey was analyzed for each array. More studies will allow 
comparing these array designs better and drawing stronger conclusions. At this 
point we recommend using the UA for chronic neurophysiological recordings. For 
the NA studies, we recommend using LFP power rather than spike information.
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4. INFORMATION METRICS 
4.1. Introduction 
There are a number of new BMIs developed every year but currently there are no 
commonly accepted ways to objectively compare various BMI designs. Each BMI 
group publishes their own performance measures, making it almost impossible to 
determine the qualities for which each BMI is superior. Developing a general 
objective measure can remedy this problem and speed development of better 
BMIs by providing quantitative measures of the effectiveness of different BMI 
designs. 
Brain implants are commonly evaluated using the spike signal-to-noise ratio or 
number of single units in the recorded data (Chestek et al., 2011; Collinger et al., 
2013; Dickey et al., 2009; Ethier et al., 2012; Karumbaiah et al., 2013; Musallam 
et al., 2007; Perge et al., 2013; Rizk et al., 2009; Ward et al., 2009; Williams, 
1999). These measures implicitly assume that spikes are the optimal features 
containing all useful information embedded in the signal. This might not be the 
case, as some efficient invasive BMIs today do not use spike sorting (Fraser et al., 
2009; Ventura, 2008). Decoding algorithms, in turn, are evaluated based on 
performance measures such as accuracy or speed (Chestek et al., 2011; Collinger 
et al., 2013; Ethier et al., 2012; Hochberg et al., 2012; Koralek et al., 2012; 
Musallam et al., 2004; Perge et al., 2013; Santhanam et al., 2006; Velliste et al., 
2008; Wang et al., 2013; Wessberg et al., 2000). These values highly depend on 
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the selected behavioral task, exact implementation of the experiment, subject 
pool, and many other attributes of a study. Some research groups propose using 
utility, or improved quality of life, metrics (Collinger et al., 2013; Hochberg et al., 
2012; Kaufmann et al., 2013; Mattia et al., 2013; Thompson et al., 2013; Wang et 
al., 2013). They usually come in the form of a questionnaire or a panel of simple 
tasks for participants. The first can suffer from subjectivity and vagueness while 
the second is often limited in scope. Most popular BMI performance metrics are 
displayed in Figure 4.1. 
 
Figure 4.1: BMI information flow diagram (solid lines, top) and performance metrics 
(dashed lines, bottom). Implants are commonly evaluated based on the recorded signal 
quality: signal-to-noise ratio (SNR) or number of single units. Decoder performance is 
measured in terms of accuracy, speed or decoder information transfer rate (ITR). 
Holistic metrics access overall BMI utility and improved quality of life of an operator. We 
propose a novel ITR metric, which measures amount of task information in the recorded 
signal before it is passed through a decoder. 
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Information transfer rate (ITR) is becoming a popular metric to evaluate 
decoder performance (Averbeck et al., 2006; Gilja et al., 2012; Quian Quiroga 
and Panzeri, 2009; Santhanam et al., 2006; Speier et al., 2013; Thomas et al., 
2013; Thompson et al., 2013; Wolpaw et al., 2002, 1998; Yuan et al., 2013). ITR 
has an advantage over other commonly used measures because it is an objective 
functional metric and is independent from many experimental variables. 
However, information theory (Shannon, 1948) was developed in a particular 
context of mathematical communication theory, and it is important to be careful 
when applying information measures to the BMI field (Yuan et al., 2013). 
Commonly used decoder ITR evaluates the amount of information extracted by a 
decoder (Figure 4.1). According to the data processing inequality of information 
theory, some information is lost in the decoding step. There is no direct way to 
find the amount of this information drop. Therefore, the decoder ITR is limited 
by the selected decoding algorithm and cannot be readily generalized to other 
cases. Ideally, ITR can help evaluate both the hardware and the software parts of 
a BMI by quantifying the amount of useful information in neural data recorded 
by the implanted probes. This measure determines the limit on how much 
information can be extracted from the data with decoders and can be used to 
evaluate and improve the performance of decoding algorithms. It can also guide 
electrode development: better probes will have higher ITR values. Very 
importantly, ITR also provides a more natural, end-goal angle to view and 
evaluate BMIs: not as a machine extracting neural signals from the brain or a 
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decoding algorithm, but rather as a communication channel between a brain and 
external environment. 
In this chapter we review existing methods to estimate ITR and develop a novel 
method with improved performance in the regime of a small number of BMI 
trials and a large number of signal dimensions. We demonstrate the utility of the 
developed ITR estimation method on simulated and recorded neurophysiological 
data and compare its performance to other algorithms. Finally, we use this new 
method to compare data from a Neurotrophic Array (NA) and a Utah Array (UA), 
which are commonly used in invasive BMIs, to explore optimal signal features for 
decoding and investigate signal stability and longevity. 
 
4.2. Information theory review 
One field that can provide relevant measures for BMI performance is information 
theory (Shannon, 1948). It is built on the concept of entropy, a measure of 
uncertainty in a random variable. Entropy is also a measure of maximum 
possible information carried by a random variable. For continuous random 
variables it is defined as: 
 ( )   ∫ ( )      ( ( ))    (1) 
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where   is a random variable, and  ( ) is its probability density function (PDF). 
Here we provide the formula for a general case of a vector random variable; 
however, it can also be scalar. If the random variable is discrete, the entropy 
formula becomes: 
 ( )   ∑ ( )      ( ( ))  
 
(2) 
 
For example, consider a discrete case, where   can take one of   different values: 
          . If the probabilities of all of these values are equal —  (  )    ⁄  — 
then ( )      ( ). This is the number of binary (yes/no) questions one needs 
to ask to find the value of  . In the extreme case when   can take only one value, 
( (  )    and  (  )    for    ) ( )   . This means that   cannot carry any 
information: the message is always the same. 
  can represent an observed variable, which we want to use to estimate a related 
unobserved variable  . For example,   may be the recorded neural signal (spikes, 
LFPs) and   may be the intended BMI command (saccade location in the delayed 
saccade task described in Section 2.5). In this case, we can compute mutual 
information (MI) between   and  : 
 (   )   ( )   ( | )  (3) 
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where  ( | ) is the entropy of   conditioned on  . MI represents how much 
reduction in the uncertainty of the hidden variable   can be gained on average by 
a single observation of the dependent variable  . 
MI is a powerful generalization of the common notion of information. It has 
several important properties: it depends on the knowledge before the 
communication and the coding schema employed by the message sender and 
recipient. Therefore, the same signal can carry different amounts of information 
depending on the context. For example, let’s consider an arrangement of stove 
burners and handles (Figure 4.2). Here, the information sender is a stove 
manufacturer, the recipient is a stove user, or cook, and the message is the 
positions of burners and handles communicating their correspondence. In a 
typical setup handles are arranged in a row on a stove’s side (Figure 4.2a). The 
implicit coding schema is the proximity of handles to burners, which tells cooks 
that 2 left handles are connected with left burners and the 2 right handles — with 
the right burners (Figure 4.2b). The position of each handle “communicates” 1 bit 
of information reducing uncertainty of the handles-burners correspondence in 
half. A full mapping of 4 burners requires 2 bits and, as most of us have 
experienced in the past, stove users get the remaining bit through explanation 
diagrams next to the handles or trial-and-error (in our toy example we won’t 
consider these options for simplicity). Can stove manufacturers pack more 
information in the handle locations? Yes. Placing the handles next to the 
corresponding burners increases the information to 2 bits (Figure 4.2c and 4.2d). 
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However, such a design can be undesirable for other reasons: heating of the 
stovetop and having to reach back handles over front burners. Switching the 
coding schema from proximity to relative arrangement provides another solution 
(Figure 4.2e and 4.2f). When handles are placed in a square, mimicking positions 
of the burners, cooks effortlessly understand the correspondence between the two 
groups. 
 
Figure 4.2: A stove with different arrangements of handles and matching them to 
burners. (a-b) Common arrangement based on proximity. It leaves ambiguity about 
handle-burner correspondence. (c-d) Possible arrangement based on proximity with 
perfect correspondence. (e-f) Possible arrangement based on relative positions with 
perfect correspondence. 
Since its formulation by Shannon, information theory has been applied to many 
areas of science, including neuroscience where it is used to estimate information 
in neural code (Borst and Theunissen, 1999; Dimitrov et al., 2011). Here, most 
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research to date made a model assumption that only spike trains transmit useful 
information about neural processing. Recent developments have challenged this 
view and proposed information in LFPs as additional carriers of neural 
information (Quian Quiroga and Panzeri, 2009). Information theory in 
neuroscience is often used to study neural encoding, such as calculating how 
much information about sensory stimuli neurons can carry. One result of 
information theoretic analysis is a well-known debate between timing and rate 
encoding (Quian Quiroga and Panzeri, 2009): is the exact timing of each spike 
important or is just the knowledge of neuron firing rates enough to encode 
stimuli? Both questions — spikes vs. LFPs and timing vs. rate — can be 
objectively compared within a mutual information framework. 
For BMI applications, researchers are interested in ITR, which can be calculated 
as the amount of MI between the recorded neural signal   and the intended 
commands   normalized by the signal duration  : 
 
   (   )  
 (   )
 
  (4) 
   
Shorter neural recordings, carrying the same MI as longer signals, produce 
higher ITRs and allow faster communication speeds. 
Information theory is a powerful tool; however, its application to real data can be 
challenging. Recorded neural data for BMIs is usually multidimensional with the 
count of recording channels in dozens or even hundreds. This makes the 
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corresponding PDF  ( ) extremely challenging to compute and work with. The 
most straightforward approach for estimating MI is approximating this PDF with 
empirical histograms. This procedure is called the direct method (Magri et al., 
2009). While intuitive, it suffers from major limitations: dependence on a 
binning algorithm and the limited sampling bias problem. This happens because 
information is a probabilistic concept, yet any real experiment produces only a 
finite amount of data, which may under-sample the true shape of the data 
probability distributions. In particular, in BMI studies the amount of 
experimental data which can be used to estimate the PDF is typically limited to 
100–1000 trials, while the number of signal dimensions — recorded channels — 
is in the dozens and keeps growing every year. Therefore, entropy and mutual 
information computed from real neural data can be significantly biased. The 
crucial ratio for this bias is (     )⁄ , where  is the number of available 
trials,   is the total number of possible neural signals, and    is the number of 
experimental conditions (BMI targets). Low ratio values lead to model 
overfitting. 
Several computational techniques were developed to combat the sampling bias 
problem. Some of them estimate the bias term and subtract it from the direct 
method MI (see Section 4.4 for more details). Others use various decoding 
algorithms to reduce the PDF space to intended and decoded targets (Section 
4.6). Another approach to work around the bias issue is employing non-
parametric PDF estimation methods such as the k-nearest neighbors algorithms 
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(kNN) (Singh et al., 2003), kernel density estimators (Beirlant et al., 1997; 
Ozertem et al., 2006) and entropic spanning graphs (Hero and Michel, 1999; 
Hero et al., 2002) (Section 4.5). Finally, we can resolve the bias problem by 
imposing a model on the signal probability distributions and estimating a 
relatively small number of model parameters from the limited data. Gaussian 
methods are the most popular in this respect (Ince et al., 2010) (Section 4.7). 
Differences between these approaches are illustrated in Figure 4.3.  
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Figure 4.3: Different ways to estimate mutual information: (a) example of a 2D signal 
PDF for 3 targets; (b) a sample generated from that PDF with each trial colored 
according to the corresponding target; (c)-(f) MI densities for several MI estimation 
methods with darker points representing higher density. Specifically, (c) direct method 
bins data, (d) decoder method maps signal into the target space and operates with a 
decoder confusion matrix, (e) kNN method computes MI on a set of trials and (f) 
Gaussian mixture method computes MI of a Gaussian mixture model distribution fitted 
to the sample. 
 
4.3. Data preparation 
For the information analysis we used UA and NA LFP data described in Chapters 
2 and 3. The signal was filtered into 15–25 Hz and 80–500 Hz frequency bands, 
roughly corresponding to beta and high-gamma LFP bands. These bands were 
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selected based on the analysis of variance because they carried information about 
saccade locations (see Chapter 3 for details). We calculated power of the beta and 
high-gamma frequency bands during the delay period and log-transformed it to 
make the signal distribution more Gaussian (see Section 4.7 for more details). 
Resulting values were used as features for the analysis in Sections 4.7–4.9. 
Neurophysiological recordings contained 500–1000 successful delayed saccade 
trials in each experimental session. To test MI estimation methods on larger 
samples we simulated data for analyses in Sections 4.4–4.7. For that, we 
estimated multidimensional means and variances of the recorded signal from a 
representative UA session separately for each saccade target, constructed 
multivariate normal PDFs with these first and second moments, and sampled 
these distributions to generate as many trials for each target as needed. 
Therefore, simulated data matched the neurophysiological data on the first and 
second moments. 
Figure 4.4 displays an example of signal features used for information analysis in 
the following sections. It shows log-transformed 80–500 Hz band-pass filtered 
LFP power from all trials during one of the UA recording sessions. For visual 
clarity, the figure displays signals from only two recording channels. The 
informational analysis was performed on 2–32 channels simultaneously. 
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Figure 4.4: An example of sample distributions of 80–500Hz LFP power on recording 
channels #44 (horizontal axis) and #49 (vertical axis) for 6 delayed saccade targets. 
Colors represent different targets. The LFP power was log-transformed before plotting. 
 
4.4. Direct method 
The most straightforward approach for estimating mutual information (MI) is 
approximating data PDFs in equation (3) with empirical histograms. This 
procedure is called the direct method. Through it, continuous neural signals are 
binned along each dimension and equation (2) of a discrete entropy formula 
becomes: 
     ( )   ∑ ∑  
    
∑  ̂(        )      ( ̂(        ))
  
  (5) 
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where   is signal dimensionality (number of channels),            are indices 
of bins along each dimension,            is a set of neural signals   with values 
along each dimension falling into the corresponding bins, and  ̂(          )  
       (            )        ⁄  is the ratio of trials belonging to that set. 
While intuitive, the direct method suffers from several major limitations. There is 
no natural way to bin data for accurate MI calculation with estimated PDFs. All 
binning procedures introduce different biases to MI estimates. In this study we 
use a simple uniform binning with 30 bins along each dimension. Selecting a 
smaller number of bins significantly degraded results while choosing a larger 
number caused a memory overload on our desktop computer system used for 
analysis as the number of bins increased in each data dimension (recording 
channels). Using empirical cumulative density functions (CDFs) can avoid the 
binning step altogether; however, to our knowledge, currently there is no robust 
MI formula based on CDFs. 
An even bigger challenge than binning in BMI studies is the limited sampling bias 
problem described in Section 4.2. We can see from equation (5) that the total 
number of bins grows exponentially with the number of recording channels. The 
direct method requires (     )⁄    for accurate MI estimates, which is 
impossible to achieve with current BMIs. 
Several computational techniques were developed in the past two decades to 
combat the sampling bias problem of the direct method. Some of the more 
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popular methods include quadratic extrapolation (Strong et al., 1998), the 
Panzeri-Treves method (Panzeri and Treves, 1996), the Nemenman-Shafee-
Bialek method (Nemenman et al., 2004) and shuffling correlated responses 
(Montemurro et al., 2007; Panzeri et al., 2007). One of the most accurate of them 
seems to be the combination of the Panzeri-Treves method with shuffling 
correlated responses (Ince et al., 2010; Magri et al., 2009). The first method 
analytically estimates the linear term of the Taylor expansion of the bias in   ⁄ , 
while the second one adds the independent channel and shuffled noise entropy 
terms in equation (3) to reduce the bias. This combined approach allows 
accounting for the bias in situations when (     )⁄   . 
We used the freely available Information Breakdown ToolBox (Magri et al., 
2009) to calculate the direct method MI. It implements a computationally 
optimized direct method formula and the Panzeri-Treves and shuffling correlated 
responses bias correction procedures (see the original toolbox paper for 
implementation details). Despite rigorous optimizations, the direct method still 
allowed processing groups of only up to 4 recording channels simultaneously, 
with a memory overload for higher dimensionalities. 
Figure 4.5 illustrates the performance of the direct method without and with bias 
correction across the number of trials. As we can see, without correcting for bias 
the direct method estimates are higher than the true MI (estimated using a 
Monte Carlo method based on true signal parameters — see equation (12)) and 
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are slowly converging to it as the number of trials increases. Applying Panzeri-
Treves and shuffling correlated responses adjustments results in estimates below 
the true MI with faster convergence. However, both methods produce strongly 
biased results in the 100–1000 trial regime, common to BMI applications. 
 
Figure 4.5: Mutual information across number of trials for 3-channel simulated signal: 
Monte Carlo estimate based on true signal parameters (“true-mc”, blue), direct method 
estimate (“dir”, red) and direct method estimate with Panzeri-Treves and shuffling 
correlated responses bias correction (“dir-pt-sh”, green). Data values for each channel 
were divided into 30 uniform bins. Maximum possible amount of MI is       based on 
the number of task targets. The data was generated from the 80–500 Hz LFP power 
band of the recorded signal. Error bars denote 95% confidence bounds. 
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4.5. kNN method 
Out of the non-parametric entropy estimation methods family we implemented 
the kNN method as one of the most common in the field. The kNN method uses 
the distances between data points to approximate local probability density. We 
applied a formula from (Singh et al., 2003) to estimate signal entropy: 
 
    (   )  
 
 
∑     (    )      (
   ⁄
 (  ⁄   )
)  
 ( )
   
     ( )
 
  (6) 
   
where   is signal dimensionality (number of channels),          is a trial 
number,  ( ) is the gamma function, ( ) is the digamma function and      
|       |
  is a Euclidian distance from the point    to its  -th nearest 
neighbor     . We used     because it provided more accurate results in high 
dimensions. 
Figure 4.6 displays the performance of the kNN method across the number of 
trials (a) and number of channels (b). As the number of channels increases the 
bias and variance of the estimates grow, producing inaccurate MI values above 
5–8 channels (for 750 trials). Increasing the number of trials improves accuracy 
but the required number of trials to get good results is prohibitive. 
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Figure 4.6: Mutual information on simulated signal: Monte Carlo estimate based on 
true signal parameters (“true-mc”, blue) and kNN method estimate (“knn”, red). (a) MI 
across number of trials for 20-channel signal. (b) MI across number of channels for 750 
trials. Maximum possible amount of MI is       based on the number of task targets. 
The data was generated from the 80–500 Hz LFP power band of the recorded signal. 
Error bars denote 95% confidence bounds. 
 
4.6. Decoder method 
One approach to manage limited sampling bias in high-dimensional cases is to 
reduce the number of possible neural signals to the number of experimental 
conditions via decoding. Decoders effectively map each neural signal onto the 
condition space. Conditional PDFs become                decoder confusion 
matrices and equation (3) turns into: 
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    (   ̂)  ∑  (    ̂ ̂)     
 (    ̂ ̂)
 (  )   ( ̂ ̂)  ̂
  (7) 
   
where  ̂ is the space of decoded targets,   is the index iterating over true targets, 
 ̂ is the index iterating over decoded targets, and  (   ̂) is a confusion matrix. It 
has only   
  elements and usually can be accurately approximated with the 
available number of trials. If the decoding accuracy is constant across targets and 
errors are uniformly distributed, equation (7) can be simplified to Wolpaw’s 
formula (Wolpaw et al., 1998): 
                      (   )     (
   
    
)  (8) 
  
where   is the decoding accuracy estimated as the average decoder accuracy 
across all targets:      
⁄ ∑  (    ̂ ̂    ) . Wolpaw’s formula is, probably, the 
most commonly used MI estimation method in the BMI field. However, it is 
based on strong assumptions about the confusion matrix and needs to be applied 
with caution (Yuan et al., 2013). 
Currently, the decoder method is the most popular method of estimating MI in 
the BMI field. It has several notable limitations. Firstly, in many cases one is 
interested in the amount of information available from a particular recording 
technology, and the decoding method conflates the performance of the selected 
decoder with the amount of information available in the original neural signals. 
Secondly, according to the data processing inequality, some information is lost in 
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the decoding step and there is no direct way to find the amount of this 
information drop. 
We implemented a simple linear discriminant analysis decoder with a 10-fold 
cross validation. The decoder's confusion matrix was plugged into equation (7) to 
estimate the MI. 
Figure 4.7 displays the performance of the decoder method across the number of 
trials (a) and number of channels (b). As expected, decoder MI estimates are 
lower than the true values. They are stable across the number of trials due to the 
low number of method parameters (targets). As the number of channels 
increases, the decoder method loses more and more information about the 
targets embedded in the neural signal.  
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Figure 4.7: Mutual information on simulated signal: Monte Carlo estimate based on 
true signal parameters (“true-mc”, blue) and decoder method estimate (“dec”, red). (a) 
MI across number of trials for 20-channel signal. (b) MI across number of channels for 
750 trials. Maximum possible amount of MI is       based on the number of task 
targets. The data was generated from the 80–500 Hz LFP power band of the recorded 
signal. Error bars denote 95% confidence bounds. 
 
4.7. Gaussian mixture method 
Gaussian approximation is one of the simplest and most studied parametric 
modeling techniques. If we model the signal PDF for each target  ,  ( |  ), as a 
separate Gaussian with a mean    and a covariance matrix   , the full signal PDF 
follows a mixture of Gaussians distribution: 
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where (       ) denotes a Gaussian PDF with a mean-variance pair (     ) 
evaluated at point  . A model has to fit data well to produce accurate results. 
There are a number of known multivariate normality (MVN) tests (Mecklin and 
Mundfrom, 2005). We implemented several of them including one derived from 
the multivariate Gaussian property: any of its one-dimensional projections 
should be normally distributed. To implement this test, we calculated 100 
random 1-dimensional slices (weighted sums of individual channels) of the 
multichannel signal. This was repeated separately for each BMI target. After that 
we ran a Lilliefors normality test on each slice and calculated the ratio of 
resulting p-values below 0.05 (rejecting the normality hypothesis). The test 
results are displayed in Table 4.1. While the raw LFP power is not MVN 
distributed, we found that its log-transformation is close to Gaussian for our data 
set.  
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Non-Gaussian (%) 
NA UA 
original 74 48 
square root 36 22 
cubic root 24 18 
logarithm 15 16 
Table 4.1: Results of the Lilliefors normality tests on original and transformed LFP 
power for Neurotrophic Array (NA) and Utah Array (UA) neural signals. Numbers 
correspond to the percent of rejected normality hypotheses (      ). 
To use the Gaussian mixture model to estimate MI, we need to compute entropies 
of Gaussians  ( |  ) and a Gaussian mixture  ( ). We used an analytic formula 
for the entropy of a multivariate Gaussian distribution: 
 
      ( |  )  
 
 
    ((   )
 |  |)  (10) 
   
There is no known analytic formula for Gaussian mixture entropy; therefore, we 
had to estimate it numerically. While several algorithms have been proposed for 
that purpose (Huber et al., 2008), all of them are either heavily biased or are very 
computationally intensive in the high dimensionality case. We have discovered 
that a simple Monte Carlo approach produced the most accurate results. This 
method relies on the entropy definition: 
  ( )    [     ( )]  (11) 
   
where  [ ] denotes a population mean. Substituting equation (9) into (11) and 
generating  random samples for each Gaussian in the mixture yields: 
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where    and    are Gaussian indices and  is a Monte Carlo sample index. We 
used       in our calculations because it combined accuracy with 
computational speed. It is important to note that the described Monte Carlo 
method can be readily extended to numerically estimate entropy and MI of any 
parametric distribution. 
Figure 4.8 displays the performance of the Gaussian mixture Monte Carlo 
method across the number of trials (a) and number of channels (b). For a group 
of 20 channels the method provides accurate estimates starting at 2000 trials. 
When incorrect, it overestimates MI. Overall, the method performs better than 
direct, kNN and decoder MI estimators.  
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Figure 4.8: Mutual information on simulated signal: Monte Carlo estimate based on 
true signal parameters (“true-mc”, blue) and Gaussian mixture Monte Carlo estimate 
(“gauss-mc”, red). (a) MI across number of trials for 20-channel signal. (b) MI across 
number of channels for 750 trials. Maximum possible amount of MI is       based on 
the number of task targets. The data was generated from the 80–500 Hz LFP power 
band of the recorded signal. Error bars denote 95% confidence bounds. 
A conventional way of estimating a sample covariance matrix is given by the 
formula: 
 
 ̂  
 
 
∑     
 
 
  (13) 
   
It is an unbiased estimator but can produce large variance in the small number of 
trials and large number of dimensions regime. It can become a major cause of 
bias in Monte Carlo Gaussian mixture entropy estimation. One way to fight with 
this bias is by using shrinkage covariance matrix estimators: 
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where   ( ̂) is a trace of the conventional covariance matrix estimate,   is an 
identity matrix and  ̂ is a shrinkage parameter. In (Chen et al., 2010) the authors 
derived two shrinkage estimators for the Gaussian mixture case: Ledoit-Wolf 
Rao-Blackwell (LWRB) and oracle approximating shrinkage (OAS). Both 
significantly improve the resulting entropy estimates, but we found that LWRB 
method performed slightly better on our data set and selected it for the analysis: 
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   ( ̂)
 ]
  (15) 
   
The value of  ̂     was limited from above by 1. 
We also developed another method to reduce the bias of the MI estimates, which 
starts with an empty set of channels and iteratively expands it one channel at a 
time while updating the MI estimate. Initially the MI estimate is set to 0. On each 
step, when the (   )-st channel is appended to the population, the MI estimate 
is increased by the regular MI estimate for the (   )-channel population      
and reduced by the MI estimate for the  -channel population    and one channel 
of “noise”    with no correlation to targets: 
     (   )    (   )   (      )   ({     }  )  (16) 
   
We called this bias reduction method the “noise” channels method. 
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Performance of the bias correction methods is shown in Figure 4.9. Both, LWRB 
and “noise” channels methods significantly improve the Gaussian mixture Monte 
Carlo MI estimates when the number of channels is above 10. The “noise” 
channels method has larger variance but lower bias than the LWRB one, 
representing a different bias-variance tradeoff. Both of the bias reduction 
techniques are not able to accurately estimate MI when number of channels is 
very high but they provide a bracket for the true MI value: the LWRB method 
approximates MI from above and the “noise” channels method — from below.  
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Figure 4.9: Comparison of mutual information bias reduction methods on simulated 
signal: Monte Carlo estimate based on true signal parameters (“true-mc”, blue), 
Gaussian mixture Monte Carlo (GMMC) estimate without bias correction (“gauss-mc”, 
red), GMMC estimate with Ledoit-Wolf Rao-Blackwell bias correction (“gauss-mc-lwrb”, 
green) and GMMC estimate with “noise” channels bias correction (“gauss-mc-noise”, 
purple). (a) MI across number of trials for 20-channel signal. (b) MI across number of 
channels for 750 trials. Maximum possible amount of MI is       based on the number 
of task targets. The data was generated from the 15–25 Hz LFP power band of the 
recorded signal. Error bars denote 95% confidence bounds. 
The performance of various MI estimation methods is compared in Figure 4.10 
(with the exception of the direct method which was not computationally tractable 
for over 4 channels). The Gaussian mixture Monte Carlo methods perform the 
best. 
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Figure 4.10: Comparison of mutual information estimation methods on simulated 
signal: Monte Carlo estimate based on true signal parameters (“true-mc”, blue), kNN 
method (“knn”, red), decoder method (“dec”, green), Gaussian mixture Monte Carlo 
(GMMC) estimate with Ledoit-Wolf Rao-Blackwell bias correction (“gauss-mc-lwrb”, 
purple) and GMMC estimate with “noise” channels bias correction (“gauss-mc-noise”, 
orange). (a) MI across number of trials for 20-channel signal. (b) MI across number of 
channels for 750 trials. Maximum possible amount of MI is       based on the number 
of task targets. The data was generated from the 80–500 Hz LFP power band of the 
recorded signal. Error bars denote 95% confidence bounds. 
Figure 4.11 compares performances of MI estimation methods on recorded neural 
data from a real BMI session. The kNN variance “explodes” for high number of 
channels because bootstrapping with repetition creates nearest “neighbors” 
which are exactly equal (there might be approaches to overcome this issue, in 
particular, specialized bootstrapping techniques, but we have not explored them 
is the current study). Several channels in the middle contribute most of the 
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information about the target identity. The number of trials in the data set was 
only 696, which resulted in high variance of MI estimates and a large gap 
between the LWRB and “noise” channels lines when number of channels is high. 
The true MI value lies within that gap closer to the “noise” channels estimate. As 
we can see, in this case the decoder algorithm was able to capture most of the 
information available in the neural signal. 
 
Figure 4.11: Comparison of mutual information estimation methods across number of 
channels on recorded neural signal: kNN method (“knn”, blue), decoder method (“dec”, 
red), Gaussian mixture Monte Carlo (GMMC) estimate with Ledoit-Wolf Rao-Blackwell 
bias correction (“gauss-mc-lwrb”, green) and GMMC estimate with “noise” channels bias 
correction (“gauss-mc-noise”, purple). Maximum possible amount of MI is       based 
on the number of task targets. The neural data is 696 trials of the 80–500 Hz LFP power 
band of the Utah Array signal (one recording session). Error bars denote 95% confidence 
bounds. 
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4.8. Optimal signal features 
Currently BMI decoding algorithms rely heavily on using traditional 
neurophysiological elements, specifically sorted spike rates and, less often, LFPs. 
This makes sense for basic neuroscience questions concerned with describing 
behavior of individual cells. However, BMIs have a different goal: maximizing 
information transfer between neural signals and decoded actions. Recent studies 
have suggested that spikes might not be the best medium for this functional goal. 
For example, some modern BMIs eliminate spike sorting completely and report 
results comparable to other designs (Fraser et al., 2009; Ventura, 2008). The 
new MI estimation method developed in this study can be used to investigate how 
much information is carried by various signal features and their combinations. 
Such analysis can help select the optimal feature sets for BMI decoders. 
To demonstrate the validity of this approach, we estimate MI of spike rates, 15–
25 Hz and 80–500 Hz LFP frequency bands in NA (Figure 4.12) and UA (Figure 
4.13) neural data. As we can see, in NA all features perform similarly (with high 
frequency LFP giving slightly higher MI values. In UA the 80–500 Hz LFP band 
produces more information via several channels in the middle of the group. This 
band shows high variance due to a couple of bad recording sessions (see Section 
4.9 for more details). 
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Figure 4.12: Comparison of information about BMI targets in various Neurotrophic 
Array neural signal features: 15–25 Hz LFP band (blue), 80–500 Hz LFP band (red) and 
spike rates (green). MI is estimated using Gaussian mixture Monte Carlo method with 
LWRB bias correction. The data is averaged across 9 recording sessions spanning about 
4 months. Error bars denote 95% confidence bounds. 
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Figure 4.13: Comparison of information about BMI targets in various Utah Array 
neural signal features: 15–25 Hz LFP band (blue), 80–500 Hz LFP band (red) and spike 
rates (green). MI is estimated using Gaussian mixture Monte Carlo method with LWRB 
bias correction. The data is averaged across 9 recording sessions spanning about 3 
months. Error bars denote 95% confidence bounds. 
 
4.9. Signal stability 
A neuroprosthetic's lifetime is measured by how long it can extract useful 
information for decoding user’s intentions. Currently, evaluation of BMI 
longevity often relies on structural metrics such as single unit changes and 
degradation (Chestek et al., 2011; Suner et al., 2005). However, there are studies 
showing good decoding rates for implants several years old, which have long lost 
most of their “good” single unit data (Chestek et al., 2011; Krüger et al., 2010). 
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Task-related stability (short-term) and longevity (long-term) metrics might be 
more relevant for evaluating BMIs than metrics based on the properties of the 
neural signals (e.g., spike amplitudes). Tracking decoding performance is one 
such approach. However, deteriorated decoding accuracy can be caused by neural 
plasticity rather than the implant degradation. In this case, picking a new, more 
suitable decoder might restore good BMI performance. Tracking changes in 
signal ITR through time can be used to develop decoder-agnostic functional 
stability and longevity measures for BMIs. 
To demonstrate this approach, we compare MI across recording sessions in NA 
(Figure 4.14) and UA (Figure 4.15) data. In out recordings NA signal carries little 
information and is highly variable within and between sessions. The 80–500 Hz 
LFP band of the UA signal contains high information channels and displays high 
stability except for 2 recording sessions when the data quality was significantly 
worse (we do not know a reason for this). 
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Figure 4.14: Comparison of information about BMI targets in 80–500 Hz LFP band of 
Neurotrophic Array neural signal across recording sessions. MI is estimated using 
Gaussian mixture Monte Carlo method with LWRB bias correction. Error bars denote 
95% confidence bounds. 
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Figure 4.15: Comparison of information about BMI targets in 80–500 Hz LFP band of 
Utah Array neural signal across recording sessions. MI is estimated using Gaussian 
mixture Monte Carlo method with LWRB bias correction. Error bars denote 95% 
confidence bounds. 
 
4.10. Discussion 
Finding ways to objectively measure and compare performances of various BMIs 
is a pressing issue in the neuroprosthetics field. Information theory provides a 
promising framework for such metrics because it abstracts information from an 
underlying implementation. 
Currently, decoder ITR is the most popular method for estimating ITR in the BMI 
field. However, it is limited by the selected decoding algorithm and does not 
represent the full task information embedded in the recorded neural signal. In 
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the present study we reviewed several other existing methods for estimating ITR 
and introduced a novel Gaussian mixture Monte Carlo algorithm, which is 
particularly useful in high-dimensional cases. The new method can help compare 
various BMI designs more objectively because it does not depend on many of the 
experimental conditions. 
We recommend using the Gaussian mixture Monte Carlo method in invasive and 
non-invasive BMI applications when the number of signal dimensions is above 3-
4. The “noise” channels estimate would give a lower bound on the information 
transfer of a BMI and the LWRB estimate — the upper one, providing a bracket 
for true MI. Comparing the bracket values to a decoder MI will reveal how 
optimal the selected decoder is in extracting information available in the neural 
signal. We encourage researchers to report the MI bracket values in the papers 
describing their BMIs. It will help other scientists better understand capabilities 
of the developed technologies and algorithms. 
Common BMI decoding algorithms rely on traditional neurophysiological 
elements, specifically sorted spikes and, less often, LFPs. This breakdown makes 
sense for basic neuroscience questions concerned with describing behavior of 
individual cells. However, BMIs have a different goal — maximizing information 
transfer between the brain and external actuators. The Gaussian mixture Monte 
Carlo method can be used to select the optimal feature combination for BMI 
goals irrespective of the decoding algorithm: better features will have higher 
ITRs. 
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Changes in signal ITR through time can be used to develop functional stability 
(short-term) and longevity (long-term) measures for BMIs not relying on spike 
signal-to-noise ratio. 
One of the major limitations of the developed Gaussian mixture method is its 
reliance on the normal distribution of the underlying data. This assumption can 
be violated for various features of neural signals. Future work can explore data 
transformations to make these features more Gaussian-like. Another possible 
approach is to combine the developed Monte Carlo MI estimation method with 
other parametric models, besides the Gaussian mixture distribution. Bias 
reduction for Gaussian mixtures can be improved further by combining RBLW 
covariance estimation technique with the “noise” channels method or by using 
more optimal covariance matrix estimation algorithms, such as the Mestre 
method (Mestre, 2008). Finally, to be truly powerful, ITR metrics need to be 
expanded to continuous, asynchronous (self-paced) and “smart” (number of 
commands and their probabilities can change based on the context) BMIs. 
ITR metrics are a more natural way to measure BMI performance because, 
ultimately, BMIs are communication devices. It is our hope that better ITR 
metrics will help accelerate the development of robust, versatile neural interfaces. 
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5. CONCLUSIONS 
Brain-machine interfaces (BMIs) have been an increasingly popular topic of 
scientific research in recent years. Effectively, they provide a separate pathway 
for control signals generated in the brain, which bypasses damaged 
neuromuscular communication channels. 
In Chapter 1 we reviewed the current state of invasive chronic BMIs and the 
largest outstanding challenges: biocompatibility of implants, surgery risks during 
implantation, signal stability and longevity, understanding the neural code for 
building better decoding algorithms, channel capacity of microelectrodes, and 
robust objective performance metrics for BMIs. 
In Chapter 2 we modified one electrode design for chronic electrophysiological 
recordings, the Neurotrophic Electrode (NE), to increase its channel capacity. 
Specifically, we inserted more wires in glass cones to record more signals and 
replaced several individual wires with stereotrodes to improve spike separation. 
We also placed an extra wire on the outside of each glass cone to investigate if 
referencing signals against it would improve their quality. Unfortunately, we were 
not able to separate distinct single units on the new Neurotrophic Array (NA), 
except on one stereotrode during one recording session. Such a low signal-to-
noise ratio could be explained by the unusual NE/NA construction: recording 
wires picked up signals from neuronal axons and dendrites which grew inside the 
glass cone, but not from cell somas located outside of the cone. Neurites are 
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significantly smaller in size than cell bodies and produce lower electrical fields 
around them. These fields could be too low for robust spike detection. More 
electrophysiological and histological studies are necessary to investigate this 
hypothesis further.  
In Chapter 3 we compared the NA to the popular Utah Array (UA) in monkey 
recordings. The UA signals carried spikes with significantly higher amplitudes 
than NA data and recorded them consistently over 4 months. The two arrays 
displayed similar local field potential (LFP) spectrum profiles, but correlations 
between signals on NA electrodes were significantly higher than on UA ones. This 
could be related to the unconventional NA construction, which created a distinct 
neural substrate inside the glass cone and blocked outside signals. As a result 
only signals from the small volume in the cone could contribute to the recordings 
on the microwires, leading to their similarity. Correlations between electrodes 
could limit the number of possible independent channels in a glass cone and, 
therefore, the maximum channel capacity of the NE/NA. Both the NA and UA 
contained saccade-related information in the beta LFP power band in the 
prefrontal cortex. However, several UA electrodes in the supplementary eye fields 
carried significantly more information about upcoming saccades. The NE is 
designed to produce stable signals over long periods of time through “locking” the 
glass cone to the brain tissue by ingrowing axons and dendrites. We found 
evidence that, contrary to this expectation, NA signals were less stable over a 4 
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month period than the UA ones. More experiments are necessary to make strong 
conclusions about the signal stability between the arrays. 
NE/NA and UA have very different designs and manufacturing procedures. While 
NEs/NAs require significant manual work and, consequently, each array comes 
out with slightly varying characteristics, UAs are mass-produced by machines 
and adhere to strict specifications. The UA has enjoyed 2 decades of extensive 
development and testing by dozens of laboratories, while the NE was used only 
by a handful of research groups over the same time period. Therefore, objective 
comparison of these two technologies is complicated. However, based on our 
results, we currently recommend using UAs for invasive BMI applications and for 
the NE/NA studies — using LFP power rather than spike features. 
In Chapter 4 we reviewed existing BMI performance metrics and made a case for 
the superiority of information theoretic measures. BMIs provide communication 
channels between the brain and external devices and, therefore, can be viewed 
through the lens of the information theory. We reviewed current methods to 
compute mutual information and developed a novel Gaussian mixture Monte 
Carlo method. It is capable of producing accurate information estimates with a 
low number of trials and high number of dimensions, as is typical for BMI 
applications. We also demonstrated that the new method could be used for 
selecting optimal signal features, measuring signal stability, and comparing BMI 
designs. 
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