Abstract: Numerically solving the Poisson-Boltzmann equation is a challenging task due to the existence of the dielectric interface, singular partial charges representing the biomolecule, discontinuity of the electrostatic field, infinite simulation domains, etc. Boundary integral formulation of the Poisson-Boltzmann equation can circumvent these numerical challenges and meanwhile conveniently use the fast numerical algorithms and the latest high performance computers to achieve combined improvement on both efficiency and accuracy. In the past a few years, we developed several boundary integral Poisson-Boltzmann solvers in pursuing accuracy, efficiency, and the combination of both. In this paper, we summarize the features and functions of these solvers, and give instructions and references for potential users. Meanwhile, we quantitatively report the solvation free energy computation of these boundary integral PB solvers benchmarked with Matched Interface Boundary Poisson-Boltzmann solver (MIBPB), a current 2nd order accurate finite difference Poisson-Boltzmann solver.
Introduction
Electrostatic interactions are vital for the study of biological and chemical systems and processes at the molecular level. In a medium with dielectric constant (or relative permittivity) ε, the Gauss's Law relates the electrostatic potential ϕ in the space to the electrostatic charge density ρ by the classical Poisson's equation −∇ · (ε∇ϕ) = ρ. The dielectric coefficient ε in general is a function of the space but can also be simplified as a piecewise constant function with constant value in each particular medium (e.g. for a solvated biomolecule as shown in Figure 1 (a), ε=1-10 inside molecule region Ω 1 and ε= 70-80 in the solvent region Ω 2 ). The charge density ρ usually contains two components. One is the summation of weighted delta functions representing the partial changes assigned to the atomic centers of the biomolecule. The other is the Boltzmann distribution of the mobile ions (dissolved electrolytes), which takes valence number of the ionic species, electrostatic potential, and temperature into account. In addition, we need to consider interface conditions such as the continuity of electrostatic potential ϕ and flux density ε ∂ϕ ∂ν normal to dielectric boundary Γ = ∂Ω 1 = ∂Ω 2 as seen in Figure 1(a) . By combining all these components and assuming the weak ionic strength we have the linearized Poisson-Boltzmann equation (1)- (2) , its interface jump conditions (3) , and the boundary condition (4) as the following.
where ε 1 , ε 2 are the dielectric constants in Ω 1 , Ω 2 , respectively, q k is the partial atomic charge, δ is the Dirac delta function, ν is the outward unit normal vector on Γ, andκ is the modified Debye-Hückel parameter (modified to dielectric independent) measuring the ionic concentration. We haveκ 2 = κ 2 ϵ 2 where κ 2 is DebyeHückel parameter. For details about these parameters and units, please refer to the appendix of this article.
In all work mentioned in this article the interface Γ is the solvent excluded surface (also called the molecular surface) obtained by rolling a solvent sphere over the van der Waals surface of the solute [8, 21] . Figure 1(a) gives an illustration in 2-D for the molecular surface. In protein simulation, we use the software MSMS [30] to generate the molecular surface and Figure 1(b) gives the triangulated molecular surface of a sample protein (PDB: 1ajj) with 519 atoms. Numerical solution of the PB equation (1)-(2) subject to its interface and boundary conditions (3)- (4) is challenging for several reasons: 1) the biomolecule is represented by singular point charges as seen in Equation (1), 2) the molecular surface Γ is geometrically complex, 3) the dielectric constant is discontinuous across the molecular surface, which leads the discontinuity of electric field −∇ϕ thus the non-smoothness of the solution ϕ across Γ, 4) the domain is unbounded.
Numerical methods for solving the PB equation fall into two categories: 1) grid-based finite-difference methods (FDM) [17, 18, [26] [27] [28] and finite-element methods (FEM) [2, 3, 9, 15] , and 2) surface-based boundary element methods (BEM) [5-7, 19, 23, 24, 31, 32] . Finite-difference PB solvers are widely used and available in molecular dynamics software packages such as AMBER [26, 27] , CHARMM [18] , and Delphi [17, 28] . Boundary element PB solvers are less well-developed, but they have advantages: 1) only surface discretizations are needed, rather than volume discretizations, 2) the singular point charges are treated analytically, 3) the molecular surface can be represented accurately using boundary elements, 4) the interface conditions can be explicitly enforced, 5) the far-field boundary condition can be imposed analytically.
More details about Poisson-Boltzmann model, formulation, numerical algorithm and applications can be found in some very informative reviews [1, 10, 25] . The contribution of the present boundary integral PB solvers package are threefold. First, the package contains the first boundary integral PB solver using fast treecode and its parallelization to achieve significantly improved efficiency [13] . Second, the package contains the first boundary integral PB solver achieving higher-order accuracy by combining numeral techniques such as curved triangulation, singularity removal, higher-order quadrature, and parallelization [11] . Third, the package contains the first well-posed boundary integral PB solver designed for running on GPUs [12] .
The rest of the paper is organized as the following. In section 2, we introduce the related algorithms of the boundary integral PB solvers including formulation, discretization, treecode algorithm, and GPU implementation. In section 3, we provide some brief numerical results for accuracy comparison of different solvers. This paper is ended with a section of concluding remarks.
Algorithms
In this section, we introduce numerical algorithms applied in boundary integral PB solvers. The core algorithms are: 1) The well-posed boundary integral formulation of the PB equation, 2) The centroid triangular discretization, 3) The higher-order curved triangulation with singularity removal, 4) MPI-based parallelization, 5) Treecode algorithm, 6) GPU-based acceleration.
There are tradeoffs between accuracy and efficiency when these algorithms are applied or not. With selected combination of these algorithms or not, we have produced three solvers as: TABI-PB, the treecode-accelerated boundary integral PB solver using algorithms 1),2),4), and 5); HOBI-PB, the higher-order boundary integral PB solver using algorithm 1), 3), and 4); GABI-PB, the GPU accelerated boundary integral PB solver using algorithm 1), 2), and 6).
Since all PB solvers use 1) the well-possed boundary integral formulation [19] , we started this section with a brief introduction of the formulation followed by other related algorithms.
Boundary Integral PB Formulation
Starting from Equations (1)-(2) together with their fundamental solutions, the Coulomb potential G 0 (x, y) and screened Coulomb potential Gκ(x, y) as,
utilizing the interface jump conditions in Equation (3), Juffer et al. [19] derived the well-posed integral PB formulation governing the surface potential ϕ 1 and its normal derivative
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where ε = ε 2 /ε 1 . The kernels K 1−4 are defined by
The source terms S 1,2 are defined by
Equations (6a)-(6b) comprise a set of coupled second kind integral equations for the surface potential ϕ 1 and its normal derivative ∂ϕ1 ∂ν on Γ. These well-posed boundary integral equations are applied in PB solvers contained in this package. We next introduced related numerical algorithms.
Discretization
We discretize the molecular surface Γ by running the software MSMS [30] for triangulation. MSMS takes coordinates and radius of the atoms as input and provides triangles and normal vectors at their vertices as the output. We discretize the integral equations in Equations (6a)-(6b) by using purely the flat triangles [13] with centroid collocation or using curved triangles raised by normal vectors [11] with a higher-order scheme.
centroid collocation
The integrals are discretized by centroid collocation. Let x i , A i , i = 1, . . . , N denote the centroids and areas of the faces in the triangulation. Then the discretized equations (6a)-(6b) have the following form for i = 1, . . . , N,
The term j = i is omitted as a simple but effective way to avoid the kernel singularity. Equations (9a)-(9b) define a linear system Ax = b, where x contains the surface potential values ϕ 1 (x i ) and normal derivative values ∂ϕ1 ∂ν (x i ), and b contains the source terms S 1 (x i ), S 2 (x i ). The linear system is solved by GMRES iteration which requires a matrix-vector product in each step [29] . Since the matrix is dense, computing the product by direct summation requires O(N 2 ) operations, which is prohibitively expensive when N is large, and in a later section we describe the treecode algorithm used to accelerate the product. The treecode has been successfully applied on the centroid discretization algorithm, achieving significant acceleration compared with the direct summation [13] . We also pursued a higher-order scheme to improve discretization accuracy. Although including the treecode in this higher-order scheme is rather difficult, accuracy improvement is significant.
higher order schemes
Given the positions and radii of all atoms of a biomolecule, MSMS [30] can generate a discretized surface with a set of N f = N flat triangles, Nv nodes (vertices) and corresponding normal directions. To achieve higher-order accuracy, we apply the schemes described in [33] to convert these flat triangles to curved triangles for solving the well-posed integral PB equation in Equations (6a) and (6b). We also modify and improve these schemes by using transformation to remove the singularities of kernels K 1−4 in Equations (7a) and (7b).
Higher-order quadratures (4-point Gauss-Radau quadrature for regular integral and 16-point Gauss-Legendre quadrature for singular integral ) are adopted to discretize Equations (6a) and (6b). Here we omit the details which can be found in [11] , and only list the discretized formulation. For i = 1, 2, ..., Nv, the ith and the (i + Nv)th element of the discretized matrix-vector product Au are given as
In Equations (10) and (11), the superscript r stands for regular triangle, W j,m,n contains the weights and coefficients associated with the quadrature, the transformation Jacobian, and the interpolation coefficients. Note that N r i is the number of regular triangles associated with the ith vertex. In these equations, x j,n are the same set of nodes as x i , but y j,m are the quadrature points on the jth curved element, which are mapped from the predetermined points on the unit right triangle. This mismatch brings difficulty to apply Fast Multipole Method or treecode to accelerate the higher-order scheme. Studies about this issue will be proceeded in our future work.
In the treatment of singularities, if the number of quadrature points used in each direction of the GauassLagendre quadrature is N GL , the ith and (i + Nv)th element of the discretized matrix-vector product Au will in stead contain the following singular component
In Equations (12) and (13), the superscript s stands for singular triangle, and W j,m,n contains weights and coefficients associated with quadratures, transformation Jacobian, and interpolation coefficients. Note that N s i is the number of (singular) triangles containing the ith vertex.
Treecode algorithm and its application to accelerate the PB solver
We here summarize the treecode algorithm and refer to previous work for more details [4, 22] . The required sums in Equations (9a)-(9b) have the form of N-body potentials,
where G is a kernel, x i , x j are locations of target and source particles, and q j is a charge associated with x j . For example, the term involving K 1 on the right side of Equation (9a) has the form given in Equation (14) with
∂ν A j . To evaluate the potentials V i rapidly, the source particles x j 's are divided into a hierarchy of clusters having a tree structure. The root cluster is a cube containing all the particles and subsequent levels are obtained by dividing a parent cluster into eight children [4] . The process continues until a cluster has fewer than N 0 particles (a user-specified parameter).
Once the clusters are determined, the treecode evaluates the potential in Equation (14) as a sum of particle-cluster interactions,
where c denotes a cluster, and N i , F i denote the near-field and far-field of particle x i . The first term on the right is a direct sum for particles x j near x i , and the second term is a pth order Cartesian Taylor approximation about the cluster center xc for clusters that are well-separated from x i . The Taylor coefficients are given by
and the cluster moments are given by m k c = ∑︁
Cartesian multi-index notation is used with
A particle x i and a cluster c are defined to be well-separated if the following multipole acceptance criterion
where rc = maxx j ∈c |x j − xc| is the cluster radius, R = |x i − xc| is the particle-cluster distance, and θ is a user-specified parameter [4] . If the criterion is not satisfied, the code examines the children of the cluster recursively until the leaves of the tree are reached at which point direct summation is used. The Taylor coefficients are computed using recurrence relations [22] . The matrix-vector product amounts to evaluating the sums on the right side of Equations (9a)-(9b). The kernels K 1−4 appearing there, defined in Equations (7a)-(7b), are linear combinations of the Coulomb potential G 0 , the screened Coulomb potential Gκ, and their first and second normal derivatives. Terms involving the potentials can be evaluated as explained previously, but terms involving the normal derivatives require a slight modification, which resembles the simple idea that for a function expressed with Taylor expansion, its derivative can be conveniently obtained by taking the derivative of each terms of the expansion. The details are described in [13] .
Parallelization
In order to solve the linear algebraic system from Equations (9a) and (9b) or from Equations (10)-(13), the matrix-vector product Ax needs to be computed at each iteration step. This is by nature a straight-forward parallelization. The majority of the computing time is taken by the following subroutines.
(1) Compute the source term in Equation (8) . (2) Perform matrix-vector product as in Equations. (9a) and (9b) on each GMRES iteration. (3) Compute electrostatic solvation energy. Among all of these subroutines, subroutine (2) is the most expensive one and is repeatedly computed on each GMRES iteration. We compute all of these routines in parallel.
Furthermore, the treecode algorithm as described in the previous section, loops around all particles. Each target particle interacts with all source particles in terms of clusters (far field) or particles (low field) in a pre-constructed hierarchical tree. Since there is no interaction between target particles, the parallelization is again straightforward. We implemented the MPI-based parallelization in HOBI-PB and TABI-PB. Detailed algorithms can be found in [11, 13] . In these distributed-memory implementation, the tree are built within memories associated with individual CPUs, which is convenient but subject to the memory capacity. It is expected the OpenMP based shared-memory architecture can bypass this limitation at the cost of relatively more complicated implementation. We will further investigate this application in the future.
GPU acceleration
GPU can be treated as a collection of a lot of mini-CPUs to perform simple but repeated work. GPU has the advantage of possessing many parallel treads and the disadvantage of limited memory. For example, a latest GPU card Tesla K40 has 2880 CUDA cores but only 12GB memory. Two facts make the boundary integral PB solvers good candidates for GPU implementation. First, the resulting linear algebraic matrix is not stored thus the memory usage is small. For example, in our TABI-PB solver with treecode acceleration, solving the PB equation for a protein whose surface is discretized into 536,886 elements only uses 600 MB memory. In addition, in our GABI-PB solver, we only need to allocate 6Nc + 11N size-of-double device memory for a protein with N triangular surface elements and Nc partial charges. Second, as described in the previous section about parallelization, the target-sources interactions are repeatedly computed for N times and there is no interaction between targets. Thus the targets-sources interaction computation is straightforward in parallelization. We implemented the direct-sum based computation for the linear algebraic system from Equations (9a)-(9b) with CUDA on a GPU card (Nvidia Tesla M2070) and achieved 150X speedup compared with the implementation on a single CPU (Intel L5640 2.27 GHz). The implementation is rather straightforward as far as the copy of data between memories in CPU and GPU are correctly handled and the workload are properly distributed among CPU and GPU. Details of implementation can be found in our recent publication [12] . We are currently implementing treecode algorithm into GPU computing, which is a more challenging and rewarding work.
The Boundary Integral PB Solvers Package
In this section, we introduce the boundary integral PB solvers package published at the author's academic website (http://faculty.smu.edu/wgeng/research/bipb.html). All code are deposited at sourceforge as linked from the author's website. This package contains three boundary integral PB solvers. Using boundary integral PB solvers is a smart choice if the accuracy of electrostatic potentials and fields near or on the molecular surface are of the major concerns of one's research. Among these solvers, TABI-PB generally solves the PB equation with the best combination of efficiency and accuracy. HOBI-PB provides the most accurate electrostatic potential on the triangular molecular surface at the cost of increased CPU time and Memory use. GABI-PB performs extremely well for solving PB equation with less than 300,000 boundary elements as it utilizes the GPU-accelerations under the direct summation scheme (no treecode). Interested users can download these solvers and use them for academic purpose by following the New BSD License and citing the related publication.
Treecode-Accelerated Boundary Integral Poisson-Boltzmann (TABI-PB) Solver [13]
TABI-PB employs a well-conditioned boundary integral formulation for computing the electrostatic potential and its normal derivative on the molecular surface. The surface is triangulated and the integral equations are discretized by centroid collocation. The linear system is solved by GMRES iteration and the matrix-vector product is carried out by a Cartesian terraced which reduces the cost from O(N 2 ) to O(N log N), where N is the number of faces in the triangulation. The TABI-PB solver can be applied to compute the electrostatic potential on molecular surface and solvation energy. The solver can be obtained with two different approaches. One way is to download the binary version package (Windows, Linux, Mac). Note: For this option, testing proteins in forms of APBS's pqr file (sample) should be stored in the sub-directory with the name of "test_proteins", while MSMS of the corresponding operation system (Windows, Linux, Mac), and the input file (sample) should be in the same directory with the binary files. Users also need to change the property of the binary files (tabipb.exe and msms) to executable. More details can be found from the User's Guide. The other way is to download the sourcecode (written in Fortran 77/90/95) from sourceforge and more details can be found from the User's Guide.
Higher-Order Boundary Integral Poisson-Boltzmann (HOBI-PB) Solver [11]
HOBI-PB contains the parallel higher-order boundary integral method to solve the linear Poisson-Boltzmann (PB) equation. In our method, a well-posed boundary integral formulation is used to ensure the fast convergence of Krylov subspace linear solver such as GMRES. The molecular surfaces are first discretized with flat triangles and then converted to curved triangles with the assistance of normal information at vertices. To maintain the desired accuracy, four-point Gauss-Radau quadratures are used on regular triangles and sixteen-point Gauss-Legendre quadratures together with regularization transformations are applied on singular triangles. We take advantage of the straightforward parallel feature of boundary integral formulation, and parallelize the schemes with the message passing interface (MPI) implementation.
Users can download the source code (written in Fortran 77/90/95 with Open MPI) from sourceforge. Note Users need to have Open MPI installed on ones' system.
GPU-Accelerated Boundary Integral Poisson-Boltzmann (GABI-PB) Solver [12]
GABI-PB presents a GPU-accelerated direct-sum boundary integral method to solve the linear PoissonBoltzmann (PB) equation. In our method, a well-posed boundary integral formulation is used to ensure the fast convergence of Krylov subspace based linear algebraic solver such as the GMRES. The molecular surfaces are discretized with flat triangles and centroid collocation. To speed up our method, we take advantage of the parallel nature of the boundary integral formulation and parallelize the schemes within CUDA shared memory architecture on GPU. The schemes use only 11N + 6Nc size-of-double device memory for a biomolecule with N triangular surface elements and Nc partial charges.
Users can download the source code (written in CUDA C) from sourceforge. Note the Users need to have GPUs access and nvcc complier enabled.
Numerical Results

On a spherical cavity with analytical solutions
We first solve the linear Poisson-Boltzmann equation on a spherical cavity with radius 2Å and a centered change 1ec submerged in water with zero ionic strength. The result here has been reported in [11] and we restated since this article describes a software package containing all related PB solvers. We report the electrostatic solvation energy E sol and surface potential errors e ϕ computed with all above-mentioned methods in Table 1 . The results of APBS [2] and MIBPB are from reference [14] .
We defined the relative L − ∞ errors of the surface potential as
where N is the number of unknowns. Note N is the number of vertices for HOBI-PB, the number of triangular elements for TABI-PB, and the number of close-to-surface mesh points (irregular points) for APBS and MIBPB. The notation ϕ num represents numerically solved surface potentials and ϕ exa denotes the analytical solutions obtained by Kirkwood's spherical harmonic expansion [20] . The discretization of APBS and MIBPB are on the Cartesian grid with mesh size h. The discretization of HOBI-PB and TABI-PB are on the molecular surface with density d, number of vertices per Å 2 .
From Table 1 , we can see that APBS provides acceptable value in electrostatic solvation energy compared with the true value 81.98 kcal/mol since only the potential at the center of the spherical cavity is required to compute the electrostatic solvation energy. However, the surface potentials computed by APBS method show large errors. This is due to the approximation on interface conditions and singular charges of standard finite difference methods.
MIBPB uses a more sophisticated finite difference scheme. The rigorous treatment on interface conditions and singular charges significantly improves accuracy. The electrostatic solvation energy is nearly perfect even at coarse grid and the surface potential is very accurate with solid 2nd order convergence pattern relative to mesh-size h. TABI-PB gives the electrostatic solvation energy in the same accurate level as APBS but produces much more accurate surface potentials than APBS does. These surface potentials converge at the 0.5th order relative to density d.
HOBI-PB is obviously a more accurate method. It shows 1.5th order of convergence relative to density d as reflected from surface potential errors and its accuracy is even better than results from MIBPB.
These results demonstrate HOBI-PB is the most accurate PB solver among its peers. According to our knowledge, for this classic benchmark test, there is no other PB solvers can achieve the same level of accuracy as HOBI-PB does.
On 24 proteins
In this section, we provide the benchmark test of computing electrostatic solvation energy with different PB solvers. The electrostatic solvation energy is calculated as:
where ϕreac(x) = ϕ(x) − S 1 (x) is the reaction potential. Note the second equality in Equation (20) is for boundary integral PB solvers. For finite difference PB solver, the reaction potential ϕreac(x) need to be interpolated from potentials solved at the grid points. We focus on accuracy rather than efficiency therefore only the HOBI-PB and TABI-PB results are provided. Note the GABI-PB result is very close to that of TABI-PB as we have shown in [13] that treecode truncation error is negligible compared with the discretization error. For comparison purpose, we also provided the results from MIBPB, a second order finite difference PB solver with rigorous treatment of jump conditions, complex geometry, and charge singularities [14] . The results are shown in Table 2 . In this table, the first column is the index of 24 selected proteins in the ascending order of surface areas. The four digits protein data bank (PDB) ID of these proteins are listed in the second column, followed by the number of boundary elements (triangles) in the third column, and the number of atoms in the fourth column. Columns 5-9 are data of electrostatic solvation energies. These data are consistent in general with some differences, which can be better illustrated in Figure 2 .
In order to better show the differences of results provided by different solvers/parameters, we subtract the computed solvation energies from their average among the five columns for the same protein. The average is not necessarily a better result but a reasonable way to shift the solvation energy to better show the differences. Note the biggest difference is about 90 kcal/mol for protein 13 and the solvation energy is about 3300 kcal/mol, which result in less than 3% error. Thus we conclude results computed by all these solvers are consistent. We will focus on differences as shown on the figure 2 with the following interesting patterns.
(1) The results from MIBPB at different mesh sizes (h=0.5 and h=0.25) only show slight difference. Thus this method has the best convergence attributing its rigorous treatment of complex geometry, interface conditions, and charge singularities. Another reason is that for MIBPB implementation the molecular surface is discretized at (d=10) and then converted to different finite difference mesh h. The triangular discretization errors are therefore not reflected in results at different h. We also observed the pattern that the result of MIBPB at h=0.25 (light blue with stars) is closer to the result from TABI-PB (green with squares and blue with empty circle) than result of MIBPB at h=0.5 (purple with solid circle) is, showing a convergence pattern from finite difference method toward boundary elements method. (2) The results from TABI-PB at different density (d=10 vs d=20) show some differences but are sufficently close. The differences are major from triangular discretization errors, which are the dominant errors. We also observed the pattern that the result of TABI-PB at d=20 (green with square) is closer to the results from MIBPB (purple with solid circle and light blue with star) than result of TABI-PB at d=10 (blue with empty circle) is, showing a convergence pattern from boundary elements method toward finite difference method. (3) HOBI-PB result at d=10 is out of expectation. We expect the curve (red with triangle) lie in between results from TABI-PB and HOBI-PB but it does not. This leaves a puzzle to be solved in the future and here is the explanation for now. In [11] , for an example with analytical solution, we rigorously showed that HOBI-PB achieves the best accuracy among all PB solvers. However, when proteins are used, the unavailability of accurate normal condition and radial projection ruined the higher-order scheme more than the centroid collocation. Meanwhile, the normal vectors computed at the quadrature position introduces further approximation, which might leads the differences observed here as well. 
Discussion and Future Work
We introduced three boundary integral PB solvers in this paper. The differences among these solvers are at using or without using particular numerical schemes for the tradeoff between accuracy and efficiency. Among these solvers, TABI-PB generally solves the PB equation with the best combination of efficiency and accuracy. HOBI-PB provides the most accurate electrostatic potential on the triangular molecular surface at the cost of increased CPU time and Memory use. GABI-PB performs extremely well for solving PB equation with less than 300,000 boundary elements. The package published with this paper is only the first stage of work of our plan. It contains important components of our numerical algorithms such as boundary integral formulations, treecode, higher-order quadrature, parallelization, GPU etc. We will continue to improve the package in the following directions: 1) A Python wrapper for computing binding energy, pKa, and electrostatic surface potential at atomic and residual level, 2) The combination of Treecode and GPU in accelerating the PB Solver, 3) Nonlinear PB solver, 4) Boundary integral PB based electrostatic solvation forces for molecular dynamics simulations.
the PB equation as
where ε 1 and ε 2 are relative permittivities inside and outside the molecule, and we also define ε = and c i the molar concentration of ion type i with charge q i = z i ec. In Equation (22), we useκ 2 = κ 2 /ϵ 2 to keep the permittivity constant ε 2 with the diffusion term to be consistent with Equation (21) . In simulation, we have κ 2 = 8.430325455 * Is /ε 2 for T = 300 K. r.f. Holst's thesis [16] for details.
The solution ϕ to Equations (21) and (22) is the electrostatic potential, whose units could be various depending on which units system is applied. Here we use an intuitive way to define its units. We assume the model is under molecular level, therefore the application of Åas distance units will be an convenient choice. Meanwhile, the charges carried by atoms are most conveniently measured by ec, the charge carried by an electron. These two assumptions basically defines the units of the values in our calculation. If we observe the right-hand side of Equation (21), the units indicated will be ec/Å 3 (The units of the δ function is 1/Å 3 , since its integral over the entire space gives constant 1). Consequently, we know that the units of the potential will be given by ec/Å if we use ec and Å as our basic units. However, the most popular units of potential as the output of many current bimolecular software is given by kcal/mol/ec. From the calculation shown in Holst's thesis, we need multiply 332.06364(4π) (adjusted to 332.0716(4π) to conform the calculation of CHARMM and APBS) with our output ϕ to give values of electrostatic potential with units kcal/mol·ec. All our reports in the following will use this units for electrostatic potential and use kcal/mol for solvation energy. We also mentioned briefly the units applied in APBS since many our results are compared with that from APBS. For the solvation energy, the output of APBS is in the units of kJ/mol, therefore it can be converted to kcal/mol by dividing 4 
2-layer model
The model is a spherical molecule with dielectric boundary (radius a) and ionic boundary (radius b) in solvent. The dielectric constant is ϵ − inside dielectric boundary and ϵ + in the exclusion layer and the solvent domain. The Laplace equation in sphere coordinates is given by:
where r is the radial coordinate, θ ∈ [0, π] is the polar angle from the z-axis and φ ∈ [0, 2π) is the azimuthal angle in the x − y plane with respect to the x-axis. The solution of Eq. (23) has the following expansions
where P m n are the associated Legendre function of the first kind, and Kmn and Jmn are constants to be determined by boundary or interface conditions.
-Inside the spherical molecule, where singular charges exist, we have
The potential ϕ − , as the solution to Eq. (25), can be written as
where ϕ * is the Green's function
where Nm is number of charges in the spherical molecule, q i and r i are the charge and position of the ith atom, respectively. The Green's function can be further expanded as
where
with (r i , θ i , φ i ) being the polar coordinates of the position of the ith charge. However, in practical calculations, this expansion converges slowly for small r. Therefore, it is more convenient to directly evaluate Eq. (27) . The non-singular term,φ, is given bŷ
-In the spherical shell, i.e. the ion exclusion layer bounded by the spherical surfaces of radii a and b, the potential ϕ e governed by the equation ∇ 2 ϕ e = 0 is given by: 
However, this part was not used in our model. -Outside of the sphere of radius b, the potential ϕ + is governed by
where κ is the ionic strength defined previously, ϕ + is given as 
Analytic solution in closed form
When the unit charge is located at the center of the sphere with radius R. The solution of PB equation can be analytically given in closed form without resorting to the multiple expansions. This solution, due to its simplicity in form, was used as the fundamental test case of any PB solver. In the one-layer model, the general solutions in each region for the PB equation are given as
ϕ 2 (r) = c 2 e −κr 4πr
in Ω 2 ,
The constants c 1 and c 2 , which can be derived by applying the above equations in the the continuity conditions Eq. (3), have the form 
When no mobile ion are present in the solvent, i.e. κ = 0, the above forms are reduced to the solution of the Poisson equation.
in Ω 2 .
And correspondingly the normal derivatives at interface are:
(51)
