Abstract. A cognitive model for sensorimotor system of self-rebalancing robot is presented based on Skinner operant conditioning principle. The model mainly consists of three parts, which are cerebellum, basal ganglia and cerebral cortex. In the model, the cerebellum realizes the mapping from sensorimotor states to actions by supervised learning mechanism, the basal ganglia decides the proper action based on the operant conditioning theory and the results of action forecast evaluation, and the cerebral cortex sends collected information to cerebellum and basal ganglia and consequently forms the closed loop feedback sensorimotor system. The structure, function and algorithm of the proposed model are presented in this paper. Simulation and experimental results on a two-wheeled robot demonstrate that this model has better cognitive characters and it enables the robot to master the skill of balance control in movement through self-learning.
Introduction
Learning ability is one of the key properties of the agent [1] . In recent years, the intelligent algorithms have developed quickly in computing ability and complexity, but the related artificial intelligence system is not as flexible and steady as the biological control system. One of the major challenges is how to train a self-rebalancing robot behave like people or animals to learn skills. To achieve this aim, the motor balance control skill need to be formed, developed and improved gradually through learning and training of the operant conditioning in the sensorimotor system, which inspires the research interests on the sensorimotor system in this paper.
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skill. It is also a system with sensorimotor control [2] . As the body and posture movement control of human beings or animals, not all the movement balance controls of the two-wheeled robot are completed by the cerebellum independently [3] , and they need to synthesize with the sensory organs and the movement organs to complete the skill and behavior. Concerning the research of the sensorimotor system, many scholars have studied in the early 1980s. Houk and Gibson studied how the cerebellar cortex processes the sensorimotor signals [4] . Lee and Seung designed a kind of sensorimotor system using an embedded system to control the mobile two-wheeled robot, and this system can relate the audio-visual signal (including color, brightness, audio) perceived by robot with the movement of the robot to learn to track a moving target [5] . Hoffmann et al. studied the vision motor movement, and construct a vision movement system for the robot, which can make the mobile robot learn to predict the changes about the visual input signals, and further learn to judge the distance from the obstacles and identify the dead-end [6] .Žabkar et al. provided a solid evidence that perception and action share common neural architectures, and showed that such a representation enabled efficient learning and inference of robot states [7] .
The movement balance control skill of human beings or animals is gradually formed, developed and improved in the self-learning and self-organization processes for the sensorimotor system [3] , and the basic neural activity is the conditioned reflex. Skinner's operant conditioning theory reveals the self-organizing feature of the movement balance control skill [8] . After psychology professor Skinner from Harvard University published an influential book The Behavior of Organisms in 1938, Skinner's operant conditioning theory is born [9] . Later, more and more scholars started to investigate into Skinner's operant conditioning theory, including the machine learning and the robot control associated with this theory. Rosen and Goodwin et al. achieved the movement balance control about an inverted pendulum within a certain distance by using Skinner's operant conditioning theory in the balance task of inverted pendulum [10] . Dominguez et al. designed the competition neural network learning algorithm using Skinner's operant conditioning theory, and made the robot Arisco attain some selforganizing control skills [11] . Cai et al. presented an OCPA (operant conditioning probabilistic automaton) bionic autonomous learning system based on Skinner's operant conditioning theory, and solved the balance control problem of a two-wheeled flexible robot [12] . Pinzon-Morales et al. constructed a two hemispheric cerebellar neuronal network controller and applied to the control of an unstable 2-wheel balancing robot, and which was proved that the CNN controller could reproduce a basic form of unilateral learning similar to the real cerebellum [13] .
The sensorimotor system and Skinner's operant conditioning theory are all associated with the movement balance control skills of human or animal. The movement balance skill is formed by Skinner's operant conditioning, and Skinner's operant conditioning mechanism must be parasitic on the sensorimotor system. So far, the Skinner's operant conditioning theory based sensorimotor system was rarely reported to be applied to the movement balance control of the robot. In this paper, a sensorimotor system cognitive calculation model based on Skinner's operant conditioning theory is proposed and applied to the two-wheeled robot. Through learning and training, the robot exhibits the self-learning abilities and movement balance control skills similar to human beings or animals. The simulation results verify that this model has the stronger self-learning capability and robustness performance.
Structure and function of the sensorimotor system
The posture movement of human and animal is related to the sensorimotor system. Human and animal can move accurately even in a complex environment, because they can control their movement through learning and training of the sensorimotor system [14] . This learning process of human and animal is a gradually mature process, and embodies the essential characteristics of Skinner's operant conditioning. We are motivated by this phenomenon to design a similar sensorimotor system cognitive calculation model based on Skinner's operant conditioning theory for two-wheeled robot to acquire cognitive ability.
Structure of the sensorimotor system
The sensorimotor system is the comprehensive neural tissue. It includes not only the cerebral cortex, cerebellum, basal ganglia, but also the sensory organs and the motor organs. Among them, as the inverse controller of this system, the cerebellum uses the error signal of the climbing fiber from the inferior olives to choose the different control actions for different states. As the function subsystem of the sensorimotor system, the calculation function of the basal ganglia is usually considered to be relevant with the higher level part in behavior selection [15, 16] . The dopamine signal from the reticular part of the substantia nigra plays an important guidance role. The thalamus is a relay station of the signal transmission, and it is responsible for the outside message (except the olfaction), received by all the sensory organs, to be transmitted to the cerebral cortex. The cerebral cortex is the buffer for the cerebellum and the basal ganglia work together. It is generally considered to be used to extract and filter signals for subsequent thinking, planning and decision making, but actually, its most fundamental function is to extract the important part from the high-dimensional sensory inputs, combine these inputs from different sensory modalities, supplement the omit information according to the context to complete a very complex function, and finally, form a loop connection together with the cerebellum and basal ganglia [17] .
In this work, we put forward the frame structure of the sensorimotor system [18] and conducted it from three aspects: 1) "what" is calculated? "Why" to calculate?
2) "Where" the calculation is computed? 3) "How" is it computed? Figure 1 is the structure drawing about the sensorimotor system learning mechanism of the biology (a) and the two-wheeled robot (b) respectively. The controlled object is a physical entity, such as the hand, leg, or trunk, and it needs to be controlled by the central nervous system. The motor neural command of the controlled object is transferred by the corresponding motor organs, such as muscle. The cerebellum inverse model is a feed-forward controller of the system [19] , which reveals the expression relations between the anticipant trajectory and the motor neural commands to achieve the movement goals. The basal ganglia has the function of reinforcement and prediction. It makes a probabilistic choice of actions according to the physiological reaction of the biology. The action selection signal is then transferred to the thalamus and cerebral cortex to guide the cerebellum to execute the optimal action. Subsequently, the control loop of the sensorimotor system based on Skinner's operant conditioning theory is formed.
The relations between the cerebral cortex and the basal ganglia depend on the reward transferred by dopamine neurons, for animal to perform the behavior prediction and the action selection. If the action u is chosen under the state x(t), the scheme of action selection needs to know the next state x(t + 1) in advance, and uses the action evaluation function J(t) to estimate the predictable state. If the dynamics internal model of the system is obtained in the cerebellum, and the action evaluation function J(t) is learned in the basal ganglia, then, its action selection mechanism can be achieved through the cooperation of the cerebellum and the basal ganglia. Although there is no direct relationship between the cerebellum and the basal ganglia, they all have the loop connection with the cerebral cortex [20] . Therefore, the cooperation on the cerebellum and the basal ganglia can be realized through the cerebral cortex [21] .
All parts of function in the sensorimotor
system The sensorimotor system includes the perceptual organs, muscle, cerebellum, basal ganglia (striosome, matrix), cerebral cortex, and they can be shown by a five group, namely: 
Perceptual organs GJ: Corresponding to the sensors of the robot system (such as angle sensor, gyroscopes and accelerometers, etc.);
Muscle JR: Corresponding to the controlled objects of the system (such as motor);
Cerebellum XN: Corresponding to the system dynamics inverse model. It is a kind of the conditioned reflex phenomenon, and can produce the optimal action command signal for the anticipant states;
Basal ganglia JD: Corresponding to the forecast device of the system. Here, according to the state of satisfaction degree induced by the action, the striosome will evaluate the performance of this action command signal. According to the state satisfaction degree induced by the interaction between the action and environment, the matrix will make a choice from the actions generated by the cerebellum, and determine the next appearance probability of this action.
Thus the next appearance probability of optimal action will be increased and that of suboptimal action will be decreased. Consequently, the selection probability of the optimal action, which is more suitable for the environment, would be close to one.
Cerebral cortex PC: Corresponding to a buffer of receiving and sending the useful signals. It is a bridge between the cerebellum and the basal ganglia in the connection loop of the sensorimotor system.
The integration of the sensorimotor is one of the difficulties in the motor control. It needs to extract and process useful information from a lot of sensors for motor control and other tasks, and bestow the abilities of self-learning and adaptability on the robot under the conditions without any explicit instruction signal. The learning purpose of the robot is to select the optimal action to keep itself balance with the maximum probability.
The sensorimotor system in this paper is an integrated loop including the cerebellum, the basal ganglia, the cerebral cortex and the other motor organs. It is analyzed mainly from the following three aspects: (1) The basic function of the cerebellum and basal ganglia; (2) The interaction pattern among the cerebellum, basal ganglia and cerebral cortex; (3) How to build the cognitive models and learning algorithm of the sensorimotor system.
The cognitive model of the sensorimotor system is mainly composed of two parts, which are: the cerebral cortex and cerebella, and the cerebral cortex and basal ganglia. This paper described each part from the following three aspects: What is the relationship between input and output in the sensorimotor system? How is it obtained from the neurophysiology? And how does it learn?
3. Algorithm design of the sensorimotor system cognitive model
Relationship of the input and output in the sensorimotor system for the robot
The state of the cerebellum is X = [θ 1 , θ 2 , . . . , θ m ] T , and its action is a = [a 1 , a 2 , . . . , a n ] T . The input of the striosome in the basal ganglia is S = [θ 1 , θ 2 , . . . , θ m , a 1 , a 2 . . . , a n ] T , and its output is the action evaluation value is J(t), and the expression for the output is as follows:
In time of t-1, the action evaluation value is as follows:
In terms of the above formulas, it is obtained as follow:
It indicates that the action evaluation value J(t − 1) at t-1 can be shown by the action evaluation value J(t) at t. There must be an error at the forecast initial stages, and the error may conduce that the actual J(t − 1) is not equal to the J(t − 1) expressed by J(t). The error is named as the time difference (TD), and it comes from the time difference of forecasting future rewards. It has the ability to process delay reward, and it is usually shown as δ(t), i.e.:
The TD error is generally thought as an observation error at the same time or variables at two consecutive times.
In the two-wheeled robot system, r(t) is defined as bellow:
The weighs in the basal ganglia is adjusted with the Gauss function in order to solve the problem of the probabilistic choice of action. The learning efficiency can be improved by using the action evaluation value J(t) in Gauss function.
Topological structure of the sensorimotor system 3.2.1. Physiology relation and algorithm design
between the cerebellum and the cerebral cortex In the cerebellum controller, according to the knowledge of the neural physiology and the anatomy, the cerebellum can be expressed by four layers of the networks, and its topology structure [22] of neural network is shown by the Fig. 2 .
The cerebellar cortex consists of the nerve cells (Purkinje cell, granule cell, basket cell, stellate cell, Golgi cell) and the fibers (mossy fibers, parallel fibers and climbing fibers). The Purkinje cell is the only efferent neuron, and it forms the local neural circuit together with the granular cells, the stellate cells, the basket cells and the Golgi cells. The cerebellum receives the afferent fiber signal from the parallel fibers, climbing fibers and other fibers. Among them, the climbing fibers, related with the long-term variations from the cerebellum [23] , receives the input from the inferior Olive neurons, and the input signal plays as a guiding role in the system. The mossy fibers carry the signals of the object states, the sport efferent and other related signals into the cerebellum [24] . The axon of the granule cell inspires the parallel fibers, thus a mass of parallel fibers converge on a small group of the Purkinje cells. The activity of the Purkinje cell is determined by the output of the granular cell and the weights of synaptic connection.
According to the connection of the cerebral cortex and the cerebellum in the Fig. 2 , the input and output expressions are established between the granular cells, the Purkinje cells, the deep nucleus, the mossy fibers, the parallel fibers and the climbing fibers. The expressions are as follows [25] :
where, ni is the number of states in the input layer. nh is the number of neurons in the hidden layer. hl is the number of neurons in the subsidiary output layer. m is the number of neurons in the output layer. S ai (t) is the state of the system. O aj (t), y aj (t) are the input and output of the hidden layer separately. J al (t), M al (t) are the input and output of the subsidiary output layer respectively. a(t) is the output of the output layer. ω aji , ω alj , ω aml are the connective weight of the input layer and hidden layer, the hidden layer and subsidiary output layer, the subsidiary output layer and output layer respectively. f(·) is the sigmoid function. In order to keep the memory trace of the past correlation error, and promote the pertinence of the forecast error to produce the stimulus-response association, the idea of the eligibility trace is adopted. It can adjust not only the learning parameters for the present moment, but also the learning parameters for the previous time. Through accumulating the past and present gradient values, the learning process can be accelerated. The adjustment formula of the weights in the learning algorithm is as follows:
where, l(t) is the learning factor, δ(t) is the time difference error, e(t) is the replacement eligibility trace, namely:
Physiological relation and algorithm design
between the cerebral cortex and the basal ganglia In the basal ganglia, according to the knowledge of the neurophysiology and the anatomy, the striosome plays as an evaluation mechanism to forecast the action quality, and the matrix is an action selection mechanism. The topological structure drawing between the basal ganglia and the cerebral cortex [17] is shown as Fig. 3 .
The basal ganglia includes the tail, shell nuclei (striatum), globus pallidus, substantianigra and subthalamicnuclei. According to the difference of the choline esterase chromosome, the dorsal striatum can be divided into two parts, striosome and matrix. The striatum is the part for the basal ganglia to receive the excitatory afferent signals from the cerebral cortex, where the matrix receives the excitatory afferent fibers projection from the whole cerebral cortex, and the striosome only receives the prefrontal excitatory afferent fibers projection. The matrix delivers the inhibitive efferent fibers to the medial segent of the globus palidus and the reticular part of the substantia nigra, and forms the output structure of the basal ganglia. The striosome spreads to the compact part of the substantia niqra, in order to control and adjust the pathways between the substantia nigra and the striatum. Eventually, the loop structure is formed among the cerebral cortex, the basal ganglia, the thalamus and the cerebral cortex. Among them, the action evaluation is learned in the striosome, and the behavior selection is carried out in the basal ganglia. The dopaminergic input from the compact part of the substantia niqra is regarded as a guidable signal for the action evaluation [25] [26] [27] . It is used to improve the behavior expression of the biggest reward caused by the action, so as to acquire the more accurate behavior.
According to the syntagmatic relation between the basal ganglia and the cerebral cortex in Fig. 3 , the mathematical expressions between the input and the output are established, and can be expressed as follows:
(1) The relationships of each cell and fiber between the cerebral cortex and the striosome in the basal ganglia are shown as follows:
where, ci is the number of states in the input layer. ch is the number of neurons in the hidden layer. g is the number of neurons in the output layer. X ci (t) is the input variable of the striosome, namely the quantity of state and the output actuating quantity of the cerebella controller. O cj (t) and y cj (t) are the input and output of the hidden layer respectively. w cji (t) and w cgj (t) are the connective weight of input layer and hidden layer, hidden layer and output layer respectively. J(t) is the output of the output layer. f(·) is the sigmoid function. The weight modifier formula for the learning algorithm of the striosome in the basal ganglia is shown in the formula 12, and it is similar to the learning algorithm in the cerebellum.
(2) Relationship between the striosome and the matrix in the basal ganglia:
The basal ganglia makes use of the evaluation in the striosome to select the next action in terms of the probability in the matrix. According to the probability expression with Gaussian distribution characteristics, the agent can choose the action with greater selection probability to describe the learning process of the robot. The probability expression is shown in (18) , and it fully reflects the nature of Skinner's operant conditioning in creatures.
P(J
where, the calculation formula of the variance is:
In the above formulas, k 1 > 0, k 2 > 0, and they are constants.Ĵ t is the estimated value function for the current states.
Autonomous learning algorithm and convergence analysis
All kinds of movement balance skills of human and animal are formed gradually in the self-learning and self-organization process in the sensorimotor system, among which, Skinner's operant conditioning mechanism plays an important role. The core of the operant conditioning theory refers that a behavior followed by a positive reward will have its future selection probability increased; conversely, a behavior followed by a negative reward will have its future selection probability decreased. According to Skinner's operant conditioning theory, we designed a set of autonomous learning algorithm of the sensorimotor system cognitive model for the two-wheeled robot in this paper, and the practicability and validity of the algorithm is verified in the later part.
Implementation of the autonomous learning algorithm in the sensorimotor system cognitive model based on Skinner's operant conditioning theory
The experiment of the autonomous learning algorithm of the sensorimotor system cognitive model based on Skinner's operant conditioning theory is realized according to the following steps:
Step 1: Initializing all the initial value and the neurons connected weights in the cerebellum and the basal ganglia; Step 2: Initializing each state variables and normalizing them; Step 3: Calculating the reward values according to the initial state parameters of the agent; Step 4: The cerebellum calculates the action outputs according to each state parameter and the error signal from inferior olive;
Step 5: The basal ganglia evaluates the cerebellum output by using the agent feedback states and the controlled variables calculated by the cerebellum; Step 6: According to the reward signal from the dopamine neurons caused by the current action, the basal ganglia evaluates the action and calculates the orientation value, so that the agent can adjust the output from the cerebellum controller using the orientation value and the action exploration mechanism; Step 7: The control variables calculated by the cerebellum are applied to the controlled object, and the next state variables are produced; Step 8: Return to Step 3, until the state parameters satisfy the performance index of the agent; Step 9: End.
Establishment of the orientation mechanism
The orientation character of the orientation mechanism, including positive orientation and negative orientation, is a kind of survival habit formed by adapting to environment in the evolutionary process of person or animal. The orientation mechanism of Skinner's operant conditioning in the sensorimotor system refers to the orientation functional J(t) relying on the maximum principle. Its neural computation goal is to maximize the orientation function J(t), to ensure the agent to keep a stable state in the movement balance process. Skinner's operant conditioning reveals the essence of the operation mechanism in the sensorimotor system, and parasitizes on the sensorimotor system. The orientation mechanism of Skinner's operant conditioning is formed in the matrix of the basal ganglia. In the sensorimotor system, the agent evaluates the action is successful or not according to the influence caused by the behavior from the cerebellum is good or not. The action selection probability in the matrix of the basal ganglia obeys Gaussian distribution and satisfies the formula 17 and 18, which reflects the relationship between the action reward and the future probability of the action. The matrix makes use of the evaluation value to determine the selection probability of the next action. Thereout, the optimizing learning system of the agent is produced so as to ensure that each state action pair can be accessed, and the global optimal action with maximum probability will be selected. Thus, the cooperation between the basal ganglia and the cerebellum is achieved in the sensorimotor system, and the agent can learn toward the optimal direction gradually and finally reach the target of the movement balance control.
Convergence proof of the orientation mechanism
In the sensorimotor system cognitive model based on Skinner's operant conditioning mechanism, the orientation character of the orientation mechanism is defined by the action evaluation function J(t). And the reward function r(t) is defined as formula 6. Namely, the positive reward is given when the state variable X is in the vertical balance scope, otherwise, the negative reward is given. The discount factor γ generally satisfies 0 < γ < 1.
Theorem 1 The iterative algorithm ofĴ n (t) = r(t) + γ maxĴ n−1 (t + 1) is adopted in the MDP. For any state action pair (s, a), if the absolute value of the reward |r(s, a)| and the iterative initial valueĴ 0 (s, a)
are bounded, where 0 ≤ γ < 1, n is the iterative time, so when there is n → ∞, and if every pair (s, a) could be visited infinitely,Ĵ n (s, a) tends to the optimal value J * (s, a) with probability 1.
Proof. Considering the estimation error absolute value of the action evaluation function J for a certain state action pair (s, a) is expressed as:
where, s and a is the state and the behavior after transferring.s ∈ S is an arbitrary state. S is the set of all states. Supposing:
where, J n denotes evaluated error of the function J at the n time. There is: ) is bounded, J 0 is also bounded. There is 0 ≤ γ < 1, and each state action pair (s, a) will be visited frequently and infinitely, so when there is n → ∞, J 0 → 0. Therefore, if the evaluation function J(t) defining orientation character is convergent at n → ∞, and the system is in the stable equilibrium, the system will exist the optimal movement evaluation function J * (t) = 0 if and only if r(t) = 0.
Experiment design and result analysis
The realization of the adaptability and the robustness is one of the notable features in the motor control system of the biology. In order to verify the validity of the learning mechanism of the sensorimotor system based on Skinner's operant conditioning theory, the two-wheeled robot is taken as an example [28] . This paper studies how the robot automatically learns and improves its movement balance skill. Namely, how to make each state variables of the two-wheeled robot be in a certain range, so as to make the robot balanced. The parameter values of the two-wheels self-balancing robot are obtained by actual measuring and calculating. The Table 1 shows the main physical parameter values and makes some definitions and explanations for these parameters of the robot.
Among them, the relationship between the basal ganglia and cortex is realized by the critic neural network (CNN), and the relationship between the cerebral cortex and cerebellum is achieved by the action neural network (ANN) [28] . to update online at the same time. When the states of the robot satisfy the following conditions, namely, the fuselage angle θ < 0.0523rad, the angular velocity of the two wheelsθ l < 3.489rad/s andθ r < 3.489rad/s, the robot will obtain a reward signal, i.e., r = 0, otherwise, r = −1. Among them, the selected discount factor γ = 0.9, and the sampling time T = 0.01s. The following four simulation experiments were done to analyze this problem.
Experiment 1 Learning process experiment of the two-wheeled robot
The learning mechanism of the sensorimotor system based on Skinner's operant conditioning theory is adopted. In order to express the learning process of the robot, we did off-line simulation experiments 20 times, studied and analyzed the previous 500 steps (i.e. 5 s) in each experiment. The initial condition was to give the robot a fuselage obliquity of 0.175rad, and other initial state variables are zero. If the robot can keep balance and upright in 5 s, the learning of the robot was considered to be successful. After accumulating each learning experience, the robot began the next simulation experiment based on these learning experiences. Selecting the 11, 14 and 16 time experiments as the initial stage, middle stage and end stage of the learning respectively, the simulation results of the fuselage obliquity for the robot in the three stages are shown in Fig. 4 .
We can see from the simulation results that the robot has no any prior knowledge in the initial stage, so the randomness of learning is great, the time of the learning is long, and the dynamic performance is poor too. In the middle stage, the robot continue to learn to use the previous learning experiences in the same external conditions, where, the learning randomness and the learning time of the robot are all decreased correspondingly, and the dynamic performance is also improved. In the end stage, the robot still continues to learn using the previous learning experiences. During this stage, the robot learns to select the optimal action gradually, and these performance indexes achieve the anticipated requirements. Therefore, the learning process of the robot is a transient process from the blindly random learning to the approximately certainty learning. Although some unsatisfactory action selection could appear, the general trend of action selection tends to the optimal action. It shows that the degree of the self-organization and the self-learning of the robot become higher and higher, and the robot learns the control skill about keeping its balance gradually through learning autonomously and accumulating of the learning experiences. According to these experiments, the variation trends of the fuselage obliquity for the robot sufficiently prove the convergence the bionic self-learning algorithm, and further simulate and reveal the learning process of the biology and the essential characteristics of the operant conditioning mechanism.
Experiment 2 Bionic self-balance experiment of the robot about the velocity tracking
On the basis of the movement balance control, the desired speed of the left wheel and the right wheel for the robot are set to v dl = 0.8rad/s, v dr = 0.12rad/s respectively. The aim of the robot is to track the desired speed steadily and realize the turn balance movement. The simulation experiment shows the movement curves of the robot, such as the fuselage obliquity, the fuselage angular velocity and the angular velocities of the left wheel and the right wheel in Fig. 5 . From the simulation results, after a period of learning and exploration, at about step 1400 (i.e. 14 s), the robot tracks the desired speeds successfully and achieves the turn balance movement. At the same time, the robot shows the behavioral characteristics of the operant conditioning similar to the biology, but there is still a certain steadystate error in the experiment on the velocity tracking of the robot. Even though these errors are all within the scope of the error requirements, further study can still be done to reduce its steady-state error and improve the movement speed and the control accuracy of the system.
Experiment 3 Bionic self-balance experiment of the robot adding white noise interference signals
In the practical environment, the robot could suffer from external disturbance such as the inaccuracy of the sensor itself or the states detected by the sensor, which can make the system produce a certain measurement error. In order to simulate true environment, when the robot masters some priori knowledge through studying and controls their balance autonomously, the white noise interference signals are imposed on the control voltages of the two wheels. The initial condition is to give the robot a fuselage obliquity of 0.175rad, and other initial state variables are zero. If the robot can keep balance and upright within 18000 steps, the learning of the robot is considered to be successful. The result is shown in Fig. 6 . In order to facilitate observation, the influences of the disturbance for the robot are analyzed within 5000 steps. As shown in Fig. 6 , the robot can return to the balance poison and keep its balance posture after studying and exploring at about step 250 (i.e. 2.5 s). Because the robot has some experience knowledge in balance control, it can quickly adapt to the white noise interference signals, and the influences on the amplitude of states are also drastically reduced. Thus the robot can return to balance position quickly, and maintain to be balanced and upright. This verifies that the cognitive model of the sensorimotor system has strong self-learning ability and robustness. With accumulated experiences, the robot gradually grasps the cognitive process with control skills by selecting the action with more advantages, which displays the essence of Skinner's operant conditioning learning theory in the biology.
Experiment 4 Simulation experiment contrast adding the pulse interference
In order to demonstrate the superiority of the proposed cognitive model, now the comparative simulation experiment was done between the sensorimotor system cognitive model and the dynamic bionic study model based on Skinner's operant conditioning. The details were as follows.
(1) Simulation experiment on the sensorimotor system cognitive model
In the sensorimotor system cognitive model, a pulse disturbance signal is added when the robot has mastered a certain prior knowledge by learning, namely the balance is running after 10,000 steps. If the robot can overcome the impulsive perturbations and remain its balance, the learning is seemed to be successful. In order to facilitate observation, this paper selects the perturbation between 9,800 and 10,200 steps to analysis the influence for the robot. As shown in Fig. 7 . After 189 times of study and exploration, the robot can return to the equilibrium position and keep its balance posture at about 190 steps (1.9 s).
From the above experiments, the robot can learn autonomic balance skills, achieve the desired objective of the balance control and adapt quickly to the followed pulse interference signal by using the sensorimotor system cognitive model based on the theory of Skinner operant conditioning. It reappears autonomous learning (2) Simulation experiment on the dynamic bionic learning model based on Skinner's operant conditioning
In the dynamic bionic learning model based on Skinner's operant conditioning, a pulse disturbance signal is added when the robot has learned to control system balance after 20000 steps, and the simulation results are shown in Fig. 8 . The robot has learned to control its movement balance and adjust the two-wheels constantly near the equilibrium position so as to keep it balanced after about 4000 steps (40 s) of autonomous learning. This shows that the model has the faster ability of the autonomous learning. Adding a pulse interference signal after 20000 steps, the robot can return to the equilibrium state through learning about 200 steps (2 s). The simulation results indicate that the dynamic bionic learning model based on Skinner's operant conditioning can make the robot have the stronger ability of the autonomous learning and anti-interference performance.
Through contrasting the simulation results of the above two kinds of models, the sensorimotor system cognitive model based on Skinner's operant conditioning proposed in this paper is better than the dynamic bionic learning algorithm based on Skinner's operant conditioning in learning, robustness, dynamic and static indexes.
It is known from the above four experiments that the robot may learn the autonomous balance control skills by using the sensorimotor system learning mechanism, based on Skinner's operant conditioning theory, and achieve the desired targets on balance control and velocity tracking. When the robot suffers from the external disturbance, it can still return to balance position quickly through continuous learning. This sufficiently proves that the proposed algorithm has the better robustness. In summary, the four experimental results reflect that the cognitive model of the sensorimotor system based on the operant conditioning theory has the stronger abilities of autonomous learning and velocity tracking and the better robustness. At the same time, it is also shown that the essential characteristics of Skinner's operant conditioning are applicable to the cognitive learning process for the robot similar as person or animals.
Conclusions
Based on the viewpoint that the sensorimotor system is comprised of sensory, motor, center integrating, and movement balance of the biology etc, the working cooperatives of the cerebellum, basal ganglia, cerebral cortex and other nerve organs are utilized to propose the cognitive model of the sensorimotor system based on Skinner's operant conditioning theory. The cognitive model mainly consists of the cerebellum, the basal ganglia and the cerebral cortex. It is helpful to understand the physiological mechanism of the human brain and improve the intelligent level of the robot. According to the physiological structure and function of the human brain, the close-loop feedback circuit of the sensorimotor system is established, and simulation experiments are done on the two-wheeled robot. In the experiment, the movement balance control and speed tracking skills of the robot are formed, developed and improved gradually through learning and training of Skinner's operant conditioning in the sensorimotor system, which demonstrate the self-learning abilities of the robot is similar to human or animals. The simulation results show that the cognitive model has the strong self-learning characteristics and robustness, which should be significant for the research and development of the bionic robot.
