Abstract-Consider a generalized multiterminal source coding system, where m ¡ encoders, each observing a distinct sizem subset of ( ≥ 2) zero-mean unit-variance exchangeable Gaussian sources with correlation coefficient ρ, compress their observations in such a way that a joint decoder can reconstruct the sources within a prescribed mean squared error distortion based on the compressed data. The optimal rate-distortion performance of this system was previously known only for the two extreme cases m = (the centralized case) and m = 1 (the distributed case), and except when ρ = 0, the centralized system can achieve strictly lower compression rates than the distributed system under all non-trivial distortion constraints. Somewhat surprisingly, it is established in the present paper that the optimal rate-distortion performance of the afore-described generalized multiterminal source coding system with m ≥ 2 coincides with that of the centralized system for all distortions when ρ ≤ 0 and for distortions below an explicit positive threshold (depending on m) when ρ > 0. Moreover, when ρ > 0, the minimum achievable rate of generalized multiterminal source coding subject to an arbitrary positive distortion constraint d is shown to be within a finite gap (depending on m and d) from its centralized counterpart in the large limit except for possibly the critical distortion d = 1 − ρ.
reconstruction distortions. The lossless version of this problem was largely solved by Slepian and Wolf in their landmark paper [1] . Their result was later partially extended to the lossy case by Wyner and Ziv [2] and by Berger and Tung [3] , [4] . Though a complete solution to the general lossy multiterminal source coding problem remains out of reach, significant progress has been made on some special cases of this problem, most notably the quadratic Gaussian case [5] [6] [7] [8] [9] [10] [11] and the logarithmic loss case [12] .
In many applications, the data collected at one site may be partially contained in those collected at another site. For example, in a distributed video surveillance system, the scenes captured by different cameras can potentially overlap with each other. To model such scenarios, a so-called generalized multiterminal source coding problem was introduced in [13] . Specifically, in generalized multiterminal source coding, several encoders, each observing a subset of jointly distributed sources, compress their observations in such a way that a joint decoder can reconstruct the sources within a prescribed distortion level based on the compressed data. It is shown in [13] that, for Gaussian sources with mean squared error distortion constraints, a generalized multiterminal source coding system can achieve the same rate-distortion performance as that of the centralized point-to-point system in the high-resolution regime if the source-encoder bipartite graph and the probabilistic graphical model of the source distribution satisfy a certain condition.
In this work, we shall continue this line of research by considering a symmetric version of the generalized Gaussian multiterminal source coding problem. Here we have zero-mean unit-variance exchangeable Gaussian sources with correlation coefficient ρ and m encoders, each of which has access to a distinct size-m subset of these sources (see Fig. 1 for an illustration of the special case (, m) = (3, 2)); moreover, we impose a normalized mean squared error trace distortion constraint on the joint source reconstruction (or equivalently, identical mean squared error distortion constraints on individual source reconstructions). It is worth mentioning that this seemingly simple symmetric setting is in fact non-trivial. Indeed, the associated rate-distortion function was previously known only for the two extreme cases m = (the centralized case) and m = 1 (the distributed case). Furthermore, there are two major benefits to study this symmetric setting. First of all, it enables us to obtain results that are more explicit and conclusive than those for a more generic setting in [13] . More importantly, it is instructive to think of m as a parameter that specifies 0018-9448 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information. the amount of cooperation among the encoders; as such, one can gain a precise understanding of the value of cooperation in terms of improving compression efficiency by investigating the gradual transition from a distributed system to a centralized system with m varying from 1 to .
The rest of this paper is organized as follows. Section II contains the problem definition and a review of the relevant results in the literature. We state the main results in Section III. Section IV provides a detailed discussion of the special case (, m) = (3, 2). The proofs of the main results can be found in Sections V, VI, and VII. We present some numerical results in Section VIII. Section IX contains the concluding remarks.
Notation: We use E[·], (·) T , tr(·), and det(·) to denote the expectation operator, the transpose operator, the trace operator, and the determinant operator, respectively. For any random (column) vector Y and random object ω, the distortion covariance matrix incurred by the minimum mean squared error estimator of
. The cardinality of a set S is denoted by |S|. An × diagonal matrix with the i-th diagonal entry being a i , i = 1, · · · , , is written as diag(a 1 , · · · , a ). Throughout this paper, the base of the logarithm function is e.
II. PROBLEM DEFINITION AND KNOWN RESULTS

A. Problem Definition
zero-mean Gaussian random column vector with covariance matrix
We assume ρ ∈ [− 1 −1 , 1] to ensure that Σ () is positive semidefinite and consequently is a valid covariance matrix.
Definition 1: A rate r is said to be achievable by an (, m) generalized multiterminal source coding system under normalized mean squared error trace distortion constraint d if, for any > 0, there exist encoding functions φ
The minimum of such r is denoted by r (,m) (d), which will be referred to as the rate-distortion function of (, m) generalized multiterminal source coding.
Remark 1: Due to the symmetry of the source distribution, r (,m) (d) remains the same if we replace the normalized mean squared error trace distortion constraint on the joint source reconstruction in (1) with identical mean squared error distortion constraints on individual source reconstructions given below
Henceforth we shall assume d ∈ (0, 1).
Remark 3:
Note that an encoder that observes X n i , i ∈ S, is at least as powerful as one that observes X n i , i ∈ S , for some S ⊆ S, in the sense that the former can perform any function that the latter can do. Given 1 ≤ m < m ≤ , we can find, for any (, m ) generalized multiterminal source coding system, an (, m) generalized multiterminal source coding system such that each encoder in the (, m ) system is dominated (in terms of functionality) by an encoder in the (, m) system. Therefore, we must have r
It is easy to prove the following facts.
• For ρ = 0 and m = 1, · · · , ,
• For ρ = 1 and m = 1, · · · , ,
Henceforth we shall assume 
where D (,m) is an × matrix with all its diagonal entries equal to d and all its off-diagonal entries equal to θ (,m) for some θ (,m) , i.e.,
Roughly speaking, D (,m) can be interpreted as the distortion covariance matrix induced by the best known (, m) generalized multiterminal source coding system under normalized mean squared error trace distortion constraint d, and the essential characteristic of such a system is reflected in its associated θ (,m) . The expression in (2) admits an equivalent representation in the eigenspace. Recall that any × real matrix Π of the form ⎛
can be written as
where O is an arbitrary × real unitary matrix with the last column being (
being the eigenvalues of Π. Note that both Σ () and D (,m) are of the form shown in (4). Therefore, their eigenvalues are given by
respectively; moreover, we can write the expression in (2) equivalently as
The expression in (7) naturally suggests that the best known (, m) system might be interpreted as performing lossy compression according to a certain form of distortion allocation in the eigenspace. Indeed, for the optimal centralized system (i.e., m = ), this distortion allocation interpretation (referred to as reverse water-filling) and the associated transform coding scheme are well known. However, in an (, m) generalized multiterminal source coding system with m < , each encoder can only observe a subset of the sources; therefore, in principle it cannot decorrelate the sources simultaneously through a unitary transformation and perform lossy compression in the eigenspace. Nevertheless, since Σ () and D (,m) can be diagonalized by the same unitary matrix, one may still interpret the effect of the best known (, m) system and make sensible comparisons with that of the optimal centralized system in the eigenspace.
B. Known Results
A complete characterization of r (,m) (d) was previously known only for m = and m = 1. It is instructive to review the relevant results for these two extreme cases since they provide the necessary background and useful motivations for the introduction of our new results. For reasons that will become clear soon, we define
and refer to them as critical distortions. It can be seen that min{λ 
ρ ∈ (0, 1).
It is easy to show that
We shall refer to r
Next consider the other extreme case m = 1. The following result was first proved in [6] for ρ ∈ (0, 1) and then in [7] for ρ ∈ (− (5), and (6) with
,
It can be verified that, for
, and consequently
III. MAIN RESULTS
One might be inclined to expect that (9) continues to hold with r (,1) (d) replaced by r (,m) (d) for any m < . Somewhat surprisingly, it was shown in [13] that, in the high-resolution regime (i.e., when d is sufficiently close to zero), r
However, the high-resolution condition in [13] is not explicit. Our first main result shows that this high-resolution condition is in fact redundant when the correlation coefficient ρ is negative.
Theorem 1:
Proof: See Section V. For positive ρ, we have the following result, which provides an explicit high-resolution condition under which r
where
.
Proof: See Section VI. is a monotonically increasing function of m for fixed and is a monotonically decreasing function of for fixed m. Moreover, we have 
where g() = O(f ()) means the absolute value of
Proof: See Section VII. Remark 7: It follows from Proposition 1 that, for ρ ∈ (0, 1),
Combining Theorem 3 and (10) shows that, for ρ ∈ (0, 1) and 
which implies that the average minimum achievable rate per encoder of an (, m) generalized multiterminal source coding system is essentially independent of m when is sufficiently large.
Remark 9:
It is interesting to see that, for ρ ∈ (0, 1) and
The following result can be obtained by specializing the well-known Berger-Tung upper bound [3] , [4] , [15] to our current setting.
Proposition 3: For any Gaussian random variables/vectors
Remark 10: In the current setting, there are m encoders, indexed by S ∈ I (,m) . Roughly speaking, (X i , i ∈ S) is the observation of encoder S, and V S is the encoded version of (X i , i ∈ S). Note that
which is the achievable sum rate of the Berger-Tung scheme, and (,m) . To illustrate this idea, we first consider the special case (, m) = (3, 2), which is further divided into two subcases ρ ∈ (− 1 2 , 0) and ρ ∈ (0, 1). The complete proofs of Theorem 1 and Theorem 2 can be found in Section V and Section VI, respectively.
) coincides with D (3,3) , or equivalently, the covariance matrix of
which is of rank 2 (this fact can also be inferred from the reverse water-filling solution). Inspired by this observation, we propose the following construction. For any γ > 0, let
are mutually independent zero-mean unit-variance Gaussian random variables and are independent of X. It can be verified that
The covariance matrix of (X
,3} (γ) satisfy the Markov chain condition in Proposition 3, and
Note that γ is a monotonically increasing function of d, and γ = γ 3) is a diagonal matrix. This special structure implies that the desired construction for any d in the low-distortion regime (0, d 
are mutually independent zero-mean unit-variance Gaussian random variables and are independent of (X, U 
B. ρ ∈ (0, 1)
In this case, the off-diagonal entries of D (3, 3) are all equal to θ (3, 3) 0,
, and is of rank 1
. In view of (11), (12) , and (13), it is natural to consider the following construction. For any γ > 0, let
T is of rank 3. This means that such a construction is not able to achieve D (3, 3) in the high-distortion regime [d 
. Due to the diagonal structure of the relevant D (3, 3) , the desired construction for d ∈ (0, d The argument is structurally similar to that in Section IV-A. The key step is to find a generalization of the construction in (11), (12), and (13) for the special case (, m) = (3, 2). Let M be an m × m matrix given by
. . . 
Proof: See Appendix A. Now we proceed to prove Theorem 1. It suffices to show that
since the other direction is trivially true (see Remark 3).
Note that there is a one-to-one correspondence between d ∈ (
which coincides with θ (,) in (8) 
, (which satisfy the Markov chain condition in Proposition 3) 
. It is clear that such V S , S ∈ I (,m) , satisfy the Markov chain condition in Proposition 3. Moreover,
VI. PROOF OF THEOREM 2
The argument is structurally similar to that in Section IV-B. The key step is to find a generalization of the construction in (14) , (15) , and (16) for the special case (, m) = (3, 2). For any γ > 0 and S ∈ I (,m) , define
where N + S is a zero-mean unit-variance Gaussian random variable. Moreover, we assume that X, N + S , S ∈ I (,m) are mutually independent.
Proposition 5: We have
with
Proof: See Appendix B. Now we proceed to prove Theorem 2. It suffices to show that
Setting θ
It can be verified that ). We will only give a sketch of the proof here since it is similar to its counterpart in Section V. Let
are mutually independent zero-mean unitvariance Gaussian random variables, and are independent of X, N
(,m) , satisfy the Markov chain condition in Proposition 3, and
Invoking Proposition 3 proves (20) for
).
Note that there is a one-to-one correspondence between d ∈ (0, 1) and γ (,m) ∈ (0, ∞). The preceding argument in fact shows that, for ρ ∈ (0, 1) and m = 1, · · · , ,
Note that
As a consequence,
Now we are in a position to study the remaining cases.
which, together with (24) and some simple calculation, gives
One can readily verify that
Substituting (26) into (24) gives
, where
Clearly, we have
This completes the proof of Theorem 3.
VIII. NUMERICAL RESULTS
Some numerical examples will be provided in this section to illustrate our main results. We focus on the case ρ > 0 since, in view of Theorem 1, the relevant plots are not particularly interesting when ρ ≤ 0.
First we compare r (,m) (d) (the best known upper bound on r (,m) (d)), 1 < m < , with r (,) (d) (the rate-distortion function in the centralized setting), r (,1) (d) (the rate-distortion function in the distributed setting), and r () (d) (the Shannon lower bound). Fig. 2 illustrates the case = 3 with ρ = 0.6. 
One can readily compute that 
where (32) and (33) are due to (27) and (28), respectively. Moreover, for i, i ∈ {1, · · · , } with i = i , 
Note that (,m) :i∈S
One can readily compute that
S∈I (,m) :i∈S 
