In the present work we used a grid of photoionization models combined with stellar population synthesis models to derive reliable Ionization Correction Factors (ICFs) for the sulphur in star-forming regions. These models cover a large range of nebular parameters and yielding ionic abundances in consonance with those derived through optical and infrared observational data of star-forming regions. From our theoretical ICFs, we suggested an α value of 3.27 ± 0.01 in the classical Stasińska formulae. We compared the total sulphur abundance in the gas phase of a large sample of objects by using our Theoretical ICF and other approaches. In average, the differences between the determinations via the use of the different ICFs considered are similar to the uncertainties in the S/H estimations. Nevertheless, we noted that for some objects it could reach up to about 0.3 dex for the low metallicity regime. Despite of the large scatter of the points, we found a trend of S/O ratio to decrease with the metallicity, independently of the ICF used to compute the sulphur total abundance.
INTRODUCTION
The knowledge of the abundance of heavy elements (e.g. O, S, N, Ne) in the gas phase of star-forming regions play a key role in studies of stellar nucleosynthesis, initial mass function of stars and chemical evolution of galaxies.
To derive the total abundance of a given element (X) in ionized nebulae, after to estimate the electron temperature and electron density of the gas phase, it is necessary to calculate the abundance of all its ionization stages (see Osterbrock 1989) . However, for the majority of the elements present in star-forming regions, only emission-lines of some ionization stages can be measured. In these cases, the use of Ionization Correction Factors (ICFs) is necessary to derive the contribution of unobserved ions, as initially defined by Peimbert & Costero (1969) ICF(X +i ) = X/H X +i /H + ,
⋆ E-mail: olidors@univap.br where X +i is the ion whose ionic abundance can be calculated from its observed emission-lines.
In particular, for sulphur, in the most of the cases the total abundance is calculated by a direct determination of the abundance of the ions S + and S 2+ , through the lines [S ii]λλ6716,31 and [S iii]λλ9069, 9532 respectively, and by using an ICF to correct the unobserved S 3+ , which produces forbidden lines at 10.51µm. In the pioneer work, Stasińska (1978a) proposed an ICF for the sulphur based on both S + and S 2+ ions and given by
Along decades, the value of α have been largely discussed in the literature. For example, Stasińska (1978a) , using the photoionization models of Stasińska (1978b) , which assume the Non Local Thermodynamic Equilibrium (NLTE) stellar atmosphere models of Mihalas (1972) , suggested α = 3. French (1981) , who used a sample of H ii regions and planetary nebulae, derived α = 2. Garnett (1989) combined spectroscopic data of H ii regions con-taining the [S iii]λλ9069, 9532 emission-lines (not considered by most of previous works) with photoionization models assuming different stellar atmosphere models in order to estimate an ICF for the sulphur. From this analysis, Garnett (1989) suggested that an intermediary α value between 2 and 3 is correct. , using the optical and infrared spectroscopic data of , were able to derive directly an ICF for the sulphur and concluded that α = 3 is correct for O + /O > 0.2, being their results less clear for higher ionization stages (see also Dennefeld & Stasińska 1983; Izotov et al. 1994; Thuan et al. 1995; Kwitter & Henry 2001; Kennicutt et al. 2003; Pérez-Montero et al. 2006 ). Direct estimations for the sulphur ICF, such as the one performed by , require infrared spectroscopic data of H ii regions as well as direct measures of electron temperatures, difficult for objects with low ionization degrees (Bresolin et al. 2005) . Thus, sulphur ICFs have been mainly calculated by using photoionization models, in which not comparison with observational data are performed.
Other important subject is the relative abundance between sulphur and oxygen, which has a direct impact on studies of stellar nucleosynthesis. These elements arise from the nucleosynthesis in massive stars (Arnett 1978; Woosley & Weaver 1995) , however, there are two fundamental issues ill-defined: (a) The knowledge of the mass range of stars that dominates the production of these elements. (b) If the initial mass function (IMF) of stars is universal. For decades, studies based on optical spectroscopic data of star-forming regions have been used to solve these problems but, not conclusive results were obtained. For example, Garnett (1989) , who derived sulphur abundances for a sample of 13 extragalactic H ii regions, found a constant S/O abundance over a range of O/H (generally used as metallicity tracer), which suggests that either these elements are produced by massive stars within a similar mass range or by stars of different masses but with an universal IMF (Henry & Worthey 1999) . This result is supported by the majority of other works done in this direction (e.g. Berg et al. 2013; Guseva et al. 2011; Pérez-Montero et al. 2006; Kennicutt et al. 2003) . However, evidences of S/O ranges with O/H were found, for example, by Vílchez et al. (1988) in the galaxy M 33 and by Díaz et al. (1991) in M 51. Moreover, due to large dispersion in S/O for a fixed value of O/H (see e.g. Hägele et al. 2012 Hägele et al. , 2008 Hägele et al. , 2006 , the idea that S/O does not range with the metallicity is somewhat uncertain Kehrig et al. 2006) .
In this paper, we employ a grid of photoionization models of H ii regions and a large sample of optical and infrared spectroscopic data of star-forming regions with the following goals:
1. To derive ICFs for the sulphur based on a consistent comparison between ionic abundances predicted by photoionization model and calculated from observational data.
2. To compare the discrepancy in S/H abundances computed by using different ICFs.
3. To investigate the S/O-O/H relation in star-forming regions considering different ICFs for the sulphur.
This paper is the first (Paper I) of a series of three works, where in the out-coming papers we will present a comparison of S 2+ /H + abundances obtained from optical and infrared lines and a comparison between S/O and O/H abundances with prediction of chemical evolution models. Similar analysis was performed for the neon by Dors et al. (2013) . The present paper is organized as follows. In Section 2 the observational data used along the paper are presented. In Section 3, we describe the photoionization models used to derive ICFs for the sulphur, while methodology adopted to derive the ionic abundances is given in Section 4. In Section 5 the results containing the ICFs obtained by using photoionization models and from observational emissionlines are presented. Discussion and conclusions regarding the outcome are given in Sections 6 and 7, respectively.
OBSERVATIONAL DATA
We compiled from the literature emission-line intensities of H ii regions and star-forming galaxies obtained in the optical and infrared spectral ranges. These measurements were used to obtain sulphur and oxygen ionic abundances in order to verify if our photoionization models are representative of real H ii regions, to check if the theoretical ICFs are compatible with the ones derived directly from observations and investigating the S/O-O/H relation. The selection criterion for the Visible-sample was the detection of the intensity
In the cases where the [S ii]λ6717 and λ6731 lines were not resolved, the sum of the intensity of these lines were considered. For some objects (indicated in Table 5 ) the theoretical relation I[S iii]λ9069=I[S iii]λ9532/2.5 was used to estimate the emission line intensity of λ9069, since only the sum of these was available. Since H ii regions and star-forming galaxies are indistinguishable in diagnostic diagrams (e.g. Dors et al. 2013 ), these objects were considered jointly in our analysis. To eliminate objects with a secondary ionizing source, we use the criterion proposed by Kewley et al. (2001) to distinguish objects ionized by massive stars from those containing an active galactic nucleus (AGN) and/or gas shock. Hence all objects with
were selected. In Figure 1 the objects in our sample and a curve representing the criterion above are shown. In the Appendix, Table 5 lists the object identification, optical emission-line intensities (relative to Hβ=100) and bibliographic references of the sample. We obtained optical data of 118 objects. All emission-line intensities were reddening corrected by the authors of the original works from which we have taken the data. Dors et al. (2013) showed that effects of using heterogeneous data sample, such as the one used in this paper, do not yield any bias on the results of abundance estimations in the gas phase of star-forming regions.
We also considered emission-line intensities of 143 H ii galaxies of a sample of 310 galaxies considered by Izotov et al. (2006a) and selected from the Sloan Digital Sky Survey (York et al. 2000) Data Release 3 . We applied a similar selection criterion above but with small changes due to the shorter wavelength spectral coverage of the Sloan data Kewley et al. (2001) , separates objects ionized by massive stars from those containing active nuclei and/or shock-excited gas. Black squares represent the objects in our sample. Open circles represent estimations predicted by our models (see Sect. 3).
(when [O ii]λ3727 is observed [S iii]λ9069 is not, and vice versa, depending on the object redshift). Hence we selected the objects that present the [S iii]λ9069 emission lines and
. These objects are also represented in Fig. 1 but are not listed in Table 5 .
Concerning the IR-sample, the selection criterion was the presence of the flux measurements of the emission-lines H i 4.05 µm, [S iv] 10.51µm and [S iii]18.71µm. We compiled infrared data of 103 objects classified as being H ii regions and nuclei of galaxies containing star-formation regions. Only nine objects have both optical and IR data. In the Appendix, in Table 6 , object identification, fluxes of the emission-lines considered and bibliographic references of the sample are listed. In some cases, indicated in Table 6 , the H i 4.05 µm emission-line fluxes were computed from H i 12.37 µm or H I 2.63 µm fluxes, assuming the theoretical ratios H i 4.051µm/H i 12.37µm=8.2 and H I 4.051µm/H I 2.63µm=1.74 taken from Storey & Hummer (1995) for Ne = 100 cm −3 and Te = 10 000 K.
For the objects with emission-line measurements at different spatial positions, indicated in the Table 6 , the adopted fluxes were the sum (integrated) of the individual ones. The purpose of this procedure is to avoid taking exclusive emission-lines from outer parts of H ii regions into account, which the diffuse gas emission (e.g. Helmbold et al. 2005; Walterbos 1998 ) component can be important but it is not considered in our photoionization models.
The aperture sizes in which the optical and infrared data were taken for a same object can be different from each other, yielding uncertainties in our results. In fact, Kewley et al. (2005) presented a detailed analysis of the effect of considering different aperture on determinations of physical parameters of galaxies. They have found that systematic and random errors from aperture effects can arise if fibres capture less than 20 per cent of the galaxy light. Most of the star-forming regions in our sample can be treated as point sources, and almost all the object extensions are observed. Therefore, this effect seems to be negligible for our sample of objects.
PHOTOIONIZATION MODELS
We built a grid of photoionization models using the Cloudy code version 13.03 (Ferland et al. 2013) to estimate an ICF for the sulphur. These models are similar to the ones presented by Dors et al. (2011) and in what follows the input parameters are briefly discussed:
• Spectral Energy Distribution -The synthetic spectra of stellar clusters with 1 Myr, built with the ST ARBU RST 99 (Leitherer et al. 1999 ) assuming the WMbasic stellar atmosphere models by Pauldrach et al. (2001) , and the 1994 Geneva tracks with standard mass loss with metallicities Z = 1.0, 0.4, 0.2, 0.05 Z⊙, were considered.
• Ionization parameter -The ionization parameter U is defined as U = Qion/4πR 2 in nc, where Qion is the number of hydrogen ionizing photons emitted per second by the ionizing source, Rin is the distance from the ionization source to the inner surface of the ionized gas cloud (in cm), n is the particle density (in cm −3 ), and c is the speed of light. We assumed Rin = 4 pc, a typical size of a stellar cluster and also used by Stasińska & Izotov (2003) to model a large sample of data of star-forming galaxies. The value n = 200 cm −3 was assumed in the models, a typical value of H ii regions located in disks of isolated galaxies (e.g. Krabbe et al. 2014) .
We considered the log Qion ranging from 48 to 54 dex, with a step of 1.0 dex. From the computed sequence of models for the hypothetical nebulae, we found log U ranging from ∼ −1.5 to ∼ −4.0, typical values of H ii regions (e.g. Sánchez et al. 2015; Pérez-Montero 2014; Rosa et al. 2014; Freitas-Lemes et al. 2014; Dors et al. 2013; Bresolin et al. 1999 ).
• Metallicity -The metallicity of the gas phase, Z, was linearly scaled to the solar metal composition (Allende Prieto et al. 2001) and the values Z = 1.0, 0.6, 0.4, 0.2, 0.05 Z⊙ were considered. In order to build realistic models, the metallicity of the nebula was matched with the closest available metallicity of the stellar atmosphere (see Dors et al. 2011 for a discussion about this methodology). For the nitrogen, we computed its abundance from the relation between N/O and O/H given by Vila-Costas & Edmunds (1993) . Although the relation between N and O presents a high dispersion (e.g. The presence of internal dust was considered and the grain abundances of van Hoof et al. (2001) were linearly scaled with the oxygen abundance. The abundances of the refractory elements Mg, Al, Ca, Fe, Ni and Na were depleted by a factor of 10, and Si by a factor of 2, relative to the adopted abundances of the gas phase in each model. The resulting geometry was spherical in all models. In total, 175 photoionization models were built. In Fig. 1 , intensities of the line ratios log([O III]λ5007/Hβ) and log([S II]λλ6717 + 31/Hα) predicted by the models are also plotted, where it can be seen that the models cover very well the region occupied by the observations.
DETERMINATION OF IONIC ABUNDANCES
Using the observational data in Table 5 , the ionic abundances of O + , O 2+ , S + and S 2+ were computed using direct estimations of the electron temperatures (following Dors et al. 2013 , this method will be called the Visible-lines method). We also used the observational data in Table 6 to calculate the S 2+ and S 3+ ionic abundances through infrared emission-lines (this method will be called the IR-lines method). In what follows, a description of each method is given.
Visible-lines method
For the objects listed in Table 5 , the electron temperature values and oxygen and sulphur ionic abundances were derived from the expressions obtained by Pérez-Montero (2014) and by using the same atomic parameters used in the version 13.03 of the Cloudy code and listed in Table 1. These parameters were included in the PyNeb code (Luridiana et al. 2015) to derive the oxygen and sulphur abundances as a function of emission-line ratios and electron temperature. These equations are valid for the electron temperature range 8000-25000 K and they are presented in what follows.
For the objects listed in Table 5 , we calculated the electron temperature (Te) from the observed line-intensity ratio
for the high ionization zone (refereed as t3) using the fitted function:
with t in units of 10 4 K. Adopting the same methodology of Pérez-Montero (2014), the electron density (Ne) was computed from the ratio RS2 =[S ii]λ6716/λ6731 and using the following expression proposed by Hägele et al. (2008) 
with Ne in units of cm −3 and t in units of 10 4 K. Using the appropriate fittings and PyNeb with collision strengths listed in Table 1 , the coefficients of Eq. 5 can be written in the form a0(t) = 16.054 − 7.79/t − 11.32 · t2, a1(t) = −22.66 + 11.08/t + 16.02 · t2, b0(t) = −21.61 + 11.89/t + 14.59 · t2, b1(t) = 9.17 − 5.09/t − 6.18 · t2,
being t2 defined by
For the cases where RS2 is unresolved, a value of Ne = 200 cm −3 was assumed. Table 5 ), for the objects with redshift z > 0.02 in which the [S iii]λ9069 was measured, the [O ii]λ3727 is out of the spectral range. Therefore, for this dataset, the O + abundance was computed using the fluxes of the [O ii]λ7320,λ7330 emission-lines and the expression also derived using the PyNeb code (Luridiana et al. 2015) :
10 −3.40 ne(1 − 10 −3.44 × ne).
For the sulphur ionic abundances, the equations used are:
and 12 + log S
2+
H + = log I(9069) I(Hβ) + 6.527
To derive the tS3 temperature for the gas region where the S 2+ is located, we used the relation (see
The electron temperature (t3), electron density and ionic abundances calculated from the preceding equations and using the optical data (Table 5 ) are listed in Aggarwal & Keenan (1999) in the Appendix. Typical errors of emission-line intensities are about 10-20 per cent and of electron temperature determinations ∼500 K, which yield an uncertainty in ionic abundances of about 0.15 dex (see Hägele et al. 2008; Kennicutt et al. 2003; . Hereafter, we will assume that the abundances based on Visiblelines method have an uncertainty of 0.15 dex.
IR-lines method
In order to derive more precise ionic sulphur abundances, we have taken into account the temperature dependence on the emission coefficients to derive S 2+ and S 3+ abundances from infrared lines. We computed the S 2+ and S 3+ ionic fractions from [S iii] 18.71µm and [S iv] 10.51µm emission-lines, respectively, and considering the line H I 4.05 µm presented in Table 6 . We used the code PyNeb (Luridiana et al. 2015) and the atomic parameters presented in Table 1 
Since it is not possible to calculate the electron temperature for most of the objects (∼ 90%) in our IR-sample (presented in Table 6 ), we assumed Te=10 000 K that implies a certain amount of error. Variations of ±5000 K in the value of the electron temperature in Eqs. 14 and 15 do the ionic abundance ranges by about ±0.1 dex. Moreover, for these objects, we considered the theoretical relation I(Hβ)/I(H i 4.05 µm)=12.87 assuming Ne=100 cm −3
and Te=10 000 K (Osterbrock 1989) .
Typical uncertainties in IR estimations are of the order of 0.1 dex and are caused, mainly, by the error in the emission-lines ). Hereafter, we will assume that the ionic abundances calculated from IR-lines method have an uncertainty of 0.10 dex. Table 5 and the Visible-lines method (see Sect. 4.2). Open circles represent ionic abundances predicted by our models (see Sect. 3). The error bar represents typical uncertainties as defined in Sect 4.1.
RESULTS

Theoretical-ICF
We derived a theoretical ICF for the sulphur based on the photoionization model results described in Sect. 3. To verify how representative are our models of real H ii regions, in Fig. 2 , the ionic abundance ratio S + /(S + + S 2+ ) against the ionization degree O + /O calculated from the data from Table 5 and using the Visible-lines method are compared with those predicted by the models. The theoretical ionic values considered are the ones weighted over the volume of the hypothetical nebulae. We can see that the models occupy the most part of the region where the observational data are located and they reproduce the tendency of S (Table 6 ) and the IR-lines method (see Sect. 4.2).
be derived from both models and observations, as we are presenting in this paper.
In Fig. 3 , the S 3+ /H + and S 2+ /H + abundances calculated using the IR-lines method and the IR-sample and those predicted by the models are shown. Again, we can see that the models cover the region occupied by the observations. The predictions of the models were used to compute an ICF for the sulphur defined by:
where S/H is the ratio between the total sulphur and the hydrogen abundances. Assuming the expression suggested by Stasińska (1978a) and presented in Eq. 2, we found α = 3.27 ± 0.01 from a fitting to our model results.
Direct ICFs
When emission-lines of the main ionization stages of an element are observed, it is possible to calculate the total abundance of the element and thus, derive an ICF. Therefore, following the methodology presented by and Pérez-Montero et al. (2006), we used the Visible and IR samples and the equations presented in Section 4 to derive direct values for the sulphur ICF for the common objects in both samples assuming
This was possible only for nine objects. The S 2+ can be estimated using the Visible data and/or using the IR data. Hence, for each object, we have two independent estimations Table 7 ) of the ICF taking into account the S 2+ ionic abundance values estimated from the Visible-sample (Direc-Vis) and the IRsample (Direct-IR), respectively. Circles represent estimations of our models. Curves represent the fittings to the Eq. 2: Solid line shows the best fit obtained using our models and dashed and dotted lines the ones obtained using the observational estimations, as indicated. The α values of the best fits are indicated in the legend. The error bars represent typical uncertainties as defined in Sect 4.2.
of its sulphur ICF, these two values are named Direct-Vis and Direct-IR ICFs.
The identification of the nine objects for which was possible to compute the ICF by the procedure described above, the electron temperature (tS3) and the ionic abundance values are listed in Table 7 , while the O + /O ratio and the ICF values are presented in Table 3 . For Hubble V and I Zw 36 were only possible to compute the S 2+ ionic abundance via the IR-method because the [S iii]λ9069,λ9532 emission-lines are not available in the literature. These are the only two objects in the subsample that do not fulfil the selection criterion to be in the Visible-sample but were included here because they contribute to a better estimation of the Direct-IR sulphur ICF. The difference in the S 2+ abundances calculated from Visible and IR lines methods has an average value of ∼0.15 dex, with the maximum value of ∼0.35 dex. In the subsequent paper of this series, we will use photoionization models with abundance variations along the radius of the hypothetical nebula in order to investigate the source of this discrepancy.
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In Fig. 4 Kennicutt et al. (2003) . These uncertainties yield an error in the total sulphur abundance of only ∼10%.
DISCUSSION
In their pioneer paper, Peimbert & Costero (1969) Stasińska (1978a) , and the α value of this original prescription have been largely discussed. For example, data obtained with the Infrared Space Observatory by became, possibly, the first test for the α value, since direct estimations of sulphur ICFs were possible. These authors showed that an α value equal to 2, as suggested by French (1981) , overpredicts the S 3+ ionic abundance, in concordance with the result previously obtained by Garnett (1989) . From their observational data, concluded that α = 3 is a more reliable value, at least for O + /O > 0.2. Despite ICFs could be obtained from direct calculation of ionic abundances or even from ionization potential considerations (e.g. Peimbert & Costero 1969; French 1981) , ICFs based on grids of photoionization models of nebulae are more reliable because all ionization stages of a given ion as well as several physical processes (e.g. charge transfer reactions) are taken into account in the calculations (Stasińska 2002) . In the present work, we built a grid of photoionization models assuming a large range of nebular parameters (e.g. Z, U , S/O) and derived a theoretical sulphur ICF. Based on the agreement between the model predictions and data of a large sample of objects, we suggested an α value of 3.27 ± 0.01 in the Stasińska formulae. This value is somewhat higher than the one derived by , but it is in consonance with the one derived through direct ionic estimations (α = 3.08 ± 0.21) based mainly on the Visible-line method (Direct-Vis ICF).
With the aim to compare the S/H total abundances yielded by the use of different ICFs, we considered the relation:
using the S + and S 2+ ionic abundances estimated for the objects in our Visible-sample via the Visible-lines method. Firstly, we compared the S/H abundances derived through the Theoretical ICF (α = 3.27 ± 0.01), with those derived using the Direct-Vis ICF (α = 3.08±0.21) and the Direct-IR ICF (α = 2.76 ± 0.22). In panels a of Fig. 5 these comparisons are shown. In this figure we also plotted the differences (D) between the S/H total abundances estimations (panels b) and the O + /O ratio (panels c). It can be seen that the Theoretical ICF yields S/H total abundances in excellent agreement with those given by the Direct-Vis and Direct-IR ICFs, with an average difference < D >≈ 0.00 and dispersions of 0.005 dex and 0.01 dex respectively, independently of the ionization degree that is sampled by the O + /O ratio. Secondly, we also compare the S/H total abundance estimations based on our Theoretical ICF with the ones obtained using some ICFs proposed in the literature. In what follows a brief description of these ICFs is presented.
• Kennicutt et al. ICF-Kennicutt et al. (2003) proposed to use α = 2.5 for typical H ii regions. This is an average value obtained from the photoionization models grid calculated by Garnett (1989) . The same α value was obtained by Pérez-Montero et al. (2006) from optical and IR data.
• Thuan et al. (1995) , who used the results of photoionization models grid built by Stasińska (1990) and NLTE atmosphere models by Mihalas (1972) a See text for an explanation about the inclusion of these two particular objects. In Fig. 6 (panels a) a comparison between S/H total abundance estimations based on our Theoretical ICF and those from the literature are shown. In this figure we also show the difference (D) between these estimations (panels b) and the O + /O ratio (panels c). Taking into account the typical errors found in the S/H total abundance estimations (see e.g. Hägele et al. 2008 ) and the dispersion (σ) of the average differences (< D >), it might seem that the different S/H estimations are in agreement. However, with exception of the ICF of Izotov et al. (2006a) , there are clear systematic differences between the values derived through the use of our Theoretical ICF and from the other ICFs. Moreover, difference in S/H abundances obtained from distinct ICFs can be not negligible when only an individual object is considered. In fact, we noted that it could reach up to about 0.3 dex for the low metallicity regime (see Fig. 5 ).
Concerning the ratio between sulphur and oxygen abun- with the metallicity, which argues that either these elements are produced by massive stars within a similar mass range or by stars with a distinct mass interval but being formed with an universal IMF (Henry & Worthey 1999) . However, when a large sample of data is considered, the dispersion found is very large and the assumption of a constant S/O ratio is questionable Pérez-Montero et al. 2006; Kehrig et al. 2006) . Therefore, with the goal of studying the relation of the S/O ratio with the metallicity (traced by the O/H abundance), we used the data listed in Table 5 and all the ICFs considered in the present work to calculate S/O and O/H ratios via the Visible-lines method. The Direct-Vis ICF was not considered since its α value is very similar to that of the Theoretical one. In Fig. 8 only the estimations obtained from the Theoretical ICF is shown. For estimations from other ICFs (not shown), similar results were obtained. The solar values log(S/O)⊙ = −1.43 and 12 + log(O/H)⊙ = 8.69 derived using the sulphur abundance from Grevesse & Sauval (1998) and the oxygen one from Allende Prieto et al. (2001) are also indicated. We can see in this figure that most of the objects present subsolar S/O and O/H abundance ratios. Interestingly, for the extreme low metallicity regime, some of the objects reach very high S/O abundance ratios. Since the dispersion is high and the number of objects is much lower than for the high metallicty regime, more data are needed to confirm this result.
We also performed a fit to these data, assuming a linear regression without taking into account the individual errors. In Table 8 , the coefficients of the fittings, and the linear regressions considering all ICFs are listed. We found that the S/O ratio decreases with metallicity, yielding a mean slope of about −0.27 with all the fitted slopes in agreement within the estimated errors. We also obtained the average values for log(S/O) estimated via the different ICFs and considering the three different metallicity regimes. These values and the number of objects used to calculate them are also listed in Table 8 . Considering all the metallicity regimes together and all the considered ICFs we found an average < log(S/O) >= −1.72±0.03. Despite the dispersion, when low, intermediate and high metallicities regimes are separately considered, we note a decrease in S/O when the metallicity increases. For low and high metallicity regimes we derived mean values of < log(S/O) > −1.53 ± 0.05 and −1.78 ± 0.02, respectively. Similar results were also derived by Díaz et al. (1991) , Vílchez et al. (1988) for M51 and M33 galaxies and by Shaver et al. (1983) for Milk Way.
CONCLUSIONS
We built a grid of photoionization models combined with stellar population synthesis models to derive Ionization Correction Factors (ICFs) for the sulphur. The reliability of these ICFs was obtained from the agreement between ionic abundances predict by the models and those calculated through optical and infrared spectroscopic data of star-forming regions with a very wide range in metallicity (7.0 12 + log(O/H) 8.8) and ionization degree (0.1 O + /O 0.9). From our results, we suggest α = 3.27 ± 0.01 to be used in the classical Stasińska formula. This α value is in consonance with the one derived from direct estimations based on spectroscopic data of a small sample of objects. A comparison of the S/H total abundance derived by us for the objects in our visible sample and considering different ICFs proposed in the literature was performed. Although, in average, the differences between these determinations are similar to the uncertainties in the S/H estimations, we noted that it could reach up to about 0.3 dex for the low metallicity regime. Finally, the highest S/O abundance ratios are derived for objects with extreme low Grevesse & Sauval (1998) . Red lines represent linear regressions to the observational estimations. Coefficients of this regression are given in Table 8 .
metallicity values. Indeed, a tendency of the S/O ratio to decrease with the metallicity was found, independently of the considered ICF.
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