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Abstract
Let A and B be non-negative self-adjoint operators in a Hilbert space such that their densely
deﬁned form sum H ¼ Aþ B obeys domðHaÞDdomðAaÞ-domðBaÞ for some aAð1=2; 1Þ: It is
proved that if, in addition, A and B satisfy domðA1=2ÞDdomðB1=2Þ; then the symmetric and
non-symmetric Trotter–Kato product formula converges in the operator norm:
jjðetB=2netA=netB=2nÞn  etH jj ¼ Oðnð2a1ÞÞ
jjðetA=netB=nÞn  etH jj ¼ Oðnð2a1ÞÞ
uniformly in tA½0; T 
; 0oToN; as n-N; both with the same optimal error bound. The
same is valid if one replaces the exponential function in the product by functions of the Kato
class, that is, by real-valued Borel measurable functions f ðÞ deﬁned on the non-negative real
axis obeying 0pf ðxÞp1; f ð0Þ ¼ 1 and f 0ðþ0Þ ¼ 1; with some additional smoothness
property at zero. The present result improves previous ones relaxing the smallness of Ba with
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respect to Aa to the milder assumption domðA1=2ÞDdomðB1=2Þ and extending essentially the
admissible class of Kato functions.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper we deal with the operator-norm convergence of the Trotter–
Kato product formula, which may have applications in quantum and in statistical
mechanics.
Let A and B be two non-negative self-adjoint operators in a Hilbert space H such
that domðA1=2Þ-domðB1=2Þ is dense in H: By H we denote the form-sum of A and B;
i.e.
H ¼ Aþ B
which is a non-negative self-adjoint operator in the Hilbert space H: Obviously, one
has domðH1=2Þ ¼ domðA1=2Þ-domðB1=2Þ: Further, we consider the Kato functions:
they are real-valued Borel measurable functions f on ½0;NÞ satisfying
0pf ðxÞp1; xA½0;NÞ; f ð0Þ ¼ 1; f 0ðþ0Þ ¼ 1;
0pgðxÞp1; xA½0;NÞ; gð0Þ ¼ 1; g0ðþ0Þ ¼ 1:
Typical examples of the Kato functions are
f ðxÞ ¼ ex and f ðxÞ ¼ ð1þ k1xÞk; k40: ð1:1Þ
In two remarkable papers [6,7], Kato has shown that these assumptions are enough
to prove
s  lim
n-N
ð f ðtA=nÞgðtB=nÞÞn ¼ etH
uniformly in tA½0; T 
; 0oToN: In the following we call a relation of this type a
Trotter–Kato product formula. Naturally the question arises whether under suitable
conditions the strong convergence of the Trotter–Kato product formula can be
improved to the operator-norm convergence with a convergence rate estimate.
Indeed this is possible. Beginning with Rogava [16] the operator-norm convergence
with different convergence rates was veriﬁed in [8–14]. However, all these
convergence rates are not optimal except the cases studied in [12,14]. In [11,12]
some of ideas of Chernoff [2,3], have been used to prove that in the case
domðHÞDdomðAÞ-domðBÞ; which means that the algebraic sum H ¼ A þ B is self-
adjoint, the optimal error bound is Oðn1Þ: In [14] the conditions are formulated on
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the fractional powers Aa; Ba; for aAð1=2; 1
: They lead to the optimal convergence
rate Oðn2ða1ÞÞ:
The aim of the present paper is to study, in a sense, an intermediate case. We
assume
domðHaÞDdomðAaÞ-domðBaÞ ð1:2Þ
for some aAð1=2; 1Þ: This assumption is stronger than the natural condition
domðH1=2ÞDdomðA1=2Þ-domðB1=2Þ; which is always satisﬁed, but weaker than the
assumption domðHÞDdomðAÞ-domðBÞ used in [11] and [12]. Notice that
comparing to [14] we do not demand the smallness of Ba with respect to Aa: We
assume that the Kato functions further fulﬁll the conditions
j f j2a :¼ sup
x40
j f ðxÞ  1þ xj
x2a
oþN; aAð0; 1
; ð1:3Þ
jgj2a :¼ sup
x40
jgðxÞ  1þ xj
x2a
oþN; aAð0; 1
: ð1:4Þ
It is easily seen that (1.3) and (1.4) are in fact conditions at the neighborhood of zero.
We set
mf ðxÞ :¼ sup
yA½x;NÞ
f ðyÞ; x40:
Notice that examples (1.1) satisfy condition (1.3) and mf ðxÞo1 for x40: The aim of
this note is to prove the following statement:
Theorem 1.1. Let A and B be non-negative self-adjoint operators and let H :¼ Aþ: B
be their form sum. Assume that for some aAð1=2; 1Þ condition (1.2) is satisfied.
Further, let f and g be Kato functions which obey conditions (1.3) and (1.4). If in
addition one has domðA1=2ÞDdomðB1=2Þ and mf ðxÞo1 for x40; then for any finite
interval ½0; T 
 there is a constant CT ;2a140 such that
jjð f ðtA=2nÞgðtB=nÞf ðtA=2nÞÞn  etH jjpCT ;2a1 1
n2a1
ð1:5Þ
for tA½0; T 
 and n ¼ 1; 2;y :
Estimate (1.5) gives the ultimate error bound for the convergence rate, which can be
seen from an example given in [17]. Formula (1.5) remains true with the same error
bound, when f ðtA=2ÞgðtBÞf ðtA=2Þ; where t ¼ t=n; is replaced by related families of
the form f ðtAÞ1=2gðtBÞf ðtAÞ1=2; gðtBÞ1=2 f ðtAÞ gðtBÞ1=2; gðtBÞ f ðtAÞ; f ðtAÞ gðtBÞ;
gðtB=2Þ f ðtAÞ gðtB=2Þ where tX0: We note further that Theorem 1.1 improves
the previous result in [14] where the same optimal convergence rate Oðnð2a1ÞÞ was
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obtained but under stronger conditions on the operators A and B and on the Kato
functions f and g; for details see Section 7. Notice also that Theorem 1.1 treats a case
which is not covered by [11,12]. Nevertheless, setting formally a ¼ 1 in Theorem 1.1
the assumptions and results of that theorem turn into those ones of [11,12], except
for the assumption domðA1=2ÞDdomðB1=2Þ which is superﬂuous there. In [8] it is
conjectured that this condition can be dropped for aAð1=2; 1
: However, the proof of
this conjecture remains still open. By the way condition domðA1=2ÞDdomðB1=2Þ
implies domðH1=2Þ ¼ domðA1=2Þ which guarantees the density of domðH1=2Þ in H:
The proof of Theorem 1.1 relies again on ideas of Chernoff [2,3] and follows in
many aspects [11,12]. Theorem 2.1 in Section 2 can be regarded as an operator-norm
variant of Chernoff’s approach, which, in contrast to [15], gives error-bound
estimates. In particular, it generalizes a result of [11]. In Section 3 we prove some
estimates which are necessary in the following using results from [11]. The main
theorem announced in the introduction is proved in Section 4. In Section 6, an
example is given which illustrates the situation of our main theorem. Finally, in
Section 7 we make some remarks on the obtained result.
2. Convergence theorem
We start with a lemma, which is proven using the standard Dunford–Taylor
operator calculus.
Lemma 1. Let K and L be non-negative self-adjoint operators on the Hilbert space H:
Then
jjeK  eLjjpNjjðI þ KÞ1  ðI þ LÞ1jj
with a constant N40 independent of operators K and L:
Proof. By the Dunford–Taylor representation for exponentials we ﬁnd
eK  eL ¼ 1
2pi
Z
G
dzezððz  KÞ1  ðz  LÞ1Þ; ð2:1Þ
where the contour G is given by G ¼ G0,GN with
G0 ¼ fzAC : z ¼ eij; p=4pjp2p p=4g;
GN ¼ fzAC : z ¼ re7ip=4; rX1g:
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From (2.1) we ﬁnd the representation
eK  eL ¼ 1
2pi
Z
G
dzezðI þ KÞðz  KÞ1
 ððI þ LÞ1  ðI þ KÞ1ÞðI þ LÞðz  LÞ1: ð2:2Þ
Since
ðI þ KÞðz  KÞ1 ¼ I þ ð1þ zÞðz  KÞ1
one gets the estimate
jjðI þ KÞðz  KÞ1jjp1þ 1þ jzj
distðz;RþÞ:
Setting
NG :¼ sup
zAG
1þ jzj
distðz;RþÞoN
we ﬁnd
sup
zAG
jjðI þ KÞðz  KÞ1jjpð1þ NGÞ; ð2:3Þ
where the constant NG depends only on G but not on the operator K: Similarly, from
(2.3) one also gets
sup
zAG
jjðI þ LÞðz  LÞ1jjpð1þ NGÞ:
Using these estimates, we ﬁnd from (2.2) that
jjeK  eLjjpNjjðI þ KÞ1  ðI þ LÞ1jj
with a constant
N :¼ 1
2p
ð1þ NGÞ2
Z
G
jdzj jezj
depending only on the contour G: &
To prove the main theorem we shall use, as in [11,12], an operator norm version of
Chernoff’s theorem with error bound, which partly improves Lemma 2.1 of [11] in
the case Ro1:
Theorem 2.1. Let fFðtÞgtX0 be a family of non-negative self-adjoint contractions on H
such that Fð0Þ ¼ I and let
SðtÞ :¼ I  FðtÞ
t
; t40:
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Assume RAð0; 1Þ: Then there is a constant MR40 such that the estimate
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jjpMR t
t
 R
ð2:4Þ
holds for t; tAð0; 1
 with 0otpt; if and only if there is a constant CR40 such that the
estimate
jjFðtÞt=t  etH jjpCR t
t
 R
ð2:5Þ
is valid for t; tAð0; 1
 with 0otpt:
Proof. Assume (2.4). By Lemma 1 there is a constant N40 such that
jjetSðtÞ  etH jjpNjjðI þ tSðtÞÞ1  ðI þ tHÞ1jj
for t; t40: Using (2.4) we obtain
jjetSðtÞ  etH jjpNMR t
t
 R
for t; tAð0; 1
 with 0otp1: Since
sup
xA½0;1

jxr  erð1xÞjp1
r
; rX1;
we ﬁnd
jjFðtÞt=t  etSðtÞjjpt
t
for t; tAð0; 1
 with 0otpt: By the inequality
jjFðtÞt=t  etH jjpjjFðtÞt=t  etSðtÞjj þ jjetSðtÞ  etH jj
we ﬁnally get
jjFðtÞt=t  etH jjpt
t
þ NMR t
t
 R
for t; tAð0; 1
 with 0otpt: Since t
t
pðt
t
ÞR for 0otpt; RA½0; 1
; we obtain
jjFðtÞt=t  etH jjpð1þ NMRÞ t
t
 R
for t; tAð0; 1
 with 0otpt: Setting CR :¼ 1þ NMR we have veriﬁed (2.5).
To prove the converse we use the representation
ðI þ tSðtÞÞ1  ðI þ tHÞ1 ¼
Z N
0
dx exðextSðtÞ  extHÞ
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for t; t40: We have
ðI þ tSðtÞÞ1  ðI þ tHÞ1 ¼
XN
n¼0
Z nþ1
n
dx exðextSðtÞ  extHÞ
for t; t40: By the substitution x ¼ y þ n we obtain
ðI þ tSðtÞÞ1  ðI þ tHÞ1
¼
XN
n¼0
en
Z 1
0
dy eyðeðyþnÞtSðtÞ  eðyþnÞtHÞ
for t; t40: Since
eðyþnÞtSðtÞ  eðyþnÞtH
¼ ðentSðtÞ  entHÞeytSðtÞ þ entHðeytSðtÞ  eytHÞ
and
entSðtÞ  entH ¼
Xn1
k¼0
ektSðtÞðetSðtÞ  etHÞeðnk1ÞtH
we get
ðI þ tSðtÞÞ1  ðI þ tHÞ1
¼
XN
n¼0
en
Xn1
k¼0
ektSðtÞðetSðtÞ  etHÞeðnk1ÞtH
Z 1
0
dy ey eytSðtÞ
(
þ
Z 1
0
dy ey entHðeytSðtÞ  eytHÞ

:
Hence we obtain the estimate
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jj
p
XN
n¼0
en njjetSðtÞ  etH jj þ
Z 1
0
dy ey jjeytSðtÞ  eytH jj
 
ð2:6Þ
for t; t40: By assumption (2.5) we have the estimate
jjetSðtÞ  etH jjpCR t
t
 R
ð2:7Þ
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for t; tAð0; 1
 with 0otpt: Further, we use the decompositionZ 1
0
dy ey jjeytSðtÞ  eytH jj
¼
Z 1
t=t
dy ey jjeytSðtÞ  eytH jj þ
Z t=t
0
dy ey jjeytSðtÞ  eytH jj: ð2:8Þ
Setting t0 ¼ yt one has tpt0 if t=tpy: Hence by assumption (2.5) we obtain
jjeytSðtÞ  eytH jjpCR t
ty
 	R
for t; t; yAð0; 1
 and t=tpy: This yields the estimateZ 1
t=t
dy ey jjeytSðtÞ  eytH jjpCR
Z 1
0
dy eyyR
t
t
 R
ð2:9Þ
for t; tAð0; 1
 with 0otpt: For Ro1 one obviously hasZ t=t
0
dy ey jjeytSðtÞ  eytH jjp2 t
t
 R
ð2:10Þ
for t; tA½0; 1
 with 0otpt: Taking into account (2.9) and (2.10) we obtain from (2.8)
the estimateZ 1
0
dy ey jjeytSðtÞ  eytH jjp CR
Z 1
0
dy eyyR þ 2
 	
t
t
 R
ð2:11Þ
for t; tAð0; 1
 with 0otpt: Finally, using (2.7) and (2.11) we get from (2.6) the
estimate
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jjp
XN
n¼0
en nCR þ CR
Z 1
0
dy eyyR þ 2
 
t
t
 R
for t; tAð0; 1
 with 0otpt: Setting
MR :¼
XN
n¼0
en n CR þ CR
Z 1
0
dy eyyR þ 2
 
we have veriﬁed (2.4). &
We note that in [11] it was shown that for R ¼ 1 condition (2.4) implies (2.5).
It is unclear whether in this case the converse is also true. Note also that setting
t ¼ t=n; n ¼ 1; 2;y; estimate (2.5) transforms into
jjFðt=nÞn  etH jjpCR 1
nR
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for tAð0; 1
 and n ¼ 1; 2;y: However, this is nothing else but an operator norm
estimate for a chosen family of contractions FðtÞ:
3. Auxiliary estimates
We are going to apply Theorem 2.1 to the family
FðtÞ :¼ f ðtA=2ÞgðtBÞf ðtA=2Þ; t40:
In the following we use notations which essentially go back to [11,12] but which are
slightly modiﬁed. We set
At :¼ I  f ðtAÞt ; t40;
Bt :¼ I  gðtBÞt ; t40;
Kt :¼ Bt þ At=2  t
4
A2t=2; t40:
One has KtX0 and
SðtÞ ¼ Kt þ t
2
4
At=2BtAt=2  t
2
ðBtAt=2 þ At=2BtÞ
for t40: We set
Qt :¼ t
2
4
ðI þ KtÞ1=2At=2BtAt=2ðI þ KtÞ1=2
 t
2
ðI þ KtÞ1=2ðBtAt=2 þ At=2BtÞðI þ KtÞ1=2; t40;
so that
I þ SðtÞ ¼ ðI þ KtÞ1=2ðI þ QtÞðI þ KtÞ1=2; t40:
Our next aim is to prove several estimates which we need for the proof of the main
theorem.
Lemma 2. Let A and B be non-negative self-adjoint operators. If f and g are Kato
functions, then one has
jjB1=2t ðI þ KtÞ1=2jjpjjðI þ BtÞ1=2ðI þ KtÞ1=2jjp1
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and
jjA1=2t=2ðI þ KtÞ1=2jjp
ﬃﬃﬃ
2
p
I þ 1
2
At=2
 	1=2
ðI þ KtÞ1=2



p
ﬃﬃﬃ
2
p
for t40: Moreover, the operator I þ Qt has a bounded inverse for each t40 and the
norm of its inverse operator is uniformly estimated by
jjðI þ QtÞ1jjp1
2
ð3þ
ﬃﬃﬃ
5
p
Þ
for t40:
Proof. The proof can be obtained from [11] by making the replacements A2B
and f2g: &
Lemma 3. Let A and B be non-negative self-adjoint operators. If f and g are Kato
functions and mf ðxÞo1 for x40; then there are constants CA40 and C040 such that
jjðI þ SðtÞÞ1=2ujjpCA jjðI þ AÞ1=2ujj þ C0 jjujj t1=2 ð3:1Þ
for uAH and t40:
Proof. Using Lemma 2 we get
jjðI þ SðtÞÞ1=2ujjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3þ ﬃﬃﬃ5p
2
s
jjðI þ KtÞ1=2ujj
for uAH and t40: Since KtX12At=2 we ﬁnd
jjðI þ SðtÞÞ1=2ujjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3þ
ﬃﬃﬃ
5
pq
jjðI þ At=2Þ1=2ujj
for uAH and t40: Obviously, there is a constant d40 such that jð1 f ðxÞÞx1 
1j41=2 for xAð0; dÞ: Hence
1 f ðxÞX1
2
x
for xAð0; dÞ; which yields
1 f ðxÞX1
2
x wð0;dÞðxÞ þ ð1 mf ðdÞÞw½d;NÞðxÞ
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for x40; where wð0;dÞðÞ and w½d;NÞðÞ are the characteristic functions of the intervals
ð0; dÞ and ½d;NÞ; respectively. Hence we ﬁnd
At=2X
1
2
AEAð½0; 2d=tÞÞ þ 2 1 mf ðdÞt EAð½2d=t;NÞÞ
for t40; where EAðÞ is the spectral measure of A: Therefore we obtain
jjðI þ SðtÞÞ1=2ujj
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð3þ
ﬃﬃﬃ
5
p
Þ
q
jjðI þ AÞ1=2EAð½0; 2d=tÞÞujj
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3þ ﬃﬃﬃ5p
2ð1 mf ðdÞÞ
s
jjEAð½2d=t;NÞÞujj t1=2
for uAH and t40: Setting CA :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð3þ ﬃﬃﬃ5p Þq and C0 :¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3þ ﬃﬃ5p2ð1mf ðdÞÞ
q
we prove
(3.1). &
Lemma 4. Let A and B be non-negative self-adjoint operators such that their form sum
obeys (1.2) for some aAð1=2; 1Þ: Further, let f and g be Kato functions which satisfy
(1.3) and (1.4).
(i) If p; qA½0; a
 and p þ qX1; then there is a constant Dp;q40 such that
jjðI þ HÞpðH  SðtÞÞðI þ HÞqjjpDp;q tpþq1 ð3:2Þ
for t40:
(ii) There is a constant Da40 such that
jjSðtÞðI þ HÞajjpDa ta1 ð3:3Þ
for t40:
Proof. (i) First we note that if pA½0; a
; then condition (1.2) implies
domðHpÞDdomðApÞ-domðBpÞ: Hence ðI þ AÞpðI þ HÞp and ðI þ BÞpðI þ HÞp
are bounded operators. Since
I  FðtÞ ¼ I  f ðtA=2Þ2 þ ðI  gðtBÞÞ
þ ðI  f ðtA=2ÞÞðI  gðtBÞÞðI  f ðtA=2ÞÞ
 ðI  f ðtA=2ÞÞðI  gðtBÞÞ  ðI  gðtBÞÞðI  f ðtA=2ÞÞ; ð3:4Þ
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we ﬁnd
ðI þ HÞpðH  SðtÞÞðI þ HÞq
¼ ðI þ HÞp A  I  f ðtA=2Þ
2
t
 !
ðI þ HÞq
þ ðI þ HÞp B  I  gðtBÞ
t
 	
ðI þ HÞq
 ðI þ HÞpðI  f ðtA=2ÞÞðI  gðtBÞÞðI  f ðtA=2ÞÞðI þ HÞqt1
þ ðI þ HÞpðI  f ðtA=2ÞÞðI  gðtBÞÞðI þ HÞqt1
þ ðI þ HÞpðI  gðtBÞÞðI  f ðtA=2ÞÞðI þ HÞqt1;
which gives the estimate
jjðI þ HÞpðH  SðtÞÞðI þ HÞqjj
p ðI þ HÞp A  I  f ðtA=2Þ
2
t
 !
ðI þ HÞq



 ð3:5Þ
þ ðI þ HÞp B  I  gðtBÞ
t
 	
ðI þ HÞq




þ jjðI  f ðtA=2ÞÞðI þ HÞpjj jjðI  f ðtA=2ÞÞðI þ HÞqjjt1
þ jjðI  f ðtA=2ÞÞðI þ HÞpjj jjðI  gðtBÞÞðI þ HÞqjjt1
þ jjðI  gðtBÞÞðI þ HÞpjj jjðI  f ðtA=2ÞÞðI þ HÞqjjt1 ð3:6Þ
for t40: To estimate (3.5) we use
ðI þ HÞp A  I  f ðtA=2Þ
2
t
 !
ðI þ HÞq




pjjðI þ AÞpðI þ HÞpjj jjðI þ AÞqðI þ HÞqjj
 ðI þ AÞp A  I  f ðtA=2Þ
2
t
 !
ðI þ AÞq
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and the functional calculus which yield
ðI þ HÞp A  I  f ðtA=2Þ
2
t
 !
ðI þ HÞq




pjjðI þ AÞpðI þ HÞpjj jjðI þ AÞqðI þ HÞqjj
 j f jpþq þ
1
2
gf ððp þ qÞ=2Þ2
 
tpþq1
for t40; where
ghðrÞ :¼ sup
x40
1 hðxÞ
xr
; rAð0; 1
;
and h is a Kato function. Similarly, one estimates (3.6) to get the inequality
ðI þ HÞp B  I  gðtBÞ
t
 	
ðI þ HÞq




pjjðI þ BÞpðI þ HÞpjj jjðI þ BÞqðI þ HÞqjj jgjpþqtpþq1
for t40: Since
jjð1 f ðtA=2ÞÞðI þ HÞrjjp2rjjðI þ AÞrðI þ HÞrjj gf ðrÞ tr ð3:7Þ
and
jjðI  gðtBÞÞðI þ HÞrjjpjjðI þ BÞrðI þ HÞrjj ggðrÞ tr ð3:8Þ
for t40 and rAð0; a
; we ﬁnally obtain the estimate
jjðI þ HÞpðH  SðtÞÞðI þ HÞqjjp jjðI þ AÞpðI þ HÞpjj
 jjðI þ AÞqðI þ HÞqjj j f jpþq þ
1
2
gf ððp þ qÞ=2Þ2
 
tpþq1
þ jjðI þ BÞpðI þ HÞpjj jjðI þ BÞqðI þ HÞqjj jgjpþq tpþq1
þ 2ðpþqÞgf ðpÞgf ðqÞjjðI þ AÞpðI þ HÞpjj jjðI þ AÞqðI þ HÞqjj tpþq1
þ 2pgf ðpÞggðqÞjjðI þ AÞpðI þ HÞpjj jjðI þ BÞqðI þ HÞqjj tpþq1
þ 2qgf ðqÞggðpÞjjðI þ AÞqðI þ HÞqjj jjðI þ BÞpðI þ HÞpjj tpþq1
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for t40: Setting
Dp;q :¼ jjðI þ AÞpðI þ HÞpjj
 jjðI þ AÞqðI þ HÞqjj j f jpþq þ
1
2
gf ððp þ qÞ=2Þ2
 
þ jjðI þ BÞpðI þ HÞpjj jjðI þ BÞqðI þ HÞqjj jgjpþq
þ 2ðpþqÞgf ðpÞgf ðqÞjjðI þ AÞpðI þ HÞpjj jjðI þ AÞqðI þ HÞqjj
þ 2pgf ðpÞggðqÞjjðI þ AÞpðI þ HÞpjj jjðI þ BÞqðI þ HÞqjj
þ 2qgf ðqÞggðpÞjjðI þ AÞqðI þ HÞqjj jjðI þ BÞpðI þ HÞpjj
for t40 we prove the estimate (3.2).
(ii) Using decomposition (3.4) we ﬁnd the estimate
jjSðtÞðI þ HÞajj
p4jjðI  f ðtA=2ÞÞðI þ HÞajj t1 þ jjðI  gðtBÞÞðI þ HÞajj t1
for t40: Taking into account (3.7) and (3.8) we obtain
jjSðtÞðI þ HÞajjp22ajjðI þ AÞaðI þ HÞajj gf ðaÞ ta1
þ jjðI þ BÞaðI þ HÞajj ggðaÞ ta1
for t40: Setting
Da :¼ 22ajjðI þ AÞaðI þ HÞajj gf ðaÞ þ jjðI þ BÞaðI þ HÞajj ggðaÞ
we prove (3.3) for t40: &
4. Error estimate
In order to prove the main theorem we need the following two lemmas.
Lemma 5. Let A and B be non-negative self-adjoint operators such that for some
aAð1=2; 1Þ condition (1.2) is satisfied. Further, let f and g be Kato functions which obey
conditions (1.3) and (1.4). If in addition one has domðA1=2ÞDdomðB1=2Þ and mf ðxÞo1
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for x40; then there is a constant Sa1=240 such that
tjjðI þ tSðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jjpSa1=2 t
t
 a1=2
ð4:1Þ
for t; tAð0; 1
 with 0otpt:
Proof. By the functional calculus one has
tjjðI þ tSðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pt1=2jjðI þ SðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
for tAð0; 1
 and t40: By Lemma 3 we ﬁnd
tjjðI þ tSðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pCA jjðI þ AÞ1=2ðH  SðtÞÞðI þ tHÞ1jj t1=2
þ C0 jjðH  SðtÞÞðI þ tHÞ1jj t1=2 t1=2 ð4:2Þ
for tAð0; 1
 and t40: Since domðH1=2Þ ¼ domðA1=2Þ; we get
jjðI þ AÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pjjðI þ HÞ1=2ðI þ AÞ1=2jj jjðI þ HÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
for tAð0; 1
 and t40: Using again the functional calculus we obtain
jjðI þ AÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pjjðI þ HÞ1=2ðI þ AÞ1=2jj jjðI þ HÞ1=2ðH  SðtÞÞðI þ HÞajj ta
for tAð0; 1
 and t40: By Lemma 4(i) there is a constant D1
2;a
40 such that
jjðI þ AÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pD1
2;a
jjðI þ HÞ1=2ðI þ AÞ1=2jj ta1=2 ta;
which yields
jjðI þ AÞ1=2ðH  SðtÞÞðI þ tHÞ1jj t1=2
pD1
2;a
jjðI þ HÞ1=2ðI þ AÞ1=2jj t
t
 a1=2
ð4:3Þ
for tAð0; 1
 and t40:
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To estimate the second term of the right-hand side of (4.2), we use again the
functional calculus to ﬁnd that
jjðH  SðtÞÞðI þ tHÞ1jjp1
t
þ jjSðtÞðI þ HÞajj ta
for tAð0; 1
 and t40: By virtue of Lemma 4(ii) there is a constant Da40 such that
jjSðtÞðI þ tHÞ1jjpDa ta1 ta
for tAð0; 1
 and t40; which yields
jjSðtÞðI þ tHÞ1jj t1=2 t1=2pDa t
t
 a1=2
ð4:4Þ
for tAð0; 1
 and t40: Hence we obtain
jjðH  SðtÞÞðI þ tHÞ1jj t1=2 t1=2pð1þ DaÞ t
t
 a1=2
for t; tAð0; 1
 and 0otpt: Applying estimates (4.3) and (4.4) we ﬁnd from (4.2) that
tjjðI þ tSðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jj
pfCA D1
2;a
jjðI þ HÞ1=2ðI þ AÞ1=2jj þ C0ð1þ DaÞg t
t
 a1=2
for t; tAð0; 1
 with 0otpt: Setting
Sa1=2 :¼ CA D1
2;a
jjðI þ HÞ1=2ðI þ AÞ1=2jj þ C0ð1þ DaÞ
we get (4.1). &
Lemma 6. Let A and B be non-negative self-adjoint operators such that for some
aAð1=2; 1Þ condition (1.2) is satisfied. Further, let f and g be Kato functions which obey
conditions (1.3) and (1.4). Then there is a constant G2a140 such that
tjjðI þ tHÞ1ðH  SðtÞÞðI þ tHÞ1jjpG2a1 t
t
 2a1
ð4:5Þ
for tAð0; 1
 and t40:
Proof. By the functional calculus we get
tjjðI þ tHÞaðH  SðtÞÞðI þ tHÞajj
pjjðI þ HÞaðH  SðtÞÞðI þ HÞajj tð2a1Þ
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for tAð0; 1
 and t40: Applying Lemma 4 we ﬁnd a constant G2a140 such that
tjjðI þ tHÞaðH  SðtÞÞðI þ tHÞajjpG2a1 t
t
 2a1
for tAð0; 1
 and t40; proving (4.5). &
We are now going to prove the main theorem mentioned in the Introduction.
Proof of Theorem 1.1. By the resolvent identities
ðI þ tSðtÞÞ1  ðI þ tHÞ1 ¼ t ðI þ tSðtÞÞ1ðH  SðtÞÞðI þ tHÞ1
¼ t ðI þ tHÞ1ðH  SðtÞÞðI þ tSðtÞÞ1
one gets
ðI þ tSðtÞÞ1  ðI þ tHÞ1 ¼ tðI þ tHÞ1ðH  SðtÞÞðI þ tHÞ1
þ t2ðI þ tHÞ1ðH  SðtÞÞðI þ tSðtÞÞ1
 ðH  SðtÞÞðI þ tHÞ1
for t; t40: Hence we ﬁnd the estimate
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jj
ptjjðI þ tHÞ1ðH  SðtÞÞðI þ tHÞ1jj
þ t2jjðI þ tHÞ1ðH  SðtÞÞðI þ tSðtÞÞ1ðH  SðtÞÞðI þ tHÞ1jj
for t; t40; which can be written as
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jj
ptjjðI þ tHÞ1ðH  SðtÞÞðI þ tHÞ1jj
þ t2jjðI þ tSðtÞÞ1=2ðH  SðtÞÞðI þ tHÞ1jj2:
Taking into account Lemmas 5 and 6 we get
jjðI þ tSðtÞÞ1  ðI þ tHÞ1jjpG2a1 t
t
 2a1
þS2a1=2
t
t
 2a1
for t; tAð0; 1
 with 0otpt: Setting M2a1 :¼ G2a1 þ S2a1=2 one gets a constant such
that condition (2.4) holds for t; tAð0; 1
 with 0otpt: By Theorem 2.1 there is a
constant C2a140 such (2.5) is valid for R ¼ 2a 1 and t; tAð0; 1
 and 0otpt: Setting
C1;2a1 :¼ C2a1 and t ¼ t=n; n ¼ 1; 2;y; we immediately verify (1.5) for tA½0; 1
:
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To extend the result to tA½0; T 
; 0oToN; we set As :¼ s A and Bs :¼ s B where
s40: Obviously, one has Hs :¼ As þ

Bs ¼ s H: If A and B are non-negative self-
adjoint operators such that for some aAð1=2; 1Þ condition (1.2) is satisﬁed, then, of
course, one has domðHas ÞDdomðAas Þ-domðBas Þ for s40: Similarly, the condition
domðA1=2ÞDdomðB1=2Þ implies domðA1=2s ÞDdomðB1=2s Þ for s40: Hence, there is a
constant C2a1ðsÞ40 such that
jjð f ðtAs=2nÞgðtBs=nÞf ðtAs=2nÞÞn  etHs jjpC2a1ðsÞ 1
n2a1
for tA½0; 1
 and n ¼ 1; 2;y; which yields
jjð f ðtA=2nÞgðtB=nÞf ðtA=2nÞÞn  etH jjpC2a1ðsÞ 1
n2a1
for tA½0; s
 and n ¼ 1; 2;y: Choosing s ¼ T and setting CT ;2a1 :¼ C2a1ðTÞ we get
that for any ﬁnite interval ½0; T 
 there is a constant CT ;2a140 such that (1.5)
holds. &
5. Related families
Let us show that estimate (6.1) holds not only for the family FðtÞ ¼
f ðtA=2ÞgðtBÞf ðtA=2Þ but also for the families
F1ðtÞ :¼ f ðtAÞ1=2gðtBÞf ðtAÞ1=2;
F2ðtÞ :¼ gðtBÞ1=2f ðtAÞgðtBÞ1=2;
F3ðtÞ :¼ gðtBÞf ðtAÞ;
F4ðtÞ :¼ f ðtAÞgðtBÞ;
F5ðtÞ :¼ gðtB=2Þf ðtAÞgðtB=2Þ;
where tX0: To this end we prove the following.
Lemma 7. Let A and B be non-negative self-adjoint operators such that for some
aAð1=2; 1Þ condition (1.2) is satisfied. Further, let f and g be Kato functions which obey
(1.3) and (1.4). Then there is a constant CF40 such that
jjðI  Fðt=nÞÞetH jjpCF e
t
na
ð5:1Þ
for tX0 and n ¼ 1; 2;y :
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Proof. We use the representation
ðI  Fðt=nÞÞetH ¼ f ðtA=2nÞgðtBÞðI  f ðtA=2nÞÞetH þ f ðtA=2nÞðI  gðtB=nÞÞetH
þ ðI  f ðtA=2nÞÞetH ;
which yields the estimate
jjðI  Fðt=nÞÞetH jjp2jjðI  f ðtA=2nÞÞetH jj þ jjðI  gðtB=nÞÞetH jj:
Since
ðI  f ðtA=2nÞÞetH ¼ ðI  f ðtA=2nÞÞðI þ AÞaðI þ AÞaðI þ HÞaðI þ HÞaeðIþHÞtet;
we ﬁnd the estimate
jjðI  f ðtA=2nÞÞetH jj
pjjðI  f ðtA=2nÞÞðI þ AÞajj jjðI þ AÞaðI þ HÞajj jjðI þ HÞaeðIþHÞtjjet:
Since
jjðI  f ðtA=2nÞÞðI þ AÞajjp sup
lX0
1 f ðtl=2nÞ
ð1þ lÞa p supl40
1 f ðlÞ
la
t
2n
 a
pgf ðaÞ
t
2n
 a
;
we obtain the estimate
jjðI  f ðtA=2nÞÞetH jjp2agf ðaÞbðaÞjjðI þ AÞaðI þ HÞajj
et
na
for n ¼ 1; 2;y , where bðaÞ :¼ supl40 lael: Similarly, we prove that
jjðI  gðtB=nÞÞetH jjpggðaÞbðaÞjjðI þ BÞaðI þ HÞajj
et
na
for n ¼ 1; 2;y: Setting
CF :¼ 21agf ðaÞbðaÞjjðI þ AÞaðI þ HÞajj þ ggðaÞbðaÞjjðI þ BÞaðI þ HÞajj
one gets estimate (5.1). &
Theorem 5.1. Let A and B be non-negative self-adjoint operators such that for some
aAð1=2; 1Þ condition (1.2) is satisfied. Further, let f and g be Kato functions which
satisfy conditions (1.3) and (1.4). If in addition one has domðA1=2ÞDdomðB1=2Þ and
mf ðxÞo1 for x40; then for any finite interval ½0; T 
 there are constants Cð jÞT ;2a140;
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j ¼ 1; 2; 3; 4; 5; such that
jjFjðt=nÞn  etH jjpCð jÞT ;2a1
1
n2a1
; j ¼ 1; 2; 3; 4; 5 ð5:2Þ
for tA½0; T 
 and n ¼ 1; 2;y :
Proof. We set
f0ðxÞ :¼ f ð2xÞ1=2; xX0:
The function f0ðxÞ is also a Kato function which satisﬁes j f0j2aoN and mf0ðxÞo1
for x40: One has
f0ðtA=2Þ ¼ f ðtAÞ1=2; tX0: ð5:3Þ
We set
F0ðtÞ :¼ f0ðtA=2ÞgðtBÞf0ðtA=2Þ; tX0:
By Theorem 1.1 there is a constant C
ð0Þ
T ;2a140 such that
jjF0ðt=nÞn  etH jjpCð0ÞT ;2a1
1
n2a1
for tA½0; T 
 and n ¼ 1; 2;y: By (5.3) one has F0ðtÞ ¼ F1ðtÞ for tX0; which proves
the assertion for j ¼ 1: We note that
F4ðtÞn ¼ f ðtAÞ1=2F1ðtÞn1f ðtAÞ1=2gðtBÞ; tX0; n ¼ 1; 2;y :
Using the representation
F4ðtÞn  etH ¼ f ðtAÞ1=2ðF1ðtÞn1ðI  F1ðtÞÞf ðtAÞ1=2gðtBÞ
þ f ðtAÞ1=2ðF1ðtÞn  etHÞf ðtAÞ1=2gðtBÞ
þ ð f ðtAÞ1=2  IÞetHf ðtAÞ1=2f ðtAÞ1=2gðtBÞ
þ etHð f ðtAÞ1=2  IÞgðtBÞ þ etHðgðtBÞ  IÞ;
where t ¼ t=n; tX0 and n ¼ 1; 2y; we ﬁnd the estimate
jjF4ðtÞn  etH jjpjjF1ðtÞn1ðI  F1ðtÞÞjj
þ jjF1ðtÞn  etH jj þ 2jjðI  f ðtAÞ1=2ÞetH jj þ jjðI  gðtBÞÞetH jj:
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Since
jjðI  f ðtAÞ1=2ÞetH jjpgf ðaÞbðaÞjjðI þ AÞaðI þ HÞajj
et
na
ð5:4Þ
and
jjðI  gðtBÞ1=2ÞetH jjpggðaÞbðaÞjjðI þ BÞaðI þ HÞajj
et
na
ð5:5Þ
as well as the estimate jjF1ðtÞn1ðI  F1ðtÞjjp1n; n ¼ 1; 2;y; we obtain from the
statement for j ¼ 1 the existence of a constant Cð4ÞT ;2a140 such that (5.2) holds for
j ¼ 4; tA½0; T 
 and n ¼ 1; 2;y: Next, using
F3ðtÞn ¼ gðtBÞF4ðtÞn1f ðtAÞ
and
F2ðtÞn ¼ gðtBÞ1=2F4ðtÞn1f ðtAÞgðtBÞ1=2
tX0; n ¼ 1; 2;y; as well as estimates (5.4) and (5.5) one veriﬁes (5.2) for j ¼ 2; 3 in
the same way as above. To prove the statement for j ¼ 5 we introduce the function
g0ðxÞ :¼ gðx=2Þ2; xX0:
Then one gets F5ðtÞ ¼ g0ðtBÞ1=2f ðtAÞg0ðtBÞ1=2 for tX0: The function g0 is again a
Kato function which satisﬁes (1.4). Hence, applying here the result for F2ðtÞ we
prove the case j ¼ 5: &
6. Example
Let H :¼ L2ðOÞ where O is a bounded domain in Rl ; l ¼ 1; 2;y; with boundary
@O of CN-class. By A we denote the negative half Laplacian with Dirichlet boundary
conditions on L2ðOÞ; i.e A ¼ 12DD: The domain is given by
domðAÞ :¼ H22 ðOÞ-H˚12ðOÞ;
where H˚12ðOÞ is the closure of CN0 ðOÞ in the Lebesgue space H12 ðOÞ; cf. Deﬁnitions
4.2.1/1 and 4.2.1/2 of [18]. Using the space H22;BDðOÞ;
H22;BDðOÞ :¼ fuAH22 ðOÞ: BDuj@O ¼ 0g;
ARTICLE IN PRESS
T. Ichinose et al. / Journal of Functional Analysis 207 (2004) 33–57 53
cf. Deﬁnition 4.3.3/2 of [18], where BD is given by
BDu :¼ uj@O
for uAH22 ðOÞ; we obtain
domðAÞ :¼ H22;BDðOÞ:
Further, let B be the negative half Laplacian with Neumann boundary conditions,
i.e B :¼ 1
2
DN : One has
domðBÞ :¼ H22;BN ðOÞ;
where
H22;BN ðOÞ :¼ fuAH22 ðOÞ: BNuj@O ¼ 0g;
cf. Deﬁnition 4.3.3/2 of [18]. The boundary operator BN is given by
ðBNuÞðxÞ ¼ @
@nðxÞ uðxÞ; xA@O;
for uAH22 ðOÞ where nðxÞ is the outer unit normal to the boundary @O at the point
xA@O: Since domðA1=2Þ ¼ H˚12ðOÞ and domðB1=2Þ ¼ H12 ðOÞ one gets
domðA1=2ÞDdomðB1=2Þ:
Hence
domðH1=2Þ ¼ domðA1=2Þ-domðB1=2Þ ¼ H˚12ðOÞ:
and H :¼ Aþ: B ¼ 2A ¼ DD: Therefore domðHaÞ ¼ domðAaÞ for arbitrary
aA½0; 1
:
Now we are going to calculate the domains domðAaÞ and domðBaÞ for aAð1=2; 1Þ:
By Theorem 1 and Theorem 2 of [4] and Theorem 8.1 of [5] (see also Theorem 4.3.3
of [18]) we ﬁnd
domðAaÞ ¼ H2a2;BDðOÞ; aAð1=2; 1Þ;
and
domðBaÞ ¼ H
2a
2 ðOÞ; aAð1=2; 3=4Þ;
H2a2;BN ðOÞ; aAð3=4; 1Þ:
(
Since H2a2;BDðOÞDH2a2 ðOÞ one gets
domðHaÞ ¼ domðAaÞDdomðBaÞ
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for aAð1=2; 3=4Þ: Applying now Theorem 5.1 we ﬁnd that
jjðetðDDÞ=2netðDN Þ=2nÞn  etðDDÞjj ¼ OðnkÞ
for any k :¼ 2a 1ok0 :¼ 12 (ao34) uniformly in tA½0; T 
 as n-N:
If a ¼ 3=4; then it does not hold that domðA3=4ÞDdomðB3=4Þ: Hence
domðA3=4Þ-domðB3=4Þ is a proper subset of domðH3=4Þ which does not allow one
to apply Theorem 5.1.
If aAð3=4; 1Þ; then
domðAaÞ-domðBaÞ ¼ H2a2;fBD;BNgðOÞ
:¼ fuAH2a2 ðOÞ : BDuj@O ¼ 0; BNuj@O ¼ 0gDH2a2;BDðOÞ:
This yields that domðAaÞ-domðBaÞ is a proper subset of domðHaÞ which does not
allow one to apply Theorem 5.1, either.
If a ¼ 1; then one gets that domðAÞ-domðBÞ is a proper subset of
domðHÞ too which yields HaA þ B: Therefore the results of [11,12] are not
applicable.
Notice that in contrast to [14] and to examples given there, here we have
given an example when the operator Ba is not small with respect to Aa for
aAð1=2; 3=4Þ:
7. Remarks
Let us make the following remarks:
(i) By an example given in [17] the error bound estimate Oðnð2a1ÞÞ in Theorems
1.1 and 5.1 cannot be improved, i.e. it is the ultimate optimal one.
(ii) This optimal error bound was already found in [14] see Theorems 5.3 and 5.5.
In comparison with [14] the conditions on the operators A and B are relaxed
here. There it was assumed that Ba is small with respect to Aa; i.e.
domðAaÞDdomðBaÞ and
jjBaujjpajjAaujj þ bjjujj; uAdomðAaÞ; ð7:1Þ
for some aAð1=2; 1Þ and aAð0; 1Þ; b40: This condition is reduced in the present
paper to the mild subordination condition domðA1=2ÞDdomðB1=2Þ; which (7.1)
obviously implies. The yet open problem is to eliminate completely this
subordination condition.
(iii) The conditions on the Kato functions f and g are essentially relaxed compared
with [14]. Indeed, in [14] the Kato functions f and g have to satisfy at zero a
smoothness condition of the type j f j2; jgj2oN which is replaced here by
j f j2a; jgj2aoN; aAð1=2; 1Þ: A behavior at inﬁnity like f ðxÞBx2a is also
demanded there.
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(iv) Theorem 1.1 shows that only relations between certain domains related to A; B
and H are decisive for the convergence rate of the Trotter–Kato product
formula.
(v) Theorem 1.1 holds for aAð1=2; 1Þ: The method of the proof does not allow one
to include the case a ¼ 1: However, this case was considered in [11,12]. It is
remarkable that one does not need any subordination condition there.
(vi) For a ¼ 1=2 we cannot expect operator-norm convergence in general, see [17].
However, if there is a subordination such that the operator B is relatively
compact with respect to A; then operator-norm convergence holds, see [15].
The ﬁrst version of this result was announced in [8] with a sketch of a proof which
relies on an operator-norm estimate proved by Birman and Solomyak in [1]. In the
present paper we have improved this previous result, by removing some restrictive
condition on the Kato functions f and g imposed there as well as by giving a
different, simpler proof which does not make use of operator-norm inequalities a` la
Birman–Solomyak.
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