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1 イントロダクション
これは多変量 ARMA 過程の有限予測係数の閉形式表示に関する [1] の結果のアブストラ
クトである.証明と応用を含めた詳細については [1] を見よ.また,関連する文献として
[2, 3, 4, 5] を見よ.
\mathbb{C}^{m\cross n} を  m\cross n の複素行列の全体とする.  \mathbb{C}^{d} は  \mathbb{C}^{d\cross 1} を表す.  I_{n} を  n\cross n の単位行
列とする.  a\in \mathbb{C}^{m\cross n} に対し,  \alpha^{T} は  a の転置行列であり,  \overline{a} と  a^{*} はそれぞれ  a の複素お
よびエルミート共役を表す.従って,  a^{*}=\overline{a}^{T}.
 \mathbb{T}  :=\{z\in \mathbb{C} : |z|=1\} と  \overline{\mathbb{D}}  :=\{z\in \mathbb{C} : |z|\leq 1\} はそれぞれ  \mathbb{C} の単位円と閉単位
円板とする.  d\in \mathbb{N} とする.ここでは,  \{X_{k} : k\in \mathbb{Z}\} が  d‐変量 ARMA (autoregressive
moving‐average) 過程であるとは,  \mathbb{C}^{d}‐値,平均  0 の弱定常過程であって次の形のスペク
トル密度  w を持つこととする :
 w(e^{i\theta})=h(e^{i\theta})h(e^{i\theta})^{*}, \theta\in[-\pi, \pi) . (1.1)
ここで,  h :  \mathbb{T}arrow \mathbb{C}^{d\cross d} は次の条件を満たすとする :
h(のの成分は  z の有理関数で,それらは  \overline{\mathbb{D}} に極を持たず, (C)また  \det h(z) は  \overline{\mathbb{D}} に零点を持たない.
(C) および次の条件を満たすん  \# :  \mathbb{T}arrow \mathbb{C}^{d\cross d} が存在することが知られている :
 w(e^{i\theta})=h(e^{i\theta})h(e^{i\theta})^{*}=h_{\#}(e^{i\theta})^{*}h_{\#}
(e^{i\theta}) , \theta\in[-\pi, \pi) . (1.2)
さらに  h_{\#} はユニタリ因子を除いて一意である.







p_{\mu}\in \mathbb{D}\backslash \{0\} (\mu=1 . , K) , p_{\mu}\neq p_{\nu} 
(\mu\neq\nu) ,
m_{\mu}\in \mathbb{N} (\mu=1 . , K) , m_{0}\in \mathbb{N}\cup\{0\},
\rho_{\mu,j}\in C^{d\cross d} (\mu=0,1, \ldots, K, j=1 . , m_{\mu}) , \rho_{0}
\in C^{d\cross d},
\rho_{\mu,m_{\mu}}\neq 0 (\mu=0,1, \ldots, K) .
\end{array} (1.4)
ただし   \sum_{k=1}^{0}=0 とする.
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2 2つの行列値外部関数の極の間の対応
前節の  h と妬の極の問の対応に関し,次の定理が成り立つ.







\rho_{\mu,j}^{\#}\in C^{d\cross d} (\mu=0,1, \ldots, K, j=1, \ldots, m_{\mu}) , 
 \rho_{0}^{\#}\in C^{d\cross d},
\rho_{\mu,m_{\mu}}^{\#}\neq 0(\mu=0,1, \ldots, K) .   
\end{array} (2.2)
さらに,次が成り立つ :
 \rho_{\mu,m_{\mu}}h_{\#}(p_{\mu})^{*}=h(p_{\mu})^{*}\rho_{\mu,m_{\mu}}^{\#},  \mu=0,1 , ,  K . (2.3)
3 主定理に現れる行列の定義
この節では,(1.3) の  K に対し  K\geq 1 を仮定する.  d‐変量 ARMA 過程 {X縫 の有限予
測係数  \phi_{n,j}\in \mathbb{C}^{d\cross d}  (j=1 , n) は次で定義される :
 P_{[-n,-1]}X_{0}=\phi_{n,1}X_{-1}+ +\phi_{n,n}X_{-n} . (3.1)
ここで,  n\in \mathbb{N} に対し  P_{[-n,-1]}X_{0} は有限の過去  \{X_{-n}, . . . , X_{-1}\} に基づく  X_{0} の最良線形
予測子である.次節において多変量 ARMA 過程の有限予測係数  \phi_{n,j} に対する閉形式表
示を述べるために,この節ではそこに現れるいくつかの行列を導入する.
 \{X_{k}\} の前進 MA および AR 係数  c_{k} と  a_{k} をそれぞれ次で定義する :
 h(z)= \sum_{k=0}^{\infty}z^{k}c_{k}, -h(z)^{-1}=\sum_{k=0}^{\infty}z^{k}a_{k}, 
z\in \mathbb{D} . (3.2)
すると,
 c_{0}=h(0)=- \{\rho_{0}+\sum_{\mu=1}^{K}\sum_{j=1}^{m_{\mu}}\rho_{\mu,j}\}^{-1} (3.3)
および次の命題が,容易に分かる.
命題3.1. 次が成り立つ :
 a_{n}= \sum_{\mu=1}^{K}\sum_{j=1}^{m_{\mu}}  (\begin{array}{l}
-1n+j
-1j
\end{array})  p_{\mu}^{n}\rho_{\mu,j},  n\geq m_{0}+1 , (3.4)
さらに,もし  m_{0}\geq 1 ならば,次が成り立つ :
 a_{n}= \rho_{0,n}+\sum_{\mu=1}^{K}\sum_{j=1}^{m_{\mu}}  (\begin{array}{l}
-1n+j
-1j
\end{array})  \overline{p}_{\mu}^{n}\rho_{\mu,j},  n=1 , . . . ,  m_{0} , (3.5)
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 \mu=1,  K と  i=1,  m_{\mu} および  n\in \mathbb{N}\cup\{0\} に対し,次のようにおく :
 p_{\mu,i}(n):=p_{\mu,i}(n)I_{d}\in \mathbb{C}^{d\cross d} . (3.7)
ここで  p_{\mu,i}(n) は (3.6) の通りである.次のようにおく :
 M:= \sum_{\mu=1}^{K}m_{\mu} . (3.8)
 n\in \mathbb{N}\cup\{0\} に対し,  p_{n}\in \mathbb{C}^{dM\cross d} を次のブロック表示で定義する :
 p_{n}:=  (p_{1,1}(n), \ldots, p_{1,m_{1}}(n)|p_{2,1}(n), \ldots, p_{2,m_{2}}(n)| |p_{K,
1}(n), \ldots, p_{K,m_{K}}(n))^{T} . (3.9)
次を注意せよ :
 Po= (I_{d}, 0, \ldots, 0|I_{d}, 0, \ldots, 0| |I_{d}, 0, \ldots, 0)^{T}\in 
\mathbb{C}^{dM\cross d} . (3.10)
 \mu,  \nu\in\{1,2, K\} に対し,  A^{\mu,\nu}\in \mathbb{C}^{dm_{\mu}\cross dm_{\nu}} を次のブロック表示で定義する :
 \lambda^{\mu,\nu}(1,2)
 \lambda^{\mu,\nu}(2,2) A^{\mu,\nu}:=  (\begin{array}{lllll}
\lambda^{\mu,\nu}(1,1)\ddots   \cdots   \cdots   \lambda^{\mu,\nu}(1,m_{\nu})   
\lambda^{\mu,\nu}(2,1)   \cdots   \cdots   \lambda^{\mu,\nu}(2   m_{\nu})
\vdots   \vdots   \ddots   \vdots   
\lambda^{\mu,\nu}(m_{\mu},1)   \lambda^{\mu,\nu}(m_{\mu},2)   \cdots   \lambda^{
\mu,\nu}(m_{\mu},m_{\nu})   
\end{array}) (3.11)
ここで,  i=1 , . . . ,  m_{\mu} と  j=1 , ,  m_{\nu} に対し,




i+j-r   -2
i-1   
\end{array})   \frac{p_{\mu}p_{\nu}j-r-1\dot{∽}-r-1}{(1-p_{\mu}\overline{p}_{\nu})^{i+j-r-1}
}I_{d}\in \mathbb{C}^{d\cross d} . (3.12)
 A\in \mathbb{C}^{dM\cross dM} を次のブロック表示で定義する :
 A=  (\begin{array}{llll}
\Lambda^{1,1}   \Lambda^{1,2}   \cdots   \Lambda^{1,K}
\Lambda^{2,1}   \Lambda^{2,2}   \cdots   \Lambda^{2,K}
\vdots   \vdots   \ddots   \vdots
\Lambda^{K,1}   \Lambda^{K,2}   \cdots   \Lambda^{K,K}
\end{array}) (3.13)
 n\in \mathbb{N} と  \mu,  \nu\in\{1,2, . . . , K\} に対し,三  n\mu,\nu\in \mathbb{C}^{dm_{\mu}\cross dm_{\nu}} を次のブロック表示で定義
する :
 ---\mu,\nu n:=  (\begin{array}{lllll}
\xi_{n}^{\mu,\nu}(1,1)   \xi_{n}^{\mu,\nu}(1,2)   \cdots   \cdots   \xi_{n}
^{\mu,\nu}(1,m_{\nu})
\xi_{n}^{\mu,\nu}(2,1)   \xi_{n}^{\mu,\nu}(2,2)   \cdots   \xi_{n}^{\mu,\nu}(2  
m_{\nu})
   \vdots   \ddots      
\xi_{n}^{\mu,\nu}(m_{\mu},1)   \xi_{n}^{\mu,\nu}(m_{\mu},2)   \cdots   \xi_{n}^{
\mu,\nu}(m_{\mu},m_{\nu})   
\end{array}) (3.14)
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ここで,  n\in \mathbb{N},  i=1 , . . . ,  m_{\mu} と  j=1,  m_{\nu} に対し,  \xi_{n}^{\mu,\nu}(i, j)\in \mathbb{C}^{d\cross d} は次で定義する :
 \xi_{n}^{\mu,\nu}(i, j)  := \sum_{r=0}^{j-1}  (\begin{array}{llll}
n   +i+   j   -2
   r      
\end{array})(\begin{array}{ll}
i+j-r   -2
i-1   
\end{array})   \frac{p_{\mu}^{j-r-1}\overline{p}_{\nu}^{n+i+j-r-2}}{(1-p_{\mu}\overline{p}
_{U})^{i+j-r-1}}I_{d} . (3.15)
 n\in \mathbb{N} に対し,  \Xi_{n}\in \mathbb{C}^{dM\cross dM} を次で定義する :
三 n:=  (\begin{array}{llll}
--1,1-n   --1,2-n   \cdots   -----1,K-2,Knn
--2,1-n   --2,2-n   \cdots   \cdots\vdots
\vdots   \vdots   \ddots   \vdots
--K,1-n   ---K,2n   \cdots   --K,K-n
\end{array}) (3.16)
さらに,  \rho\in \mathbb{C}^{dM\cross d} と  \tilde{\rho}\in \mathbb{C}^{dM\cross d} を,それぞれブロック表示
 \rho:= (\rho_{1,1}^{T}, \ldots, \rho_{1,m\^{I}}^{T}|\rho_{2,1}^{T}, \ldots, 
\rho_{2,m_{2}}^{T}| |\rho_{K,1}^{T}, \ldots, \rho_{K,m_{K}}^{T})^{T} (3.17)
と
 \tilde{\rho}:=(\tilde{\rho}_{1,1}^{T}, . . . ,\tilde{\rho}_{1,m_{1}}^{T}|\tilde
{\rho}_{2,1}^{T}, . . . ,\tilde{\rho}_{2,m_{2}}^{T}| . . . |\tilde{\rho}_{K,1}
^{T}, . . . ,\tilde{\rho}_{K,m_{K}}^{T})^{T}
 =(\overline{\rho_{1,1}^{\#}}, \ldots, \overline{\rho_{1,m_{1}}^{\#}}|\overline{
\rho_{2,1}^{\#}}, . . . \overline{\rho_{2,m_{2}}^{\#}}| |\overline{\rho_{K,1}
^{\#}}, \ldots, \overline{\rho_{K,m_{K}}^{\#}})^{T} (3.18)
により定義する.
次のようにおく :
 v_{n}=\Xi_{n}\rho, n\geq m_{0}+1 , (3.19)
 \tilde{v}_{n}==_{n}--\tilde{\rho}, n\geq m_{0}+1 . (3.20)
さらに,もし  m_{0}\geq 1 ならば,次のようにおく :
 v_{n}= \Xi_{n}\rho+\sum_{l=0}^{m_{0}-n}p_{l}\rho_{0,n+l},  n=1 , . . . ,  m_{0} , (3.21)
  \tilde{v}_{n}==_{n}--\rho+\sum_{l=0}^{m_{0}-n}\overline{p}_{1}\tilde{\rho}_{0,
n+l},  n=1 , . . . ,  m_{0} . (3.22)
次のようにおく :
 h^{\dagger}(z)  :=h(1/を )^{*} . (3.23)
そして,次を定義する :
  \theta_{\mu,j}:=-\lim_{zarrow p_{\mu}}\frac{1}{(m_{\mu}-j)!}\frac{d^{m_{\mu}-
j}}{dz^{m_{\mu}-j}}\{(z-p_{\mu})^{m_{\mu}}h_{\#}(z)h^{\dagger}(z)^{-1}\}\in 
\mathbb{C}^{d\cross d} , (3.24)
 \mu=0,1 , . . . ,  K,  j=1,  m_{\mu}.
ここで,
 Po:=0.
 \Theta\in \mathbb{C}^{dM\cross dM} を次により定義する :
 \Theta:=  (\begin{array}{llll}
\Theta_{1}   0   \cdots   0
0   \Theta_{2}   \cdots   0
   \vdots   \ddots   \vdots
 0   0   \cdots   \Theta_{K}
\end{array}) (3.25)
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ここで,(3.24) と (3.23) により定まる  \theta_{\mu,j} を用いて,  \mu=1 , . . . ,  K に対し,  \Theta_{\mu}\in \mathbb{C}^{dm_{\mu}\cross dm_{\mu}}
は次で定義される :
 \Theta_{\mu}\cdot=  (\begin{array}{llllll}
\theta_{\mu,1}   \theta_{\mu,2}   \cdots   \theta_{\mu,m_{\mu}}   -1   
\theta_{\mu,m_{\mu}}
\theta_{\mu,2}   \theta_{\mu,3}   \cdots   \theta_{\mu,m_{\mu}}      
   \vdots            
\theta_{\mu,m_{\mu}-1}   \theta_{\mu,m_{\mu}}            
\theta_{\mu,m_{\mu}}               0
\end{array}) (3.26)
 n\in \mathbb{N}\cup\{0\} に対し  \Pi_{n}\in \mathbb{C}^{dM\cross dM} を次で定義する :
 \Pi_{n}:= (\begin{array}{llll}
\prod_{1,n}   0      0
0   \prod_{2,n}      0
      \cdot   
      \cdot   
0   0   \ldots   \prod_{K,n}
\end{array}) (3.27)
ここで,(3.7) の  P\mu_{i}(n) を用いて,  \mu=1 , . . . ,  K と  n\in \mathbb{N}\cup\{0\} に対し,  \Pi_{\mu,n}\in \mathbb{C}^{dm_{\mu}\cross dm_{\mu}}
は次で定義される :
 p_{\mu,1}(n) p_{\mu,2}(n)
 H_{\mu,n}:=  (\begin{array}{llllll}
               
               
               
               
               
\end{array}) (3.28)
最後に,  n\in \mathbb{N}\cup\{0\} に対し  G_{n},\tilde{G}_{n}\in \mathbb{C}^{dM\cross dM} を次で定義する :
 G_{n} :=\Pi_{n}\Theta A , (3.29)
 \tilde{G}_{n} :=(H_{n}\Theta)^{*}A^{T} . (3.30)
4 有限予測係数に対する閉形式表示
前の節と同様,(1.3) の  K に対し  K\geq 1 を仮定する.
多変量 ARMA 過程の有限予測係数  \phi_{n,j} に対する閉形式表示を述べる準備ができた.
定理4.1 ([1]).  n \geq\max(m_{0},1) と  j=1,  n に対し,次が成り立つ :
 \phi_{n,j}=c_{0}a_{j}+c_{0}p_{0}^{T}(I_{dM}-\tilde{G}_{n}G_{n})^{-1}(\Pi_{n}
\Theta)^{*}\{A^{T}\Pi_{n}\Theta v_{j}+\tilde{v}_{n-j+1}\} . (4.1)
系4.2 ([1]). もし  m_{0}=0 ならば,  n\geq 1 と  j=1 , ,  n に対し,次が成り立つ :
 \phi_{n,j}=c_{0}a_{j}+c_{0}p_{0}^{T}(I_{dM}-\tilde{G}_{n}G_{n})^{-1}(\Pi_{n}
\Theta)^{*}\{A^{T}\Pi_{n}\Theta\Xi_{j}\rho+=--n-j+1\tilde{\rho}\} . (4.2)





ここで,  a_{j}= \sum_{\mu=1}^{K}\overline{p}_{\mu}^{j}\rho_{\mu,1} for  j\geq 1,  p_{0}^{T}=  (I_{d} . , I_{d})\in \mathbb{C}^{d\cross dK},
 \Theta=(\begin{array}{llll}
p_{1}h_{\#}(p_{1})\rho_{1,1}^{*}      0   
   p_{2}h_{\#}(p_{2})\rho_{2,1}^{*}      
      \ddots   
0         p_{K}h_{\#}(p_{K})\rho_{K,1}^{*}
\end{array}) \in \mathbb{C}^{dK\cross dK},
 A=(\begin{array}{llll}
\frac {}{}I_{d}\frac{1-p\overline{p}_{1}11^{1}}{1-p_{2}\overline{p}_{1}}I_{d}
\cdots   \frac {}{}I_{d}\frac{1-p\overline{p}_{2}11^{1}}{1-p_{2}\overline{p}_{2}
}I_{d}\cdots   \cdots   \frac {}{}I_{d}\frac{1-p\overline{p}_{K}11^{1}}{1-p_{2}
\overline{p}_{K}}I_{d}
\vdots   \vdots      
\frac{1}{1-p_{K}\overline{p}_{1}}I_{d}   \frac{1}{1-p_{K}\overline{p}_{2}}I_{d} 
 \cdots   \frac{1}{1-p_{K}\overline{p}_{K}}I_{d}
\end{array}) \in \mathbb{C}^{dK\cross dK},
 \Pi_{n}=(\begin{array}{llll}
p_{1}^{n}I_{d}         0
   p_{2}^{n}I_{d}      
      \ddots   
0         p_{K}^{n}I_{d}
\end{array}) \in \mathbb{C}^{dK\cross dK}, n\geq 0,
 \Xi_{n}=(\begin{array}{llll}
\frac {}{}I_{d}\frac{1-\frac{p}{p}1n1\overline{p}_{1}\overline{p}_{1}^{n}}{1-
p_{2}\overline{p}_{1}}I_{d}\cdots   \frac {}{}I_{d}\frac{1-\frac{p}{p}
2n1\overline{p}_{2}\overline{p}_{2}^{n}}{1-P2\overline{P}_{2}}I_{d}\cdots   
\cdots   \frac {}{}I_{d}\frac{1-\frac{p}{p}n1\overline{p}_{K}\overline{p}_{K}
^{n}K}{1-P2\overline{P}_{K}}I_{d}
\vdots   \vdots      \vdots
\frac{\overline{p}_{1}^{n}}{1-p_{K}\overline{p}_{1}}I_{d}   \frac{\overline{p}
_{2}^{n}}{1-p_{K}\overline{p}_{2}}I_{d}   \cdots   \frac{\overline{p}_{K}^{n}}{1
-p_{K}\overline{p}_{K}}I_{d}
\end{array}) \in \mathbb{C}^{dK\cross dK}, n\geq 1,






および  G_{n}=\Pi_{n}\Theta A,\tilde{G}_{n}=(\Pi_{n}\Theta)^{*}A^{T}\in \mathbb{C}
^{dK\cross dK} である.
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