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ABSTRACT
Infrared detectors are a critical technology frequently used in commercial, military,
and scientific settings. Research and development of modern infrared detectors is
driven by finding new ways to reduce the system’s size, weight, power, and cost while
adding new functionalities without lowering performance. Physics-based numerical
models can be instrumental in lowering the cost of developing such advances. This
dissertation presents three main contributions to further the predictive modeling of
infrared photodetectors.
First, motivated by recent demonstrations of small-pitch focal plane arrays for in-
frared imaging—5 µm for SWIR and 10 to 15 µm for MWIR/LWIR—we use physics-
based numerical simulations to assess the implications on dark current, quantum effi-
ciency, specific detectivity, and modulation transfer function in SWIR In0.53Ga0.47As
FPAs. From the results, we propose a new pixel sub-architecture aimed toward low-
ering dark current and improving MTF.
Second, we present a methodology for simulating the capacitance-voltage (C-V)
vii
characteristics of nBn photodetectors. For junction-based semiconductor devices, C-
V profiling is a common technique for non-destructively characterizing semiconductor
layers in metal-insulator-semiconductor devices by using well-established analytical
relations. However, this type of analysis cannot be directly applied to the barrier
detector’s unique architecture and the formalism must be modified. To this end, we
present a modified analytical formalism based on metal-oxide-semiconductor theory,
and a methodology using the drift-diffusion method; both are used to explore the role
of the device architectural properties on determining the C-V characteristics.
Last, we present several cases of applying neural networks to nBn photodetec-
tor figures of merit. We use artificial neural networks as surrogate models for the
capacitance-voltage, current-voltage, and quantum efficiency to explore the multi-
dimensional parameter space to assess parameter-performance correlations and de-
termine the global role of each feature in shaping each characteristic without the
need for additional simulations. Moreover, using inspiration from image recognition,
we demonstrate that a convolutional neural network can be trained to analyze a C-V
characteristic to yield more information about a device than what would be possible
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1.1 An introduction to infrared photodetectors and imaging
systems
Infrared (IR) radiation was first discovered by Frederick William Herschel in 1800.
Using a prism to spatially separate the spectrum of sunlight, he found that the region
just beyond the visibly red portion was able to heat a set of thermometers (Herschel,
1800). Though rudimentary, this also constituted the first infrared detector. Progress
on developing infrared sensors progressed steadily through the following years. The
1800’s focused on thermal detectors that exploit the thermoelectric property of two
dissimilar metals at different temperatures as a method of detecting heat, with the
first thermopile being invented in 1830 (Rogalski, 2012). The first photon detectors
using photoconductivity were developed in 1930. World War I and II saw the de-
velopment of photocathodes and lead sulfide based photoconductors. Small bandgap
semiconductor alloys using III-V and II-VI materials were first synthesized in the
1950’s and 1960’s. First generation infrared imaging systems were linear scanning
arrays where the scene was imaged one line at a time by mechanically rotating a
mirror and measuring the signal from each pixel (Kinch, 2000, Rogalski, 2010). The
major disadvantages of these linear systems was a required one-to-one electrical con-
nection to each individual pixel, limiting the achievable resolution of the sensor and
inherently low framerates. Second generation systems introduced two-dimensional
staring arrays where the device is hybridized to a separate readout integrated circuit
2
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Figure 1·1: (a) Infrared transmittance of the Earth’s atmo-
sphere (Vatsia, 1972). (b) Spectral irradiance at night for different
phases of the moon in the shortwave infrared (DeWames et al., 2015).
(c) Blackbody spectrum for objects of different temperatures.
(ROIC) (Rogalski et al., 2009). The separate ROIC enables signal multiplexing, re-
ducing the number of electrical connections to the number of rows and columns in the
array, greatly increasing the possible number of pixels. ROIC technology offers other
benefits as well, such as various image processing techniques such as anti-blooming
and preamplifiers. Modern sensors, known as third generation infrared systems, fur-
ther improve upon previous iterations by adding multi-spectral capabilities, achieving
higher sensitivities, higher framerates, smaller pixels, larger image formats, and have
steadily introduced new materials and pixel architectures (Rogalski et al., 2009, Horn
et al., 2003).
Infrared detectors are often categorized by their intended spectral band of op-
eration. Shown in Fig. 1·1(a), the short wave infrared (SWIR) spans 0.9–2.5 µm
the mid wave infrared (MWIR) covers 3–5 µm long wave infrared (LWIR) includes
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8–14 µm and the very long wave infrared (VLWIR) extends past 14 µm. These
distinctions come from the transmission windows for terrestrial applications, where
certain wavelengths of electromagnetic radiation are absorbed or transmitted by the
molecules present in the Earth’s atmosphere. All objects emit radiation based on its
temperature—higher temperatures lead to higher emissivities at higher energy wave-
lengths of electromagnetic radiation. Planck’s law describes the spectral content of
the radiation as (Rogalski, 2010)










where M , h, c, λ, k, and T are the blackbody spectral radiant exitance, Planck’s
constant, the speed of light, wavelength, Boltzmann constant, and temperature re-
spectively. Shown in Fig. 1·1(c), higher temperature objects are more emissive at
higher energy wavelengths. For example, the sun heavily emits in the visible range,
a jet plume peaks in the shortwave infrared, and the human body modeled as an
ideal blackbody source would emit in the longer infrared wavelengths. Accordingly,
MWIR and LWIR detectors are typically developed for surveillance systems to de-
tect human or jet signatures, as well as being less prone to atmospheric scattering
than visible light. Detectors for night vision applications utilize the SWIR band, and
rely heavily on external illumination sources (Dhar et al., 2013); in general SWIR is
photon-starved with the only sources of illumination from background nightglow and
reflected sunlight from the moon’s surface, as shown in Fig. 1·1(b).
In basic terms, a detector absorbs incident radiation and produces a measurable
change in a physical quantity. There are two types of infrared detectors: thermal and
photon. Thermal detectors, such as thermopiles, pyroelectrics, and bolometers use
the resulting change in the material’s temperature to measure a change in voltage,
polarization, and electrical resistance respectively. These types of detectors are well-
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suited to low-cost applications, due to their slow response and sensitivity, with their
primary advantage being the ability to operate at room temperature (Rogalski, 2010).
In this disseration, we focus on a second class of detector: photon detectors. Pho-
ton detectors use the electro-optical response of a material to sense a change in the ma-
terial’s electrical resistance. An incident photon provides enough energy for a bound
valence electron to be excited into the conduction band, creating an electron-hole
pair. These optically generated charge carriers are collected by a contact and sensed
as an electrical signal in an external circuit. There are four broad classes of infrared
detector materials commonly used today: extrinsic single element crystals, chemical
compounds, alloys, and lattice-engineered structures (Vincent et al., 2015). Extrinsic
detectors use a single element crystal, such as silicon or germanium, and introduce im-
purities that have defect states within the material’s bandgap. The difference between
the defect level and the conduction band must be equal to or less than the energy of
the incident photons in order to generate carriers. Detectors based on chemical com-
pounds, such as InAs or InSb, and alloys, like In1−xGaxAs or Hg1−xCdxTe, rely on
the material having a direct bandgap of appropriate energy. These types of detectors
are commonly used as photovoltaics with pn- or pin-junctions. The lattice-engineered
materials exploit the band alignment of two dissimilar semiconducting materials to
form quantum wells or strained layer superlattices that exploit the quantum mechan-
ical properties of electrons and holes to operate. In this dissertation we will only
discuss photodetectors based on semiconducting alloys.
1.2 Infrared detector materials
Most high performance infrared imaging sensors based on semiconducting compounds
or alloys are composed of II-VI or III-V materials. Some single crystal binary com-
pounds, such as InSb, have been widely adopted for use in infrared photodetectors
5







































Figure 1·2: Lowest bandgap as a function of lattice constant for var-
ious zinc blende group II-VI, III-V, and IV compounds and a few of
their corresponding alloys. Solid lines are direct, dotted are indirect.
Data collected from literature (Kasap, 2006, Adachi, 2009, Vurgaftman
et al., 2001).
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due to the ability of growing high quality material in bulk with large wafer diam-
eters. One limitation is the cutoff wavelength is fixed depending on the material’s
bandgap, restricting the spectral windows and applications that the material can be
used for. One workaround is to alloy these compounds with an additional element,
or elements, to form ternary or quaternary alloys. These alloys are usually deposited
as thin films on compatible substrates through epitaxial growth techniques, such as
liquid phase epitaxy (LPE), metalorganic chemical vapor deposition (MOCVD), or
molecular beam epitaxy (MBE). More information on the various growth techniques
can be found in other texts (Kasap, 2006). A few of the most important materials
and their ternary alloys for infrared optoelectronic devices are shown in Fig. 1·2. Of
special note are In1−xGaxAs, Hg1−xCdxTe, and InAs1−xSbx. In1−xGaxAs is lattice-
matched to InP with an indium content of 53%, permitting high quality material
growth on InP with a 1.7 µm cutoff wavelength for SWIR applications. InAs1−xSbx
with small antimony concentrations provides cutoff wavelengths between 4 and 5 µm
on GaSb substrates. Hg1−xCdxTe is undeniably the most noteworthy material for in-
frared photodetectors as its bandgap can be tailored over the entire infrared spectrum
with minimal change in lattice constant. However, challenges in material growth and
device fabrication continue to plague MCT technology, leading to low device yield;
thus new materials and devices are continually being funded for investigation (Capper
et al., 2011, Rogalski, 2012). There have also been research in using SixGe1−x alloys
for SWIR and GexSn1−x alloys for MW/LWIR photodetectors. The former offers
promise of monolithic integration into existing silicon technologies without separate
hybridization, and enhanced absorption strength when compared to plain silicon. The
latter shows promise due to the bandgap extending into the longer wave infrared wave-
lengths to possibly compete with MCT or antimony-based detectors. Development
of new alloys for optoelectronic devices is still an active area of research today.
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1.3 Infrared detector figures of merit
This dissertation is concerned with modeling infrared photodetector performance. In
this section we introduce the figures of merit used when comparing different detectors.
The basic operation of a photovoltaic device is shown in Fig. 1·3. Generally, infrared
detectors are operated in photoconductive mode, with a small reverse bias applied
to the anode. There is a small leakage current under dark conditions, referred to
as dark current. Once the device is illuminated the current-voltage characteristics
change such that a larger photocurrent is observed under reverse bias.1
1.3.1 Dark current
Dark current is one of the most important quantities when discussing infrared pho-
todetectors. There is a current that flows when a voltage is applied to a semiconductor
device. The magnitude of this current in the absence of any optical input is the dark
current, and sets a limit on the minimum detectable optical signal. Infrared detectors
based on small bandgap alloys or compounds inherently have higher amounts of dark
current as there are more carriers available for conduction. As such, these types of
detectors, especially for MWIR and LWIR, are cooled under operation to reduce the
noise level until they are background-limited (Vincent et al., 2015, Rogalski, 2010).
Once a voltage is applied, or light is shined on the material, the system is no longer
in equilibrium. Figure 1·3 summarizes the physical processes in a semiconducting
material that try to bring the device back to equilibrium by generating or recombining
carriers. Several of these processes are intrinsic to the material. Using the thermal
energy of the material, a bound valence electron can gain enough energy to radiatively
excite into the conduction band of the solid as shown in Fig. 1·3(a), leaving behind a
hole in the valence band. There are also multi-carrier interactions, referred to as Auger
1The optical signal must be great enough for the current to exceed the background noise either

















Figure 1·3: (Top) Typical photodiode current-voltage characteristics
under illumination. (Bottom) Various processes for generating charge
carriers in a semiconductor. (a) A radiative process where a bound
valence electron is promoted to the conduction band by using the ma-
terial’s thermal energy, creating an electron-hole pair. (b) A photon
is absorbed to provide the energy to generate free carriers. (c) A
multi-particle process where one particle provides the energy create
an electron-hole pair. (d) Electron-hole pairs are created through an
intermediate defect state within the bandgap. (e) A bound electron in
the valence band tunnels through the energy barrier to a vacant state
in the conduction band.
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generation-recombination, where an energetic carrier provides enough energy to the
lattice to generate an electron-hole pair. In general, the best dark current performance
is achieved in materials that have few defects, and are limited by the radiative and
Auger mechanisms. These detectors are often referred to as being diffusion-limited,
as the only source of dark current is due to these intrinsic generation mechanisms,
where the generated carriers diffuse through the material and are eventually collected
by a contact and sensed in an external circuit. We will discuss diffusion current in
detail in subsequent chapters.
The primary source of excess dark current in photodiodes is due to defects. Defects
can manifest as dislocations or point defects from contaminants and often degrade
the electrical properties of the device. If the defect introduces energy states within
the bandgap of the material, carriers can be more easily generated by using these
intermediate states as shown in Fig. 1·3(d). This process is known as Shockley-
Read-Hall (SRH) generation, and the resultant leakage current is often referred to as
generation-recombination (GR) current. SRH is dominant in depleted regions of the
device (Muller and Kamins, 2003, Choo, 1968). Therefore, when material quality is
known to be poor and GR is the dominant source of dark current, approaches must
be taken to reduce the amount of depleted material. Note, SRH defect states are not
limited to the bulk material. Most exposed semiconductor surfaces have high trap
densities from dangling atomic bonds that lead to excess surface leakage currents that
behave similarly to bulk GR current. As such, a critical step in photodiode fabrication
is properly passivating any exposed semiconducting surfaces. Silicon-based technolo-
gies have an advantage of a high quality native oxide, SiO2. Unfortunately, most IR
materials do not share this property, and require a separate passivating material, typ-
ically deposited through plasma enhanced chemical vapor deposition (PECVD), or
atomic layer deposition (ALD). SiN and SiO2 are frequently used for III-V materials,
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and CdTe is used for Hg1−xCdxTe.
Lastly, another important source of dark current in small bandgap materials is due
to tunneling. At large biases and strong fields carriers can tunnel through the energy
barrier as shown in Fig. 1·3(e), where an electron in an occupied valence band state
tunnels to a vacant conduction state leading to additional dark current. Tunneling
currents can be due to a direct band-to-band process or due to a defect-assisted
process where an intermediate state aids the transition in trap-assisted-tunneling
(TAT) (Sze and Ng, 2006, Rogalski, 2010).
1.3.2 Quantum efficiency
Quantum efficiency (QE), or the collection efficiency of the device, indicates how
efficiently the optical signal is converted to electrical. As carriers are generated as
photons are absorbed, only a certain percentage will be collected and sensed as pho-
tocurrent. Intuitively, QE is the number of sensed charge carriers per second per





where η, Jp, Jd, q, and φ represent QE, photocurrent density
2, dark current density,
electron charge, and incident photon flux. There are a few considerations when dis-
cussing photocurrent. First, photocurrent relies on photons being transmitted into
the device; any reflection induced by surfaces that are not normally aligned to the
incident radiation, or other unique geometrical features, may degrade QE. Second,
the device must have a sufficient thickness in order to absorb a significant fraction of
the radiation. If the device is too thin, light may be transmitted out of the device and
not sensed as signal. Typically devices will have thickness that are at least two times
2Note, in this equation Jp is the photocurrent density due to an incident photon flux. When
measuring the current under illumination, the total signal includes Jp and the dark current Jd. To
obtain this value in practice it may be required to remove the dark current. In most cases, Jp  Jd,
so Jd is negligible, but not always.
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their characteristic absorption length, α−1 where α is the absorption coefficient of the
material. Last, once carriers are generated they must be sensed as photocurrent be-
fore recombining. The inverse processes of Fig. 1·3(a), (c), and (d), or recombination
mechanisms, can annihilate excess carriers as the material returns to equilibrium.
1.3.3 Specific detectivity
It is often required to compare the performance of devices that employ different
materials and architectures. A useful metric that combines the dark current, or
noise, of the detector with the quantum efficiency is specific detectivity, or D∗. D∗ is




where R, N , Ad, and ∆f are the responsivity of the detector with units A/W, the
noise, detector area, and system noise bandwidth. The responsivity is the amount
of output current (or voltage) per incident optical power, and can be related back to







with the latter assuming units of micrometers for the wavelength. Photovoltaic de-
vices are often shot-noise limited (Rogalski, 2010, Vincent et al., 2015, Sze and Ng,
2006). Shot-noise is due to the random nature of carrier generation within the device,
and is given by (Vincent et al., 2015, Rogalski, 2010)
i2N = 2Idq∆f. (1.5)
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Reducing modulation depth (Lower MTF)
Figure 1·4: Bar target with increased aliasing, representing a sensor
with decreasing MTF.







with units of cm Hz1/2 W−1 (Jones) when q, Jd, and λ are expressed in coulombs,
A cm−2, and µm respectively. D∗ is instrumental in assessing performance tradeoffs
in a standardized way.
1.3.4 Modulation transfer function
The principal goal of any imaging system is to accurately reproduce a scene with
high fidelity. The modulation transfer function (MTF) is a common parameter used
to quantify the degree of aliasing that an imaging system introduces in the output.
The MTF describes the system’s response to sinusoids with varying spatial frequencies
and is defined as the Fourier transform of the system’s impulse response (Boreman,
2001). Shown in Fig. 1·4, the lower the MTF the higher degree of aliasing that is
introduced in the target. The aliasing is a byproduct of the discrete sampling ability
of an image sensor. Since the sensor is comprised of discrete imaging elements, there
is a fundamental limit to the spatial frequencies that the sensor can detect. This is
3This expression will overestimate the actual specific detectivity; by assuming shot-noise domi-

























Figure 1·5: Illustration of a three pixel sensor subject to sinusoidal
irradiance profiles of varying spatial frequency. Once the irradiance’s
spatial frequency exceeds the reciprocal of the pixel’s pitch, all contrast
is lost (Boreman, 2001).
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Figure 1·6: The ideal footprint of a image sensor with square pixels.
As the pixel dimensions are reduced, the MTF improves (Boreman,
2001).
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shown in Fig. 1·5 where the size of the pixels sets a limit on the spatial frequency
content that a sensor can preserve. For low spatial frequencies, the pixels’ average
signal accurately represents the irradiance profile. As the spatial frequency increases,
and approaches the reciprocal of the pixel’s pitch, all contrast is lost in the image.
The MTF in an optical system is the product of each subcomponent’s MTF, (Bore-
man, 2001)
MTFsystem = MTFoptics ×MTFsensor ×MTFelectronics × · · ·
In this work we are concerned with the MTF of the image sensor, which can be
written as a product the detector footprint multiplied by the sources of MTF degra-
dation, (Pinkie et al., 2013)
MTFsensor = MTFfootprint ×MTFelectrical crosstalk ×MTFoptical crosstalk.
The footprint of the detector represents the ideal response of the sensor, and is deter-
mined by the size and geometry of the imaging elements. The case of a rectangular










where ξ and η are the spatial frequencies in the x and y directions considering a
top-down view of an two-dimensional array of pixels, and wx and wy are the pixel
dimensions. One method of improving MTF involves reducing the size of the pixels,
as shown in Fig. 1·6. However, while the hypothetical limiting MTFfootprint may
improve with shrinking pixel size, there may be additional technological challenges to
overcome to realize it. For example, smaller devices are inherently more complex to
fabricate as lithography tolerances become tighter, or there may also be additional

































Figure 1·7: (Left) Exemplar photodiode using the double layer planar
heterojunction architecture. (Right) Equilibrium band diagram verti-
cally through the structure at 300K. The absorber and cap background
doping densities are 1016 cm−3, the p-type diffused region is assumed
abrupt with constant doping density of 1018 cm−3.
1.4 Photodetector architectures discussed in this disserta-
tion
There are two types of pixel architectures considered in this work. The first is the dou-
ble layer planar heterojunction (DLPH). The DLPH architecture has been successfully
used with several infrared materials, including In1−xGaxAs and Hg1−xCdxTe (De-
Wames et al., 2015, Reine, 2001). A schematic of the architecture for a SWIR
In0.53Ga0.47As photodiode is shown along with the corresponding vertical band di-
agram in Fig. 1·7. The architecture is similar for MCT devices, but instead use sepa-
rate compositions to form the heterojunctions. The following describes at a high-level
the process for creating the photodiode. Beginning with a substrate, thin layers of
semiconducting material are deposited. The first layer is often a buffer (not shown)
intended to improve the structural and electrical properties of subsequent layers by
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reducing dislocation propagation into the active devices layers in lattice-mismatched
materials and lowering defect densities. Next the absorber is grown epitaxially. Ordi-
narily the absorber’s thickness is chosen based on the characteristic absorption length.
Finally, a large bandgap cap layer is grown. The cap increases the critical thickness
of the absorber to allow thicker material to be grown and acts as a native passivation
for the low bandgap absorber. After the epitaxial stack is grown, the diode is subse-
quently formed. For In0.53Ga0.47As, zinc is diffused through a diffusion mask to form
P+-InP and p+-In0.53Ga0.47As usually by a gas source ampoule approach (Ettenberg
et al., 1999). As noted by other authors, it is crucial that the p+ diffusion reaches
the In0.53Ga0.47As absorber to maintain high quantum efficiency at low biases (De-
Wames et al., 2015). The final steps include depositing an insulating passivation layer
and ohmic contact formation. For FPAs the photodiode arrays are hybridized to a
separate ROIC, through an indium bump bond technique.
The DLPH pixel operates in the same way as a typical p-n photodiode. The
photodiode is operated under small reverse bias, and the resulting change in current
under illumination is measured. Most of the absorption occurs in the absorbing layer.
Electron-hole pairs are generated; if they are generated within a diffusion length of
the depletion region, they may diffuse to the depletion region where the electric field
will separate them. The minority carriers—in this case holes—will drift through the
depletion layer and are collected at the anode and sensed as photocurrent (Sze and
Ng, 2006). A notable feature of the DLPH architecture is a large valence band barrier
to holes at the substrate-absorber interface, shown in Fig. 1·7. This is an important
boundary condition that leads to a higher QE when compared to a p-n homojunction
device as holes are repelled from the interface towards the depletion region. These
details are discussed at length in Chapter 3.
































Figure 1·8: (Left) Exemplar epitaxial stack for an InAsSb-based bar-
rier photodiode with n-type contact and N -type barrier layers. (Right)
Equilibrium band diagram vertically through the structure. Note, at
equilibrium the absorber-barrier interface is accumulated, a small re-
verse bias is required to slightly deplete the interface. The absorber,
barrier, and contact doping densities are 1015, 1015, and 1017 cm−3 re-
spectively. The substrate is idealized GaSb without a conduction band
offset between the substrate and absorber.
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tector. The original proposal for a barrier-style detector is often attributed to White,
where a large bandgap material is sandwiched between two small gap semiconducting
layers with zero valence band offset between the layers (White, 1987). This effec-
tively creates a unipolar unity gain detector as the large barrier in the conduction
band blocks majority carrier flow, preventing any photoconductive gain due to the
asymmetric transit times of the photogenerated electron and holes. In 2006 Maimon
and Wicks demonstrated a MWIR detector, which they labeled “nBn”, using InAs
absorbing and contact layers, and an AlAsSb barrier (Maimon and Wicks, 2006).
Since then, barrier-style devices have enjoyed increasing popularity and success, es-
pecially for MWIR and LWIR, due to the simple fabrication process and several
advantages over other III-V junction-based architectures. The most notable improve-
ments include suppression of GR currents from the absorber and in situ passivation
of the absorber surface. Another attractive feature of the barrier architecture is the
flexibility in design choices. The design readily lends itself for dual-band imaging by
replacing the contact layer with a smaller bandgap material; then, longer wavelengths
will pass through the absorber and be absorbed in the contact layer. By reversing the
polarity of the applied voltage we can target the separate spectral band. Moreover,
the doping density in the barrier and contacts can be replaced with p-type. In this
case, the absorber-barrier interface will start in slight depletion, reducing the required
operating voltage. The n-type case has the advantage of optimizing the operating
voltage around minimizing the dark current since the absorber-barrier interface starts
accumulated (Klipstein, 2008).
In this work, we focus on a barrier-style device using InAs1−xSbx as the absorbing
and contact material. A typical epitaxial stack is shown in Fig. 1·8. Growth will
begin with a buffer layer (not shown) on a GaSb substrate. Afterwards, the absorber
layer (AL), barrier layer (BL), and contact layers (CL) are grown. The final steps for
19
the device fabrication include a mesa delineation etch to isolate the individual pixels,
passivation of the mesa sidewalls, ohmic contact formation, and ROIC hybridization.
Here, we focus on InAs1−xSbx with 9% Sb content, but there has also been progress
in extending the cutoff wavelengths deeper into the MWIR and LWIR with higher
Sb compositions (Lin et al., 2015).
The operation of a barrier photodetector is very similar to a typical photodiode.
Absorption occurs in the absorber and the optically generated carriers diffuse towards
the absorber-barrier interface. As shown in the band diagram in Fig. 1·8, for low to
moderate doping densities the barrier layer will be fully depleted, and the minority
carriers are collected by the field and sensed as additional photocurrent. The barrier
device is often referred to as a unipolar photodetector of unity gain, due to the
presence of a large barrier in the conduction band preventing photoconductive gain
due to the asymmetric transit times of the optically generated carriers (Sze and Ng,
2006, Klipstein, 2008). The detector is a minority carrier device and is analogous to
back-to-back heterojunction diodes (Reine et al., 2014).
1.5 Scope and organization of this research
Since their first appearance in the late 1980’s and early 1990’s infrared focal plane
arrays have seen a consistent drive for reducing their size, weight, power consumption,
and cost. One approach that can achieve all of these requirements is reducing the
pixel size. Indeed, shown in Fig. 1·9 pixel sizes have steadily decreased over time, with
recent demonstrations of 5 µm pixel pitch FPAs for SWIR and 10 to 15 µm pitches for
MWIR and LWIR4 (MacDougal et al., 2020, Yuan et al., 2012, Rogalski et al., 2016).
One advantage, mentioned previously, is that smaller pixels are able to capture more
closely spaced object with higher quality as the detector’s MTFfootprint would improve.
4This is mostly due to dual-band detectors being fabricated at MWIR pitches (Rogalski et al.,
2016).
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Figure 1·9: Pixel size over the past 30 years from various producers
of infrared imaging systems. A small amount of jitter has been added
to the points to improve the clarity of overlapping data.
Assuming f/# = 1.4 for SWIR (λ = 1 µm) and for MWIR (λ = 4 µm), the image
sensor would require pixel pitches smaller than 3.4 µm and 13.6 µm for the system’s
MTF to transition from detector-limited to optics-limited (Holst, 2007, Rogalski et al.,
2016).
There are additional advantages for moving to smaller pixels aside from improving
image quality. One is the ability to leverage an economy of scale, where as pixel pitches
are reduced, focal plane arrays with the same resolution have less material footprint,
allowing for more focal plane arrays per wafer. Conversely, higher resolutions are
achievable with similar die sizes. Furthermore, if a smaller die size is available, the
size of the optical elements can be reduced, helping in reducing the total size and
weight of a portable system (Rogalski et al., 2016).
To this end, this dissertation offers several contributions to the development of
infrared photodetectors. In the first half, we review challenges at the detector-level
when moving to smaller pixels. Using a three-dimensional numerical model for simu-
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lating the performance of In0.53Ga0.47As DLPH photodiodes, we discuss the impact on
pixel size reduction in terms of dark current, D∗, and MTF, and introduce a strategy
intended to mitigate any adverse effects. Though the results and discussion are based
on In0.53Ga0.47As, most of the trends, methodology, and analysis can be applied to
other material systems and devices.
The second half of the dissertation continues to build on existing simulation tech-
niques for infrared photodetectors. Using a combination of analytical and numerical
modeling we offer a comprehensive overview of the capacitance-voltage (C-V) char-
acteristics of barrier detectors. The results of an extensive parametric study of nBn
devices with N− and P−type barrier layers are explained by the underlying device
physics, and shown to agree well with metal-oxide-semiconductor capacitor theory
for certain parameter choices. From this study, it was determined that the C-V pro-
file of barrier detectors can offer a deeper insight into the underlying photodiode
architecture than what is typically expected from C-V profiling.
Finally, we present several applications of applying artificial neural networks
(ANNs) to infrared detector characteristics. First, using the insight from the C-V
modeling we demonstrate that ANNs are able to be used as a surrogate model for the
C-V characteristics of nBn devices, and are useful to visualize and understand the
role of each feature in multi-dimensional parameter spaces. Second, we demonstrate
that convolutional neural networks (CNNs) can be trained to predict the underlying
device architectural properties when given a C-V profile as input. Then, the CNN can
be used as an enhanced analysis tool for C-V characteristics to gain more information
about the device than what would be possible through conventional C-V profiling.
Finally, using ANNs we explore the tradeoffs between QE and dark current for com-





This chapter provides a brief overview of the methods used to generate the results in
this dissertation. First, we discuss the finite-difference time-domain (FDTD) method
for simulating the electromagnetic field throughout electro-optical devices. Second, we
introduce the set of equations that comprise the drift-diffusion method for simulating
carrier transport in semiconductor devices. Finally, we provide an overview of the
simulation strategy to compute the figures of merit.
2.1 Finite-difference time-domain
2.1.1 First-order finite differences in one dimension
Consider the Taylor series expansion of a function f(x) about xi given by










Evaluating (2.1) at x = xi + ∆x gives








Rearranging (2.2) to solve for f ′(xi) results in the well-known first-order right hand
side finite-difference formula
f ′(xi) ≈




where O(∆x) is the truncation error introduced by dropping the higher order terms
in the approximation. Following similar logic, evaluating (2.1) at x = xi −∆x gives
f(xi −∆x) = f(xi)− f ′(xi)∆x+
f ′′(xi)
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By subtracting (2.2) and (2.3), and again solving for f ′(xi), we derive the central
difference formula
f ′(xi) ≈
f(xi + ∆x)− f(xi −∆x)
2∆x
+O(∆x2). (2.4)
Notice that the truncation error is now of the order O(∆x2) due to the odd terms
canceling out. The central difference equation enables an approximate solution of a
function’s derivative at a point by simply using the functions values at the neighboring
grid points. The central difference also reduces the truncation error quadratically with
reduction in ∆x. We will see later that this is useful for solving initial and boundary
condition problems containing partial differential equations.
2.1.2 Maxwell’s equations
Using the equations from the previous section, and following (Taflove and Hagness,
2005), we derive the finite-difference time-domain equations for finding the wave so-
lution to Maxwell’s equations. Maxwell’s equations are ubiquitous in science and en-
gineering for numerous applications requiring understanding of the electromagnetic
properties and performance of electronic circuits, motors, antennas, and of course,
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sensors. In differential form, Maxwell’s equations are written as
∂B
∂t
= −∇×E −M , (2.5)
∂D
∂t
= ∇×H − J , (2.6)
∇ ·D = 0, (2.7)
∇ ·B = 0, (2.8)
where (2.5) is Faraday’s law, (2.6) is Ampere’s law, and (2.7) and (2.8) are Gauss’ laws
for electric and magnetic fields respectively. The symbols appearing in (2.5)–(2.8) are
defined as:
B - magnetic flux density (Wb m−2)
E - electric field (V / m)
M - magnetic current density (V m−2)
D - electric flux density (C m−2)
H - magnetic field (A m−1)
J - electric current density (A m−2)
D and H are also commonly referred to as the electric displacement field and
magnetizing field respectively, and in materials with frequency, direction, and field
independent electronic and magnetic properties can be given by
D = εE = ε0εrE (2.9)
H = µB = µ0µrB (2.10)
where ε0, εr, µ0, and µr are the free space permittivity, relative permittivity, free space
magnetic permeability, and the relative magnetic permeability. J and M represent
the electric and magnetic current densities, and are proportional to the electric and
magnetic fields in addition to any sources of electromagnetic flux, or,
J = Jsource + σE (2.11)
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M = Msource + σ
∗H . (2.12)
where σ and σ∗ are the electric conductivity and magnetic loss. Substituting (2.9)–
















(Jsource − σE). (2.14)
These equation comprise a set of six coupled scalar equations that when solved, de-
termine the propagation of electromagnetic radiation through a medium. Expanding
















































































Equations (2.15)–(2.20) comprise the system of first order partial differential equa-
tions that must be solved to obtain a solution for a propagating electromagnetic







































Figure 2·1: (Left) The arrangement of electric and magnetic field
components on a cubic grid. (Right) Time and space discretization of
the Yee algorithm. After (Taflove and Hagness, 2005).
received wide adoption as an accurate, numerically stable, and robust solution (Yee,
1966). This section covers the basic principles of the approach; for more informa-
tion regarding either FDTD, or the Yee algorithm, readers are encouraged to look
elsewhere (Taflove and Hagness, 2005).
Consider a discretized space three dimensions where each cell has a constant width
in each direction, ∆x, ∆y, and ∆z in the x, y, and z directions respectively. In the
Yee algorithm the electric and magnetic field components are interleaved through-
out the unit cell as shown in Fig. 2·1. Similarly, (2.15)–(2.20) have both spatial
and temporal components, as such we assume a constant time step of ∆t. A sim-
ilar interleaving approach is used to distribute the electric and magnetic fields to
implement a leapfrog algorithm in time, also shown in Fig. 2·1. For consistency, we
adopt the same shorthand notation in (Taflove and Hagness, 2005) for each scalar
component of H and E. For example, the value of Ex at t = tn and position
(x, y, z) = (xi, yj, zk) is written E
n
x,i,j,k. Values of Ex at time t = tn + ∆t and po-
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sition (x, y, z) = (xi + ∆x, yj + ∆y, zk + ∆z) is written E
n+1
x,i+1,j+1,k+1. To illustrate





















The term on the left-hand side includes the value of Ex at the next time step, E
n+1/2
x,i,j,k ,
and the previous value, E
n−1/2
x,i,j,k . All the terms on the right-hand side are at the current
time, tn. Only the previous value of Ex,i,j,k at tn−1/2 has been computed, so the value




x,i,j,k . Making this substitution

























Equations similar to (2.22) are used to update the values of the components of E
and H throughout the simulation domain as time is stepped during the solution.
The elegance of Yee’s solution to Maxwell’s equations cannot be understated; the
FDTD approach is favorable over solutions of scalar wave equations as it includes
both electric and magnetic field components, and it can be shown that the Yee unit
cell satisfies Gauss’ laws (2.7) and (2.8) (Taflove and Hagness, 2005).
1Notice that the central differences for both the partial derivative with respect to time and space
centered around ±1/2∆t, ±1/2∆y, and ±1/2∆z, instead of ±∆x in Eq. (2.4).
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2.2 Drift-diffusion model
In this section, we review the equations that are involved when using the drift-diffusion
(DD) method to simulate carrier transport in semiconductor devices.
2.2.1 Continuity equations
Consider a thin slice of semiconducting material located at x with thickness dx. The
rate of change of minority carriers in this slice is then equal to the difference between
the inward and outward flux of carriers, plus the difference of the number of created






Adx+ (Gp −Rp)Adx, (2.23)
where p, Jp, Gp, and Rp are the hole concentration, hole current density, hole genera-


















The current densities for the carriers are comprised of two components. The first is
due to an external force enacting on the carriers. When a voltage is applied across a
semiconductor, an electric field is created that provides energy to the system. Elec-
trons and holes gain a drift velocity based on the direction of the external field,
resulting in a drift current given by
Jn,drift = nqµnE , (2.26)
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and
Jp,drift = pqµpE , (2.27)
where µn, µp, and E are the electron and hole mobilities and the electric field. The
second component of current is due to the random motion of free carriers. To first





















These two current components are the diffusion currents, and indicate that gradi-
ent of the carrier concentrations follows the direction of high to low concentration.

























or in three dimensions
∂p
∂t




= ∇ · (µnnE + qDn∇n) +Gn −Rn. (2.33)
Equations (2.32) and (2.33) when combined with Poisson’s equation,
∇ · ∇φ = −q
ε
(n− p+NA −ND), (2.34)
comprise the set of coupled equations that are used in the drift-diffusion method. For
performing the numerical calculations in this work we use the drift-diffusion simu-
lator provided by Synopsys Sentaurus TCAD. The software uses a direct numerical
simulation method based on finite-volumes to solve (2.32)–(2.34) for the unknowns,
n, p, and φ.
2.3 Simulation strategy
As mentioned previously, the Sentaurus TCAD software suite is used to perform
both the finite-difference time-domain and drift-diffusion simulations. This section
serves as concise overview of the simulation approach adopted in this work. More
details on the development of the approach, methodology, and validation against
various infrared photodetectors are offered in other works (Bellotti and D’Orsogna,
2006, Pinkie et al., 2013, Wichman et al., 2014).
2.3.1 Quantum efficiency
The simulation workflow begins with discretizing the device of interest. Special care
must be taken to ensure that the grids are dense enough in important regions, such
as near contacts, junctions, interfaces, and regions with varying quantities such as
electric fields, composition, or doping. For FDTD simulations, a tensorial mesh is
used with cell sizes that depend on the material and wavelength of the simulation as
cellsize =




Figure 2·2: (Top) Tensorial grid for FDTD simulation of a device
with a monolithically integrated microlense. (Bottom) Finite-element
tetrahedral grid for drift-diffusion simulation of a mesa-style photodi-
ode.
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where n and k are the index of refraction and extinction coefficient. The number of
nodes per wavelength generally must be higher than 10, but can be increased as needed
to improve stability or accuracy. In this work the nodes per wavelength is between 15
and 25 for three-dimensional calculations, and 50 for one- or two-dimensional simu-
lations. For drift-diffusion simulations a finite-element mesh composed of tetrahedral
elements is used. Examples of these meshes are shown in Fig. 2·2.
First, a FDTD simulation is used to calculate the electromagnetic field throughout
the device. When calculating the QE, we assume uniform plane wave illumination.








where Eph is the photon energy and Sav is the time-average Poynting vector (Synop-
sys, 2017b). At the conclusion of the simulation the optical generation is interpolated
onto a finite-element mesh for subsequent drift-diffusion simulation. Two separate
drift-diffusion simulations are performed. The first is under dark conditions to mea-
sure the dark current. The second uses a previously computed optical generation
profile to calculate the photo current for a given wavelength and photon flux. From
these quantities the QE can be calculated.
2.3.2 Modulation transfer function
Simulating the MTF of a focal plane array has similarities with the measurement of
the point spread function (PSF) of an image sensor, but on a smaller scale (Boreman,
2001). The basic premise to simulating the MTF is to measure the response of a pixel
as a function of illumination source position; these mappings are referred to as spot-
scan (SS) profiles. The spot-scan profile is built from measuring the photocurrent
in the central pixel of a 3x3 array as a function of the position of a Gaussian beam
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Figure 2·3: Idealized impulse response of a pixel with a Gaussian
beam excitation. Solid line is the box function, dashed line is the
convolution of the box function with a Gaussian pulse.
excitation. The total simulated MTF from the subsequent drift-diffusion simulations
is then defined as the Fourier transform of this spot-scan profile
MTFDD = F(SSphotocurrent(x, y)). (2.35)
Consider sweeping a beam across the center of a pixel array centered at x = 0
in one dimension from x = -pitch to x = +pitch. The ideal impulse response of the
central pixel considering a point source is given by a box function of width equal
to the pitch (Boreman, 2001). This intuitively describes the ideal behavior of a
rectangular array; as the source is scanned off of the central pixel the signal should
immediately drop to zero as all the signal should then be collected by the illuminated
pixel. However, the simulated source has a spatial distribution whose normalized
intensity at a given depth under normal incidence is given by
IGB(r) = e
−2r2/r20 .
Shown in Fig. 2·3 is the convolution of the box function with the Gaussian intensity
profile, which represents the ideal simulated response to a Gaussian excitation. Given
34
this information, the total simulated MTF is given by
MTFDD =
MTFfootprint ×MTFelectrical crosstalk ×MTFoptical crosstalk ×MTFGB (2.36)
where MTFelectrical crosstalk is due to carriers diffusing from the pixel they were gener-
ated in to adjacent ones, MTFoptical crosstalk is due to photons scattering into neighbor-
ing pixels from any surface features such as mesa sidewalls or contacts, and MTFGB
is the contribution from the Gaussian beam excitation given by
MTFGB = F(IGB).








This correction for the spatial content of the Gaussian beam has been verified to yield
accurate results (Pinkie et al., 2013).
We can also determine the contribution to the MTF from optical crosstalk from
the simulations. During the FDTD simulations the optical generation throughout
the device is calculated for each beam position. The total optical generation in the





The Fourier transform of this set of total optical generation versus position gives the
FDTD simulated MTF:
MTFFDTD = F(SSgeneration). (2.38)
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Similar to the MTF from the photocurrent spot-scan, the MTF from the FDTD
simulations has the Gaussian beam spatial content embedded in it, and must be
corrected
MTFFDTD = MTFoptical crosstalk ×MTFGB ×MTFfootprint. (2.39)
Hence, the MTF contributions from optical and electrical crosstalk can be obtained













Diffusion current and ideal performance of
junction-based photodiodes
This chapter reviews the solutions of the continuity equations with the goal of deriv-
ing analytic expressions for the dark current, photocurrent, and quantum efficiency
of junction-based infrared photodetectors. In this chapter we are interested in the
diffusion-limited performance, and focus on solutions to the continuity equations ap-
plied to the quasi-neutral regions of the photodiode. Following a similar procedure
to Trezza et al., we also review the various boundary conditions that are present
when considering arrays of photodiodes, and study how they affect these figures of
merit (Trezza et al., 2011).
3.1 p-n junctions
The foundation of a basic photodiode is a p-n junction. Consider the structure shown
in Fig. 3·1. In developing the following analytical models we assume that the junction















Figure 3·1: One-dimensional representation of a p-n junction.
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thinner such that the p-n junction diffusion current is limited by the diffusion of holes








where p = pn0 + ∆p, pn0 is the equilibrium minority carrier concentration, and ∆p
is the excess carrier concentration caused by non-equilibrium conditions, such as
an applied voltage or incident photon flux. The external generation rate, Gp, is
























In this section we assume the Shockley-Read-Hall lifetime, τSRH, is long enough such
that Auger and radiative recombination are dominant. The radiative and Auger









where B and C are the radiative and Auger coefficients. This discussion is based on
using lattice-matched In0.53Ga0.47As as the semiconductor material. A summary of
the material models is provided in the appendix.
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Figure 3·2: (Top) Excess minority carrier concentration and (bot-
tom) current density under dark conditions for varied ratios of diffusion
length and quasi-neutral region width.
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3.1.1 Dark current density
By substituting p(x) = pn0 + ∆p(x) into (3.1) and assuming steady-state we obtain














∆p(Wn) = 0. (3.8)
The first assumes a sufficiently large reverse bias, |Va| > kT/q, such that the value of
the total minority carrier concentration is zero at the edge of the depletion region. The
second represents an ohmic contact that maintains the minority carrier concentration
at its equilibrium value. The solution of (3.6) is











where Lp is the minority carrier diffusion length given by
√
Dpτp. Recall that the
current density is proportional to the gradient of the minority carrier concentration,





























Equation (3.11) is the well-known saturation current used in the ideal diode equation,
capturing both the long- and short-base solutions. Figure 3·2 shows the minority
carrier profiles and current densities as a function of the ratio of the quasi-neutral
region width and minority carrier diffusion length. For small quasi-neutral regions and
long diffusion lengths, the carrier profile is linear and the current density is constant
with position and is solely dependent on the width of the n region, with shorter
regions leading to higher dark current. For short diffusion lengths and long quasi-
neutral regions the minority carrier concentration is able to return to its equilibrium
value, and the dark current is independent of the n region length, and is dependent
on the diffusion length.
3.1.2 Photocurrent density and quantum efficiency
Consider the case of uniformly illuminating the n side of the p-n junction, neglecting
any surface reflection. Provided that the incident photon energy is greater than or
equal to the bandgap of the semiconductor, the radiation is absorbed and generates
electron-hole pairs. This can be included in (3.1) as a generation term modeled by
the Lambert-Beer law where the intensity of the radiation falls exponentially with
absorption depth for a single-pass of the radiation, or in terms of optical generation,
Go(x) = αφe
−α(Wn−x), (3.12)
where α and φ are the absorption coefficient and incident photon flux respectively.




















































Figure 3·3: (Top) Excess minority carrier concentration and (bottom)
current density under illumination for varied ratios of diffusion length
and quasi-neutral region width. φ = 5 · 1013 ph cm−2 s−2, λ = 1.5 µm,
and α = 8165.5 cm−1.
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Wn = 0.5 µm
Wn = 1 µm
Wn = 1.5 µm
Wn = 2 µm
Wn = 2.5 µm
Wn = 3 µm











Wn = 0.5 µm
Wn = 1 µm
Wn = 1.5 µm
Wn = 2 µm
Wn = 2.5 µm
Wn = 3 µm
Figure 3·4: (Top) Diffusion-limited quantum efficiency and (bottom)
specific detectivity for In0.53Ga0.47As p-n junction at T = 300K as a
function of absorber thickness and wavelength.
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The solution to this second-order inhomogenous differential equation is






























−α(Wn−x) + γe−x/Lp−Wnα + pn0e












−αWn + γe−αWn + pn0 + ξ
)
(3.16)
Figure 3·3 shows the resulting carrier profiles and current densities for λ = 1.5 µm,
φ = 5·1013 ph cm−2 s−1, and α = 8165.5 cm−1 for various ratios of diffusion length and
quasi-neutral width. Due to the nearby contact maintaining the carrier concentration
at its equilibrium value, the profile has a peak at a short depth into the device. The
direct implication is shown in the current density where it has both positive and
negative values, indicating a flux of optically generated carriers diffusing toward the
cathode where they are collected and not sensed as additional photocurrent. For short
devices or long diffusion lengths some carriers are able to be collected as photocurrent;
for long devices the concentration returns to its equilibrium value and the only current
is the original dark current.























Generally, In0.53Ga0.47As, layers are thin, and the previous discussion would indicate
that for the case of a p-n junction based device a thinner n region offers higher pho-
tocurrent. Figure 3·4 shows the expected QE and D∗ from Eq. (1.6) for a p-n junction
with In0.53Ga0.47As materials parameters over wavelength. Exceptionally thin layers
will have a lower QE for longer wavelengths as not enough of the radiation is ab-
sorbed before being transmitted. Large layers will have the QE decrease for shorter
wavelengths as carriers are lost to the neighboring contact for shallow absorption
depths. D∗ includes the contribution from the dark current. Thinner layers will have
a higher dark current and lower QE, and hence, D∗ will be lower than the other cases.
Considering all cases, the QE is lower than desired, with a peak value of about 30%.
3.2 Modified boundary conditions in planar focal plane ar-
rays
The discussion of minority carrier current densities in the previous section is useful
as an introduction to the continuity equations and solutions, and as an outline to es-
timating QE and D∗. However, in many FPAs the pixel architecture is not comprised
solely of a p-n junction. Most infrared sensors contain several layers that are grown on
a compatible substrate. The diode is subsequently formed in the subsequent processes.
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Figure 3·6: (Top) Normalized excess carrier density and (bottom)
minority carrier current density versus normalized position for varied
ratios of quasi-neutral width to diffusion length for a p-n-N junction
with zero carrier flux boundary condition at x = Wn.
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Figure 3·7: (Top) Normalized excess carrier density and (bottom)
minority carrier density under illumination versus normalized position
for varied ratios of quasi-neutral width and diffusion length for a p-
n-N junction with zero carrier flux boundary condition at x = Wn.
φ = 5 · 1013 ph cm−2 s−2, λ = 1.5 µm, and α = 8165.5 cm−1.
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Wn = 0.5 µm
Wn = 1 µm
Wn = 1.5 µm
Wn = 2 µm
Wn = 2.5 µm
Wn = 3 µm










Wn = 0.5 µm
Wn = 1 µm
Wn = 1.5 µm
Wn = 2 µm
Wn = 2.5 µm
Wn = 3 µm
Figure 3·8: (Top) Diffusion limited quantum efficiency and (bottom)
specific detectivity for an In0.53Ga0.47As p-n-N based photodiode verus
wavelength for varied absorber thickness.
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Depending on the band alignment of the materials, this can change the boundary
conditions used when considering the continuity equations. For In0.53Ga0.47As DLPH
photodiodes, the In0.53Ga0.47As layers are grown on an InP substrate. Considering
the case of an N+ substrate with an n-type absorber, there is a large valence band
barrier to holes. This introduces a zero flux Neumann boundary condition. Vertically,
we can study how this affects the minority carrier transport by applying the previous
analysis to p-n-N junctions.
3.2.1 p-n-N junctions
The boundary conditions for the reference coordinate system in Fig. 3·5 are




The solutions for ∆p(x), Jd(x), and Jd(0) are


































The resulting excess carrier profile and current densities under dark conditions are
shown in Fig. 3·6. For large quasi-neutral regions or short diffusion lengths the
minority carrier profile is able to return to its equilibrium values. For short regions
or long diffusion lengths this is no longer the case; the minority carrier profile is
suppressed below its equilibrium value through the entire region. This manifests as
a reduction in the minority carrier current density. In contrast to the original p-n
junction where a long diffusion length with a short quasi-neutral region resulted in a
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larger current density due to the steeper minority carrier slope as the contact fixes the
minority carrier density at its thermal equilibrium value, the p-n-N junction results
in a much lower current density.
Again assuming a Beer’s law absorption, and assuming theN region has a bandgap
large enough to not absorb any of the incident radiation, the minority carrier con-
centration and current densities under illumination have the same forms as (3.14)
and (3.15) with
ξ = −γe
−αWn + γαLpeWn/Lp + pn0
e2Wn/Lp + 1
. (3.23)
Figure 3·7 presents the modified excess carrier profiles and current densities under
illumination. Now, instead of having a peak excess carrier density away from the
quasi-neutral region edge, the peak is at exactly x = Wn. Consequently the current
density is always negative with position, indicating carriers diffusing towards the
depletion edge; no carriers are lost by diffusing away from the depleted edge, like
what was observed in the p-n case. However, if the quasi-neutral region is too long,
or diffusion length too short, the carriers will recombine before reaching the depletion
edge and will not be sensed as additional current, like the previous p-n case. These
behaviors are also reflected in Fig. 3·8 where the QE is nearly perfect for thicker
quasi-neutral regions and D∗ is improved by an order of magnitude, due to the higher
QE and lower dark current.
3.2.2 pnp-junctions
In a planar array of photodiodes the neighboring junctions may interact with each
other and change the minority carrier profiles laterally through the device. A useful
way to study this is to consider the case of a p-n-p junction shown in Fig. 3·9. In this
case, the boundary conditions are





















Figure 3·9: One-dimensional representation of two neighboring photo-
diodes comprising a p-n-p junction. In this case, the optical generation
is constant with respect to x and depends on z and the height of the
p-n-p junction with respect to the illuminated surface—in this example
the base of the junction is illuminated.
∆p(Wn) = −pn0, (3.25)
assuming both diodes are held had the same sufficiently large reverse bias. With this
set of symmetric boundary conditions, the solutions to the continuity equation under
steady-state are


































Notice that the above solutions are identical to the previous solutions to the p-n-N
junction if the right-hand-side boundary was located at x = Wn/2. The implication
is that when considering two neighboring junctions there is a symmetry plane of zero
flux half way between the two junctions where the minority carrier profile reaches a
maximum value, as shown in Fig. 3·11. The dark current density has both positive and
negative values, indicating carriers diffusing from the center towards each junction.
For large distances between neighboring junctions, or equivalently short diffusion
lengths, the junctions behave as normal long-base diodes where the dark current
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Figure 3·10: (Top) Normalized excess carrier density and (bottom)
minority carrier current density versus normalized position for varied
ratios of quasi-neutral width to diffusion length for a p-n-p junction
with zero carrier flux boundary condition at x = Wn.
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Figure 3·11: (Top) Normalized excess carrier density and (bottom)
minority carrier density under illumination versus normalized position
for varied ratios of quasi-neutral width and diffusion length for a p-n-p
junction. φ = 5 · 1011 ph cm−2 s−2, λ = 1.5 µm, and α = 8165.5 cm−1.
53





















Wn = 5 µm
Wn = 25 µm
Wn = 100 µm
Wn = 250 µm











Wn = 5 µm
Wn = 25 µm
Wn = 100 µm
Wn = 250 µm
Figure 3·12: (Top) Diffusion limited quantum efficiency and (bottom)
specific detectivity for an In0.53Ga0.47As p-n-p based photodiode verus
wavelength for varied distance between p-n junctions. The thickness
along z is assumed to be 200 nm.
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depends on the minority carrier diffusion length. For long diffusion lengths, or short
distances between junctions, the minority carrier is substantially suppressed; the dark
current falls steadily with shrinking distance.
The direction of illumination is orthogonal to x in this discussion, that is, the opti-
cal generation rate is determined by the depth of the p-n-p junction and is dependent
on z and constant with x. It can be shown that












G(z) = αφe−αz. (3.30)


























The minority carrier profile and current density under illumination has the same
forms as under dark conditions, as shown in Fig. 3·11. With enough distance between
the junctions, the excess minority carrier concentration will reach a constant value
determined by the product of the optical generation rate and minority carrier lifetime.
In the previous discussions of p-n and p-n-N junctions the illumination direction
was the same as the current density. Hence, the areas for the current density and
photon flux in (3.17) would cancel without needing to convert the quantities to carriers
per second and incoming photons per second. However, in this case the photon flux
is incident in the xy-plane while the current density along x is into the yz-plane.
Therefore to accurately calculate the QE it is necessary to compute the total current




















Figure 3·13: Schematic of a DLPH photodiode highlighting the
sources of diffusion current.
thickness along z of the absorbing region, and zj is the junction depth measured from
the top of the layer, and multiply φ by Wn. The result is shown in Fig. 3·12. The
low QE is due to the assumed thickness of the p-n-p junction of only 200 nm, and
that in a true representation of the array, the QE would be two times greater; the
exemplar p-n-p junction would be mirrored on the left-hand-side leading to twice the
photocurrent. We would use the same value of Wn to normalize φ since this would be
the effective optical input area of the pixel of interest. Finally, it is observed that the
QE approaches its peak values for each wavelength as long as the junctions are within
a diffusion length of each other, and does not degrade as the inter-pixel spacing is
reduced.
3.2.3 Lateral versus vertical transport
Using the insight from the previous one-dimensional analysis, we can develop an ap-
proximation for the dark current and photocurrent for a three-dimensional pixel in a
planar photodiode array. One approach is to solve the continuity equations in either
spherical or cylindrical coordinates, with appropriate boundary conditions (Grimber-
gen, 1976, Trezza et al., 2011, Wichman et al., 2014). Assuming cylindrical coor-
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As shown in Fig. 3·13, we assume that there are two components that contribute to the
current. The first is a lateral current that depends on the pixel dimensions, and the
second is a vertical component that is determined by the thickness of the material and
junction radius and depth. Assuming no azimuthal or axial dependence, the lateral
component only depends on the radial distance, r. Laterally, (3.33) becomes under











whose solutions are modified Bessel functions of order zero. From the previous dis-
cussions of p-n-p junctions we can reasonably assume a zero flux boundary condition
on the pixel edges1. The appropriate boundary conditions are




where r0 = rj+Wd and the quasi-neutral width rn depends on θ as rn(θ) = W sec(θ)/2
for θ = 0 to π/4 for the case of a square pixel of pitch W . Wd is the depletion width
2.
1Wichman et al. also showed with three-dimensional numerical simulation results that there
are symmetry lines along pixel boundaries in rectangular arrays where the minority carrier profile
reaches a maximum, and noted that this can be interpreted as a zero flux condition along the pixel
edges (Wichman et al., 2014).
2For this analysis we assume Wd is the one-dimensional width. Recall that for an asymmetric
junction with Na  Nd, Wd can be approximated by
√
2ε(Vbi − Va)/qNd where Vbi is the built-in
potential given by kT ln (NdNa/n
2
i )/q (Muller and Kamins, 2003).
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The solutions for ∆p and Jd from (3.40) with these boundary conditions are














where Iα(x) and Kα(x) are the modified Bessel functions of the first and second kind
respectively. To calculate the total current due to the lateral component, we integrate















The integral in (3.39) does not have a closed-form expression for the case of a square
pixel, and must be solved numerically4.















3A more physically appropriate integration surface would be along the depleted cylindrical sur-
face. This, however, neglects an important contribution to the current from the bottom corners of
the pixel. To approximate these corner effects we extend the integration surface through the whole
device.
4If we neglect the azimuthal dependence of the quasi-neutral width, the surface integrals become
trivial. However, this causes the analytical model to systematically underestimate the total current
due to the currents from the corners since the model does not capture the higher current densities
from the larger distance from the junction to the pixel corners.
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The resulting photocurrent density at r = r0 is















where ∆G = G(0)−G(tA).
Without radial and azimuthal dependence the vertical current component reduces
to the same one-dimensional differential equations used in the previous discussion of
p-n-N junctions. The total currents are obtained by simply integrating along the
circular surface at the bottom of the cylindrical depleted region. Hence, the total
vertical current is just the current densities multiplied by π(rj +Wd)
2.
To validate the model we compare the expected dark current and quantum effi-
ciency with a 3D drift-diffusion simulation of a similar device. More details about
the numerical model are discussed in Chapter 4. Shown in Fig. 3·14, the analytical
model shows excellent agreement with representative drift-diffusion simulations.
Figure 3·15 shows the lateral and vertical dark current components as a function
of the ratio of pixel pitch to diffusion length. Once the pixel pitch approaches the
minority carrier diffusion length, the total dark current falls with reducing pitch. The
primary source of dark current, assuming rj is small compared to the pitch, is lateral
diffusion from the pixel boundaries. Once the pitch is reduced well below the diffusion
length, the vertical component becomes important. Of course, if rj is large, and if the
material is thicker like what is commonly used for MW/LW detectors, the vertical
component may be dominant.
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Figure 3·14: (Top) A comparison of the predicted dark current by the
pseudo-3D analytical model with drift-diffusion simulation as a func-
tion of pixel pitch. (Bottom) A comparison of the analytical quantum
efficiency with a numerical simulation versus wavelength. The simu-
lated QE has been corrected to neglect surface reflection from the InP
substrate to align with the assumptions in the analytical modeling.
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Figure 3·15: (Right) Dark current versus ratio of pixel pitch and
diffusion length for the vertical and lateral current components. rj =
2 µm, tA = 3 µm, Va = −200mV, T = 300K.
3.3 Conclusion
In this chapter we explored the solutions to the minority carrier continuity equations
to derive equations for the diffusion-limited dark current, QE, and D∗ in p-n, p-n-N,
and p-n-p junctions. It was shown that due to the zero flux boundary condition for
a p-n-N heterojunction reflecting minority carriers away from the cathode, the QE
is improved from 30% to almost perfect when compared to a p-n homojunction. It
was also noted that once the distance between two neighboring diodes is reduced
to within a diffusion length, the minority carrier profile is suppressed, resulting in a
lower current density. Finally, by extending the analysis to cylindrical coordinates a
model for the dark current and QE in a three-dimensional photodiode was developed
and validated by a three-dimensional drift-diffusion simulation. From this, it was
shown that a substantial contribution to the dark current is from the lateral diffusion
of minority carriers from the pixel boundaries.
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Chapter 4
Dense array effects in planar arrays
This chapter reviews the consequences of moving towards smaller pixel pitches in
planar infrared focal plane arrays. Though the chapter focuses on In0.53Ga0.47As
FPAs for SWIR sensing, much of the discussion is applicable to other detectors and
spectral bands. First, we introduce the numerical model and compare the predicted
dark current and quantum efficiency of a typical pixel to data from literature. Then,
we explore how the dark current, QE, and MTF change as the pixel pitch is reduced.
4.1 In0.53Ga0.47As Focal Plane Array Numerical Model
The methodology for simulating infrared focal plane arrays in this dissertation was
adapted from previous works (Wichman et al., 2014, Pinkie et al., 2013, Bellotti and
D’Orsogna, 2006). Figure 4·1 presents an example of a 2x2 DLPH pixel array. The
epitaxial stack consists of an N+ InP substrate, an n In0.53Ga0.47As absorber, and an
N InP capping layer. We assume that the p+ diffusion forms an abrupt cylindrical
junction that persists 200 nm into the absorber. Unless otherwise noted, the operating
temperature was fixed at 300K and a applied bias of -200 mV was applied to each
pixel anode. Based on other work, the SRH lifetime was set to 107 µs (DeWames
et al., 2015) with a defect level at the intrinsic Fermi energy. The p+ and n-type
doping densities were 1018 cm−3 and 1016 cm−3 respectively.






Figure 4·1: A finite-element mesh of a 2x2 In0.53Ga0.47As focal plane
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Figure 4·2: A comparison of the simulated dark current density of a
SWIR In0.53Ga0.47As pixel to various sources in literature (Onat et al.,
2007, MacDougal et al., 2011, Fraenkel et al., 2012, Dolas et al., 2019).
The simulation parameters include a p+ doping density of 1018 cm−3,
n-type doping density of 1016 cm−3, absorber thickness of 3 µm, Va =
−200 mV, τSRH = 107 µs.
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Figure 4·3: A comparison of the simulated QE with data from litera-
ture with a thinned InP substrate to extend photoresponse further into
the visible range (Onat et al., 2007).
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chitectures1. The dark current, shown in the Arrhenius plot in Fig. 4·2, matches well
with several sources. In particular, the device is diffusion-limited to about 260K with
a slope consistent with experimental data. The discrepancies in the y-intercept can
be attributed to minor differences in doping density or absorber thickness which lead
to a higher or lower saturation current.
We also compared the model’s performance against experimental QE data, shown
in Fig. 4·3. The InP substrates are commonly thinned, or removed entirely, on
In0.53Ga0.47As focal plane arrays to extend the detector’s response deeper into the
visible spectrum (Onat et al., 2007, Yuan et al., 2012). By thinning the substrate, less
radiation is absorbed by the substrate for photon energies greater than the bandgap of
InP. By reducing the substrate thickness from 2 µm to 0.5 µm the QE at Eph = 1.4 eV
rises from 20% to close to 80%.
4.2 Dark current
In the previous chapter it was noted that if two neighboring photodiodes are within
two diffusion lengths of each other, the minority carrier profile laterally will be sup-
pressed below its equilibrium value, resulting in a reduced lateral current. Figure 4·4
validates this effect, where the hole density is plotted laterally through the center
of two photodiodes just below the depletion region edge. The diffusion length of
In0.53Ga0.47As for this device is around 25 µm, meaning the profile is suppressed for
the largest pixel pitch simulated as well. The total dark current per pixel is also
shown in Fig. 4·4. From 20 µm to 5 µm the total dark current drops by an order of
magnitude.
By running simulations with and without SRH recombination we can isolate the
diffusion and GR contributions to the dark current. Shown in Fig. 4·4 the reduction in
1The exact pixel architecture—layer thicknesses and doping densities—are often not reported in
literature.
66








































rj = 1 µm
rj = 2 µm
rj = 3 µm
rj = 4 µm
rj = 5 µm
Figure 4·4: (Top) Normalized hole density laterally through the center
of two adjacent three-dimensional pixels 100 nm below the depletion
region edge for varied pixel pitch. (Bottom) Total dark current as a
function of pixel pitch and junction radius. Dashed and dotted lines
represent the GR and diffusion contributions to the current.
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dark current is due to a decrease in the diffusion current, consistent with a reduction
in lateral diffusion currents as the neighboring photodiodes interact to a higher degree.
The GR current is pitch invariant;2 generation-recombination current depends on the
volume of the depleted region, which for constant rj, tA, and zj is unchanged.
3
4.3 Quantum efficiency and D∗
The quantum efficiency and specific detectivity of an In0.53Ga0.47As pixel were sim-
ulated for varied pixel pitch as shown in Fig. 4·5. The QE rises by about 10% from
20 µm to 5 µm pitch. This is due to how the study was performed; each case had
the same junction radius of 2 µm. The implication is that for larger pitches there is
a larger quasi-neutral region that the carriers must diffuse through before reaching
the junction. During the long diffusion path there is a higher likelihood of carriers
recombining, leading to a lower number of carriers per second reaching the junction
when compared to the total number of photon per second incident on the device.
The specific detectivity is relatively unchanged with pitch, decreasing by about
a factor of two as the pitch is reduced. While the total dark current is lower for a
smaller pitch, the dark current density is higher as shown in Fig. 4·6. As the pitch
is reduced and the lateral contribution to the dark current is suppressed, the dark
current is limited by GR from the depletion region and the vertical current originating
from directly below the junction, which for constant junction radius is unchanged. As
such, the dark current density rises with smaller pitches. The QE does not improve
enough to mitigate the higher dark current density, so D∗ goes down slightly.
Lastly, QE and D∗ for decreasing absorber thickness are also shown in Fig. 4·5.
For larger pixel pitches a thinner absorber leads to higher D∗; though reducing the
absorber thickness from 3 µm to 1 µm results in 15% QE loss, the dark current density
2The slight variations in GR current is due to the mesh discretization.
3The GR current depends only on tA when the depletion region extends through the whole layer.
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tA = 1 µm
tA = 2 µm
tA = 3 µm
Figure 4·5: (Top) QE versus pitch and absorber thickness. The re-
ported QE values have been corrected to account for reflections off of
the InP substrate, similar to an ideal antireflection coating. (Bottom)
Specific detectivity versus pitch and absorber thickness. T = 300K,
λ = 1.5 µm, Va = −200mV, rj = 2 µm.
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Figure 4·6: Dark current and dark current density versus pixel pitch.
Solid lines represent total dark current on the left axis; dotted lines
represent dark current density on the right axis.
is also reduced by more than a factor of two. As the pixel pitch is reduced this effect
is reduced, since the dark current density rises as the pixel is dominated by the GR
and vertical diffusion currents. Overall the relative change in D∗ is marginal, lowering
by less than a factor of two over the range of pixel sizes considered in this work.
4.4 Modulation transfer function
One advantage of moving towards a smaller pixel pitch is that the detector’s modu-
lation transfer function should improve. There are, however, potential challenges in
realizing this improvement. For example, there is inherently more inter-pixel crosstalk
as the pixels are closer together. Using the methodology outlined in Chapter 2, we
simulate the MTF by taking the Fourier transform of a spot-scan profile of photocur-
rent versus Gaussian beam position, shown in Fig. 4·7. The simulation consisted of
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Figure 4·7: Two-dimensional spot-scan profile for a 5 µm pitch focal
plane array. Hatched circles are used to represent the p+ diffusion and































Figure 4·8: Full modulation transfer function in terms of both spatial
frequency components. The dark gray border is the detector footprint
considering a square pixel.
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Figure 4·9: (Top) Simulated MTF versus pitch for constant spatial
frequency in the y-direction. Dashed lines indicate the detector foot-
print, solid lines are the simulation results, and the star indicates the
predicted MTF at the Nyquist frequency. (Bottom) Total difference in
area between the detector footprint and simulation results, taking into
consideration both spatial frequency components.
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Figure 4·10: Isolated contributions to the MTF.
a 2x2 focal plane array.4 Points were sampled in a triangular region from x = 0 to
x = pitch and y = 0 to y = pitch, and using the symmetry in the array were re-
flected and translated to form a full spot-scan of a 3x3 array. The full MTF, shown in
Fig. 4·8, was computed using a two-dimensional Fourier transform of this spot-scan
profile.
This process was repeated for varying pixel pitch. The results are shown in Fig. 4·9
for constant spatial frequency in the y-direction, or η = 0. In agreement with the
detector footprint improving, the MTF is higher for smaller pixel pitches. The MTF
values at the respective Nyquist frequencies are nearly constant. However, while the
sensor’s MTF improves with smaller pixels, the MTF itself is worse when compared to
the expected footprint. To quantify, we subtract the areas beneath the 2D footprint
4The calculated MTF from a 2x2 was shown to be in agreement with a representative 3x3 case.
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(MTFfootprint −MTFsensor) dξdη. (4.1)
The result is shown in Fig. 4·9; as the pitch is reduced the sensor’s MTF is further
degraded when compared with the expected footprint.
Using the methodology outlined in Chapter 2, we can isolate the individual con-
tributions to the MTF, as shown in Fig. 4·10. It is observed that optical crosstalk is
negligible, and the primary source of MTF degradation is from electrical, or diffusive,
crosstalk, as expected for a small-pitch planar array.
4.5 Conclusion
In this chapter we introduced a numerical model for simulating In0.53Ga0.47As focal
plane arrays. The model was used to describe how the performance of the sensor is
affected by transitioning to smaller pixels. It was shown that the total dark current
decreases for smaller pixels, as the lateral contribution to the diffusion current is
suppressed due to the interaction between neighboring diodes. While the total dark
current decreases, the dark current density increases. As the pixel pitch is reduced,
the photodiode is increasingly limited by the vertical diffusion current from below the
junction and GR current, which are both pitch invariant. The consequence is that
the specific detectivity decreases marginally, by less than a factor of two. The total
modulation transfer function of the pixel array improves, but not as much as would be
expected when compared to the detector footprint. It was shown that the dominant




Leveraging the insight gained from the analytical and numerical modeling in the
previous chapters, we propose an alternate pixel sub-architecture aimed to reduce
dark current and crosstalk in planar photodiode arrays. Specifically, it was noted
that In0.53Ga0.47As pixels have a significant contribution to dark current from lateral
diffusion from the pixel boundaries. Additionally, with the consistent drive to smaller
pitch FPAs, the detector suffers a lower MTF than would be expected by the detector
footprint due to increasing inter-pixel crosstalk. To this end, we propose the addition
of “diffusion control junctions” (DCJs) into the pixel sub-architecture, with the goal
of suppressing the lateral dark current, and mitigating inter-pixel crosstalk. This
chapter explores the impact from implementing DCJs into the pixel architecture, and
discusses dark current, QE, D∗ and MTF.
5.1 Introduction to diffusion control junction concept
Shown in Fig. 5·1 is one implementation of DCJs into the pixel architecture. For this
work we are considering a 10 µm pitch, 3 µm thick 1016 cm−3 n-type absorber, with am
abrupt 1018 cm−3 p+ cylindrical diffusion that persists 200 nm into the absorber. The
main sensing junction has a radius of 2 µm and an applied reverse bias of −200 mV.
On the pixel corners are four additional cylindrical abrupt junctions with the same
doping density and bias as the sensing junction. The radius of the junctions was

































Figure 5·2: Lateral minority carrier density 100 nm below the deple-
tion region edge in the xy-plane. (Top) baseline photodiode; (bottom)
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Figure 5·3: Arrhenius plot comparing the dark current density of a
baseline photodiode with one with DCJs located on the pixel corners.
Va = −200 mV.
reverse bias as the central sensing junction.
The purpose of including additional junctions is to leverage the interaction be-
tween neighboring diodes to suppress the minority carrier profile throughout the de-
vice. Figure 5·2 shows the minority carrier profile in the xy-plane 100 nm below
the depletion region for a baseline photodiode and for a photodiode with DCJs im-
plemented. Observed in the baseline device is a minimum in the minority carrier
profile directly beneath the depletion edge, with a rising concentration away from the
junction. The corners being the furthest location from the junction have the peak
minority carrier concentration. When the DCJs are implemented, there is a substan-
tial suppression of the minority carrier profile laterally throughout the diode. Instead
of having peak concentration values at the corners, there are new minima from the
DCJ depletion regions, just like what was observed for the p-n-p junctions studied in
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Figure 5·4: Simulated quantum efficiency with and without DCJs
and the corresponding ratio with the baseline structure. T = 300K,
Va = VDCJ = −200 mV.
Chapter 3. Since the minority carrier current density is proportional to the gradient
of the minority carrier concentration, the diffusion current is suppressed as well.
The dark current performance of a photodiode with DCJs implemented is com-
pared with a baseline diode is shown in the Arrhenius plot in Fig. 5·3. For this case,
the dark current is reduced by less than a factor of two at high temperatures. At a
10 µm pitch and 2 µm junction radius the lateral contribution to the dark current is
comparable to the vertical contribution; a larger pixel pitch would experience a higher
degree of dark current reduction as the lateral component is more significant (Glas-
mann et al., 2017). At low temperatures, the effect is diminished as the photodiode
becomes GR-limited; the effect of introducing DCJs into the photodiode is a purely
diffusive phenomenon.
It is necessary to also study how the optical performance of the photodiode is
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Figure 5·5: Simulated specific detectivity with and without DCJs
and the corresponding ratio with the baseline structure. T = 300K,
Va = VDCJ = −200 mV.
affected by the DCJs. While the DCJs lower dark current by collecting minority
carriers from the pixel boundaries, it can be expected that the photocurrent will also
be lowered. This is reflected in Fig. 5·4 where the QE is reduced by about 20% when
compared with the baseline device. While the QE is lower, the dark current is also
lower, therefore a more relevant figure of merit to gauge the impact of the DCJs on
the detector performance is D∗. Shown in Fig. 5·5, D∗ is also reduced in the device
with DCJs, but only marginally—less than a factor of two.
While one goal of the DCJs was to lower dark current with the aim of improving
D∗, the other purpose was to act as an effective mitigation strategy to inter-pixel
crosstalk from charge carrier diffusion in planar devices. To this end, we computed
the MTF. The two-dimensional spot-scan profile is presented in Fig. 5·6. When
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Figure 5·6: Two-dimensional spot-scan profile for a (top) baseline
array and a (bottom) array with DCJs included on the pixel corners.
The blue hatched circles indicate p+ diffused regions, and the gray lines
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Figure 5·7: MTF and the components for the (top) baseline and
(bottom) device with DCJs included on the corners of the pixel. T =








Figure 5·8: An In0.53Ga0.47As pixel with an annular p+ diffused region
as a DCJ.
in photocurrent measured in the central pixel when the Gaussian beam is incident
on the neighboring pixels. This is also reflected in the computed MTF in Fig. 5·7.
The value of the MTF at the Nyquist frequency is improved from 0.37 to 0.5 when
DCJs are present. Decomposing the MTF into the sub-components reveals that the
improvement in MTF is due to a reduction in inter-pixel diffusive crosstalk.
5.2 Annular DCJ
In an effort to improve the electro-optical performance we also studied another ge-
ometry for the diffusion control junctions. Shown in Fig. 5·8, the DCJs on the pixel
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Figure 5·9: Arrhenius plot comparing the annular DCJ geometry in
Fig. 5·8 with a baseline device. Va = −200 mV.
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With DCJs, w/o Microlens
With DCJs, w/ Microlens
Figure 5·10: Simulated QE for the annular DCJ geometry in Fig. 5·8
with and without a monolithically integrated microlens compared to a
baseline device. T = 300K and Va = −200 mV.
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With DCJs, w/o Microlens
With DCJs, w Microlens
Figure 5·11: Simulated QE for the annular DCJ geometry in Fig. 5·8
with and without a monolithically integrated microlens compared to a
baseline device. T = 300K and Va = −200 mV.
symmetry to further suppress the minority carrier profile, and lower the dark current
further. The structure is the same as the previously discussed device, with the ex-
ception that the inner sensing junction has a radius of 1 µm instead of 2 µm. The
radius to the edge of the annular is DCJ is 4.5 µm.
Figure 5·9 shows that the new structure is indeed better at lowering the dark
current. At high temperatures the dark current in the annular device is close to an
order of magnitude lower than the baseline device. Similar to the previous case, the
effect is diminished at low temperatures where the GR current begins to dictate the
dark current performance. While the dark current is suppressed to a much higher
degree, the photocurrent also suffers. In Fig. 5·10 the QE is significantly reduced with
values below 20%. The specific detectivity, shown in Fig 5·11, is also more affected






Optical Generation (cm-3 s-1)
Figure 5·12: (Left) Three-dimensional device model used to simulate
the performance of a In0.53Ga0.47As pixel with a microlens fabricated
directly on the InP substrate. (Right) Optical generation in the InGaAs
absorber vertically through the device. Figure credit: Mr. T. Hubbard.
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In an effort to maintain the benefits of lower dark current, and recover the pho-
tocurrent, we assessed whether a monolithically integrated microlens would mitigate
the QE loss. Shown in Fig. 5·12 is the device structure used in the calculation where
the InP substrate is extended, and a spherical microlens is formed. The microlens is
shown to focus the radiation towards the center of the pixel, near the original sensing
junction as desired The QE performance is improved, as shown in Fig. 5·10, but still
lower than the baseline device. However, when converted into D∗, the new annular
DCJ geometry with a microlens is better than the baseline device, showing a higher
specific detectivity of slightly less than a factor of two. Note, that the monolithi-
cally integrated microlens prevents the advantages of a thin substrate, and limits the
photoresponse at shorter wavelengths.
5.3 Practical implementation into existing FPAs
Missing until this point is discussion on how the DCJs can be implemented into
existing FPA process cycles. The feasibility of implementing additional junctions into
the array is diminished if an individual contact to each DCJ is required, therefore we
place a constraint that the DCJs must be connected by a common pad, mitigating
any complications of adapting the technology to the existing ROIC. We propose two
approaches. The first would be to form the DCJs during the zinc diffusion step
that forms the original photodiode junctions. If all of the DCJs in the array form
a continuous p+ region, such as in the aforementioned annular structure, then the
DCJs can be biases using a common contact located outside of the photodiode array.
The second approach would be to use a shallow P+ diffusion in the InP cap to
connect the deeper, discrete DCJs. This would permit the first DCJ strategy to be
implemented where they were located on the pixel corners, and allow more strategic
placements of DCJs as desired. The first strategy is advantageous from a fabrication
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perspective, as no additional process steps are required; only a modification of the
masks related to diffusion and p-type contacts would be required. However, the
annular structure required a more complex device structure to localize the optical
generation to maintain high D∗. The second strategy would require an additional
diffusion, adding complexity and masks to the process cycle, but may offer more
design flexibility, less QE loss while still improving MTF.
5.4 Conclusion
In this chapter we reviewed a proposed change to the pixel sub-architecture with
the goal of reducing dark current and mitigating diffusive crosstalk. We showed
that by including additional junctions on the corners of the pixel, the dark current
can be reduced. However, the junctions also reduce the photocurrent and result in
an appreciably lower QE. However, while D∗ was shown to be marginally lower, the
MTF of the detector is improved from 0.37 to 0.5 at Nyquist. We also showed that by
switching from abrupt cylindrical junctions on the corners of the pixel to an annular p+
diffused region that the dark current can be lowered by up to an order of magnitude.
This approach, however, requires a method of localizing the optical generation near
the center of the pixel. We showed that monolithic microlenses fabricated on the back
of the InP substrate offers a way of maintaining the benefit of reduced dark current
while mitigating the lost QE, enabling a higher D∗.
89
Chapter 6
Capacitance-voltage characteristics of nBn
photodetectors
This chapters presents an extensive analysis of the capacitance-voltage (C-V) charac-
teristics of nBn photodetectors with N - and P - type barrier layers. First, we introduce
the device structure and operation. Then, a brief review of C-V profiling of metal-
oxide-semiconductor capacitors is given, since the C-V characteristics of barrier-style
devices have many similarities. Third, we develop a semi-analytical approach of cal-
culating the capacitance, and apply the model to data available in literature. Lastly,
a comprehensive parametric study of the C-V characteristics is presented alongside
physics-based discussion of the results. The results and discussion in this chapter
have been adapted from (Glasmann et al., 2019).
6.1 Introduction to barrier detector operating principles
Before continuing in discussing the C-V characteristics of barrier-style devices, it
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Figure 6·1: One-dimensional nBn structure considered in this work.
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Figure 6·2: Simulated (a) conduction band diagram, (b) electric field,
and (c) space charge density plotted as a function of position. The
AL-BL interface is at 3.5 µm and the BL-CL interface is at 3.7 µm.
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Table 6.1: Device Structural Parameters
Layer Thickness (µm) Doping Density (cm−3)
Substrate 0.5 Dependent on absorber
Absorber 3.0 1014 − 1017
Barrier 0.1− 0.3 1015 − 1017
Contact 0.1 5× 1015 − 1017
the device considered in this chapter. The epitaxial stack consists of an idealized
GaSb substrate where the doping density and electron affinity are chosen to ensure
zero conduction band offset with the absorber, a 3 µm InAs0.91Sb0.09 absorber, an
AlAs0.1Sb0.9 barrier, and a 100 nm InAs0.91Sb0.09 contact layer.
The basic operation of an nBn device with an N -type barrier is shown in Fig. 6·2.
At equilibrium the absorber-barrier and barrier-contact interfaces are under slight
accumulation. As a reverse bias is applied to the contact layer with respect to the
grounded substrate, the absorber-barrier interface moves from accumulation to flat-
band and eventually depletion, as shown in the conduction band diagram and space
charge density plots. When the polarity of the applied voltage is swapped, the op-
posite occurs. Instead, the contact-barrier interface moves from accumulation, to
flat-band, and depletion, while the absorber-barrier interface is under accumulation.
6.2 Capacitance-voltage profiling
Capacitance-voltage profiling is a common technique for non-destructively charac-
terizing semiconductor devices. Often, C-V profiling is used to measure the doping
density in p-n junctions and metal-oxide-semiconductor (MOS) capacitors. More
details regarding the experimental technique, and theory, can be found in other
texts (Schroder, 2015, Sze and Ng, 2006).
It can be shown that the full expression for the high-frequency junction capac-
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itance from the depletion or accumulation of an n-type semiconducting layer in an








(−βVs + eβVs − 1)1/2
∣∣∣∣ , (6.1)
where LD is the extrinsic Debeye length given by (εrε0kT/q
2ND)
1/2
, β is q/kT , and Vs
is the electrostatic potential at the semiconductor surface. Notice that for sufficiently
large negative surface potentials the common expression for parallel plate depletion
















Hence, by calculating the slope of C−2 versus voltage, the doping density of the
semiconducting layer can be measured (Schroder, 2015, Muller and Kamins, 2003).
The total capacitance of a metal-insulator junction is a series combination of the













t is the thickness of the insulator. Therefore, the key to determining the capaci-
tance is determining the relation between the applied voltage and the semiconductor
surface potential. For an ideal MOS capacitor this is straightforward, as there is a
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built-in potential that shifts the potential at the semiconductor surface based on the
difference between the metal work function and the semiconductor’s electron affinity.
For a barrier detector, however, it is not as straightforward since there are several
semiconducting layers that must be taken into consideration in the analysis.
6.3 Analytical modeling of C-V characteristics of nBn de-
vices
Similar to a MOS capacitor, the capacitance of a barrier detector can be expressed










where Cj,AL and Cj,CL are the junction capacitances from the AL and CL given by (6.1)
and CBL is the parallel plate barrier capacitance given by (6.5) from the barrier layer.
1
Equation (6.6) is exceedingly useful in qualitatively describing the capacitance of this
style of device. For example, consider a large reverse bias applied to the CL. As
discussed previously, and shown in Fig. 6·2, this causes the contact-barrier interface
to be under accumulation, and the depletion region to expand into the absorber. As
such, the CL junction capacitance is large and its contribution becomes negligible
in (6.6) when compared to the depletion capacitance from the AL and parallel plate
capacitance from the BL. Then, (6.6) reduces to the previously discussed case of a
MOS capacitor, and we need to determine the surface potential of the absorber-barrier
interface as a function of the applied voltage to evaluate (6.1).
To determine the surface potential at the absorber-barrier interface we start by
applying Poisson’s equation to the semiconductor layer (Sze and Ng, 2006). The
1Implicit in this definition of CBL is that the barrier is fully depleted. Otherwise, CBL will have
to be replaced with two additional junction capacitances at each of the barrier’s interfaces. The
fully depleted assumption holds well for a wide range of device parameters, but does not hold for
higher barrier doping levels, as seen in the simulation results in later sections.
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charge density in a semiconductor expressed in one-dimension is
ρ(x) = q
(
N+D −N−A + p− n
)
,
where ρ, N+D , N
−
A , p, and n are the total charge density, density of ionized donors, den-
sity of ionized acceptors, hole density, and electron density respectively. Considering






Assuming Boltzmann statistics, n(x) is given by
n(x) = NDe
qVs(x)/kT .











where V (x) is the electrostatic potential. Multiplying both sides by ∂V/∂x and using













































2Note, we have neglected the minority carrier density in this analysis. Unlike an n-MOS capacitor
the absorber-barrier and contact-barrier interfaces will not invert; there is not a barrier to holes and
they can free move through the structure.
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Setting x = 0 at the absorber-barrier interface, and using the depletion approximation
we can integrate (6.9) from x = xd to x = 0, recalling that the electric field, E(x) =
−∂V ∂x, is zero at x = xd to obtain the following equation for the electric field at the










where VAL is the absorber-barrier surface potential.
Next, we apply Poisson’s equation to the barrier layer, following a similar analysis














C1 is an integration constant that can be determined by considering the continuity of
electric displacement, εALE(0−) = εBLE(0+), giving C1 = −εALE(0−)/εBL. Integrat-








Since V (0) = VAL, C2 = VAL. The potential on the other side of the barrier at x = tB,
where tB is the thickness of the BL, assuming negligible voltage dropped across the
CL3 is simply the applied voltage plus any built-in potential due to asymmetric doping
between the AL and CL. Evaluating (6.13) at x = tB, where tB is the thickness of
3This assumption holds for the currently considered case for a sufficiently large reverse bias
applied to the device such that most of the voltage is dropped across the absorber and barrier.
Under forward bias, and for a different barrier polarity, this assumption is no longer valid.
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the barrier, and rearranging to solve for E(0−) gives the second equation
E(0−) = − εBL
εALtB
(








By setting VAL = 0, we can use (6.10) and (6.14) to solve for Va, and determine
the flat-band or crossover voltage where the absorber-barrier interface switches from
accumulation to depletion:






Equation (6.15) is the same expression derived by (Reine et al., 2014), except for the
inclusion of the built-in potential between the AL and CL. Unfortunately, a closed-
form solution for VAL does not exist when equating (6.10) and (6.14) and numerical
techniques must be used. Once VAL is known, it can be substituted into the original
capacitance equations to determine the C-V characteristics.
This approach has been validated by comparing the C-V characteristics to drift-
diffusion simulations, and by fitting data found in literature. Shown in Fig. 6·3, the
model closely matches the drift-diffusion results over a wide range of parameters. The
slight overestimation of the capacitance near zero bias in Fig. 6·3(b) stems from the
exclusion of the contribution from the CL.
Shown in Fig. 6·4, the model was used to fit a set of C-V data from literature (Klip-
stein et al., 2010). The fitted barrier thickness is about 60 nm thicker than the
reported value used in their simulation, which is consistent with their model overes-
timating the capacitance near zero bias where the barrier capacitance given by (6.5)
should be dominant while both the AL and CL are accumulated. Exact values of
the barrier doping density are not provided, but the relatively high doping predicted
by the model is consistent with a large reverse bias required to deplete the absorber.
The fitted absorber doping density is consistent with their report.
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Figure 6·3: A comparison of the semi-analytical approach considered
in this chapter to a representative one-dimensional drift-diffusion simu-
lation for varied barrier thickness and an (a) low-moderate doping and
(b) high doping density in the barrier layer.
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ND,AL = 4.4E + 15 cm
−3
ND,BL = 2.8E + 16 cm
−3
t = 559.8 nm
Exp. data from Klipstein 2010
Semi-analytical best fit
Figure 6·4: A comparison of the semi-analytical approach considered
in this chapter to a representative one-dimensional drift-diffusion sim-
ulation for varied barrier thickness.
This semi-analytical approach to fitting a C-V profile can be useful for extract-
ing additional information from the C-V characteristics of nBn devices, namely the
barrier thickness and doping density. However, the model is not valid for all cases.
One limitation is our assumption of a fully-depleted BL. Fortunately, for many case
of the N -type BL this assumption holds. However, a high doping density in the BL
may cause the assumption of a fully-depleted BL to no longer valid. In these cases,
the BL capacitance must be replaced with a series capacitance arising from two dis-
parate depletion regions expanding into a small quasi-neutral region. The manifests
as a capacitance that exceeds the parallel plate barrier capacitance “limit.” We also
neglected the contribution from the CL in determine the device capacitance. For
the N -type BL this holds well under reverse bias. Under forward bias the theory in
this section could be used to extract the doping density of the CL. However, when
considering a P -type BL, this assumption fails since both the absorber-barrier and
barrier-contact interfaces begin in depletion, meaning that the CL depletion capaci-
tance is no longer negligible. This is explored in detail in the following section. For
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these more complex cases, a complete description of the C-V characteristics could be
obtained by applying Poisson’s equations to all three layers and solving the resulting
set of equations.4
6.4 Numerical modeling of C-V characteristics
In this section we review an extensive parametric study to understand the role of the
different architectural parameters on the C-V characteristics of nBn photodetectors.
The device structure used in the simulations is the same as was shown in Fig. 6·1 with
a thickness of 1 µm to represent a one-dimensional device. The simulation frequency
and temperature were fixed at 1 MHz and 150K respectively. Unless otherwise men-
tioned, the contact doping density was fixed at 1017 cm−3. The voltage was swept
from -8 to 8 V with 101 steps. The capacitance is found using the small-signal sinu-
soidal steady-state analysis approach implemented by Sentaurus TCAD (Synopsys,
2017a, Laux, 1985).
6.4.1 N-type barrier layer
Figure 6·5 presents several C-V curves for absorber doping densities, Nd,AL, between
1014 and 1017 cm−3 and contact doping densities, Nd,CL between 1015 and 1017 cm−3.
Near zero bias the total capacitance is limited by the barrier parallel plate capaci-
tance denoted by the horizontal dotted line, since both the AL and CL are under
accumulation. For low Nd,AL, the absorber rapidly depletes with increasing reverse
bias, lowering the capacitance as Cj,AL dominates in (6.6). The value under strong
reverse bias approaches 4.5 nF cm−2 consistent with the value predicted by (6.2) for
a fully depleted 3 µm layer. The curves with higher AL doping densities will also
converge to this value under sufficiently large reverse bias. The same occurs under
4Dr. B. Pinkie private communications.
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Absorber Depletion Contact Depletion
Nd,BL = 10
15 cm−3
t = 200 nm
Figure 6·5: Simulated C-V characteristics with an N -type barrier
layer for varied absorber and contact doping densities. Lines are styled
according to contact layer doping and colored by absorber layer doping.
forward bias where the CL depletes. However, unlike the AL, the CL is quite thin,
and fully depletes with low forward bias when Nd,CL is low.
The C-V characteristic as a function of barrier thickness and absorber doping
density is shown in Fig. 6·6 forNd,BL = 1015 cm−3. All cases converge to the same large
reverse bias value as Cj,AL dominates (6.6). Near zero bias and under forward bias,
however, the barrier thickness plays an important role in determining the capacitance
value. Since the CL is thin, its depletion capacitance is not low enough to limit the
total capacitance, so the parallel plate barrier capacitance that depends on thickness
is important. For large values of Nd,AL the barrier thickness has a minor effect. A
larger doping density in the absorber causes a larger required reverse bias to deplete,
and hence the depletion capacitance is larger for the studied voltage range.






















































































































































































































































































































































































































































































































































Absorber Depletion Contact Depletion
Na,BL = 10
15 cm−3
t = 200 nm
Figure 6·8: Simulated C-V characteristics with a P -type barrier layer
for varied absorber and contact doping densities. Lines are styled ac-
cording to contact layer doping and colored by absorber layer doping.
threshold voltage where the absorber or contact layers switch from accumulation to
depletion; the case of Nd,BL = 10
17 cm−3 is shown in fig. 6·7. For the thinner barriers
the C-V is broadened at low bias. Unlike the previously discussed cases however, for
thick barriers the C-V exceeds the “limit” imposed by (6.5). In these instances, the
barrier layer is no longer fully depleted at low bias. Instead, the barrier’s contribution
to the capacitance is now a series combination of two larger depletion capacitances,
which causes the C-V to exceed the parallel plate value. A similar trend is seen in
the heavily doped P -type cases.
6.4.2 P -type barrier layer
We now turn to the case of a P -type BL. Figure 6·8 presents the same calculations
as Fig. 6·5, except with a P -type BL. The differences between the two figures are
subtle, but critical to understand the device operation. A P -type barrier causes the
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absorber and contact layers to begin in depletion at equilibrium. This is observed in
the curves for Nd,AL = 10
14 cm−3 where there is no longer a maximum, due to the
two depletion capacitances from the AL and CL. The similarities of the low doped N -
and P− type BL are due to the low crossover voltages, so much of the same behavior
at moderate forward and reverse biases holds.
Like the N -type case, we also studied the effect of barrier thickness and doping
on the C-V profile for the P -type case. The results for low Na,BL for Nd,AL = 10
15
and 1017 cm−3 are shown in Fig. 6·9. As was the case in the previous discussion of
Fig. 6·8, the case of low Na,BL behaves similarly to low Nd,BL. Even though the P -type
BL places both the AL and CL in depletion near zero bias, the low crossover voltage
means that neither has an appreciable depletion thickness, other than manifesting as
a slightly lower capacitance.
When the P -type doping in the BL is increased, the C-V curves become more
complex, as presented in Fig. 6·10. The results are explained by considering the
case shown in Fig. 6·11. The total capacitance under large reverse bias is limited
by depletion in the AL. Near equilibrium at (i), there is a local maximum driven by
the interplay between a shrinking depletion region in the AL, and the BL capacitance
approaching its maximum value from two disparate depletion regions being near equal
in size.
The contribution from the BL capacitance decreases as the depletion region at the
BL-CL interface expands after (ii). Simultaneously, the AL is still depleted and the
CL depletes further. These all cause a the local minimum at (ii).
Increasing the forward bias from (ii) to (iii) causes a slight rise in capacitance
as the AL depletion shrinks at a faster rate than the depletion region at the BL-CL
interface. At (iii) is another local minimum; the AL still has a slight depletion layer,















































































































































































































































































































































































































































































































































































Va = 0.00 V, (i)
Va = 0.80 V, (ii)
Va = 4.80 V, (iii)
Va = 5.12 V, (iv)
Figure 6·11: (a) Calculated C-V profile for a high P -type doping. (b)
Space charge density versus position for the critical voltages noted in
(a). The AL-BL interface is located at 3.5 µm and the BL-CL interface
is at 3.7 µm.
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Finally, the capacitance rises under forward bias towards (iv) as the AL-BL inter-
face accumulates, and no longer contributes to the total capacitance. Notice that the
value of the capacitance at 6 V of about 35 nF cm−2 is consistent with the forward
bias C-V characteristic for the low doped P -type BL in Fig. 6·9.
6.5 Conclusion
This chapter explored the capacitance-voltage characteristics of InAsSb-based nBn
detectors with N - and P -type barrier layers. With a foundation built using standard
MOS capacitor theory, we showed that the C-V characteristics of nBn devices with
N -type barriers can be accurately modeled using a semi-analytical approach. By
fitting a C-V profile, it was demonstrated that additional information about the
device structure can be obtained, outside of the doping density of the semiconducting
layer. The semi-analytical model was validated with a one-dimensional drift-diffusion
model, and was applied to experimental data available in literature. Using the drift-
diffusion model we performed a comprehensive parametric study to understand the




Neural networks applied to semiconductor
device characteristics
Ongoing advances in computing capabilities have led to an unprecedented rise in data
availability and creation. Machine learning, a subset of artificial intelligence concerned
with studying techniques for building data-driven models, offers a set of tools that are
designed to aid researchers in analyzing high-dimensional datasets (Goodfellow et al.,
2016, LeCun et al., 2015, Jordan and Mitchell, 2015). Machine learning has been
adopted, or has begun to be adopted, for use in many areas of the semiconductor
industry. For example, artificial neural networks (ANNs) have long been used to
create compact models for circuit simulators (Litovski et al., 1992, Root, 2012, Huang
et al., 2016). The goal of incorporating an ANN compact model is to capture a
more physically accurate representation of the device; often, the realistic temperature,
voltage, or frequency dependence of a device cannot be expressed in closed-form
analytic expressions, or they may not be valid under all possible operating conditions
or fail to capture all aspects of the device. ANN can offer superior generalization over
other approaches, such as lookup tables, and can be used to represent a statistical
distribution of fabricated devices subject to different operating conditions. Moreover,
once trained, the ANN can be faster to evaluate at runtime when compared to a
full-scale numerical approach.
Another compelling application of machine learning techniques is in semiconduc-
tor manufacturing. Semiconductor fabrication facilities generate vast amounts of
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data that can be leveraged to create data-driven models for fault detection, pre-
dictive maintenance, debugging yield issues, and develop enhanced metrology tech-
niques (Irani et al., 1993, Moyne and Iskandar, 2017, Susto et al., 2012, Susto et al.,
2015). For instance, recent advances in models for image recognition can be applied
to create a system that monitors the progress of a wafer through a process line. Then,
through pattern recognition, discover which process introduces defects into the wafer,
reducing downtime and revealing a source of low yield. These models can achieve
accuracies that can exceed those obtained by human technicians, and may offer a
deeper insight into the malfunctioning step of the process.
This chapter is concerned with yet another aspect of the semiconductor industry:
applying machine learning to device research and development. A widely encountered
challenge in all engineering fields is understanding how each parameter plays a role in
determining device performance. Even small-scale problems with only a few design
parameters can escape the realm of feasibility when trying to understand parameter-
performance correlations, though there have been recent publications of using machine
learning techniques to address this problem (Melati et al., 2019). First, we offer a
high-level discussion of neural networks. Then, we present two applications of ANNs
to the C-V characteristics of nBn photodetectors discussed in the previous chapter.
Finally, using ANNs as a surrogate model we explore the tradeoffs of dark current
and quantum efficiency for a variety of design parameters, and use the network to
assess the tolerance of a design to parameter uncertainties.
7.1 Artificial neural networks
This section is intended to introduce neural networks and the relevant terminology at a
high-level; readers interested in learning more about the implementation, algorithms,
and other types of networks outside of what is discussed in this work are encouraged
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to look elsewhere (Goodfellow et al., 2016, Nielsen, 2015).
There are three main classes of machine learning algorithms: supervised learn-
ing, unsupervised learning, and reinforcement learning. Supervised learning trains
a model to reproduce an expected result by exposing it to sets of curated, labeled
data. Classification and regression are addressed by supervised learning, the former
categorizes an input into a set of defined labels, and the latter fits the data over a
range of values. Unsupervised learning is used to organize a set of data to highlight
trends in large, multi-dimensional datasets, perhaps by clustering data that share
common trends. Reinforcement learning tests a model on a certain task, and imple-
ments a reward or penalty based on how well it performs. In this chapter, we focus
on supervised learning using ANNs for regression.
Artificial neural networks are biologically inspired mathematical models meant to
mimic how the brain processes information. The fundamental building block of an
artificial neural network is a neuron. The neuron accepts an input, performs a small
calculation, and passes the output to subsequent neurons for further processing. A
network is constructed by connecting the neurons, where the complete model accepts
an input, such as an image, text, or simply raw numeric data, propagates the infor-
mation through the network where it is manipulated in such a way that the desired
output is obtained.
7.1.1 The multi-layer perceptron model
The simplest neural network is based on the multi-layer perceptron model. Shown
in Fig. 7·1 is the standard feedforward neural network considered in this work. The
network is comprised of three basic layers: an input layer, a hidden layer, and an
output layer. The input layer accepts a vector, x = {x1, ..., xp}; the elements of x are
often referred to as features or predictors. A series of calculations take place in the
hidden layer as information propagates through the network until the final output
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neurons ea.
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𝜎 𝑥 = tanh 𝑥
Output Layer
Figure 7·1: The fully-connected neural network considered in this
work for predicting the capacitance based on Nd,AL, Nd,BL, Nd,CL, tB,
and Va.
vector, ŷ = {y1, ..., yk}, is obtained. The hidden layer is comprised of sub-layers
of fully-connected neurons.1 Consider two sequential layers with n and m neurons
respectively. The value given by the j-th neuron in the second layer is the output of
an activation function given the weighted sum of the outputs from the previous layer,














j , and z
1
j denote the weight associated with the connection between the
i-th neuron in the previous layer and the j-th neuron in the current layer, the j-th
neuron’s bias, and the activated value from the i-th neuron. The function, σ, is the
1The architecture of the hidden layers—the number of neurons per layer and number of layers—
is often tuned for each application. As a general rule-of-thumb the number of free parameters
associated with the network should be similar to the amount of training data to limit the degree of
overfitting. Otherwise regularization techniques must be used.
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activation function that introduces non-linearity into the model.2 In this work we will










z z > 0
ez − 1 z ≤ 0.
As the network complexity is increased by adding more layers and neurons, the output
becomes an increasingly complex function of nested function evaluations.
Training the neural network on a regression task is the same as curve fitting,
except instead of a simple linear or polynomial function with a few free parameters,
a neural network can have hundreds of thousands of unknown variables. The weights
and biases in (7.1) for each neuron form the sets of free parameters contained within
the model of the neural network. One of the biggest challenges historically in deep
learning has been to develop numerically stable and efficient algorithms for optimizing
the large number of weights and biases. During the optimization process, usually
referred to as training the model, the weights and biases are tuned in such a way
that the error in the network’s inference when exposed to a subset of the available
data is reduced. During training, the network is given N samples, X = {x1, ...,xN}T
with a known output, Y = {y1, ...,yN}T . The output is an array of predictions,
Ŷ = {ŷ1, ..., ŷN}T . The error is expressed as a cost function representing the total
error in the model’s inference. Similar to the neurons’ activation functions, there are
many choices of cost functions that vary based on the problem.3 Here, we use the
2There are many choices of activation functions, and the correct one for the given application is
often chosen empirically. Research of new activation functions aimed to lower network prediction
error or improve optimization rates is an active area of research.
3While not considered here, there has been recent progress in developing cost functions with em-
114







where θ is used to denote all hyperparameters used when creating the model, including
the weights, biases, learning rates, or even the steps taken during data processing.
A common choice of loss function for the regression tasks, like what is considered in
this chapter, is to calculate the mean squared error of the prediction given by





As mentioned previously, one of the reasons for the recent interest in deep neural
networks is due to the emergence of new optimization algorithms for calculating the
weights and biases in the network. At the heart of many optimization algorithms is
the method of steepest descent, or gradient descent. The algorithm uses automatic
differentiation to efficiently find the gradient of J with respect to the weights and
biases (Neidinger, 2010, LeCun et al., 2015, Nielsen, 2015). Then, through repeated
application of the chain rule, the weights and biases are updated using the gradients
such that J ideally reduces with subsequent training iterations; this technique is called
backpropagation.
When training the model, the available data is split into training and validation
sets. The training data is used to train the model. The validation data, is used
to test the generalization ability of the model to unseen samples. Ideally, the error
when predicting the validation data should be comparable to the training error. If
the validation error is much higher and increases with further training, this usually
indicates that the complexity4 of the model is too high, or there are too many free
bedded physics, such as a conservation law or other relevant equations suited for the given problem.
This strategy falls under a rapidly evolving area referred to as physics-informed machine learning.
4Here, complexity refers to the number of free parameters in the network, Complexity can be
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parameters, and the model is overfitting. Otherwise, if the validation error is high
and remains constant with further training, perhaps the complexity of the model is
too low, and there is a irrecoverable error between the training and validation. In this
case, the model’s complexity should be increased, or more data should be gathered.
7.2 C-V modeling with neural networks
In the previous chapter a thorough analysis of the C-V characteristics of InAsSb-
based nBn photodetectors was presented, with extensive discussion on the role of the
doping densities of the absorber, Nd,AL, barrier, Nd,BL, and contact, Nd,CL layers, as
well as the thickness of the barrier, tB. In this chapter we demonstrate that neural
networks can be used as an useful way to explore the multi-dimensional parameter
space, without an excessive number of calculations.
One prominent issue when training neural networks, and most numerical modeling
problems, is adequate sampling of the feature-space. An easy, but computationally
expensive approach, is a grid search, where every permutation of a set of discrete
values for each feature is sampled. While simple to implement, and useful for ex-
ploring specific combinations of features, the number of unique values shown to the
network during training is limited. Furthermore, if we consider using N values for n
features, the number of samples required is Nn, which quickly becomes infeasible for
large values of N to ensure adequate representation of the parameter space. To ad-
dress this concern, quasi-random sampling techniques are often used when sampling
multi-dimensional spaces. The advantage of switching to a quasi-random sampling
technique is better coverage of the parameter space and preventing the possibility
of clustering when using random sampling. For the same number of samples in the
gridded search, Nn, using a quasi-random sampling approach yields Nn unique values
increased/decreased by adding/removing more layers or neurons.
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of each feature, instead of only N . In this work, we have opted for a quasi-random
approach based on Halton sequences (Halton, 1960, Halton, 1964, Kocis and Whiten,
1997). The same simulation approach detailed in the previous chapter was used
to generate the capacitance-voltage data. Halton sequences were used to discretize
Nd,AL, Nd,BL, Nd,CL, and tB while Va was fixed at 101 evenly spaced voltages between
-8 and 8.
The neural network architecture is shown in Fig. 7·1. The input layer contains
five neurons, where values of Nd,AL, Nd,BL, Nd,CL, tB, and the applied voltage, Va
are fed to the network. The output of the network is a single neuron with a linear
activation representing the inferred sheet capacitance. The hidden layer contains four
layers with ten neurons each with hyperbolic tangent activation functions. Weights
were initialized using Glorot initialization (Glorot and Bengio, 2010). The training
process utilized the Adam optimization algorithm with the recommended values of
β1, β2, and ε of 0.9, 0.999, and 10
−7 respectively (Kingma and Ba, 2014).5 Prior to
training, a Z-score normalization was applied to the training inputs to normalize the
dataset to have zero mean and unity standard deviation, and the base-10 logarithmic
values of Nd,AL, Nd,BL, and Nd,CL were used. For stability over many training epochs
the initial learning rate was set to 10−4. The neural network was trained used 128
quasi-randomly sampled values of Nd,AL within 10
14–1017 cm−3, Nd,BL within 1015–
1017 cm−3, Nd,CL within 1015–1017 cm−3, and tB within 100–300 nm. To improve
the model quality at the periphery of the 4-dimensional hypercube of Nd,AL, Nd,BL,
Nd,CL, and tB, we also included the 16 corner values of the limiting cases. For example,
Nd,AL = 10
14 cm−3, Nd,BL = 1015 cm−3, Nd,CL = 1017 cm−3, and tB = 100 nm. This
gives a total of 144 simulated designs6 with 14,544 individual capacitance values
over bias. The dataset was split in half to form the training and validation sets by
5These values were cross-validated and verified to be reasonable for this problem.
6Design refers to a specific combination of architectural properties. In this case, a design has
certain values of Nd,AL, Nd,BL, Nd,CL, and tB.
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taking every other C-V point as training and every other adjacent point as validation.
Since the validation set would always contain the same values of Nd,AL, Nd,BL, Nd,CL,
tB as used during training, we also created a separate test set with unique values
that were not used during training to better assess generalization. Finally, we used






























































Figure 7·2: (a) Learning curve showing the mean squared error of the
capacitance during training. Predicted versus expected capacitance for
the (a) training, (b) validation, and (c) test sets. The blue lines have
unity slope and zero intercept for reference.
The network was trained over one million epochs; the learning curves are shown
in Fig. 7·2. The error in both the training and validation predictions is low without
overfitting, indicating a high quality of fit. This is also reflected in the prediction-
expectation curves where R2 values near unity are achieved in all three data sets. This




Figure 7·3 also demonstrates the excellent generalization exhibited by the network
by looking at univariate parameter sweeps. The network correctly captures the C-V
behavior discussed in the previous chapter, and follows the data contained within
the test set. In Fig. 7·3(a), the network reproduces the expected behavior that a
larger reverse bias is required to deplete the absorbing layer as the doping density
increases. In Fig. 7·3(b), the network reproduces the C-V broadening imposed by
increasing the doping density in the barrier, causing the crossover voltage where the
absorber-barrier and contact-barrier interfaces switch from accumulation to depletion.
In Fig. 7·3(c), the network predicts the trends in Nd,CL, where larger forward biases
are required to deplete the contact layer, and since the layer is thin will eventually
fully deplete resulting in a constant capacitance. Finally, in Fig. 7·3(d), the network
demonstrates the dominance of the parallel plate capacitance due to the barrier for
increasing thicknesses.
Once the network is trained, and verified to yield accurate results and generalize
well to other cases, it can be applied as a statistical model to gain a global understand-
ing of the role each feature. One common technique used when analyzing blackbox
functions, especially ones that have a larger number of predictors, is to create partial
dependence plots (Hastie et al., 2005, Greenwell, 2017, Friedman, 2001). The bivari-
ate partial dependence plots of the capacitance is shown in Fig. 7·4. The plots were
generated using the following procedure. Consider Fig. 7·4(a), where the average ca-
pacitance is shown as a function of Nd,AL and Va. First, we fix the value of Nd,AL and
Va. Then, the average capacitance is calculated from the set of predicted capacitances
for every permutation of discrete values Nd,BL, Nd,CL, and tB, within their respective
limits. This value indicates the partial dependence of the capacitance, C, with respect
























































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7·5: The distribution of partial derivatives of the predicted
capacitance with respect to (a) Nd,AL, (b) Nd,BL, (c) Nd,CL, and (d) tB.
is repeated for each value of Nd,AL and Va. The same approach is used to study the
other features.
The trends in Fig. 7·4 are the same as what has previously been discussed re-
garding the role of each feature on the C-V characteristics, but presented in a more
concise and visual manner. The partial dependence plots reveals for which voltages
and values they offer a significant contribution to determining the capacitance, as
well as providing a quantitative description of what we can expect for the average
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Figure 7·6: (a) Predicted C-V characteristic for the given features.
(b) Relative sensitivity of the predicted capacitance to each feature.
capacitance for most cases to a constant value with increasing reverse bias, consistent
with a rapidly depleting absorber layer. Under forward bias Nd,AL has negligible effect
in determining the value of the capacitance. Fig. 7·4(b) shows the C-V broadening
for large values of Nd,BL for smaller biases, and that Nd,BL plays a negligible role
in determining the C-V characteristics at extreme values. Figure 7·4(c) highlights
the relative invariance of the capacitance with respect to Nd,CL, where Nd,CL mostly
influences the C-V for moderately high values under forward bias and otherwise has
little effect; again, this is due to the thinness of the layer, and rapidly depleting under
forward bias for lower doping densities. Finally, Fig. 7·4 highlights that tB is actually
quite important in shaping the C-V profile, especially under forward bias. Since the
contact layer is thin, and is prone to fully depleting under moderate forward bias,
the parallel plate barrier capacitance is important in this regime. For thick barriers,
it is also important under low reverse bias in cases where the absorber is either still
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accumulated or slightly depleted.
Another common approach to studying the role of the features is to use a gradient-
based sensitivity analysis. With automatic differentiation it is trivial to access the
partial derivative of the predicted capacitance with respect to any of the features. To
gain insight into the global sensitivity of the capacitance to each feature, we compute
the partial derivative with respect to each figure for a set of Nd,AL, Nd,BL, Nd,CL, and
tB containing the permutation of discrete values within their respective ranges over
bias. The distribution of these partial derivatives is shown in Fig. 7·5. The trends
are the same as previously discussed: incremental changes in Nd,AL tend to have the
largest impact at low reverse bias, Nd,BL at low reverse and forward biases, Nd,CL
at low forward bias, and increases in tB will lower the capacitance over much of the
voltage range.
Of course, we can also choose a specific design with particular values of Nd,AL,
Nd,BL, Nd,CL, and tB and see which the capacitance is most sensitive to. In Fig. 7·6






for x ∈ {Nd,AL, Nd,BL, Nd,CL, tB}. Figure 7·6(b) clearly shows that an incremental
change in Nd,AL would have the largest affect in lowering the capacitance, but also
provides information on the other features as well. Naturally, this only captures the
incremental change in each parameter for this specific set of parameters; for example,
increasing Nd,BL by several orders of magnitude would drastically alter the shape of
the C-V profile.
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7.3 C-V analysis using convolutional neural networks
The previous section dealt with a forward process, where given a set of parameters
the capacitance is calculated. In this section, we discuss the inverse, where provided
a C-V profile the architectural properties of a device are given. Conventional C-V
analysis is often limited in its applicability, requiring strict assumptions about the
device structure and only providing information on a few aspects of the device. In
practice, a separate witness sample may be required to characterize a critical layer
in the device (Rhiger et al., 2016). Numerical techniques can reveal a much deeper
perspective into the device, but can be costly to run with a larger barrier of entry.
Machine learning offers a way to alleviate some of these constraints. By using data,
generated experimentally or numerically, a model can be created that can be used
as an enhanced C-V analysis tool that yields more information about the underlying
device structure.
Convolutional neural networks (CNNs) are used ubiquitously for signal analysis
and have achieved state-of-the-art performance in pattern recognition (LeCun et al.,
2015). The widespread use of CNNs for these types of tasks stems from their ability
to learn the correspondence between adjacent data points in structured data (Long
et al., 2014). Additionally, CNNs are more efficient than fully-connected networks
when dealing with larger inputs due to their use of shared weights and biases when
processing the input. The sets of weights and biases are referred to as filters, and are
used to perform convolutional operations across adjacent data points. The outputs
form feature maps that can highlight pertinent information; for example, feature
maps have been shown to emphasize certain patterns in images, such as the edges of
objects (LeCun et al., 2015, Zeiler and Fergus, 2014, Yosinski et al., 2015).
To illustrate the operation of a CNN, consider the following example. Let Iij
represent the intensity of a grayscale pixel located in row i and column j of an image.
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Let f be a filter with m rows and n columns. Then, the resulting value in the feature













where w, b, and σ denote the weights, biases, and activation function. The complete
feature map contains the output for every position on the image that the convolution
is applied, and contains n × m weights and a single bias. Unlike the previously
discussed fully-connected networks, the number of free parameter has been decoupled
from the dimensionality of the preceding layer. The total dimensionality of the filter
is determined by the chosen filter size and how it is stepped across the image; these
are hyperparameters that must be tuned for each application.
While the number of free parameters is not reliant on the number of connections
from the previous layer, the dimensionality can still be large enough that the feature
maps are large. Usually, the output of a set of convolutional layers is flattened and
given to a smaller fully-connected network for final processing, so it can be useful to
further reduce the size of the feature maps. One common approach is to use pooling
operations where an assumption is made regarding a cluster of pixels. By taking the
minimum, maximum, or average of a window of pixels the size of the feature map
can be reduced. Again, the pooling operation, pooling size or number of pixels to
include, and where in the image pixels are pooled are all hyperparameters that need
to be carefully assessed.
While this brief discussion has been limited to images, CNNs can be useful for any
structured data where information is embedded in clusters of points. For this reason,
CNNs are researched for use in many areas of signal processing. In the medical indus-
try, for example, CNNs are being used to create models to help healthcare workers
in forming diagnoses by analyzing echocardiograms and electroencephalograms (Ki-
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ranyaz et al., 2015, Acharya et al., 2017, Acharya et al., 2018). Here, we consider a
similar application where the capacitance-voltage characteristics contain information
regarding the device architecture.
𝐶1 𝐶𝑛










• Kernel size 5
• ELU activation
• Average pooling, 
size 2, stride 2
Conv. Block
• 8 filters
• Kernel size 5
• ELU activation
• Average pooling, size 2, 
stride 2
Figure 7·7: The convolutional neural network architecture used in
this work to analyze C-V characteristics.
The proposed CNN for predicting Nd,AL, Nd,BL, Nd,CL, and tB from a C-V profile
is shown in Fig. 7·7. The input layer is a one-dimensional array containing the
capacitance values.8 The input is fed to two convolutional blocks, each using eight
5× 1 filters, with ELU activation functions. Average pooling was used to reduce the
output dimensionality in half by setting the stride and step to two. A global average
pooling is applied to the output of the last convolutional block, and the result is
given to a fully-connected network with three layers with eight neurons each with ELU
activations. The final output is four neurons, representing the predicted Nd,AL, Nd,BL,
8Since all of the C-V profiles considered in this work were at the same biases, it was not necessary
to include the voltage. Voltage could be included as an additional channel if desired. This would,
however, increase the number of free parameters, so more data may be required.
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Figure 7·8: Learning curves for a convolutional neural network pre-
dicting Nd,AL, Nd,BL, Nd,CL, and tB from a C-V profile.
Nd,CL, and tB. The Adam optimization algorithm was also used for this network with
default hyperparameters. Z-score normalize was applied to the inputs and outputs
prior to evaluation and training, with the base-10 logarithmic values of Nd,AL, Nd,BL,
Nd,CL, and tB being used. A total of 768 quasi-random cases were simulated with 90%
used for training and 10% for validation. To improve the model’s performance, the
16 values on the corner of the 4-dimensional hypercube were included, and weighted
higher during training. The resulting learning curves are shown in Fig. 7·8. Since the
complexity of the model was reduced to accommodate the limited number of training
samples, the validation error follows the training error without overfitting.
To highlight the effectiveness of the model, predicted-expected curves and the
corresponding distribution of their ratios are shown in Fig. 7·9, and a summary of the
fitting statistics are presented in Table 7.1. The absorber doping density is accurately
predicted over the full doping range with all cases within a factor of two of the
expected value. The same is shown to be true for the barrier and contact layer doping
densities. The prediction of the barrier thickness is also precise; with the worst case




















































































































































































Figure 7·9: Predicted verus expected and their associated distribution
of ratios for (a) Nd,AL, (b) Nd,BL, (c) Nd,CL, and (d) tB.
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Feature Dataset Avg. % Err. Median % Err. R2
Nd,AL
Training -0.273 0.100 0.9931
Validation -0.123 0.941 0.9941
Nd,BL
Training -0.940 0.052 0.9815
Validation -5.830 -3.145 0.9797
Nd,CL
Training -0.650 -0.275 0.9838
Validation 3.303 3.510 0.9930
tB
Training -0.015 -0.041 0.9982
Validation -0.055 -0.043 0.9991
Table 7.1: A summary of the achieved performance of a trained con-
volutional neural network used when predicting Nd,AL, Nd,BL, Nd,CL,
and tB from a C-V profile.
Figure 7·9 also provides insight into which cases are more difficult to predict. Small
Nd,CL and large tB tend to be the most inaccurate. The former can be explained by
how low Nd,CL leads to the capacitance quickly converging to a constant value, and
the latter can be explained by the larger barrier thickness lowering the capacitance
over the whole voltage range, diminishing the important aspects of the C-V profile
that contain the pertinent information for determining the value of these parameters.
Moreover, recalling the discussion of the N -type barrier from the previous chapter,
there are cases where the barrier is not fully depleted that cause the general shape
of the C-V profile to change dramatically. By including additional samples in these
regions of the parameter space, or weighting the available data higher during training
would improve the model’s accuracy for these cases.
7.4 Surrogate modeling of dark current and quantum effi-
ciency in nBn devices
While capacitance-voltage characteristics are a useful figure of merit for determining
the bandwidth of photodetectors and for characterizing semiconducting layers within
a device, it is not as commonly used as a figure of merit for comparing infrared sensors











































Figure 7·10: Training and test learning curves for (a) dark current
































































Figure 7·11: Predicted versus expected curves for the (a) and (b)





(Low Jd, high η)
Worst
(High Jd, low η)
Figure 7·12: An example of a Pareto frontier in terms of quantum
efficiency and dark current.
neural networks can be used to explore these metrics. Using the same neural network
architecture, methodology, activation functions, and predictors as was discussed for
predicting the capacitance as a function of Nd,AL, Nd,BL, Nd,CL, tB, and Va, we trained
two separate networks to predict the dark current and QE. The temperature was fixed
at 150K, and data was generated at 101 fixed voltages between -8 and 8 V for quasi-
random sampled values of Nd,AL, Nd,BL, Nd,CL, and tB. The training results are shown
in Figs. 7·10 and 7·11. In both cases, the training and test errors are low without
overfitting the data.
A widespread problem in multi-objective optimization is best summarized by the
concept of Pareto optimality. Figure 7·12 illustrates the concept in terms of dark
current and quantum efficiency. The ideal photodetector would have minimal dark
current while having perfect quantum efficiency. Of course this is an unrealistic
expectation; each design will have dark current and likely a non-perfect QE. Variations
in the design parameters can affect the two in a specific way. Changing the absorber
doping density, for example, may lead to a higher QE but also lead to higher dark
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current. The sets of design parameters that lead to the highest values of the QE and
lowest values of dark current form the Pareto frontier, illustrated by the connected
points in Fig. 7·12. This type of analysis provides useful insight into the global
parameter design space and the realistic values of QE and dark current that are
achievable. By using neural networks to create surrogate models for the dark current
and QE, we can fill in the missing data for competing choices of device parameters
without additional computational burden.
Shown in Fig. 7·13 is a significant correlation between QE and dark current
for Nd,AL within 10
14–1017 cm−3, Nd,BL within 1015–1017cm−3, Nd,CL within 1015–
1017 cm−3, and tB within 100–300 nm at 150K and −320 mV. Designs leading to low
dark current often have low QE, while some cases that have high QE lead to excess
dark current. The green rectangle indicates a region with near optimal characteris-
tics, a high QE and moderately low dark current. The distributions of each feature
found in a design that satisfies this criteria is shown in Fig. 7·13(b)-(e), providing
invaluable insight into the best choices of each feature to use in practice, as well as
the underlying physics. For example, Fig. 7·13(b) highlights that a moderate doping
in the absorber is preferred. This is due to low and high absorber doping levels being
filtered out due to higher dark current from excess GR current and lower QE due
to enhanced Auger recombination. Figures 7·13(c) and (e) show that a high doped,
thick barrier layer does not fit the criteria. This is due to how these features affect the
crossover voltage where the absorber-barrier interface switches from accumulation to
depletion. If the surface is accumualted, there is a valence band barrier that prevents
the collection of photogenerated holes, lowering the QE. A higher doping density and
thickness lead to a higher crossover voltage, hence, at this relatively low reverse bias
the surface will be accumulated and suffer from a lower QE. Shown in Fig. 7·13(d),
the contact doping density has no correlation in determining the dark current or QE
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Figure 7·13: (a) Quantum efficiency versus dark current for competing
design parameters. The black pluses are simulation points used for
training, and the red circles are neural network predictions. (b)-(e)
The distributions of features that lead to the best designs highlighted
in the green box in (a). T = 150K, Va = −320 mV.
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under reverse bias.
The trained neural networks can also be used to assess the tolerance of a design to
variation in the device parameters. The doping density, or thickness of the layer are
known to some accuracy, and will have an experimental tolerance associated with it.
For example, consider Fig. 7·14 where we assume that each feature has a Gaussian
probability density function. In this case, Nd,AL is centered around 2 × 1015 cm−3,
Nd,BL around 5 × 1015 cm−3, Nd,CL around 5 × 1016 cm−3, and tB around 200 nm
with standard deviations of 5 × 1014 cm−3, 5 × 1014 cm−3, 1016 cm−3, and 25 nm
respectively. According to these probability density functions we can sample designs
and predict the spread in dark current and quantum efficiency that we can expect.
The result is shown in Fig. 7·14(e). For this set of distributions in the features, the
spread is quite low; the QE has a slight tendency to lower by a few percent while the
dark current increases by around a factor of two.
By increasing the standard deviations of the Gaussian probability density func-
tions, we can study which parameter leads to the highest spread in the figures of
merit to optimize the fabrication process or identify which may be leading to lower
than expected yield. For example, in Fig. 7·15, the standard deviation of tB has been
doubled to 50 nm. This leads to a wide variation in both QE and dark current in
Fig. 7·15. Now, the QE varies by ±10% and the dark current by up to a factor of
three.
7.5 Conclusion
In this chapter we covered three applications of neural networks to the characteristics
of nBn photodetectors with N -type barrier layers. First, we demonstrated that ANNs
can accurately reproduce the role of Nd,AL, Nd,BL, Nd,CL, tB, and Va in determining
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Figure 7·14: Probability distribution function for (a) Nd,AL, (b) Nd,BL,
(c) Nd,CL, and (d) tB. By sampling according to these probability dis-
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Figure 7·15: Probability distribution function for (a) Nd,AL, (b) Nd,BL,
(c) Nd,CL, and (d) tB. By sampling according to these probability dis-
tributions, we assess the spread in quantum efficiency and dark current
in (e). Note, the distribution of tB has been increased when compared
to Fig. 7·14
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each feature. ANNs were shown to be a useful in exploring how each feature affects
the C-V profile. Second, we established that CNNs can be used to create a model for
extracting a comprehensive picture of the underlying device architecture by predicting
Nd,AL, Nd,BL, Nd,CL, and tB from a single C-V profile with high accuracy. The CNN
can be trained to yield more information than would be possible through conventional
C-V analysis. We also applied ANNs to the dark current and quantum efficiency of
nBn devices for the same features. Using the ANNs to fill in the feature-space,
the tradeoff between QE and dark current was identified, and the best performing
devices where shown to have moderate absorber doping densities, low barrier doping
densities, and relatively thin barriers; the contact layer doping had no impact under
small reverse bias. Lastly, we studied how uncertainties in the features can lead to a
spread of quantum efficiency and dark current. To illustrate, a large uncertainty in
the barrier thickness was shown to lead to up to 10% variation in quantum efficiency
and up to three times increase in dark current.
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Chapter 8
Summary of this research
In the first half of this dissertation we discussed the implications of moving to small
pitch In0.53Ga0.47As focal plane arrays for SWIR sensing in terms of dark current,
quantum efficiency, specific detectivity, and modulation transfer function. Through
solutions of the one-dimensional continuity equation for minority carriers, we explored
how boundary conditions in planar arrays of photodiodes affect these figures of merit.
Specifically it was noted that the Neumann zero flux boundary condition induced by
a large valence band barrier to holes in an p-n-N junction improves the quantum
efficiency by up to 70%. Additionally, once the pixel pitch is reduced to near the
minority carrier diffusion length the neighboring p-n junctions begin to interact by
suppressing the minority carrier concentration in the quasi-neutral region between
them. This results in a maximum minority carrier concentration halfway between
adjacent pixels, and a suppressed lateral diffusion current. By solving the continuity
equation in a cylindrical coordinate system, a pseudo-three-dimensional analytical
model was shown to be in agreement with a representative three-dimensional drift-
diffusion simulation. From this, it was shown that a significant portion of the dark
current in planar photodiode arrays is due to the lateral diffusion of minority carriers
from the pixel boundaries, even when the quasi-neutral width is reduced below the
minority carrier diffusion length.
Using a numerical model based on the drift-diffusion and finite-difference time-
domain methods, we studied small-pitch In0.53Ga0.47As focal plane arrays and calcu-
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lated the dark current, quantum efficiency, and modulation transfer function. The
model was shown to be in agreement with experimental data gathered from litera-
ture. The results indicate that while the total dark current decreases with decreasing
pitch, due to the suppressed lateral diffusion current, the dark current density rises
since for fixed junction radius and absorber thickness, the vertical diffusion current
and GR current are constant. While the QE rises slightly with decreasing pitch as
less minority carriers recombine before being collected by the junction, the specific
detectivity decreases marginally due to the higher dark current density, by less than
a factor of two. It was shown that while the MTF improves by moving to smaller-
pitch, the sensor’s MTF is significantly lower than would be expected by the detector
footprint. Isolating the individual components of the MTF showed that the MTF is
limited by inter-pixel crosstalk from carriers diffusing into adjacent pixels.
To this end, we offered a proposed change to the pixel sub-architecture with the
intent of lowering dark current and mitigating carrier crosstalk by adding additional
diffusion control junctions to the pixel corners. For a 10 µm pitch In0.53Ga0.47As
photodiode, the dark current was shown to decrease by about a factor of two due
to the suppressed minority carrier profile throughout the diode. The photocurrent
was also affected by the inclusion of DCJs into the structure, leading to the QE
decreasing by 20%; accordingly, the specific detectivity was also lowered, but by
less than a factor of two when compared to the baseline structure without DCJs.
However, the spot-scan profile exhibited a significant reduction in crosstalk when
the Gaussian beam is incident on adjacent pixels, leading to an improved MTF. At
the Nyquist frequency the MTF was shown to improve from 0.37 to 0.5. With the
goal of further reducing the dark current we also investigated an annular DCJ to
exploit radial symmetry to further suppress the minority carrier profile. This was
shown to be effective at reducing the dark current, achieving close to an order of
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magnitude reduction. However, the photocurrent is again negatively affected, leading
to a severely degraded QE by more than 60%. Unfortunately, the reduction in dark
current is not enough to improve D∗, which is lower by a factor of three. Finally,
it was shown that by coupling the DCJ approach with this annular structure with a
form of optical generation localization—in this case we used monolithically integrated
microlenses—the DCJ approach can offer an estimated improvement from 2.75×1013
to 3.75× 1013 Jones, due to mitigating the QE loss.
Continuing the development of approaches of simulating infrared detector figures
of merit, we developed a methodology for calculating the capacitance-voltage char-
acteristics of nBn devices. First, a semi-analytical model based on MOS theory was
shown to agree well with a drift-diffusion model, and was used to fit data available in
the literature, providing more details about the underlying device architecture than
what is typically given by conventional C-V profiling. Using a one-dimensional drift-
diffusion model we performed a comprehensive parametric study to understand the
role of the absorber, barrier, and contact doping density, and barrier thickness in
determining the C-V characteristics of nBn devices with N - and P -type barriers. For
low N -type barriers, the C-V characteristics were shown to be largely determined by
the junction capacitances from the depletions regions within the absorber and contact
layers under reverse and forward biases respectively. As the N -type doping density
is increased, the crossover voltages where the absorber-barrier and barrier-contact
interfaces switch from accumulation to depletion increases, resulting in a broadening
of the C-V profile at low-moderate biases. The barrier thickness, while the barrier is
fully depleted, imposes a limit on the C-V near equilibrium due to the parallel plate
capacitance dominating. For large doping densities the assumption of a fully depleted
barrier breaks down, where the barrier is comprised of two disparate depletion regions
separated by a thin quasi-neutral region. This results in the capacitance exceeding
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the parallel plate capacitance limit, as the two depletion capacitances in series led
to a larger total capacitance. The case of a P -type barrier was shown to be similar
to the N -type for low doping levels, with the exception that the total capacitance
is lower near equilibrium as both the absorber-barrier and contact-barrier interfaces
are depleted. Large P -type doping densities led to unique C-V curves, which were
explained by considering the interplay between the absorber depletion region, the
barrier depletion regions while not fully depleted, and the contact layer depletion
region under bias.
Last, we applied artificial neural networks to nBn device characteristics. Beginning
with the aforementioned C-V characteristics, we demonstrated that ANNs could be
used to reduce the number of calculations required to map the parameter space. Using
partial density plots and gradient-based sensitivity analyses, the important aspects of
the previously discussed semiconductor device physics are elucidated by the model.
We also investigated the inverse case, where a C-V profile is given as an input to
a convolutional neural network. The CNN then predicts the device architectural
parameters. In this work, we included the absorber, barrier, and contact doping
densities, and the barrier thickness. The CNN was shown to give accurate results
over a wide range of values for each feature, demonstrating the efficacy of using a
CNN as an enhanced C-V profiling method. We also applied ANNs to the dark
current and quantum efficiency of nBn devices to explore the tradeoffs and map the
parameter space for the same set of features used during the C-V study. It was shown
that ANNs are useful as a surrogate model for these figures of merit to map the multi-
dimensional parameter space with less computational burden. The models revealed
that designs with the highest quantum efficiency and low dark current tend to have a
moderate doping density in the absorber and a relatively thin low doped barrier layer;
the contact layer has no correlation to either figure of merit under reverse bias. We
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also showed how ANNs could be used to quantify the spread of quantum efficiency
in dark current due to uncertainties in each feature; for example, an uncertainty in
barrier thickness of about ±25 nm led to the quantum efficiency varying by up to




The material parameters used when performing the calculations in this thesis have
been adapted from previous works (Wichman et al., 2014, Schuster et al., 2014). The
models and references are summarized here for convenience.
A.1 In0.53Ga0.47As
The bandgap of In0.53Ga0.47As is modeled by (Zielinski et al., 1986, Vurgaftman et al.,
2001)
Eg(T ) = 0.731− 3.34× 10−4(T − 300), (A.1)
where T is the temperature in Kelvin. The electron affinity is given by (IOFFE,
2007, Vurgaftman et al., 2001)




where χ0 = 4.54716, α = 4.3158 × 10−4 eV K−2, and β = 227.31 eV K−1. The
conduction and valence band density of states are (Adachi, 1992, Vurgaftman et al.,
2001)













respectively. The radiative and Auger coefficients are (Ahrenkiel et al., 1998)






Cn,p = 8.1× 10−29. (A.6)
The SRH lifetime, τSRH, was fixed at 107 µs (DeWames et al., 2015). The electron
and hole mobilities are (Madelung, 2012)












respectively. The relative dielectric constant was set to εr = 13.9061 (IOFFE, 2007).
Lastly, the data for the index of refraction, n, and extinction coefficient, k, were
provided by (Muñoz et al., 2002, Madelung, 2012).
A.2 InP
The bandgap and electron affinity of InP are (Vurgaftman et al., 2001, Adachi, 1992)








respectively where α = 4.1 × 10−4 eV K−2, β = 136 eV K−1, Eg,0 = 1.4205 eV,
and χ0 = 4.4 eV. The conduction and valence band density of states are (IOFFE,
2007, Adachi, 1992)


























The relative dielectric constant is εr = 12.4 (IOFFE, 2007). The data for the index of
refraction, n, and extinction coefficient, k, are found in (Adachi, 1989). The radiative
and Auger recombination are assumed to be negligible since InP has a relatively large
bandgap compared to In0.53Ga0.47As; the constants are arbitrarily set to 0 cm
3 s−1
and 10−30 cm6 s−1.
A.3 InAs1−xSbx
As mentioned previously, the materials parameters for InAs1−xSbx used in this dis-
sertation were adopted from (Schuster et al., 2014).
The bandgap for arbitrary composition and temperature for InAs1−xSbx is often
described by (Vurgaftman et al., 2001, Adachi, 1987)
Eg(x, T ) = 0.411−
3.4× 10−4T 2
210 + T
− 0.876x+ 0.7x2 + 3.4× 10−3xT (1− x). (A.15)
The electron affinity is an interpolation between InAs and InSb with a bowing pa-
rameter:
χInAs = 5.06 +
0.000276T 2
2(93 + T )
(A.16)
χInSb = 4.72 +
0.00032T 2
2(170 + T )
(A.17)
χ(x, T ) = (1− x)χInAs + xχInSb − 0.6x(1− x) (A.18)
The electron and hole effective masses along with the conduction and valence band
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density of states are modeled by (Vurgaftman et al., 2001, IOFFE, 2007)
m∗e(x) = m0(0.023− 0.039x+ 0.03x2), (A.19)
m∗h(x) = m0
[
(0.026− 0.011x)3/2 + (0.41 + 0.02x)3/2
]2/3
, (A.20)
















where m0 is the electron rest mass. The electron and hole mobilities are linearly
interpolated from the binary constituents, InSb and InAs: (Adachi, 1992)






















The dielectric constant is also linearly interpolated, εr = 16.8x+15.15(1−x) (IOFFE,
2007). The index of refraction is modeled using an interpolation over composition
and wavelength to the data in (Paskov, 1997). The absorption coefficient is calculated
using the model from (D’souza et al., 2012):




948.23 e170(Eph−E0) Eph < Eg(x, T )
K(Eph − Eg − c)
Eph
[(Eph − Eg − c)2 − c2]1/2 Eph ≥ Eg(x, T )
(A.25)
where K = 20000Eg + 10000, c = −0.5Eg − 0.1, E0 = Eg + 0.001, and Eph = 1.24/λ.
The radiative coefficient is computed using (Bellotti and D’Orsogna, 2006, Schuster
et al., 2014)
























E2g − 3kBTEg + 3.75k2BT 2
)
. (A.26)





















































The overlap integral |F1F2| was set to 0.1 (Wen et al., 2015).
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