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Introduction
Management of facial neuromuscular disorders is hampered by lack of a universal and objective grading system to characterize disease severity, recovery, and response to therapeutic interventions. 1 Quantifying static facial features and displacements occurring with facial expressions is a promising technique for standardizing assessment in facial palsy, whose reported US incidence exceeds 150,000 cases per year. 2 Several methods exist for measuring facial features and movements. Caliper assessments offer high accuracy yet are tedious and must be performed in person. Computer-based techniques to quantify facial displacements are now widely employed [3] [4] [5] [6] [7] Early approaches comprised manual identification of facial landmarks on digital images within specialized software, from which relevant distances and angles could be readily calculated. Though such techniques enabled retrospective assessment of facial function, manual tagging of digital images is resource intensive, error prone, and infeasible for dynamic tracking of facial movements from video. To automate measurement of facial displacements, physical markers placed at specific facial landmarks have been employed, and their location tracked using customized software and hardware. 6 Marker-based tracking is limited as manual marker localization is time consuming, subjective, and requires specialized recording conditions. Machine learning (ML) -based computer vision algorithms enable rapid and fully automated tracking of facial displacements from digital images and videos recorded under typical conditions with consumer-grade cameras. Such facial landmark detection algorithms are usually trained using databases of manually annotated facial photographs. Once trained, these ML algorithms can predict the position of facial landmarks in a new photograph without human intervention, with high accuracy. [8] [9] [10] [11] [12] [13] ML algorithms for facial landmark localization are increasingly being used to study facial palsy, 7, [14] [15] [16] [17] Parkinson disease, 18 stroke, 19 amyotrophic lateral sclerosis, 20 and dementia. 21 Owing to their training using predominantly normal subjects, current ML models for facial landmark recognition may be biased against patients, and demonstrate inadequate accuracy when presented with faces of patients with neuromuscular disease impacting facial movements and expression 21 .
Herein, we hypothesize that training a ML model for facial landmark localization with facial photographs from a disease-specific clinical database will demonstrate improved tracking accuracy when presented with faces of patients with the condition, in comparison to the one trained using a much larger database of normal subjects.
To evaluate our hypothesis, we introduce the first database of annotated clinical photographs of patients with unilateral facial palsy, employ it to evaluate the bias against patients of a popular facial landmark localization algorithm, and train a ML model for automated facial landmark localization in this population. We further demonstrate the utility of an open-access and user-friendly software, Emotrics, for extracting clinically relevant measurements from photographs and videos in automated fashion using the ML model trained herein.
Methods

Automatic Facial Landmark Localization
We employed a popular approach for automatic facial landmark localization in facial photographs known as cascade of regression trees 11, [22] [23] [24] [25] . Specifically, we employed the algorithm proposed by Kazemi et al, 11 which provides accurate facial landmark localization results under multitude of pose, illumination, and expression conditions 26 and can process medical images in just a few hundred milliseconds without the use of Graphical Processing Units (GPU) or other specialized hardware. 10 
Implementation of this algorithm for facial landmark localization is readily available
in open source machine learning libraries such as OpenCV 27 , and Dlib 28 . These implementations were trained using the 300-W dataset from the Intelligent Behavior Understanding Group (iBUG) 12 . This dataset is a concatenation of several freelyavailable databases (LFPW 29 , HELEN 30 , AFW 31 , and iBUG 32 ), and comprises 11500 in-the-wild photographs of over 4000 healthy subjects. Model training has been performed by manually annotating a set of facial landmarks in each photograph using the 68-point Carnegie Mellon University multiple pose, illumination, and expression (Multi-PIE) database approach 33, 34 . Manually annotated landmarks outlined the superior border of the brow, the free margin of the upper and lower eyelids, the nasal midline, the nasal base, the mucosal edge and vermillion-cutaneous junction of the upper and lower lips, and the lower two-thirds of the face.
MEEI Database
We obtained Institutional review board approval to access the Massachusetts Eye and Ear (MEE) Facial Nerve Data Repository, a digital collection of facial photographs and video clips of patients with unilateral facial palsy at the MEE Facial Nerve Center. The patients had consented to use of facial photographs for research purposes. A clinical photographer captured high-resolution photographs (1080 x 720 pixels) of a standardized series of facial expressions used to evaluate facial mimetic function. 35 Figure 1 exemplifies the type of photographs taken from each patient; all images were taken from the frontal view using a digital camera with optimal lighting. In addition to the patient's photographs, we obtained high-resolution photographs of healthy controls from the MEEI Facial Palsy Photo and Video Standard Set 14 performing the same standardized facial expressions as the patients.
Photograph Annotation
Three trained clinicians independently annotated the 68 Multi-PIE landmark points for each photograph in the clinical database using a custom graphical user interface 10 (Emotrics software, Mass Eye and Ear, Boston MA). Images were uploaded into Emotrics, which provided an initial estimation of the 68 landmarks points. Landmark positions for each photograph were verified and manually repositioned as necessary by each marker. Landmark positions of three manual annotators were averaged for each photograph to define ground-truth locations.
Evaluating Model Bias and Training a New Model for Landmark Localization
Marked photographs were clustered by patient and randomly divided into three non-overlapping groups, all images of the same patients were only in one group.
The groups were: -model training (N=180 subjects; equating to 90% of the database or 1440 photographs), validation (N=10 subjects; equating to 5% of the database or 80 photographs, and test (N=10 subjects; equating to 5% of the database or 80 photographs). Healthy control photographs (N=10 subjects, equating to 80 photographs) were used for model testing only. Computer operations were performed in the Python programming language (version 3.6.7) on a Lenovo Thinkpad personal computer (T470, Intel Core i7-7600U processor running at 2.8GHz with 32GB of RAM) that did not include specialized hardware for training and evaluation of machine learning models (GPU or TPU).
Evaluation of model bias against patients
Evaluation of model bias against patients was performed using publicly available implementation of the ensemble of regression trees algorithm for facial landmark localization proposed by Kazemi et al. 11 Available algorithm was used to estimate the position of 68 facial landmarks in the test group of our database and the photographs of healthy controls; predicted landmarks position were compared to the ground-truth locations provided by the manual annotation procedure. Errors in landmark localization were quantified using the root-mean-square error (RMSE) between ground-truth and algorithm-predicted landmark positions normalized by the inter-ocular distance (NRMSE) [38] . 
Statistical Analysis
Differences between the groups (i.e, healthy vs. patients) were sought using the Kruskal-Wallis one-way analysis of variance; differences between models (i.e. publicly available vs. re-trained using patients' photographs) were sought using the Wilcoxon signed rank test. Statistical significance was considered at p < 0.01.
Results
MEE Database
All patients that visited the Facial Nerve Center at MEE between October 2017 and October 2018 and provided written consent to use their photographs for research purposes were considered candidates for the database. Patients who demonstrated gross facial deformities or whose facial features were not clearly visible 
Specialized model Accuracy
Error! Reference source not found. shows a box and whiskers plot representing the NRMSE yielded by the ensemble of regression trees model re-trained with the MEEI database, when applied to photographs of healthy controls and patients suffering from facial palsy. Our analysis demonstrated that there was no significant difference in the facial landmark localization accuracy between patients and healthy subjects (6.87 ± 2.28 vs. 6.03 ± 2.43, p = 0.03).
There was no significant difference in the landmark localization accuracy provided by the models trained with the 300-W and MEEI databases when applied to healthy subjects (7.09 ± 2.34 vs. 6.87 ± 2.28, p = 0.162). In contrast, the re-trained model provided significantly improved accuracy when applied to patients (8.56 ± 2.16 vs. 6.03 ± 2.43, p<<0.01). Figure 3 illustrates the improved accuracy of the model trained with the MEEI database over the model trained with the 300-W database. 
Discussion
Objective quantification of disease severity facilitates improved understanding of disease progression, recovery, and treatment response, and patient-clinician and inter-clinician communication. Facial palsy severity is typically assessed using subjective clinician facial grading systems including the House-Brackmann, 36 Sunnybrook, 37 and eFACE 38 scales. Such approaches are limited by high inter-rater variability, and require considerable training for proper use and interpretation. 39, 40 Though more objective methods for quantifying facial displacements have been described, no single tool has achieved widespread use.
In this study we demonstrated that machine learning approaches can provide objective, automatic, and accurate facial measurements in photographs of patients suffering from facial palsy, so that these methods have the potential of disrupting the current clinical practice for diagnosis and assessment of the condition. However, our results demonstrated that publicly available models, trained with databases of healthy subjects, provide significantly worst landmark localization accuracy when applied to photographs of patients. We also demonstrated that by re-training the facial landmark 
Conclusions
We introduced the first manually annotated database of standardized pose, illumination, and expression photographs among patients with unilateral facial palsy.
Using this dataset, we demonstrated that a ML model for automatic facial landmark localization in this patient population outperforms a model trained using a much larger dataset of healthy subjects. We demonstrated the clinical utility of this approach in the quantification of facial palsy disease severity from databased 
