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RESUMEN DEL PROYECTO:
El presente Proyeto Fin de Carrera desarrolla un sistema ompleto para la autoalibraión de á-
maras y la reonstruión espaial de esenas formadas por puntos 3D. La entrada del sistema onsiste
en heros on espeiaiones de puntos 2D previamente loalizados en imágenes, sin que esta loal-
izaión forme parte del proyeto. La salida onsiste en los parámetros intrínseos y extrínseos de las
ámaras y la esena 3D. Todo el sistema se implementa en el entorno de programaión onoido omo
MATLAB.
El sistema implementa las prinipales alternativas para los algoritmos de autoalibraión y reonstru-
ión onoidas en la literatura. También se realiza una evaluaión experimental uyo objetivo es la
omparaión de la eaia de las distintas ténias utilizadas.
PALABRAS CLAVE:
Imagen, ámara, autoalibraión, reonstruión tridimensional, geometría proyetiva, optimizaión,
parámetros intrínseos y extrínseos, matriz fundamental, tensor trifoal, tensor uadrifoal, ajuste
de haes, horóptera.
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Capítulo 1
Introduión
El presente proyeto está englobado dentro del ampo de la visión artiial, la ual pretende emular
el omportamiento de la visión humana utilizando una ámara omo sensor y un ordenador omo
proesador. El proyeto tiene omo objetivo la autoalibraión de un onjunto de ámaras y la reon-
struión 3D de la estrutura de la esena adquirida.
Suponemos que se dispone de un onjunto de imágenes digitales o una seuenia de vídeo que reeja
una esena estátia. A partir de dihas imágenes se extraen araterístias (puntos y/o retas) y se
pretende obtener un modelo en tres dimensiones de la esena (prinipalmente basado en la loalizaión
en el espaio de iertos puntos signiativos), suponiendo que se desonoen las araterístias de la
ámara on que fueron adquiridas las imágenes, así omo la posiión espaial de la misma respeto
de la esena durante la adquisiión: no hay ningún tipo de onoimiento a priori, sólo la informaión
ontenida en las imágenes.
Los dos elementos prinipales del título del proyeto ya han sido presentados en el párrafo anterior: el
término autoalibraión signia obtener los parámetros que denen la ámara (distania foal, punto
prinipal, posiión del espaio, et.) sin ningún onoimiento a priori de la esena adquirida, mientras
que el término reonstruión 3D signia obtener un modelo tridimensional de la esena bajo estudio:
forma y loalizaión de los objetos que están delante de la ámara.
No es objeto del proyeto la extraión de araterístias de las imágenes digitales de partida, ni su
orrespondenia entre imágenes, ni la representaión tridimensional mediante mallado y pegado de
texturas sobre la superie reonstruida. Así pues, el objetivo es abordar las etapas intermedias entre
estos extremos.
La memoria está organizada de la siguiente manera: en el apítulo 2 se desribe el problema que se
pretende resolver y se exponen el esquema de proesamiento y el modelo físio utilizado; en el apítulo
3 se realiza una introduión a la geometría proyetiva, herramienta matemátia on la que se desribe
la mayor parte del modelo físio. En el apítulo 4 se trata un tema básio para desarrollar el resto de
elementos geométrios omo es la estimaión de homografías en el plano. El apítulo 5 toa super-
ialmente los elementos de la matriz de proyeión que representa una ámara y se aprende a estimarla.
La alibraión proyetiva es la idea entral del apítulo 6, en el que se tratan temas omo la matriz
fundamental, la triangulaión, el tensor trifoal, el tensor uadrifoal, la geometría multiámara, el
ajuste de haes y la distorsión radial. El apítulo 7 versa sobre la autoalibraión de ámaras, en él se
introduen algunos algoritmos para estimar los parámetros intrínseos y extrínseos de las ámaras.
El apítulo 8 trata sobre la optimizaión posterior a la alibraión eulídea.
Al nal de los apítulos más importantes se exponen algunos resultados experimentales de los algorit-
mos desritos, de los que se pueden extraer las prinipales onlusiones de los temas tratados.
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En el último apítulo se proede a una breve disusión de los resultados y las líneas de trabajo futuro
en respuesta a las debilidades enontradas. Los apéndies inluidos al nal de la memoria tratan temas
seundarios que no queremos que distraigan la atenión del letor respeto del argumento prinipal.
En ellos se exponen: la notaión seguida, algoritmos de optimizaión, desripión de las rutinas im-
plementadas, et.
Antes de entrar en detalles sobre ada uno de los temas, me gustaría itar algunas de las aportaiones
innovadoras que el autor ha desarrollado en el proyeto: una modiaión del algoritmo lineal de ál-
ulo de homografías en el plano § 4.2, un algoritmo robusto de alibraión proyetiva § 6.6.4.1, un
nuevo algoritmo de autoalibraión para ámaras on parámetros intrínseos onstantes basado en la
estimaión de la uádria absoluta mediante horópteras § 7.8.6, un ajuste de haes proyetivo que
ompensa la distorsión radial § 6.6.5 y un ajuste de haes eulídeo adaptado a ámaras on píxeles
de forma onoida § 8.2. Además, se ha heho el esfuerzo de expresar la mayoría de los problemas de
optimizaión en un maro desriptivo omún § 4.3, por lo que a lo largo de la memoria se reformulan
muhos algoritmos en términos de una funión modelo, en lugar de una funión de oste.
En verdad, el algoritmo de autoalibraión de § 7.6.2 no está reogido en ningún artíulo, pero es
una pequeña variaión sobre otro existente y no es la primera vez que uno se da uenta de que ha
reinventado la rueda. El análisis experimental ompleto presentado desde un enfoque omún que se
hae en el apítulo de la alibraión proyetiva § 6.7 no tiene preedente en la literatura.
Capítulo 2
Planteamiento del problema y modelo
utilizado
2.1. El problema de la reonstruión 3D
El problema que onsideramos onsiste en obtener a partir de un onjunto de imágenes
la estrutura tridimensional de la esena aptada,
los parámetros externos de la ámara que denen su movimiento,
y los parámetros internos de la misma.
En algunas oasiones supondremos onoidos algunos de los valores de los parámetros de las ámaras.
En adelante, suponemos que ya han sido detetadas iertas araterístias entre imágenes y puestas
en orrespondenia, a través de algún algoritmo de seguimiento. A partir de este número nito de
araterístias pretendemos resolver nuestro problema, además de imponer iertas restriiones, si no
sería imposible reonstruir nuestro mundo físio, ya que su omplejidad es innitamente superior a la
omplejidad de las medidas que podamos haer en las imágenes.
Así pues, queda estableido el dominio del proyeto: la entrada son un onjunto de orrespondenias
de araterístias entre imágenes (puntos y/o retas) y la salida son los parámetros intrínseos y ex-
trínseos de la ámara, junto on las posiiones de los puntos 3D.
Habitualmente, la resoluión de este problema se divide en varias etapas y los posibles resultados
intermedios de ada una de ellas son lo que se onoe omo una reonstruión proyetiva o una reon-
struión afín de la esena. Estas fases reiben el nombre de reonstruión o alibraión estratiada.
Ambas reonstruiones están relaionados on la reonstruión nal, denominada reonstruión
eulídea o métria, mediante una transformaión geométria del espaio: proyetiva o afín, respetiva-
mente. Las transformaiones proyetivas también reiben el nombre de homografías, término que será
expliado más adelante.
Comenzamos estableiendo el modelo del proeso físio de aptaión de imágenes y la terminología
básia del problema.
2.2. Modelo y deniiones básias
En este apartado queremos ver la relaión que hay entre el mundo real y las imágenes que podemos
tomar on una ámara.
3
4 CAPÍTULO 2. PLANTEAMIENTO DEL PROBLEMA Y MODELO UTILIZADO
Todos somos onsientes de que perdemos una dimensión al proyetar el mundo real sobre una imagen.
El onepto de perder una dimensión tiene la siguiente expliaión matemátia: el mundo real es
omúnmente identiado on R3 graias a la el desripión loal que proporiona (en ausenia de
tiempo), mientras que las imágenes son planas, son un pequeño trozo del plano R2. Esta aída de
superíndie: del 3 al 2 es lo que entendemos omo perder una dimensión. Nuestra misión es tratar
de reuperar esta dimensión perdida, inferirla a partir de varias proyeiones, tomadas desde distintas
posiiones del espaio.
Una ámara es un dispositivo que realiza esta proyeión del mundo tridimensional al mundo de
las imágenes, de dominio bidimensional, y su aión reibe el nombre de proeso de formaión de
la imagen. Este proeso es omplejo porque intervienen muhos elementos: un onjunto de lentes se
utiliza para dirigir la luz, ontrolar su direión de propagaión, para que inida sobre un dispositivo
CCD y onvierta la informaión en bits. Los fundamentos óptios de la formaión de la imagen ha-
bitualmente suponen un modelo de lente delgada o na, lo que simplia el análisis: despreiamos los
efetos de difraión y reexión de las lentes, y nos quedamos on el modelo más senillo de refraión.
Más aún, si haemos que la apertura de la lente disminuya a ero, esto fuerza que todos los rayos pasen
por el entro óptio de la lente, onoido omo modelo ideal de la ámara de ojo de aguja (pinhole).
Sin embargo hay un problema: a medida que la apertura disminuye la difraión se vuelve dominante,
por onsiguiente, el modelo de lente delgada (puramente refrativo) no es apliable. Además, a medida
que la apertura disminuye, también lo hae la energía que atraviesa la lente. Aunque atualmente es
posible onstruir dispositivos que se aproximan a ámaras de ojo de aguja, desde nuestro punto de
vista el modelo de ojo de aguja onstituirá una buena aproximaión geométria de un sistema de
adquisiión de imágenes bien enfoado.
El modelo matemátio más popular que desribe esta operaión es el de ámara proyetiva, que or-
responde a una proyeión ónia, por lo que sus elementos básios son el plano de proyeión, plano
de la imagen o retina y el entro de proyeión.
En primer lugar queremos obtener las euaiones de la proyeión en sistemas de referenia adaptados
que hagan estas euaiones lo más senillas posible. Tomemos omo referenia espaial un sistema
ortonormal on origen en el entro óptio de la proyeión, uyo eje z esté alineado on el eje óptio
de la lente y los otros dos ejes sean paralelos al plano de proyeión. Sea la referenia en el plano un
sistema on origen en el punto prinipal y ejes paralelos a los del sistema espaial. El punto prinipal
es el punto de interseión del eje óptio on el plano de la imagen. La gura 2.1 representa la notaión
de ejes utilizada.
Un punto p del espaio, de oordenadas X˜ = (X,Y, Z)⊤ y su proyeión en el plano x˜ = (x, y)⊤
guardan la siguiente relaión, deduida por semejanza de triángulos,
x = −f X
Z
, y = −f Y
Z
(2.1)
donde f es la distania foal . A vees se utiliza la notaión y símbolo de apliaión proyeión π:
π : R3\{Z = 0} −→ R2
X˜ 7→ x˜ = π(X)
Cualquier otro punto sobre la reta que pasa por el entro óptio y por p se proyeta sobre las mismas
oordenadas x, esto reeja el modelo de la ámara de ojo de aguja.
Obsérvese que hay un signo negativo en ada igualdad de (2.1). Esto hae que la imagen de un objeto
esté invertida (boa abajo) en el plano de la imagen. Para eliminar este efeto, ambiamos de signo
las oordenadas, que es equivalente a suponer el plano de la imagen está en z = +f , en lugar de en
z = −f . A vees se denomina a este último plano virtual de la imagen, ya que está situado delante
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f
X
Y
Z
x
y
plano de la imagen (Z=0)
Centro óptico
punto proyectado
p: punto 3D
Figura 2.1: Sistemas de oordenadas adaptados a la ámara
de la lente. En adelante utilizaremos este modelo, on el plano de la imagen delante del entro óptio,
ya que resulta más ómodo. Las nuevas oordenadas de la proyeión del punto p son:
x = f
X
Z
, y = f
Y
Z
(2.2)
Son neesarios varios ambios de referenia, tanto en el espaio omo en el plano para estableer una
orrespondenia preisa entre puntos del espaio 3D, expresados respeto de un sistema de referenia
global jo, y sus proyeiones en la imagen, expresadas respeto de un sistema de referenia loal a la
imagen. Existen tres tipos de transformaiones involuradas:
Cambio de base en el espaio entre el sistema de referenia de la ámara y el de los objetos.
Proyeión de oordenadas espaiales a oordenadas en un plano.
Cambio de base en el plano de la imagen entre distintos sistemas de referenia.
A ontinuaión veremos que podemos expresar este proeso simpliado de formaión de la imagen y
ambios de oordenadas mediante la multipliaión enadenada de varias matries, por lo que omen-
zaremos a utilizar el álgebra matriial para desarrollar el modelo matemátio. Invertir esa adena de
transformaiones se onoe omo alibraión de la ámara, que es un paso lave haia la reonstru-
ión 3D.
A pesar de que las euaiones (2.2) son intrínseamente no lineales, al pasar a oordenadas homogéneas,
las euaiones se vuelven lineales. Las oordenadas homogéneas son propias de los espaios proyetivos.
Un punto del espaio R3, de oordenadas X˜ = (X,Y, Z)⊤, se representa en oordenadas homogéneas
añadiendo un 1 omo última oordenada: X = (X,Y, Z, 1)⊤, obteniendo así un vetor de 4 om-
ponentes. Además, se establee que dos vetores en oordenadas homogéneas representan el mismo
punto si son proporionales. A simple vista este ambio puede pareer perjudiial, ya que se añade
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una oordenada más, sin embargo omprobaremos que es muy ventajoso.
Si expresamos las euaiones de la proyeión ónia en oordenadas homogéneas, éstas se pueden
expresar de forma lineal:
X
Y
Z
1
 7→
 xy
1
 ∼
 fXfY
Z
 =
 f 0 0 00 f 0 0
0 0 1 0


X
Y
Z
1

El símbolo ∼ signia igualdad salvo proporionalidad. En la anterior euaión podemos desomponer
la matriz:  f 0 0 00 f 0 0
0 0 1 0
 =
 f 0 00 f 0
0 0 1
 1 0 0 00 1 0 0
0 0 1 0
 = Kf [I | 0]
donde Kf es la matriz diagonal diag(f, f, 1) y [I | 0] es la matriz de proyeión anónia. De forma
ompata la euaión de la proyeión es:
x ∼ PX
siendo x = (x, y, 1)⊤ las oordenadas homogéneas del punto proyetado en la imagen y P = Kf [I | 0]
la matriz de la ámara proyetiva.
2.2.1. Parámetros intrínseos
Consideramos dentro de la imagen dos sistemas de referenia anes:
Un sistema arbitrario en el que vienen expresados los datos. Notemos mediante (u, v) las oor-
denadas de un punto en este sistema, a las que llamaremos oordenadas de píxel.
Un sistema ortonormal on origen en el punto prinipal y uno de sus vetores paralelo a uno del
sistema anterior, on oordenadas asoiadas (x, y), llamadas oordenadas normalizadas.
u
v^
x
y
0 0u u+v v
^^
^
^
^
uu+vv^^
v
xx+yy^^
0-
Figura 2.2: Sistemas de oordenadas en el plano
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En la gura 2.2 están representados ambos sistemas. Ahora hallaremos la matriz que expresa la relaión
entre las oordenadas de ambos sistemas. Para ello utilizamos la relaión vetorial presentada en la
misma gura.
u0~u+ v0~v + x~x+ y~y = u~u+ v~v (2.3)
llamemos mu y mv a las dimensiones de los vetores ~u y ~v en unidades de los vetores ~x e ~y respeti-
vamente, y sea θ el ángulo que forman, resulta la siguiente relaión:
~u = mu~x;
~v = mv cos θ~x +mv sen θ~y;
y sustituyendo en (2.3), se dedue
x = (u− u0)mu + (v − v0)mv cos θ;
y = (v − v0)mv sen θ;
Despejemos u y v
u = u0 +m
−1
u x−m−1u (tan θ)−1y
v = v0 +m
−1
v (sen θ)
−1y
matriialmente, vemos que sigue el patrón de una transformaión afín: u˜ = Ax˜+ b˜,(
u
v
)
=
(
m−1u −m−1u (tan θ)−1
0 m−1v (sen θ)
−1
)(
x
y
)
+
(
u0
v0
)
.
Esto mismo, expresado en oordenadas homogéneas:
u =
[
A b˜
0 1
]
x
es deir,  uv
1
 =
 m
−1
u −m−1u (tan θ)−1 u0
0 m−1v (sen θ)
−1 v0
0 0 1

 xy
1
 .
Inluyendo esto en las euaiones de la proyeión ónia que ya onoemos
 uv
1
 =
 m
−1
u −m−1u (tan θ)−1 u0
0 m−1v (sen θ)
−1 v0
0 0 1

 f 0 0 00 f 0 0
0 0 1 0


X
Y
Z
1
 =

f
mu
− fmu cot θ u0 0
0 fmv sen θ v0 0
0 0 1 0


X
Y
Z
1

Denominando K a la matriz uadrada formada por las tres primeras olumnas de la última matriz, y
notando u = (u, v, w)⊤, la euaión queda de forma onisa:
u ∼ K[I | 0]X
am
Denotamos X
am
= (X,Y, Z, 1)⊤ para enfatizar que, por ahora, la referenia espaial utilizada está
adaptada a la ámara.
La matriz K se denominamatriz de parámetros intrínseos de la ámara y depende de ino parámetros:
αu = f/mu, la relaión de aspeto τ = mv/mu, el ángulo θ (que dene la inlinaión entre los lados de
los píxeles - skew), y las oordenadas del punto prinipal (u0, v0). Si llamamos αv = f/mv, la relaión
de aspeto también se expresa omo τ = αu/αv.
K =
 αu −αu cot θ u00 αv/ sen θ v0
0 0 1
 =
 ταv −ταv cot θ u00 αv/ sen θ v0
0 0 1

(2.4)
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2.2.2. Parámetros extrínseos
En general, los puntos del espaio están expresados respeto de un sistema de referenia ortonormal
arbitrario distinto del que está adaptado a la ámara, al que se denomina: sistema de referenia del
mundo. Ambos sistemas de oordenadas espaiales se relaionan mediante una transformaión propia
de un mundo eulídeo en el que sólo existen movimientos rígidos : una transformaión eulídea, es
deir, una rotaión y una traslaión.
Si X˜ son las oordenadas de un punto en el sistema de referenia del mundo y X˜
am
son las oordenadas
del mismo punto, pero en el sistema de referenia adaptado a la ámara, entones podemos expresar
la relaión entre ellos: X˜
am
= R(X˜− C˜), donde C˜ son las oordenadas del entro óptio de la ámara
en el sistema de referenia del mundo y R es una matriz de rotaión que representa la orientaión
del sistema de referenia adaptado a la ámara respeto del sistema de referenia del mundo. Esta
relaión en oordenadas homogéneas es:
X
am
=
[
R t
0
⊤ 1
]
X
Y
Z
1
 = [ R −RC˜
0
⊤ 1
]
X = HeX
La matriz de la transformaión eulídea, He, dene el movimiento rígido entre ambos sistemas de
referenia. La traslaión la denotamos de forma general mediante el vetor t ∈ R3.
2.2.3. Matriz de proyeión ompleta
El proeso de formaión de la imagen ompleto inluye la proyeión ónia senilla y también matries
que modelan la alibraión interna y externa:
P = K[I | 0]He =
 αu −αu cot θ u00 αv/ sin θ v0
0 0 1
 1 0 0 00 1 0 0
0 0 1 0
[ R t
0
⊤ 1
]
= KR[I | −C˜]
La euaión de la proyeión respeto de los nuevos sistemas de referenia de la imagen y del mundo
es:
u ∼ KR[I | −C˜]X
A vees se utiliza la letra x para referirse a las oordenadas homogéneas de los puntos en las imágenes
respeto del nuevo sistema de referenia, en lugar de la letra u, siguiendo la notaión de [1℄.
2.2.4. Distorsión radial
Hasta ahora se ha supuesto que un modelo lineal es un modelo preiso del proeso de formaión de
la imagen. Así, los puntos 3D, punto en la imagen y entro óptio están alineados, y las retas del
mundo real se proyetan en retas en el plano de la imagen. Para lentes reales esta suposiión no se
umple. En general, la desviaión más relevante es una distorsión radial. En la prátia, este error es
más ausado uanto menor es la distania foal y peor es la alidad de la lente.
Es posible orregir la distorsión radial produida en las imágenes para seguir utilizando la suposiión de
ámara lineal. La distorsión debería ser orregida en el lugar orreto en la adena de transformaiones
del proeso de proyeión: diho lugar es la proyeión iniial del objeto al plano de la imagen, antes de
apliar la matriz de parámetros intrínseos. Es deir, se debería trabajar en oordenadas normalizadas.
Sin embargo, en la mayor parte del proyeto se desonoe la matriz de parámetros intrínseos de la
ámara, por lo que se trabaja en oordenadas de píxel. En estas oordenadas, el modelo matemátio
de distorsión radial es el reogido en [1℄.(
xd
yd
)
=
(
xc
yc
)
+ L(r)
(
x− xc
y − yc
)
(2.5)
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donde (xd, yd) son las oordenadas distorsionadas, observadas (medidas en la imagen), (x, y) son las
oordenadas orregidas, (xc, yc) es el entro de distorsión radial y r
2 = (x − xc)2 + (y − yc)2. Si la
relaión de aspeto no es la unidad es neesario orregir la fórmula de álulo de r. Las oordenadas
orregidas están relaionadas on las oordenadas del punto 3D mediante una proyeión lineal.
La eleión de la funión de distorsión y posiión del entro de distorsión depende de los autores. La
funión L(r) sólo está denida para valores positivos de r y L(0) = 1. Se puede obtener una aproxi-
maión a una funión de distorsión ualquiera mediante el desarrollo en serie de Taylor L(r) = 1+κ1r+
κ2r
2 + κ3r
3 + κ4r
4 + . . .. Se onsidera que los oeientes de orreión radial {κ1, κ2, κ3, . . . , xc, yc}
forman parte de los parámetros intrínseos de la ámara. El valor de los oeientes κi, así omo su
signo permite orregir los dos tipos de distorsiones geométrias más omunes: de barril y de ojín. A
menudo se utiliza el punto prinipal omo entro de la distorsión radial, aunque no tienen por qué
oinidir.
Es líito realizar algunos omentarios sobre el polinomio:
Término independiente: para r = 0 el entro de distorsión no se mueve, por eso el término
independiente de L(r) vale 1: L(0) = 1.
Difereniabilidad en el origen: si el polinomio L(r) inluyese sólo potenias pares (anulamos
todos los oeientes κi on i impar), admitiría derivadas ontinuas de todos los órdenes en el
origen, es deir, sería una funión C∞. Al inluir potenias impares, eso ya no se umple debido
a la no difereniabilidad de la funión raíz uadrada en el origen. En onreto, una funión que
inluya κ1 y κ2 no nulos es C1, pero no C2.
Paree reíble que el mundo físio varíe de forma suave y que, por tanto, pueda ser desrito
mediante funiones de lase C∞, lo que nos llevaría a adoptar un modelo de potenias pares en
la funión de distorsión. Sin embargo, autores omo Hartley [1℄, junto on Devernay y Faugeras
adoptan el modelo más general de distorsión radial, el ual inluye también potenias impares,
omo se omenta en [12℄.
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Figura 2.3: Ejemplo de los tipos de distorsiones radiales más freuentes: distorsión de barril (izquierda)
y distorsión de ojín (dereha).
La gura 2.3 ilustra mediante dos simulaiones de MATLAB la distorsión radial: representa la defor-
maión de una malla ortogonal de 640× 480 entrada en el origen a través de un modelo de distorsión
radial on el entro de distorsión en el origen de oordenadas y un polinomio distorsionador on tres
oeientes: κ1 = 2 · 10−4, κ2 = −1,5 · 10−6 y κ3 = 4 · 10−10 para la distorsión de barril y los mismos
oeientes, pero ambiando el signo de κ2 para la distorsión de ojín.
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2.3. Formalizaión del problema
Con los elementos que ya han sido presentados podemos formalizar el problema más general de la
reonstruión 3D de la forma siguiente. Dadas m imágenes on las proyeiones {xij}i=1,...,m;j=1,...,n
de n puntos (onvenientemente identiados uno en ada imagen omo orrespondientes al mismo
punto del espaio), queremos hallar las posiiones de estos puntos en el espaio y los parámetros de las
ámaras. Si elegimos arbitrariamente el sistema de referenia eulídeo asoiado a una de las imágenes
omo sistema de referenia, queremos hallar las oordenadas {Xj}j=1,...,n de los puntos y las matries
y vetores {Ki, Ri, C˜i}i=1,...,m tales que
x
i
j ∼ Ki[Ri| − RiC˜
i
]Xj
Una limitaión esenial es que en la reonstruión on ámaras no alibradas es imposible reuperar
la esala de la esena, puesto que si esalamos las oordenadas de los puntos y los desplazamientos
entre ámaras obtenemos las mismas imágenes. La reonstruión es posible dentro del grupo on-
forme, es deir, salvo una transformaión de semejanza, la ual inluye un esalado, una rotaión y
una traslaión.
Realiemos una uenta de inógnitas y euaiones:
Inógnitas: Por ada ámara, 5 parámetros intrínseos y 6 de posiión haen 5m+6(m−1), a los
que hay que sumar 3 por punto, luego tenemos 5m+ 6(m− 1) + 3n = 11m+ 3n− 6 inógnitas.
Euaiones: Dos por punto y ámara, es deir, 2mn.
La presenia de errores en la posiión de las proyeiones (ruido en los datos) hae interesante plantear
el problema en términos de estimaión estadístia. Si se supone que el ruido en ada punto proyetado
es independiente de los demás y tiene distribuión gaussiana de omponentes independientes, los
parámetros de ámaras y esena más verosímiles serán los que minimien la suma de los uadrados
de las distanias eulídeas entre los puntos observados x
i
j y los valores obtenidos a partir de estos
parámetros mediante las euaiones. Por tanto, un planeamiento natural del problema onsiste en la
identiarlo on la minimizaión de la funión de oste∑
i,j
d2(xij , K
i[Ri| − RiC˜i]Xj)
donde d representa la distania eulídea en el plano de la imagen. Esta funión de oste se onoe on
el nombre de error de reproyeión y es muy utilizada en todo el proyeto.
Se trata por tanto de un problema de optimizaión no lineal on un número elevado de variables para el
que no es esperable resolver mediante ténias genérias de optimizaión. La estrategia para resolver
el problema se basará en dividirlo en subproblemas que se puedan resolver mediante fatorizaión
de matries o problemas de optimizaión fatibles. Posteriormente estos resultados pueden renarse
mediante ténias de optimizaión que busquen la minimizaión de la funión de oste anterior o una
aproximaión a la misma.
2.4. Esquema de proesamiento
El esquema de proesamiento ompleto desde que se dispone de las imágenes hasta que se visualiza
la reonstruión en tres dimensiones está representado en el diagrama de bloques de la gura 2.4 y
onsta de los siguientes elementos:
El primer bloque es el que se enarga de extraer las araterístias de las imágenes y ponerlas
en orrespondenia. Para una seuenia de vídeo sería el algoritmo de extraión de puntos más
el de seguimiento.
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Extraión de
araterístias
y seguimiento
Calibraión
proyetiva
Optimizaión de
la alibraión
eulídea
Presentaión de
la reonstruión
Autoalibraión
Dominio del proyeto
Figura 2.4: Diagrama de bloques del esquema de proesamiento
Un bloque uya misión es la alibraión proyetiva de las ámaras. Una reonstruión proyetiva
es una reonstruión de la esena que está relaionada on la reonstruión real mediante una
transformaión geométria del espaio llamada homografía.
El siguiente bloque realiza la autoalibraión. Dada una alibraión proyetiva de las ámaras,
obtiene una homografía para onvertir una reonstruión proyetiva en una reonstruión
métria (a vees llamada eulídea).
Un bloque que optimiza la alibraión métria obtenida, minimizando la funión de oste del
error de reproyeión.
La presentaión de la reonstruión es el objetivo del último bloque. La informaión de la ali-
braión eulídea de las ámaras y las posiiones de los puntos 3D se ombina on la informaión
de texturas de las imágenes para onstruir un modelo tridimensional de la superie del mundo
real y visualizarlo mediante algún programa de realidad virtual.
Los bloques pueden estar a su vez divididos en sub-bloques, por ejemplo el bloque de autoalibraión
puede realizar una alibraión estratiada de la esena, en lugar de haerla en una sola etapa, la
ejeuta en varias. Reiteramos, una vez más que los bloques primero y último no forman parte del
desarrollo del proyeto.
2.5. Casos partiulares
Muhos algoritmos de autoalibraión realizan hipótesis sobre los valores de algunos parámetros in-
trínseos de las ámaras, en otras oasiones se imponen restriiones en lugar de onoer esos valores.
Algunas de estas suposiiones son:
Todas las imágenes han sido realizadas on la misma ámara, sin variar ninguno de sus parámet-
ros. Es la hipótesis de parámetros intrínseos onstantes, pero desonoidos. La matriz K es la
misma para todas las ámaras.
La ámara que adquirió las imágenes posee píxeles retangulares: θ = π/2, (ámara CCD).
K =
 αu 0 u00 αv v0
0 0 1

Los píxeles son uadrados, es deir, θ = π/2 y τ = 1 ⇔ αu = αv. Es equivalente a deir que el
ángulo θ y la relaión de aspeto son onoidos.
K =
 αu 0 u00 αu v0
0 0 1

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El punto prinipal de la ámara es onoido. Es equivalente a deir que el punto prinipal está
en el origen de oordenadas, ya que siempre podemos realizar una traslaión de los ejes de tal
forma que el punto prinipal sea el origen del nuevo sistema de oordenadas.
K =
 αu −αu cot θ 00 αv/ sen θ 0
0 0 1

Algunos algoritmos suponen que se onoen todos los parámetros intrínseos salvo la distania foal,
es deir, suponen píxeles uadrados y punto prinipal en el entro. La matriz de parámetros intrínseos
se simplia notablemente:
K =
 αu 0 00 αu 0
0 0 1

Graias a la experienia adquirida en pruebas experimentales y el estudio de la literatura sobre au-
toalibraión podemos deir que la hipótesis de píxeles uadrados es más reíble que la hipótesis de
punto prinipal en el origen. La posiión del punto prinipal puede variar signiativamente de una
imagen a otra, ambas tomadas on la misma ámara; sin embargo la relaión de aspeto y el skew
son parámetros jos debidos a la onstruión del dispositivo CCD de las ámaras digitales. Éste no
ambia de una imagen a otra.
Capítulo 3
Geometría Proyetiva
3.1. Introduión
La geometría eulídea desribe loalmente nuestro mundo tridimensional. Todos estamos familiariza-
dos on esta geometría ya que desde pequeños se nos enseña en el olegio. En la geometría eulídea
los lados de los objetos tienen longitudes, las líneas que se intersean determinan ángulos entre ellas,
y se die que dos líneas son paralelas si perteneen al mismo plano y nuna se ortan. Además, estas
propiedades no ambian uando apliamos las transformaiones eulídeas (traslaión y rotaión). Sin
embargo, no es el únio tipo de geometría. Esto queda de maniesto uando onsideramos la formaión
de imágenes en una ámara, la geometría eulídea es insuiente: no se preservan las longitudes ni
los ángulos, y las líneas paralelas se pueden ortar. Nota: utilizamos el término transformaión para
referirnos a las biyeiones.
Eulídea Semejanza Afín Proyetiva
Transformaiones
rotaión X X X X
traslaión X X X X
esalado uniforme X X X
esalado no uniforme X X
deformaión/inlinaión X X
homografías X
Invariantes
longitud X
ángulo X X
proporiones entre segmentos X X
razón simple X X X
paralelismo X X X
inidenia X X X X
razón doble X X X X
Cuadro 3.1: Las uatro geometrías diferentes, las transformaiones permitidas en ada una y las
medidas que permaneen invariantes bajo esas transformaiones
La geometría eulídea es en realidad un subonjunto de lo que se onoe omo geometría proyetiva. De
heho, hay dos geometrías entre ambas: la geometría del grupo onforme formado por las semejanzas
y la geometría afín. La relaión entre las diferentes geometrías la podemos onsultar en la tabla 3.1,
que se irá omprendiendo a medida que se avane en la letura de este apítulo.
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La geometría proyetiva modela bien el proeso de adquisiión de imágenes en una ámara porque
permite una lase más amplia de transformaiones que sólo traslaiones y rotaiones. También permite
tratar más adeuadamente la proyeión ónia. Las ventajas de las transformaiones proyetivas son:
preservan el tipo (esto es, los puntos siguen siendo puntos y las retas se transforman en retas), la
inidenia (esto es, si un punto pertenee a una reta) y una medida onoida omo la razón doble.
La desventaja es que se preservan menos medidas: ni longitudes, ni ángulos, ni paralelismo.
La geometría proyetiva existe para ualquier número de dimensiones, al igual que la geometría eu-
lídea. Por ejemplo la reta proyetiva, que denotamos por P1, es análoga al mundo eulídeo unidi-
mensional; el plano proyetivo, P2, se orresponde on el plano eulídeo; y el espaio proyetivo, P3,
está vinulado on el espaio eulídeo tridimensional. El proeso de formaión de la imagen es una
proyeión desde P3 hasta P2. Como es más fáil omprender los oneptos prinipales en espaios
de pequeña dimensión, haremos un gran esfuerzo en estudiar P2, el plano proyetivo. Este espaio es
espeialmente útil para entender el plano de la imagen y tiene oneptos análogos en P3.
Si se desea profundizar más en la geometría proyetiva se reomiendan las referenias [13℄ y [14℄.
3.2. El Plano Proyetivo
3.2.1. Cuatro modelos
Hay uatro formas de pensar en el plano proyetivo [34℄. La más importante de ellas para la apliaión
a la visión artiial es la de oordenadas homogéneas. Empezando por el modelo de oordenadas ho-
mogéneas y prosiguiendo on ada uno de los otros tres modelos trataremos de obtener una intuiión
de la naturaleza del plano proyetivo, uya deniión onisa proviene del uarto modelo.
Coordenadas homogéneas
Supongamos que tenemos un punto (x, y)⊤ en el plano eulídeo. Como ya hemos visto, para representar
este mismo punto en el plano proyetivo, simplemente añadimos una terera oordenada de valor 1 al
nal: (x, y, 1)⊤. Esta operaión reibe el nombre de homogeneizaión de las oordenadas. En general,
un punto en un espaio eulídeo n-dimensional se representa por un punto en un espaio proyetivo de
dimensión (n+ 1). La igualdad es sustituida por la proporionalidad: el punto (x, y, 1)⊤ es el mismo
que el punto (αx, αy, α)⊤ para ualquier λ no nulo.
(X,Y,W )⊤ = (λX, λY, λW )⊤ ∀λ 6= 0
El punto (0, 0, 0) no está permitido. Las oordenadas se llaman homogéneas porque el fator de pro-
porionalidad no es importante.
Para representar una reta en el plano proyetivo partimos de la fórmula eulídea de la reta
ax+ by + c = 0
y ya que la euaión no se ve afetada por el fator de proporionalidad llegamos a lo siguiente:
aX + bY + cW = 0 (3.1)
u
⊤
p = p⊤u = 0 (3.2)
donde u = [a, b, c]⊤ es la reta y p = [X,Y,W ]⊤ es el punto sobre la reta. Vemos que los puntos y las
retas tienen la misma representaión en el plano proyetivo. Los parámetros de una reta se pueden
interpretar fáilmente: −a/b es la pendiente, −c/a es el punto de orte on el eje x, y −c/b es el punto
de orte on el eje y.
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Para transformar un punto en el plano proyetivo de vuelta a oordenadas eulídeas, simplemente hay
que dividir por la terera oordenada: (x, y)⊤ = (X/W, Y/W )⊤. Esta operaión reibe el nombre de
deshomogeneizaión de las oordenadas. Inmediatamente vemos que el plano proyetivo ontiene más
puntos que el plano eulídeo: los puntos uya terera oordenada es ero. Son los llamados puntos del
innito y representan las direiones de todas las retas del plano eulídeo. Hay un punto del innito
distinto asoiado on ada direión en el plano; por ejemplo, los puntos (1, 0, 0)⊤ y (0, 1, 0)⊤ están
asoiados on las direiones horizontal y vertial, respetivamente. Los puntos del innito son onsid-
erados omo ualquier otro punto en P2 y no se les aplia ningún trato espeial. Todos los puntos del
innito están sobre una reta, llamada la reta del innito, que una vez más, es tratada de la misma
forma que ualquier otra reta. La reta del innito anónia en un sistema de referenia eulídeo
tiene la representaión (0, 0, 1)⊤.
Supongamos que queremos enontrar la interseión de dos retas. Por álgebra elemental, las retas
u1 = (a1, b1, c1)
⊤
y u2 = (a2, b2, c2)
⊤
se ortan en el punto p = (b1c2−b2c1, a2c1−a1c2, a1b2−a2b1)⊤.
Esta fórmula es fáilmente reordable omo el produto vetorial: p = u1 × u2. Si las dos retas son
paralelas, −a1/b1 = −a2/b2, el punto de orte es (b1c2 − b2c1, a2c1 − a1c2, 0), que es el punto del
innito asoiado on la direión uya pendiente es −a1/b1. De forma similar, dados dos puntos p1 y
p2, la euaión de la reta que pasa por ambos viene dada por u = p1 × p2.
Ahora supongamos que queremos determinar si tres puntos p1, p2 y p3 están alineados (sobre la
misma reta). La reta que une los dos primeros puntos es p1×p2. El terer punto está sobre la reta
si p
⊤
3 (p1 ×p2) = 0, es deir, si el determinante de la matriz de 3× 3 que ontiene las oordenadas de
los puntos es ero:
det[p1 p2 p3] = 0.
De forma similar, tres líneas u1, u2 y u3 se ortan en al mismo punto (son onurrentes) si se umple
la siguiente euaión:
det[u1 u2 u3] = 0.
En la tabla 3.2 resumimos los oneptos de oordenadas homogéneas.
punto p = (X,Y,W )⊤ reta u = (a, b, c)⊤
inidenia p
⊤
u = 0 inidenia p⊤u = 0
alineaión det[p1 p2 p3] = 0 onurrenia det[u1 u2 u3] =0
reta que une u = p1 × p2 punto interseión de p = u1 × u2
dos puntos dos retas
punto del innito (X,Y, 0)⊤ reta del innito (0, 0, c)⊤
Cuadro 3.2: Resumen de las oordenadas homogéneas en P2: puntos y retas
Ejemplo 1: Dadas dos retas u1 = (4, 2, 2) y u2 = (6, 5, 1), el punto de orte viene dado por:∣∣∣∣∣∣
i j k
4 2 2
6 5 1
∣∣∣∣∣∣ = (2− 10)i+ (12− 4)j + (20− 12)k = (−8, 8, 8) = (−1, 1, 1)
Ejemplo 2: Consideremos la interseión de la hipérbola xy = 1 on la reta horizontal y = 1. Para
onvertir estas euaiones a oordenadas homogéneas reordemos que X = Wx y Y = Wy, lo que
da XY = W 2 para la hipérbola y Y = W para la reta. La soluión a estas dos euaiones es el
punto (W,W,W ), que es el mismo que el punto (1, 1) en el plano eulídeo, el resultado deseado. Ahora
onsideremos la interseión de la misma parábola on la reta horizontal y = 0, una interseión
que no existe en el plano eulídeo. En oordenadas homogéneas la reta es Y = 0 lo que produe la
soluión (X, 0, 0), el punto del innito asoiado on la direión horizontal.
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Espaio de rayos
Aabamos de ver que, al pasar de lo eulídeo a lo proyetivo, un punto en R2 se onvierte en un
onjunto de puntos en R3, que están relaionados por un fator de esala no nulo. Así pues, un punto
p = (X,Y,W ) en P2 se puede ver omo una reta en el espaio tridimensional que pasa por el origen
y el punto p (téniamente hablando, la reta no inluye el origen. Este espaio tridimensional es
onoido omo el espaio de rayos (entre otros nombres) y una representaión es la gura 3.1. Del
mismo modo, una reta u = (a, b, c) en P2 se puede ver omo un plano que pasa por el origen y es
perpendiular a u. La reta del innito es el plano horizontal W = 0, y los puntos del innito son
retas en este plano.
punto
p u
W
X
Y
recta
Figura 3.1: Espaio de rayos
La esfera unidad
Debido a que las oordenadas no se ven afetadas por un fator de proporionalidad, P2 es bidi-
mensional, aunque sus puntos tengan tres oordenadas. Cada punto p = (X,Y,W ), representado
por una reta en el espaio de rayos, puede ser proyetado sobre la esfera unidad para obtener el
punto
1√
X2+Y 2+Z2
(X,Y,W ). El denominador nuna es ero porque el punto (0, 0, 0) no está permitido.
Los puntos en el plano proyetivo pueden verse omo puntos en la esfera unidad, omo muestra la
gura 3.2. Como ada reta en el espaio de rayos orta a la esfera en dos puntos, ambas inter-
seiones representan el mismo punto: los puntos antipodales son idéntios. Así mismo, los planos
que representan retas en el espaio de rayos ortan a la esfera unidad en grandes irunferenias
(meridianos), así las retas se pueden ver omo grandes irunferenias perpendiulares a u. La reta
del innito es el euador de la esfera, y los puntos del innito están sobre esta irunferenia.
A vees se utiliza una jerga matemátia que va un poo más allá y se dien frases omo: S2 es una
doble ubierta de P2. De forma simpliada esto signia que loalmente existe una biyeión entre
la esfera y el plano proyetivo, si nos olvidamos de los puntos antipodales.
El plano afín aumentado
Ahora, proyetemos la esfera unidad sobre el plano W = 1. Cada punto (X,Y,W ) de la esfera es
transformado en el punto (XW ,
Y
W , 1) que está en la interseión del plano W = 1 on la reta que
representa el punto. Del mismo modo, las retas son onvertidas en la interseión del plano W = 1
on el plano que representa a la reta. Los puntos del innito y la reta del innito se proyetan
en puntos del innito y la reta del innito, respetivamente, omo muestra la gura 3.3. Volvemos a
una representaión en la que los puntos son puntos y las retas son retas.
El plano proyetivo, P2, es el plano afín aumentado por una sola reta del innito y un onjunto de
puntos del innito, uno para ada direión. La reta del innito y los puntos del innito no se tratan
de forma distinta a la reta y puntos nitos. El plano afín ontiene los mismos puntos que el plano
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recta
punto
del infinito
p
u
punto
recta
del infinito
Figura 3.2: La esfera unidad
plano
afín p
punto recta
recta del infinitopunto del infinito
u
W
Y
X
Figura 3.3: El plano afín más la reta del innito y los puntos del innito
eulídeo. La únia diferenia es que el primero también permite esalado no uniforme y deformaión
(inlinaión).
3.2.2. Dualidad
Observando una vez más la tabla 3.2, las semejanzas entre puntos y retas son sorprendentes. Por
ejemplo, sus representaiones son idéntias, y la fórmula para la interseión de dos retas es la misma
que la fórmula para la reta que pasa por dos puntos. Estas observaiones no son un resultado de la
oinidenia, sino un resultado de la dualidad que existe entre puntos y retas en el plano proyetivo.
En otras palabras, ualquier teorema o sentenia que es verdadero para el plano proyetivo puede ser
reesrito interambiando puntos por retas y alineaión por inidenia; el teorema resultante también
es ierto.
Haz de retas
Un onjunto de retas onurrentes (retas que pasan por un mismo punto) en P2 es un espaio
proyetivo unidimensional llamado haz de retas. Éste es un resultado obvio de apliar el prinipio de
dualidad: un onjunto de retas onurrentes es lo mismo que un onjunto de puntos alineados.
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3.2.3. La razón doble
El invariante de la geometría proyetiva es la razón doble, que es una razón de proporiones asoiada
a uaternas de puntos alineados de un espaio proyetivo. Dados uatro puntos alineados p1, p2,
p3 y p4 de P
2
, no neesitamos las tres oordenadas para expresar su loalizaión ya que una de las
tres oordenadas depende de las otras dos según la euaión de la reta sobre la que están. Así que
podemos eliminar una de sus oordenadas, ya que la sabremos reuperar a través de la dependenia
que establee la euaión de la reta. Supongamos que dihas oordenadas son (pi1, pi2), i = 1, . . . , 4,
la razón doble se alula de la siguiente forma:
Cr(p1,p2,p3,p4) =
∆31∆42
∆32∆41
, donde ∆ij =
∣∣∣∣ pi1 pi2pj1 pj2
∣∣∣∣
La razón doble es independiente de la eleión de oordenadas que se realie sobre la reta en que
están los puntos. Aunque la razón doble es un invariante una vez que elegimos el orden de los puntos,
su valor depende de ese orden. Podemos ordenar uatro puntos de 4! = 24 formas distintas, pero en
realidad sólo se obtienen omo máximo seis valores distintos de la razón doble, que están desritos
por el onjunto
{ρ, 1
ρ
, 1− ρ, 1
1− ρ ,
ρ− 1
ρ
,
ρ
ρ− 1}.
Hay otras medidas de la razón doble y todas ellas son invariantes bajo transformaiones proyetivas.
La dualidad ondue a una razón doble para uatro retas onurrentes al sustituir la distania eu-
lídea entre dos puntos por el seno del ángulo entre dos retas. Otra forma menos obvia de medir la
razón doble entre uatro retas onurrentes es utilizar otra reta, arbitraria y que orte a las ua-
tro anteriores; la razón doble de las retas la denimos omo la razón doble de los uatro puntos de
interseión (la razón doble es la misma sin importar qué reta se esoja).
3.2.4. Referenia proyetiva
Una referenia proyetiva de un espaio Pn es una oleión ordenada de n+2 puntos x0, . . . , xn, xn+1
de Pn tal que ualesquiera n+ 1 entre ellos son independientes. El último de los puntos se denomina
punto unidad. Se denota:
R = {x0, . . . , xn;xn+1} .
Así omo una referenia eulídea del plano está formada por un punto origen y dos vetores (3 puntos),
una referenia del plano proyetivo está formada por 4 puntos. Las transformaiones propias de ada
espaio se denen de auerdo a a ómo transformen sus referenias de origen y destino.
3.2.5. Cónias y ónias duales
En geometría eulídea, las ónias de segundo orden (elipses, parábolas, hipérbolas, et.) son objetos
geométrios importantes. Coletivamente, nos referimos a estas urvas omo ónias, sin distinguir
entre las distintas formas eulídeas.
Así omo una irunferenia en geometría eulídea se dene omo el lugar de los puntos que equidistan
del entro, una ónia en geometría proyetiva se dene omo el lugar de los puntos on razón doble
onstante a uatro puntos jos, de los uales no hay tres alineados. En ambos asos la forma de la
urva se dene respeto a un invariante de la geometría partiular: distania en el aso de geometría
eulídea, y razón doble en el aso proyetivo.
La euaión de la ónia viene dada por:
p
⊤Cp = 0,
o
c11X
2 + c22Y
2 + c33W
2 + 2c12XY + 2c13XW + 2c23YW = 0
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donde p es un vetor olumna de tres omponentes (3× 1) y C es una matriz simétria de 3× 3.
C =
 c11 c12 c13c12 c22 c23
c13 c23 c33

La matriz C es una representaión homogénea de una ónia. Por lo tanto, de los seis grados de
libertad iniiales de una matriz simétria de 3 × 3 hay que quitar uno, debido a que el fator de
proporionalidad no es importante: multipliar C por una onstante no altera la euaión de la ónia
p
⊤Cp = 0. Por lo tanto, tiene ino grados de libertad.
Cino puntos denen una ónia
Supongamos que queremos alular la ónia que pasa por un onjunto de puntos pi. ¾Cuántos puntos
determinan la ónia unívoamente? Podemos responder a la pregunta dando un algoritmo que alule
la ónia [1℄. Cada punto de la ónia veria p
⊤
i Cpi = 0. Esto se puede poner omo un produto
matriial, si llamamos
qi =
[
X2i 2XiYi 2XiWi Y
2
i 2YiWi W
2
i
]⊤
entones ada punto genera la ondiión
q
⊤
i  = 0
donde  = [c11 c12 c13 c22 c23 c33]
⊤
es la ónia representada por un vetor de 6× 1. El resultado
de poner ino ondiiones de puntos es un sistema de euaiones lineales en los elementos de C.
q
⊤
1
q
⊤
2
q
⊤
3
q
⊤
4
q
⊤
5
  = 0
y la ónia es el vetor soluión del sistema de 5 euaiones y 6 inógnitas: el vetor que expande el
núleo (de dimensión uno) de la matriz del sistema.
Retas tangentes a una ónia.La reta l tangente a la ónia C en el punto p es, en oordenadas
homogéneas: l = Cp.
a b
Figura 3.4: (a) Los puntos p que verian p
⊤Cp = 0 están sobre una ónia de puntos o ónia
puntual. (b) Las retas l que umplen l
⊤C∗l = 0 son tangentes a la ónia de puntos C. La ónia C
es la envolvente de las retas l.
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Cónias duales
La ónia C denida anteriormente es llamada on mayor propiedad una ónia de puntos, porque
dene una euaión para puntos. Dado el prinipio de dualidad en P2 entre puntos y retas no es
sorprendente que también exista una ónia que dene una euaión para retas. Esta ónia dual (o
ónia de retas) también se representa por una matriz de 3× 3, que denotamos omo C∗. Una reta
l tangente a la ónia C satisfae l⊤C∗l = 0. La notaión C∗ india que C∗ es la matriz adjunta de C
(denida a través de la inversa: C∗ = det(C)C−⊤). Para matries regulares y simétrias, C∗ = C−1
(salvo proporionalidad).
La euaión de una ónia dual es fáil de obtener en el aso de que C tenga rango ompleto: en un
punto p sobre C, la tangente es l = Cp. Dándole la vuelta, vemos que el punto p en el que la reta l es
tangente a C es p = C−1l. Como p satisfae p⊤Cp = 0, obtenemos que (C−1l)⊤C(C−1l) = l⊤C∗l = 0,
sustituyendo en el último paso C−⊤ = C−1 porque C es simétria.
Una ónia dual tiene ino grados de libertad. Del mismo modo que ino puntos ualesquiera denen
una ónia de puntos, ino retas ualesquiera determinan una ónia dual. En la gura 3.4 vemos
una representaión de una ónia de puntos y su dual.
3.2.6. Puntos irulares
Una sorprendente propiedad de las ónias es que ualquier irunferenia orta a la reta del innito,
W = 0, en dos puntos jos. Para ver esto, notemos que una irunferenia es una ónia on matriz
diagonal y uyos elementos de la diagonal prinipal son iguales (1, 1,−1):
X2 + Y 2 −W 2 = 0,
que orta a la reta del innito W = 0 en
X2 + Y 2 = 0
Esta euaión tiene dos raíes omplejas, onoidas omo los puntos irulares: I = (1, i, 0) y J =
(1,−i, 0). (Aunque, por simpliidad hemos asumido oordenadas homogéneas reales, estas pueden ser,
en general, elementos de ualquier uerpo onmutativo en el que 1+1 6= 0 [32℄). Los puntos irulares
permaneen invariantes bajo transformaiones de semejanza, lo que los hae útiles para determinar
los ángulos entre dos retas, mediante la fórmula de Laguerre.
3.2.7. Homografías
Las homografías son las biyeiones propias de los espaios proyetivos. Una homografía de P
2
se dene
omo una apliaión del plano en sí mismo, tal que la alineaión de ualquier onjunto de puntos se
mantiene. Tal apliaión se onsigue on la multipliaión por una matriz T de 3 × 3. Cada punto p
se transforma en otro punto p
′
:
p
′ = Tp
Utilizaremos los términos transformaión y homografía asi indistintamente. Salvo proporionalidad,
sólo oho términos de la matriz T son independientes (hay oho grados de libertad). Como ada pun-
to ontiene dos valores independientes, para determinar T basta on tener uatro parejas de puntos
orrespondientes.
Para onvertir una reta u en otra reta u
′
neesitamos que se preserve la inidenia, esto es, si un
punto p está sobre la reta u, entones el punto orrespondiente p
′
debe estar sobre la orrespondiente
reta u
′
. Por lo tanto,
p
⊤
u = 0 = (T−1p′)⊤u = p
′⊤(T−⊤u),
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lo que india que si los puntos se transforman según T, los elementos duales (las retas en P2) se
transforman según T
−⊤
.
u
′ = T−⊤u
A partir de estos resultados no es difíil de demostrar que una ónia puntual C se transforma en
T
−⊤CT−1, y una ónia de retas C∗ = |C|C−1 se transforma en TC∗T⊤.
Demo: Los puntos p se transforman de auerdo a p
′ = Tp ⇔ p = T−1p′. Sustituyendo en la
euaión de la ónia, 0 = p⊤Cp = (T−1p′)⊤CT−1p′ = p
′⊤(T−⊤CT−1)p′ = p
′⊤C′p′, es deir,
C 7→ C′ = T−⊤CT−1.
Las retas se transforman según u
′ = T−⊤u ⇔ u = T⊤u′ y verian la euaión de la ónia
0 = u⊤C∗u = (T⊤u′)⊤C∗T⊤u′ = u
′⊤(TC∗T⊤)u′ = u
′⊤C
′∗
u
′
, o sea, C∗ 7→ C ′∗ = TC∗T⊤.
Jerarquía de transformaiones
En uanto a transformaiones, reordemos que proyetivo ⊃ afín ⊃ semejanza ⊃ eulídeo. Estudiemos
la matriz T para desubrir las relaiones entre estas geometrías. Primero esribamos los elementos de
la matriz proyetiva, por referenia:
T
P
=
 t11 t12 t13t21 t22 t23
t31 t32 t33

El plano afín es el plano proyetivo sin la reta del innito. Por lo tanto, las transformaiones anes
deben preservar la reta del innito y los puntos del innito, es deir, ualquier punto [X,Y, 0]⊤ debe
ser transformado en el punto [αX,αY, 0]⊤, para algún esalar arbitrario α:
α[X,Y, 0]⊤ = T[X,Y, 0]⊤
Lo que implia que t31 = t32 = 0. Por lo que la matriz para transformaiones anes es:
T
A
=
 t11 t12 t13t21 t22 t23
0 0 t33
 ∼ [ A t
0
⊤ 1
]
donde una vez más sólo seis de estos parámetros son independientes, al desontar la proporionalidad.
Estos seis grados de libertad de una transformaión afín se reparten en: dos para la traslaión t,
otros dos para el esalado, uno para un ángulo de rotaión θ y otro para un ángulo de inlinaión o
deformaión.
Al ontrario que las transformaiones anes, las transformaiones de semejanza preservan ángulos y
las proporiones (razones entre longitudes). El resultado es que la matriz de una transformaión de
semejanza es:
T
S
=
 cos θ sin θ t13− sin θ cos θ t23
0 0 t33
 ∼ [ sR t
0
⊤ 1
]
donde θ es un ángulo arbitrario que india una rotaión, de matriz:
R =
[
cos θ sin θ
− sin θ cos θ
]
Una matriz de transformaión de semejanza tiene 4 grados de libertad: uno, θ, para la rotaión, uno
para el esalado s y dos para la traslaión t.
22 CAPÍTULO 3. GEOMETRÍA PROYECTIVA
En las transformaiones eulídeas, el fator proporionalidad sí es importante, s = 1: el punto p
se debe onvertir a oordenadas eulídeas dividiendo por la terera oordenada antes de apliar la
transformaión: [
x′
y′
]
=
[
cos θ sin θ
− sin θ cos θ
] [
x
y
]
+
[
tx
ty
]
⇒ T
E
∼
[
R t
0
⊤ 1
]
3.3. El Espaio Proyetivo
Todos los oneptos disutidos para el plano proyetivo, P2, tienen analogías en el espaio proyetivo,
P3. Por ejemplo, hay una dualidad entre puntos y planos, las retas son auto-duales, un haz de planos
es un espaio proyetivo bidimensional, la razón doble entre dos planos es invariante, las uádrias
juegan el mismo papel que las ónias, la ónia absoluta permanee invariante bajo transformaiones
de semejanza, y la fórmula de Laguerre puede ser utilizada para enontrar el ángulo entre dos rayos
de proyeión.
Un punto en P3 se representa por una 4-tupla X = (X,Y, Z,W )⊤, y lo mismo para un plano π. Un
punto pertenee a un plano si y sólo si π⊤X = 0.
Plano que pasa por tres puntos. Tres puntos Xi, i = 1, . . . , 3, en posiión general denen un únio
plano π. Cada punto debe veriar π⊤Xi = 0, en forma de matriz, X⊤1
X
⊤
2
X
⊤
3
π = 0.
La matriz de 3 × 4 uyas las son los puntos Xi tiene rango 3, así que su núleo, de dimensión 1,
determina el plano π.
Punto interseión de tres planos. Del mismo modo se determina el únio punto de interseión
X de tres planos πi, i = 1, . . . , 3 en posiión general, ya que son problemas duales. El punto X es el
vetor del núleo de la matriz de 3× 4 uyas las son las oordenadas homogéneas de los planos πi. π⊤1π⊤2
π⊤3

X = 0.
3.3.1. Cuádrias
Una uádria es una superie de P3 que representa una euaión de segundo grado en uatro vari-
ables homogéneas. No se profundizará sobre la lasiaión de las uádrias, sólo diremos que existen
uádrias de puntos y sus duales: las uádrias de planos.
Los puntos que perteneen a la uádria verian la euaión de segundo gradoX
⊤
QX = 0, siendo Q la
matriz simétria 4× 4 que representa la uádria. Las uádrias duales tienen una expresión análoga,
sustituyendo puntos por planos: π⊤Q∗π = 0, donde Q∗ ∼ Q−1, siguiendo el mismo desarrollo que se
hizo on las ónias duales.
Una uádria tiene 9 grados de libertad: los mismos que elementos de una matriz simétria de 4 × 4
denida salvo proporionalidad. Así que nueve puntos en posiión general determinan una uádria
de P3. Si la matriz que dene la uádria es degenerada, entones basta on menos puntos para de-
terminarla.
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3.3.2. Representaión de retas: las oordenadas de Plüker
Las retas de P3 tienen 4 grados de libertad y admiten varias representaiones algebraias; las más
habituales son una matriz antisimétria de 4 × 4 o un vetor de seis omponentes. Ambas están es-
trehamente relaionadas. Una reta se puede denir de varias maneras, por ejemplo: la reta que
pasa por dos puntos dados o la reta interseión de dos planos ualesquiera.
Reta que pasa por dos puntos. La reta que pasa por dos puntos A y B se representa por la
matriz L = AB⊤ −BA⊤, uyos elementos son lij = AiBj −BiAj .
L =

0 l12 l13 l14
−l12 0 l23 l24
−l13 −l23 0 l34
−l14 −l24 −l34 0
 .
Esta matriz L es antisimétria y de rango 2. Su núleo, de dimensión 2, está formado por dos
planos del haz de planos uya base es la reta.
La matriz L tiene 6 elementos distintos, pero está denida salvo proporionalidad y veria la
restriión det L = 0, que es lo que se onoe omo pertenenia de las retas de P3 a la uádria
de Klein de P5.
det L = (l12l34 − l13l24 + l14l23)2 = 0⇔ l12l34 − l13l24 + l14l23 = 0
La matriz L es independiente de los puntos A y B elegidos; se llega a la misma matriz si se
utilizan otros puntos alineados on aquellos.
Reta interseión de dos planos. Dados dos planos P y Q, su reta interseión tiene la matriz
dual L
∗ = PQ⊤ −QP⊤, on propiedades similares a la matriz L.
Los elementos de las matries L
∗
y L guardan la siguiente relaión de proporionalidad:
(l12, l13, l14, l23, l42, l34) ∼ (l∗34, l∗42, l∗23, l∗14, l∗13, l∗12)
Relaiones de inidenia Con esta representaión matriial para las retas, es fáil alular el plano
generado por un punto X y una reta L, es π = L∗X. Además, el punto X pertenee a la reta L sii
L
∗
X = 0 /∈ P3.
La relaión dual india ómo obtener el punto de interseión de una reta L y un plano π, es X = Lπ.
La reta está ontenida en el plano sii Lπ = 0 /∈ P3.
Coordenadas de Plüker. Otra forma de representar las retas es mediante los 6 elementos de la
matriz antisimétria expliada. El vetor así reado reibe el nombre de oordenadas de Plüker de la
reta. A su vez, hay varias posibilidades de denir el vetor, las dos más habituales son:
ℓ
.
= (l12, l13, l14, l23, l24, l34)
⊤
o ℓ
.
= (l12, l13, l14, l23, l42, l34)
⊤
(3.3)
Obsérvese que lo únio que ambia es el quinto elemento del vetor. La segunda deniión elimina el
signo menos de la restriión det L = 0, ya que lij = −lji, es deir,
det L = 0⇔ l12l34 + l13l42 + l14l23 = 0
Cualquiera de los dos vetores representa las oordenadas homogéneas de la reta y omo son vetores
de 6 omponentes, perteneen a P5. Todas las retas de P3 son puntos de P5, sin embargo no es ierto
lo inverso; para que un punto de P5 represente una reta de P3 sus oordenadas tienen que umplir
la restriión det L = 0. La interpretaión geométria de esta restriión es que las retas de P3 for-
man una superie uádria en P5, la llamada uádria de Klein. Es una uádria porque la relaión
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det L = 0 es uadrátia en los elementos del vetor ℓ.
La matriz de la uádria de Klein tiene dos representaiones, según qué deniión de (3.3) se elija:
Ω =

1
−1
1
1
−1
1
 o Ω =

1
1
1
1
1
1

Por ejemplo, para la segunda deniión (3.3), la restriión det L = 0 se expresa en P5:
ℓ⊤Ωℓ = (l12 l13 l14 l23 l42 l34)

1
1
1
1
1
1


l12
l13
l14
l23
l42
l34
 = 0 (3.4)
Expresemos de forma onisa algunas propiedades importantes:
Pertenenia. Un vetor ℓ ∈ P5 representa una reta de P3 sii pertenee a la uádria de Klein.
ℓ⊤Ωℓ = 0 (3.5)
Inidenia Dos retas ℓ1, ℓ2 de P
3
son inidentes (se ortan) sii sus oordenadas de Plüker en P5
son onjugadas respeto de la uádria de Klein, Ω.
ℓ⊤1 Ωℓ2 = 0 (3.6)
Sólo abe deir que las dos deniiones (3.3) se deben a que la primera es más ómoda de programar,
aunque la segunda permite manejar las expresiones siempre on signos positivos.
3.3.3. Homografías
Aión de una homografía sobre puntos, planos, uádrias y retas
Si se aplia una homografía (transformaión proyetiva representada por una matriz de 4× 4 regular)
a un punto: X
′ = HX, entones, para onservar la relaión de inidenia de puntos y planos, éstos
se transforman según la euaión: π′ = H−⊤π, ya que π
′⊤
X
′ = (H−⊤π)⊤HX = π⊤H−1HX = π⊤X = 0.
Si el punto está sobre una uádria Q, para que se verique la euaión de la uádria, ésta se transfor-
ma según Q 7→ H−⊤QH−1. Si un plano está sobre una uádria dual Q∗, para que se verique la euaión
de pertenenia, la uádria se transforma de auerdo a Q
∗ 7→ HQ∗H⊤. Las demostraiones son similares
a las dadas para las ónias en § 3.2.7.
Según la homografía H, la reta L se transforma en la reta L
′ = HLH⊤ y la reta L∗ se transforma en
la reta L
∗′ = H−⊤L∗H−1.
Jerarquía de transformaiones
En P3 también hay una jerarquía de transformaiones. Una homografía arbitraria (proyetiva) está
representada por una matriz regulara 4 × 4, por lo tanto posee 16 − 1 = 15 grados de libertad. Pero
existen subgrupos partiulares, dentro del grupo de las transformaiones proyetivas.
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El grupo de las anidades o transformaiones anes, que posee 12 grados de libertad: una matriz
regular arbitraria A y un vetor de traslaión t. Lo más signiativo de las transformaiones anes es
que no varían las oordenadas del plano del innito (queda jo omo onjunto, posiblemente no punto
a punto).
H
A
=
[
A t
0
⊤ 1
]
(3.7)
El grupo onforme está formado por las transformaiones de semejanza, que tienen 7 grados de libertad.
Una transformaión de semejanza está formada por una rotaión R, un esalado s y una traslaión t.
H
S
=
[
sR t
0
⊤ 1
]
(3.8)
El último grupo interesante en la jerarquía es el grupo de las transformaiones eulídeas, que desribe
los movimientos de uerpos rígidos, así que no hay dilataión ni ontraión: s = 1. Por lo tanto quedan
6 grados de libertad: 3 para la rotaión y 3 para la traslaión. La matriz responde a la expresión:
H
E
=
[
R t
0
⊤ 1
]
(3.9)
3.4. Objetos de autoalibraión
Presentamos los objetos geométrios que sirven para denir una estrutura afín o una estrutura
eulídea en un espaio proyetivo. Por ejemplo, si tenemos una reonstruión eulídea distorsionada,
a la que llamamos reonstruión proyetiva, y onoemos la posiión de la ónia absoluta, podemos
volver al mundo eulídeo.
3.4.1. El plano del innito pi∞
Es un plano espeial dentro de los planos de P3.
Expresión anónia (en un maro eulídeo): W = 0⇔ π∞ = (0 : 0 : 0 : 1)⊤
Es jo ante transformaiones anes HA (3.7). Es jo omo onjunto, no punto a punto. Esta
propiedad es lave, ya que si se onoen las oordenadas del plano del innito en una alibraión
proyetiva, es posible pasar a una alibraión afín. Este es el primer paso de la alibraión
estratiada.
El paralelismo se orresponde on ompartir la inidenia (orte) en π∞.
• Dos retas son paralelas si omparten el mismo punto de innito.
• Dos planos son paralelos si omparten la misma reta de innito.
• Una reta y un plano son paralelos si el punto de innito de la reta está sobre la reta de
innito del plano.
3.4.2. La ónia absoluta Ω∞
Es una ónia de puntos ontenida en π∞. Está formada sólo por puntos imaginarios.
Expresión anónia (en un maro eulídeo):
Ω∞ =
{
X2 + Y 2 + Z2 = 0
W = 0
En π∞, la matriz de la ónia es la identidad.
C = I =
 1 1
1
⇐⇒ (X,Y, Z)I(X,Y, Z)⊤ = 0
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Es ja ante transformaiones de semejanza HS (3.8). Es ja omo onjunto, no punto a punto.
Esta propiedad es también lave, pues si se onoen las euaiones de la ónia absoluta en una
alibraión proyetiva o una alibraión afín, es posible pasar a una alibraión métria. Este es
el segundo paso de la alibraión estratiada.
Cualquier reta de π∞ orta a Ω∞ en 2 puntos, omo umplen toda ónia y reta de un plano.
Todas las irunferenias de P3 ortan a Ω∞ en dos puntos: los puntos irulares del plano que
ontiene a la irunferenia.
Todas las esferas ortan a π∞ en Ω∞.
El ángulo entre dos direiones d1 y d2 (puntos de π∞) se puede determinar en ualquier maro
proyetivo mediante la fórmula:
cos(θ) =
d
⊤
1 Ω∞d2√
(d⊤1 Ω∞d1)(d
⊤
2 Ω∞d2)
(3.10)
Caso partiular: dos direiones son ortogonales sii son onjugadas respeto de Ω∞.
θ = ±π/2⇐⇒ d⊤1 Ω∞d2 = 0 (3.11)
3.4.3. La IAC y la DIAC
La PAC o IAC es la proyeión de la ónia absoluta (ontenida en π∞) sobre el plano de la
imagen. Su expresión es ω = (KK⊤)−1
La DIAC es la ónia de retas dual de la proyeión de la ónia absoluta. Su euaión es
ω∗ = KK⊤ y es la imagen de la uádria absoluta dual, Q∗∞, mediante la fórmula: ω
∗ = PQ∗∞P
⊤
Los puntos de π∞ tienen oordenadas X∞ = (d⊤, 0)⊤ y su proyeión sobre el plano de la imagen es
x ∼ PX∞ = KR[I | −C˜]
(
d
0
)
= KRd
La homografía que existe entre los puntos del plano del innito y los puntos del plano de la imagen es
H = KR. Según esta homografía, la ónia absoluta Ω∞ se transforma en ω = (KK⊤)−1 = K−⊤K−1, que
reibe el nombre de proyeión de la ónia absoluta (PAC) o imagen de la ónia absoluta (IAC).
Esto es fáil de omprobar: la matriz de la ónia absoluta en π∞ es la identidad C = I3, y las ónias
de puntos se transforman mediante homografías según C 7→ H−⊤CH−1. Sustituyendo en esta expresión
la ónia y la homografía, C ≡ Ω∞ 7→ (KR)−⊤I(KR)−1 = K−⊤RR−1K−1 = (KK⊤)−1 = ω.
La ónia dual reibe el nombre de DIAC (dual de la imagen de la ónia absoluta). Y omo ya vimos
en § 3.2.5, la matriz homogénea que la representa es
ω∗ = ω−1 = KK⊤
Ambas ónias se utilizan muho en autoalibraión, ya que sólo dependen de la matriz de parámetros
intrínseos y es la informaión que se desea reuperar para alibrar las ámaras. Tanto ω omo ω∗
determinan unívoamente K mediante la desomposiión de Cholesky, que es apliable ya que ambas
matries son denidas positivas (o negativas, dependiendo del fator de esala).
Cualquier plano π orta al plano del innito π∞ en una reta l∞ y esta reta orta a Ω∞ en dos
puntos, que son los puntos irulares del plano π. La imagen de los puntos irulares está sobre ω, son
los puntos en los que l∞ orta a ω.
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3.4.4. La uádria absoluta dual Q
∗
∞
La dual de Ω∞ es Q∗∞, una uádria dual degenerada, llamada la uádria absoluta dual. Cuádria
dual signia que es una uádria de planos, no de puntos. Es degenerada porque la matriz que
la representa no es de rango máximo 4, sino 3.
Expresión anónia (en un maro eulídeo):
Q
∗
∞ =

1
1
1
0

Al ser una uádria degenerada on un autovalor nulo, posee un núleo no vaío, formado por
el autovetor asoiado a diho autovalor. π∞ es el núleo de Q∗∞.
Q
∗
∞π∞ = 0 (3.12)
Es ja ante transformaiones de semejanza HS (3.8). Es ja omo onjunto, no punto a punto.
La uádria absoluta dual ontiene la informaión equivalente a la ónia absoluta y el plano
del innito, por lo que sirve para onvertir una reonstruión proyetiva en una reonstruión
métria.
El ángulo entre las normales de dos planos se puede determinar en ualquier maro proyetivo
mediante la fórmula:
cos(θ) =
π⊤1 Q
∗
∞π2√
(π⊤1 Q
∗
∞π1)(π⊤2 Q
∗
∞π2)
(3.13)
Caso partiular: dos planos son ortogonales sii son onjugados respeto de Q
∗
∞.
θ = ±π/2⇐⇒ π⊤1 Q∗∞π2 = 0 (3.14)
3.4.5. La uádria degenerada Σ
Sea r una reta de P3 y r = (l12 l13 l14 l23 l42 l34)
⊤
sus oordenadas de Plüker en P
5
. La restriión
que verian es
l12l34 + l13l24 + l14l23 = 0
Dos retas de P3 son ortogonales sii sus oordenadas de Plüker en P5 son onjugadas respeto de la
uádria Σ, de rango 3.
r⊤1 Σr2 = 0, Σ =

0
0
1
0
1
1
 (3.15)
La uádria de Klein, Ω (§ 3.3) y la uádria de rango 3, Σ, son dos uádrias de P5 que forman
la base del haz de uádrias que es el Calibration Penil (ver [10℄). Éste es también un objeto de
autoalibraión. La expresión anónia de Σ en un maro de referenia eulídeo es la matriz en (3.15).
3.5. Resumen
En la tabla 3.3 se reogen los oneptos más importantes de oordenadas homogéneas relativos a
ónias, uádrias, sus duales y sus transformaiones según homografías.
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Espaio P2 P3
Objeto Cónia Cónia Dual Cuádria Cuádria dual
Elemento puntos x retas l puntos X planos π
Euaión x
⊤
Cx = 0 l⊤C∗l = 0 X⊤QX = 0 π⊤Q∗π = 0
Polaridad l = Cx x = C∗l π = QX X = Q∗π
Dualidad C
∗ ∼ C−1 si ónia no degenerada Q∗ ∼ Q−1 si uádria no degenerada
Homografía x
′ = Tx l′ = T−⊤l X′ = HX π′ = H−⊤π
C
′ = T−⊤CT−1 C∗
′
= TC∗T⊤ Q = H−⊤QH−1 Q∗
′
= HQ∗H⊤
Cuadro 3.3: Resumen de las ónias de P2 y uádrias de P3
La tabla 3.4 resume la jerarquía de transformaiones en los grupos proyetivo (GP), afín (GA), on-
forme (GC) y eulídeo (SE), tanto en el plano proyetivo omo en el espaio. También se detallan las
formas de las matries que representan las transformaiones y sus grados de libertad.
Espaio P2 P3
Grupo GP(2) GA(2) GC(2) SE(2) GP(3) GA(3) GC(3) SE(3)
T
P
T
A
T
S
T
E
H
P
H
A
H
S
H
E
Transformaión
[
A t
v
⊤ k
] [
A t
0
⊤ 1
] [
sR t
0
⊤ 1
] [
R t
0
⊤ 1
] [
A t
v
⊤ k
] [
A t
0
⊤ 1
] [
sR t
0
⊤ 1
] [
R t
0
⊤ 1
]
Grados libertad 8 6 4 3 15 12 7 6
Notaión A∈M2×2 regular;R ∈ SO(2); t,v ∈ R2; k, s ∈R A∈M3×3 regular;R ∈ SO(3); t,v ∈ R3; k, s ∈R
Cuadro 3.4: Resumen de la jerarquía de transformaiones en P2 y P3
Capítulo 4
Estimaión de homografías entre
imágenes
En este apítulo se onsidera el problema de la estimaión de transformaiones u otras entidades
matemátias basada en las medidas, observaiones de ierta naturaleza. Para ser más onretos, se
dan las bases para estimar:
Homografías 2D. Dadas unas orrespondenias de puntos de P
2
, xi ↔ x′i, alular la trans-
formaión proyetiva que lleva ada punto xi a x
′
i. En una situaión prátia, los puntos xi y x
′
i
son puntos de dos imágenes, ada imagen onsiderada omo un plano proyetivo P2.
Matries de proyeión. Dado un onjunto de puntos Xi en el espaio y un onjunto orre-
spondiente de puntos xi en una imagen, alular la proyeión lineal que lleva los Xi sobre los
xi. Tal proyeión lineal es la operaión realizada por una ámara proyetiva. A esta operaión
se le llama resetion en la literatura anglosajona.
Matriz fundamental. Dado un onjunto de puntos xi en una imagen y los puntos orrespon-
dientes x
′
i en la otra imagen, alular una matriz fundamental F onsistente.
Tensor trifoal. Dadas unas orrespondenias xi ↔ x′i ↔ x′′i entre tres imágenes, alular el
tensor trifoal, el ual relaiona puntos y retas en tres imágenes.
Estos problemas tienen muhas araterístias omunes, así que la experienia adquirida al resolver
uno de ellos sirve para no ometer los mismos errores en la soluión del resto. En este apítulo se
onsidera el primero de los problemas.
4.1. Introduión
Una apliaión direta del álulo de homografías entre pares de imágenes surge al utilizar una ámara
rotatoria para adquirir las mismas. El vetor de traslaión entre las posiiones de las ámaras es nulo.
Bajo esta hipótesis, los puntos proyetados en las imágenes se relaionan mediante una homografía del
plano y es posible obtener la matriz de parámetros intrínseos de la ámara en ada imagen a partir
de homografías. Otra apliaión es fotos de fotos: la homografía desribe la relaión punto a punto
que existe entre los puntos de un plano (una foto) y las proyeiones de éstos en otro plano del espaio.
El enuniado del problema es el siguiente: Dadas n ≥ 4 parejas de puntos en ada imagen {xi ↔ x′i},
determina la homografía de P2 uya matriz es H (3 × 3) tal que x′i ∼ Hxi, ∀i.
Son neesarias, al menos, 4 parejas de puntos para alular la matriz de la transformaión. Expli-
aión: la matriz H tiene 9 elementos, pero está denida a falta de un fator de proporionalidad; así
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que tiene 9− 1 grados de libertad. Por otro lado, ada pareja de puntos proporiona dos restriiones
sobre ómo se transforman 2 de sus oordenadas; también están denidos salvo proporionalidad.
La soluión H es únia si sólo se proporionan 4 parejas de puntos. En presenia de ruido y más de 4
orrespondenias de puntos las parejas de puntos pueden no ser ompatibles on la misma transfor-
maión proyetiva, y en estos asos es deseable estimar la mejor transformaión H que se ajusta a
los datos. El sentido mejor se dene relativo a ierta funión de oste a minimizar. Hay dos grandes
familias de funiones de oste: las basadas en minimizar un error algebraio (ómo se verian las
euaiones) y las que minimizan un error geométrio: una antidad medible en las imágenes.
El término Gold Standard se utiliza a lo largo de la memoria para referirse al algoritmo que minimiza
la funión de oste que proporiona la mejor estimaión H (es óptima) bajo iertas hipótesis: el ruido
está onnado a las oordenadas de los puntos observados en las imágenes, sigue una distribuión
gaussiana de media nula y es independiente en las dos oordenadas x, y de ada punto.
4.2. Algoritmo lineal
En general, los algoritmos lineales se basan en la teoría de mínimos uadrados, propuesta por Gauss.
Para resolver el problema se utilizan ténias estándar de álgebra lineal matriial: prinipalmente
la desomposiión en autovalores y autovetores, junto on la desomposiión en valores singulares
(apéndie B). A vees se utilizan las siglas DLT (Diret Linear Transformation) o SVD para referirse
a los algoritmos lineales.
Se utilizan omo iniializaión de los algoritmos no lineales. Las funiones de oste que minimizan
son de la familia de las algebraias: minimizan, habitualmente sin imponer restriiones, el grado de
veriaión de una euaión implíita, denido omo veremos más adelante.
El algoritmo lineal para el álulo de homografías del plano se puede onsultar en [1, pág. 73℄. La
expresión x
′
i ∼ Hxi india que los vetores a ada lado del símbolo ∼ son proporionales. En términos
del produto vetorial se expresa lo mismo, pero en forma de euaiones implíitas: x
′
i×Hxi = 0. Esta
última fórmula son tres euaiones lineales en las entradas de la matriz de la homografía H, de las
uales sólo dos son linealmente independientes. Denotando xi = (xi, yi, wi)
⊤
, x
′
i = (x
′
i, y
′
i, w
′
i)
⊤
y h
j⊤
la j-ésima la de la matriz H, las 3 euaiones son, en forma de sistema:
Aih =
 0⊤ −w′ix⊤i y′ix⊤iw′ix⊤i 0⊤ −x′ix⊤i
−y′ix⊤i x′ix⊤i 0⊤
 h1
h
2
h
3
 = 0
Esta euaión es lineal en los elementos de h. Los elementos de la matriz Ai son uadrátios en las
oordenadas de los puntos observados. Denominaremos matriz de diseño de la pareja de puntos a
la matriz Ai, que, diho sea de paso, es de tamaño 3× 9. Conatenando matries de diseño de puntos
se forma la matriz de diseño del problema. Con n = 4 parejas de puntos reamos una matriz A de
3n× 9 = 12× 9,
A =

A1
A2
.
.
.
An

Esta matriz es de rango 8 (si los puntos están en posiión general), por lo que el sistema homogéneo
Ah = 0 tiene soluión no trivial exata y únia (salvo fator de proporionalidad). En ambio, si se
utilizan n > 4 puntos, puede que la matriz sea de rango 9 y ya no tenga soluión exata (salvo la
trivial). En tal situaión se busa una soluión mínimo-uadrátia.
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En presenia de ruido se puede enuniar el siguiente problema de optimizaión:
mı´n
h
‖Ah‖ sujeto a ‖h‖ = 1
Este problema es un lásio al haber impuesto, sin pérdida de generalidad, ‖h‖ = 1, ya que el fator de
proporionalidad no afeta a la soluión. La funión de oste ‖Ah‖ se onoe omo distania algebraia.
La soluión se explia en § B.3.2 y se puede hallar por dos proedimientos, básiamente: mediante la
desomposiión en valores singulares de la matriz de diseño A = UDV⊤ o mediante los autovalores y
autovetores de A
⊤
A = VD2V−1.
Soluión SVD: h es la olumna de V orrespondiente al menor valor singular de A, es
deir, la novena olumna.
Soluión EIG: h es la olumna de V orrespondiente al menor autovalor de A
⊤
A.
Existe la disusión general de estos dos aminos: la matriz A
⊤
A siempre es una matriz uadrada del
tamaño del número de inógnitas: 9 × 9, sea ual sea el número de puntos n ≥ 4 utilizados en la
estimaión, en ambio la matriz A es de 3n× 9, ree on el número de puntos.
Otra onsideraión es la estabilidad numéria del sistema debido a la preisión nita: para que el
algoritmo sea útil, la diferenia de órdenes de magnitud del mayor y el segundo menor valor singu-
lar/autovalor no debe ser muy grande. Esta medida no es exatamente el número de ondiión de
una matriz, ya que éste se dene entre los mayor y menor valores singulares/autovalores. Para dis-
minuir esta diferenia de órdenes de magnitud es muy popular realizar una transformaión afín previa
de las oordenadas de los puntos observados en las imágenes, según [5℄. Por ahora posponemos los
detalles de esa normalizaión afín, aunque es lo que realmente hae que el algoritmo lineal sea prátio.
También es importante la omplejidad de las desomposiiones (número de operaiones): lo que se ahor-
ra en una desomposiión senilla de autovetores y autovalores (debido a las pequeñas dimensiones
de la matriz de n×n) se gasta en realizar el produto matriial A⊤A; en ambio, en la desomposiión
en valores singulares no hay neesidad de realizar el produto matriial (ahorro), pero la matriz de dis-
eño A ree on el número de puntos y también lo hae la omplejidad de la desomposiión (ver § B.4).
Coste del ajuste
El oste es el menor valor singular de la matriz de diseño A, es deir, el mínimo de la distania alge-
braia σ9 = mı´n ‖Ah‖ = mı´n ‖ǫ‖. Este oste resulta útil para omparar ajustes on otros algoritmos
que manejen la misma distania.
Otra posible funión de oste es aquella para la que el oste es el oiente σ9/σ1 en el aso de valores
singulares (σ1 ≥ σ2 ≥ . . . ≥ σ9) o
√
λ9/λ1 en el aso de autovalores (λ1 ≥ λ2 ≥ . . . ≥ λ9). Tales
oientes son iguales y dan una idea de la singularidad de la matriz A independientemente de su esala.
Sin embargo, preferimos la primera medida, por tener una relaión direta on la norma del vetor de
error o residuo, ǫ = Ah.
Variaiones sobre el algoritmo lineal
Una forma más eiente de resolver el sistema Ah = 0 es reunir todos los eros de A que se pueda,
de manera que resulte una matriz levemente dispersa. Matemátiamente, el sistema tiene la misma
soluión independientemente del orden de las euaiones. Para el aso de n parejas de puntos:
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A =

0
⊤ −w′1x⊤1 y′1x⊤1
w′1x
⊤
1 0
⊤ −x′1x⊤1
−y′1x⊤1 x′1x⊤1 0⊤
0
⊤ −w′2x⊤2 y′2x⊤2
w′2x
⊤
2 0
⊤ −x′2x⊤2
−y′2x⊤2 x′2x⊤2 0⊤
.
.
.
.
.
.
.
.
.
0
⊤ −w′nx⊤n y′nx⊤n
w′nx
⊤
n 0
⊤ −x′nx⊤n
−y′nx⊤n x′nx⊤n 0⊤

≡

0
⊤ −w′1x⊤1 y′1x⊤1
0
⊤ −w′2x⊤2 y′2x⊤2
.
.
.
.
.
.
.
.
.
0
⊤ −w′nx⊤n y′nx⊤n
w′1x
⊤
1 0
⊤ −x′1x⊤1
w′2x
⊤
2 0
⊤ −x′2x⊤2
.
.
.
.
.
.
.
.
.
w′nx
⊤
n 0
⊤ −x′nx⊤n
−y′1x⊤1 x′1x⊤1 0⊤
−y′2x⊤2 x′2x⊤2 0⊤
.
.
.
.
.
.
.
.
.
−y′nx⊤n x′nx⊤n 0⊤

≡
 0 −A˜3 A˜2
A˜3 0 −A˜1
−A˜2 A˜1 0

El sistema, al ponerlo en forma de bloques, queda: 0 −A˜3 A˜2
A˜3 0 −A˜1
−A˜2 Â1 0
 h1
h
2
h
3
 = 0 ≡

−A˜3h2 + A˜2h3 = 0
A˜3h
1 − A˜1h3 = 0
−A˜2h1 + A˜1h2 = 0
En las dos primeras euaiones podemos despejar h
1
y h
2
en funión de h
3
y resolver el sistema para
este último. Llamamos A
+
a la pseudo-inversa de A. Para más alaraiones se reomienda onsultar
los apéndies.
h
2 = A˜
+
3 A˜2h
3
h
1 = A˜
+
3 A˜1h
3
0 = A˜2h
1 − A˜1h2
⇒ A˜2A˜+3 A˜1h3 − A˜1A˜+3 A˜2h3 = (A˜2A˜+3 A˜1 − A˜1A˜+3 A˜2)h3 = Mh3 = 0
El sistema homogéneo iniial Ah = 0, uya matriz de diseño era de 3n×9, queda reduido a un sistema
homogéneo Mh
3 = 0, uya matriz de diseño es de n× 3. El algoritmo, en lugar de hallar la SVD de la
matriz A, alula la soluión mediante la pseudoinversa de una matriz A˜3 de tamaño n× 3 y la SVD
de la nueva matriz de diseño, M.
Comparaión de la omplejidad omputaional
El número aproximado de operaiones en oma otante neesario para alular la desomposiión
SVD de una matriz de dimensiones F × C es un total de 4F 2C + 8FC2 + 9C3, según § B.4. Sin em-
bargo, si sólo se neesitan las matries D y V, el número de operaiones es 4FC2 + 8C3. La distinión
es importante puesto que en la última fórmula no hay un término dependiente de F 2. Reordemos
que en los sistemas sobredeterminados (más euaiones que inógnitas) hay normalmente muhas más
las que olumnas en la matriz de diseño. Es reomendable no alular la matriz U a menos que sea
indispensable.
El paso ostoso del algoritmo lineal original es la SVD de A (3n × 9), mientras que en el algoritmo
modiado podemos onsiderar que los pasos ostosos son alular A˜
+
3 y la SVD de M, aproximada-
mente, dos SVD's (n× 3).
Algoritmo lineal Variaión del algoritmo lineal
SVD (U, D, V) 4(3n)29 + 8(3n)92 + 9(9)3 2(4n23 + 8n32 + 9(3)3)
4F 2C + 8FC2 + 9C3 324n2 + 1944n+ 6561 24n2 + 144n+ 486
SVD (D, V) 4(3n)92 + 8(9)3 2(4n32 + 8(3)3)
4FC2 + 8C3 972n+ 5832 72n+ 432
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Para un número elevado de parejas de puntos, la mejora en rapidez para la desomposiión SVD
ompleta es:
l´ım
n→∞
324n2 + 1944n+ 6561
24n2 + 144n+ 486
=
324
24
= 13,5
Es deir, el algoritmo modiado es 13,5 vees más rápido que el algoritmo original, así que puede
resultar provehoso si se utiliza para proporionar un punto de partida para un algoritmo iterativo.
En toda esta disusión se supone que ambos algoritmos proporionan soluiones de la misma magni-
tud en uanto a distania algebraia: ‖Ah‖. Esto es así en el aso de poo ruido en los datos. En las
pruebas experimentales se evalúa esta modiaión del algoritmo.
4.3. Algoritmos Iterativos
Los algoritmos no lineales persiguen la minimizaión de una funión de oste o distania mediante
esquemas iterativos, habitualmente fundamentados en la suposiión de que la funión a minimizar es
loalmente lineal.
Estos algoritmos son muy útiles porque permiten minimizar funiones de oste de ambas familias de
error: algebraio y geométrio, el último es medible en las imágenes. A la vez que minimizan un oste,
suelen imponer restriiones propias que debe satisfaer la geometría de la soluión, mediante una
parametrizaión adeuada del espaio de soluiones.
Las funiones de oste de ambas familias se pueden estudiar bajo un maro desriptivo omún. Es
muy importante entender esta formulaión de los problemas, ya que se usa muhísimo a lo largo de
toda el proyeto. El maro onsta de los siguientes elementos:
1. un vetor de parámetros P ∈ RM (variables independientes respeto a las uales minimizar)
2. un vetor de medidas X ∈ RN (variables dependientes) on matriz de ovarianzas Σ
X
.
3. una funión (modelo) f : RM → RN , uyo reorrido es, loalmente, el onjunto de medidas
permitidas.
4. la funión de oste a minimizar se expresa omo el uadrado de la distania de Mahalanobis:
‖X− f(P)‖2Σ
X
= (X− f(P))⊤Σ−1
X
(X− f(P)) (4.1)
Esta desripión permite la apliaión direta del algoritmo de Levenberg-Marquardt (LM), desrito
en § D.1.1. También es reomendable una letura del apéndie 4 de [1, pág. 568℄.
En la mayoría de las oasiones, se supone que las medidas son independientes. Ninguna pareja de
puntos u observaión es más importante que otra, por lo que la matriz de ovarianzas Σ
X
es la iden-
tidad. Sin embargo, se podría ambiar la importania de ada pareja de puntos para implementar un
algoritmo de estimaión robusto, similar al RANSAC § 4.4, dando más peso a unas parejas (similar a
los inliers de RANSAC ), que a otras (outliers). Se implementa así una versión de mínimos uadrados
ponderados.
Durante la ejeuión del proyeto se han implementado las tres funiones de oste geométrio del
apítulo 3 de [1℄, aunque en la prátia siempre se utilie la óptima (Gold Standard), onsistente en
minimizar el error de reproyeión en las dos imágenes.
Utilizaremos la siguiente notaión: x representa oordenadas de los puntos medidos (observados); xˆ
representa valores estimados de los puntos y x¯ representa valores exatos de los puntos.
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4.3.1. Error en una imagen
La funión de oste geométrio más senilla es la que sólo onsidera que hay errores en una de las
dos imágenes, supongamos que es la segunda (la que denotamos on primas). Esto no es verdad en la
mayoría de las apliaiones prátias on imágenes. En en ambio sí enaja en un problema en el que
se desee ajustar una imagen a un patrón. La antidad a minimizar es el error de transferenia de los
puntos de la primera imagen a la segunda según la homografía, es deir, el error en la segunda imagen
entre los puntos observados x
′
y los puntos transferidos Hx¯i.∑
i
d(x′i, Hx¯i)
2
donde d(x,y) es la distania eulídea entre las oordenadas deshomogeneizadas de los puntos x e y.
La funión modelo en el maro desriptivo omún introduido al prinipio de esta seión es:
f : h ≡ P→ X̂ ≡ (Hx1, . . . , Hxn)
El vetor de parámetros P de M = 9 omponentes india que sólo se optimiza respeto de la homo-
grafía. El vetor de medidas X̂, de dimensión N = 2n, se forma on las oordenadas anes de los
puntos transferidos, no on las oordenadas homogéneas omo pueda pareer en la notaión: Hx¯i. La
funión de oste expresada en términos de la funión modelo es, suponiendo que todas las medidas
tienen la misma importania:
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√∑
i
d(x′i, Hxi)2
Más referenias sobre este algoritmo en [1, pág. 77, 86 y 96℄.
4.3.2. Error de Transferenia Simétrio
En asos más reales, los errores en la determinaión de las posiiones de los puntos se produen
en ambas imágenes y es preferible minimizar el error en ambas imágenes. Una forma de haerlo es
onsiderar las transformaiones direta H e inversa H
−1
. Se transeren los puntos de la primera imagen
a la segunda según H; se transeren los puntos de la segunda imagen a la primera mediante H
−1
, y se
suman las distanias geométrias a los respetivos puntos:∑
i
[
d(xi, H
−1
x
′
i)
2 + d(x′i, Hxi)
2
]
La funión modelo en este aso es:
f : h ≡ P→ X̂ ≡ (H−1x′1, . . . , H−1x′n, Hx1, . . . , Hxn)
El vetor de parámetros P sigue teniendo M = 9 omponentes, pero el vetor de medidas duplia su
tamaño: N = 4n. La funión de oste en términos de la funión modelo sigue la euaión (4.1). Para
más detalles, onsultar [1, pág. 78 y 96℄ .
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√∑
i
[
d(xi, H
−1
x
′
i)
2 + d(x′i, Hxi)2
]
4.3.3. Error de Reproyeión
El algoritmo óptimo en el sentido de busar una estimaión de máxima verosimilitud de H bajo
la hipótesis de ruido habitual es el que minimiza la suma de errores en las dos imágenes a la vez
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Figura 4.1: Comparaión oneptual entre el error de transferenia simétrio (arriba) y el error de
reproyeión (abajo) al estimar una homografía.
que obtiene unas orreiones de los puntos en las imágenes, de tal forma que son una verdadera
orrespondenia de puntos según la homografía. Se busa la homografía H y parejas de puntos xˆi, xˆ
′
i
que minimizan ∑
i
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2
]
sujeto a xˆ
′
i = Hxˆi ∀i
Este problema de optimizaión requiere determinar tanto H omo un onjunto de orrespondenias
{xˆi} y {xˆ′i}.
Analiemos el diseño del problema desde el punto de vista del maro omún del algoritmo LM. La
funión modelo es:
f : (h, xˆ1, . . . , xˆn) ≡ P→ X̂ ≡ (xˆ1, xˆ′1, . . . , xˆn, xˆ′n)
sujeto a xˆ
′
i = Hxˆi, es deir, los puntos orregidos verian la euaión de la homografía.
La dimensión del vetor de parámetros P es M = 2n+9 omponentes (onsiderablemente mayor que
en los dos algoritmos anteriores). El vetor de medidas es de dimensión N = 4n, omo el del error de
transferenia simétrio. La funión de oste según la e. (4.1) es
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√∑
i
[
d(xi, xˆi)2 + d(x′i, xˆ
′
i)
2
]
¾Por qué reibe esta funión de oste el nombre de error de reproyeión? Porque este problema de
estimaión modela la situaión en la que los puntos xi ↔ x′i son proyeiones de un mismo punto en
un plano del espaio, según ilustra la gura 4.2. Queremos estimar el punto del plano del espaio Xˆi
a partir de xi ↔ x′i para reproyetarlo y obtener la verdadera orrespondenia xˆi ↔ xˆ′i que mejor se
ajusta. Más referenias: [1, pág. 78, 85-87 y 96℄.
Iniializaión
Como vetor de parámetros iniial de la búsqueda mediante los distintos algoritmos de optimizaión
no lineal se utiliza la homografía estimada graias a la soluión del algoritmo lineal. La iniializaión
es un paso muy importante para enontrar el mínimo oste deseado: si onseguimos poner el punto
iniial de la búsqueda en la zona de atraión del mínimo, los algoritmos deterministas de optimizaión
funionan muy bien. Esto se volverá a subrayar más adelante.
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Figura 4.2: Homografía induida por un plano
Iteraión
Para minimizar ualquiera de los tres ostes geométrios denidos anteriormente se neesitan algorit-
mos de optimizaión no lineal. La opión reomendada es utilizar una implementaión del algoritmo
de Levenberg-Marquardt que esté adaptada al problema. Las distintas variaiones del algoritmo se
onsideran rutinas de propósito general y están desritas en otro apartado. Sin embargo, omentare-
mos aquí la optimizaión adaptada al algoritmo Gold Standard de álulo de homografías.
Antes de proseguir es reomendable una letura del apéndie 4 de [1℄, en espeial de los apartados A.4.4,
A.4.4.1., junto on el apítulo del presente doumento dediado a las rutinas Levenberg-Marquardt,
para entender qué se está desribiendo.
Como el vetor de parámetros está dividido en dos partes (los parámetros de la homografía y los
parámetros de los puntos orregidos) la matriz jaobiana de la funión modelo presenta una estrutura
de bloques: los bloques que representan las derivadas respeto de la homografía son las submatries
Ai y los bloques que representan las derivadas respeto de los parámetros de los puntos orregidos son
las submatries Bi.
La forma de estas submatries jaobianas Ai(4 × 9) y Bi(4× 2) se onoe analítiamente y se pueden
onstruir a partir de los vetores P y f(P) en ualquier paso del algoritmo, por lo que no hae falta
estimar la matriz jaobiana numériamente. Suponiendo que un punto xˆi tiene por oordenadas ho-
mogéneas xˆih = (xi, yi, wi)
⊤
, y el punto xˆ
′
i tiene oordenadas homogéneas xˆ
′
ih = Hxˆih = (x
′
i, y
′
i, w
′
i)
⊤
,
las oordenadas anes que omponen X̂ son:
X̂i =
(
xˆi
xˆ
′
i
)
, , xˆi =
(
xi
wi
,
yi
wi
)⊤
, , xˆ′i =
(
x′i
w′i
,
y′i
w′i
)⊤
Las matries jaobianas son (derivadas exatas):
Ai =
∂X̂i
∂h
=
 0∂xˆ′i
∂h
 , , ∂xˆ′i
∂h
=
1
w′i

x˜
⊤
i 0
⊤ − x
′
i
w′i
x˜
⊤
i
0
⊤
x˜
⊤
i −
y′i
w′i
x˜
⊤
i
 = [ I −xˆ′i ]⊗ 1w′i x˜⊤i
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siendo x˜
⊤
i = (xi, yi, 1)
Bi =
∂X̂i
∂xˆi
=
 I∂xˆ′i
∂xˆi
 , , ∂xˆ′i
∂xˆi
=
1
w′i

H11 − x
′
i
w′i
H31 H12 − x
′
i
w′i
H32
H21 − y
′
i
w′i
H31 H22 − y
′
i
w′i
H32
 = 1w′i
([
H11 H12
H21 H22
]
− xˆ′i[H31 H32]
)
4.4. Estimaión robusta de homografías mediante RANSAC
También se ha implementado un algoritmo para alular la homografía a partir de orrespondenias
de puntos entre dos imágenes, suponiendo que no todas las parejas son orretas. La estimaión ro-
busta mediante RANSAC (RANdom SAmple Consensus) onsiste en la estimaión de la homografía
y además un onjunto de parejas de puntos onsistentes on diha estimaión (las verdaderas orre-
spondenias, llamadas inliers), junto on las orrespondenias que no umplen el modelo, los outliers.
La referenia que se ha seguido es [1, pág. 101℄.
Hasta ahora se había supuesto que la únia fuente de error en las orrespondenias {xi ↔ x′i} era
error aditivo gaussiano e independiente en las oordenadas anes de los puntos. En muhas situaiones
prátias puede que el algoritmo de seguimiento se equivoque y empareje puntos en las imágenes que
no se orresponden on el mismo punto físio. Estas parejas son los llamados outliers de la distribuión
de ruido gaussiano. Estas parejas de puntos pueden ser perjudiiales en la estimaión de la homografía,
lo que justia que deban ser identiados.
El objetivo del presente algoritmo es determinar los inliers a partir de las parejas dadas y estimar
la homografía onsistente on los inliers graias a los algoritmos presentados en seiones anteriores.
Se habla de estimaión robusta porque es tolerante on los outliers (observaiones que siguen una
distribuión de error distinta a la esperada).
Resumimos el algoritmo en los siguientes pasos: dadas las orrespondenias de puntos entre imágenes
(xi,x
′
i), i = 1, . . . , n
1. RANSAC básio: Repetir hasta haber probado N muestras (donde N es determinado adap-
tativamente según el algoritmo 3.5 de [1, pág. 105℄) o haber logrado más de T = (1 − ǫ
jo
)n
puntos onsistentes on el modelo (inliers).
a) Seleionar una muestra aleatoria de 4 parejas de puntos y alular la homografía Hmediante
el algoritmo lineal (soluión exata).
b) Calular la distania d⊥ de ada punto al modelo de homografía indiado por H.
) Calular el número de puntos onsistentes on el modelo H omo el número de parejas
de puntos para los que d⊥ < t =
√
5,99σ píxeles, siendo σ la desviaión típia del ruido
gaussiano esperado.
d) Comparar: Retener la H on el mayor soporte (mayor número de inliers). En el aso de
empate, retener la soluión on la menor desviaión típia de inliers (en uanto a distania
al modelo d⊥).
e) Estimar la proporión ǫ de puntos no onsistentes (outliers) y el número de muestras
aleatorias a probar, N .
2. Estimaión óptima no lineal: re-estimar H minimizando el error de reproyeión a partir del
mayor y mejor soporte enontrado. Se utiliza el Gold Standard sólo sobre las parejas lasiadas
omo onsistentes on el modelo.
3. Identiaión de nuevas parejas onsistentes on el modelo, igual que en los pasos ) y d).
Continuar minimizando la distania geométria (paso 2) hasta que el soporte deje de reer.
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El valor de ǫ
jo
india el tanto por uno de outliers esperados. Es eleión del autor y se utiliza para
determinar on qué proporión de inliers se pasa a optimizar mediante el Gold Standard. Valores
típios: 0.2 a 0.4.
La distania d⊥ de ada punto al modelo es el error de transferenia simétrio de ada pareja de pun-
tos. Aunque para ser onsistente on la funión de oste optimizada deberían utilizarse otras medidas,
omo el error de reproyeión, o la aproximaión de Sampson al mismo.
El valor del ruido esperado σ se ja a priori y no se modia durante el resto de operaiones. Dado
que el algoritmo puede trabajar on oordenadas de píxel o on oordenadas a las que se ha apliado
una normalizaión afín, lo lógio es poner un valor de σ adaptativo. En la prátia se mide la longitud
del lado mayor del menor retángulo que ontiene a los puntos en las imágenes (bounding box ) y se
asigna a σ un tanto por iento de esa longitud, típiamente: 1%−3%. En aso de utilizar oordenadas
no normalizadas y que este valor de σ supere los 10 píxeles (una imagen muy grande), se aota: σ = 10.
Umbral de lasiaión
El umbral t que india si un punto es o no onsistente on el modelo se suele determinar empíri-
amente, aunque es posible analizarlo desde el punto de vista estadístio. Se desea elegir el umbral
de distania, t, tal que on una probabilidad α el punto bajo estudio es onsistente on el modelo.
Normalmente se elige α = 0,95, es deir, un inlier será inorretamente rehazado un 5% de las vees.
El álulo del umbral requiere el onoimiento de la funión densidad de probabilidad de la variable
aleatoria (v.a.) que es la distania del modelo a un punto onsistente on él. Esta distribuión es
onoida bajo la hipótesis de ruido aditivo que venimos onsiderando: una gaussiana de media ero
y desviaión típia σ. El uadrado de la distania al modelo d2⊥ es una suma de uadrados de v.a.
gaussianas. Si las normalizamos (σ = 1), d2⊥ sigue una distribuión χ
2
ν on ν grados de libertad.
Nos interesa onoer el valor de la v.a. χ2ν para el que la funión de distribuión aumulada vale α,
Fν(k
2) = α ⇔ P (k2 ≤ α). El valor de k2 = t2/σ2 india el valor del umbral de lasiaión en la
distania. {
punto onsistente (inlier) d2⊥ < t
2
punto inonsistente (outlier) d2⊥ ≥ t2
on t2 = k2σ2 = F−1ν (α)σ
2
Veamos un ejemplo:
Sea α = 0,95 y tomemos varios valores para los grados de libertad: ν = 1, 2, 3, 4. Los valores de la
funión de distribuión de una v.a. χ2ν están tabulados (si no, se obtienen on el omando hi2inv de
MATLAB) y resulta:
ν 1 2 3 4
k2 3.8415 5.9915 7.8147 9.4877
Según [1℄, para una reta, ν = 1, sólo se mide la distania perpendiular a la misma. Para un punto,
ν = 2, en la distania a otro punto intervienen ambas oordenadas x e y. En el algoritmo original de
[1℄ se establee k2 = 5,9915, es deir, ν = 2. En mi opinión, onsiderando que ada orrespondenia
de puntos son 2 puntos por imagen, ada uno on 2 oordenadas, el número de variables aleatorias
gaussianas al uadrado que se suman para formar d2⊥ son ν = 4, y por lo tanto, k
2 = 9,4877. Para no
ontradeir a Hartley, en la implementaión estableemos su umbral.
4.5. Apliaión: alibraión de una ámara rotatoria
Las homografías del plano sirven para muhas osas: orregir la distorsión perspetiva de una imagen
(retiaión), rear imágenes panorámias a partir de varias imágenes, et. A ontinuaión presenta-
mos una apliaión destinada a obtener informaión sobre la ámara que adquirió las imágenes, entre
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las uales estableemos homografías.
Supongamos que mediante una ámara de píxeles uadrados se obtienen varias imágenes de una es-
ena estátia sin variar el entro óptio de la ámara. Es posible reuperar la matriz de parámetros
intrínseos de la ámara rotatoria. El algoritmo para haerlo se resume en uatro pasos:
Dadas unas orrespondenia de puntos, xi,x
′
i,x
′′
i . . ., entre m ≥ 3 imágenes,
1. Estimar las homografías entre pares de imágenes.
2. Calular los puntos orrespondientes a (i,±1, 0)⊤ en ada una de las imágenes, es deir, transferir
todos los puntos que son proyeión de Ω∞ a ada imagen (En total se obtienen 2m puntos en
ada una).
3. Ajustar una ónia a ada onjunto de puntos en ada imagen. Tomamos esta ónia omo la
proyeión de la ónia absoluta: ω = PAC (IAC en inglés: image of the absolute oni).
4. Calular la matriz de parámetros intrínseos K de la ámara omo desomposiión Cholesky de
la matriz de la ónia ω = (KK⊤)−1.
Se neesitan, al menos, tres imágenes para obtener seis puntos de ω en ada imagen y así ajustar una
ónia (para denir unívoamente una ónia haen falta ino puntos). Y para denir la homografía
entre ada par de imágenes haen falta, al menos, uatro puntos.
Conica
Absoluta
Plano principal
Plano de la imagen
plano del infinito
Centro optico
rayos reproyectados
Figura 4.3: Retas del Calibration Penil. Si se onoe la forma de los píxeles, se onoen dos retas
que ortan a la ónia absoluta
Fundamentos del algoritmo
La matriz de proyeión de ada imagen de una ámara rotatoria es P
i = Ki[Ri | 0]. Al apliarla a las
oordenadas homogéneas de un punto del espaio Qh = (x, y, z, t)
⊤
, queda la proyeión del punto Q
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en la imagen i-ésima:
qi ∼ PiQh = Ki[Ri | 0]

x
y
z
t
 = KiRi
 xy
z
 = KiRiQe
siendo Qe las oordenadas eulídeas.
Supongamos que disponemos de la proyeión en otra imagen: qj ∼ KjRjQe y despejemos en la imagen
i: Qe ∼ (Ri)−1(Ki)−1qi. La matriz de la homografía de la imagen i a la j se obtiene de la igualdad:
qj ∼ KjRj(Ri)−1(Ki)−1qi = Hijqi, es deir,
Hij ∼ KjRj(Ri)−1(Ki)−1 ∼ KjRji(Ki)−1.
La homografía es la onjugada de una rotaión a través de las matries de parámetros intrínseos. Al
alibrar una ámara rotatoria no se puede reuperar la profundidad del punto eulídeo. Sea ual sea
el valor de t se obtiene el mismo punto proyetado. A lo más que puede aspirar esta alibraión es a
reuperar (x, y, z)⊤, salvo fator de proporionalidad.
Supongamos que onoemos 2 grados de libertad de la matriz de parámetros intrínseos: la relaión
de aspeto de los píxeles τ = αu/αv y el ángulo entre sus lados θ (skew).
K =
 αu 0 u00 αu v0
0 0 1

(4.2)
Obsérvese que las retas reproyeión de los puntos (1,±i, 0)⊤ ortan a la ónia absoluta en el
plano del innito. Si Qh = (x, y, z, 0)
⊤
son las oordenadas del punto de orte de una de las retas
on la ónia absoluta, entones se umple (1,±i, 0)⊤ ∼ PiQh = KiRi(x, y, z)⊤, así que (x, y, z)⊤ ∼
R
i⊤(Ki)−1(1,±i, 0)⊤ y entones, x2 + y2 + z2 = (x, y, z)(x, y, z)⊤ = 0. Estas dos retas son las que se
utilizan para denir el Calibration Penil de [10℄ y están representadas en la gura 4.3.
En ada imagen se onoen 2 puntos que perteneen a la proyeión de la ónia absoluta (PAC o
IAC), transriendo estos dos puntos a las otras imágenes a través de las homografías onseguimos
tener varios puntos de la PAC en ada imagen. Con ino o más puntos en ada imagen podemos
estimar una ónia, que es la andidata a ser la PAC de esa ámara: ωi = (KiKi⊤)−1.
4.6. Evaluaión experimental
Una vez que se han desrito los algoritmos es el momento de probar experimentalmente su rendimien-
to. Hay dos alternativas laras: utilizar datos sintétios o utilizar datos reales. Por ahora, onsider-
aremos la primera opión, ya que permite un mejor estudio estadístio. A ontinuaión expondremos
la metodología empleada, no sólo para este algoritmo, sino para todos, en general.
Si suponemos datos sintétios, onoemos las verdaderas posiiones de los puntos en las imágenes, x¯ a
las que llamamos datos exatos y las posiiones orrompidas por el ruido, x, a las que llamamos datos
ruidosos. Adiionalmente, en algunos algoritmos, omo el Gold Standard (Error de reproyeión en
las dos imágenes), también onoemos una estimaión de las posiiones de los puntos, xˆ, a las que a
vees llamaremos puntos estimados o puntos orregidos.
Es difíil elegir un riterio para omparar los distintos algoritmos entre sí, ya que no todos los algo-
ritmos estiman los puntos xˆ, sino sólo la transformaión que mejor se ajusta a los datos ruidosos
que onoe. Más bien es al ontrario, sólo se onoen las estimaiones xˆ para el aso del algoritmo
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Gold Standard. Cada algoritmo minimiza una determinada funión de oste, a la que llamaremos oste
propio.
Para la estimaión de homografías, la simulaión onsiste en la generaión de un número variable de
orrespondenias de puntos exatos entre dos imágenes, x¯i ↔ x¯′i, relaionados mediante una homo-
grafía H¯, de tal forma que se veria x¯
′
i = H¯x¯i hasta la preisión que permite MATLAB. A ontinuaión
se añade ruido gaussiano de media ero y varianza onoida a las oordenadas anes x e y de los datos
exatos. Los puntos resultantes son los que hemos llamado puntos ruidosos, xi,x
′
i. Estos puntos se
pasan al algoritmo de estimaión de la homografía, uyos resultados evalúan uán era el modelo
estimado está de los datos ruidosos o uán era está de los datos exatos. Un algoritmo es mejor
uanto más se aera a los datos exatos si sólo onoe los datos ruidosos. Estos experimentos se
realizan un número suiente de vees para que sean estadístiamente signiativos.
Es posible alular analítiamente otas del rendimiento de los algoritmos de máxima verosimilitud.
Los ostes propios de los algoritmos programados deberán ser omparados on dihos límites.
Error residual y error de estimaión
En un problema general de estimaión suele haber una funión f : RM → RN (modelo), omo se ha
desrito en § 4.3. Donde RM es el espaio de parámetros y RN es el espaio de medidas. Para los datos
exatos, X¯ ∈ RN existe un vetor de parámetros P¯ ∈ RM tal que X¯ = f(P¯).
S
Xn
X
X
Figura 4.4: Geometría del espaio de medidas
Sea X = X¯+Nσ un vetor de medidas que ha sido obtenido sumando a los datos exatos X¯ un vetor
de variables aleatorias gaussianas de media ero y varianza onoida Nσ. Suponemos que todas las
variables aleatorias siguen la misma distribuión y son independientes. Cada omponente del vetor
Nσ tiene una varianza σ2, así que el vetor Nσ tiene una varianza Nσ2. Según varía el vetor de
parámetros P era del vetor exato P¯, el valor de la funión f(P) desribe la superie de medidas
permitidas, de dimensión igual al número de grados de libertad (parámetros independientes) del vetor
de parámetros, d.
Dado un vetor de medidas ruidoso X, la estimaión de máxima verosimilitud X̂ es el punto de la
superie más erano a X. Bajo la hipótesis de una superie loalmente plana en un entorno de X¯,
podemos aproximarla por el plano tangente y utilizar el teorema de la proyeión ortogonal. En esta
aproximaión, la estimaión de máxima verosimilitud X̂ es la proyeión de X sobre el plano tangente.
La gura 4.4 ilustra esta aproximaión.
Llamamos error residual a la distania del punto estimado X̂ al punto ruidoso X y llamamos error
de estimaión a la distania del punto estimado X̂ al punto exato X¯.
En el problema onsiderado, pasamos a itar los límites teórios (otas de Cramer-Rao) del mínimo
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error obtenible utilizando algoritmos de máxima verosimilitud.
El mínimo error residual es
ǫ2
res
= E
[
‖X̂−X‖2
N
]
= σ2
(
1− d
N
)
(4.3)
El mínimo error de estimaión es
ǫ2
est
= E
[
‖X̂− X¯‖2
N
]
= σ2
d
N
(4.4)
donde E[·] es el operador esperanza matemátia. En este aso, se utiliza para hallar la media de los
errores para todos los experimentos. A vees se utiliza la raíz uadrada de las euaiones anteriores,
(lo que se onoe omo valor RMS (root-mean-square) del error), ya que los algoritmos de máxima
verosimilitud están identiados on parte de los algoritmos de funiones de oste geométrio; luego
ǫ
res
y ǫ
est
se miden en píxeles.
La ventaja de utilizar omo parámetro la raíz uadrada de la media de la suma de distanias al
uadrado,
√
E[
∑
i d
2
i ], frente a la media de las distanias E[
√∑
i d
2
i ], es que las euaiones indian
que el primero (error RMS) es proporional a la desviaión típia de ruido gaussiano σ introduido en
ada oordenada de los puntos exatos, mientras que el segundo no: varía según la forma de la funión
raíz uadrada. Es más ómodo ver si una funión se aleja de una reta que ver si se aleja de una raíz
uadrada.
Apliaión a la estimaión de homografías
El algoritmo de estimaión que minimiza el error en una imagen puede onsiderarse omo el Gold
Standard para la situaión planteada. Como se indió en § 4.3.1, M = 9, pero sólo d = 8 parámetros
son independientes y N = 2n, siendo n el número de orrespondenias. Para este problema:
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
1− 4
n
)
ǫ2
est
= σ2
d
N
= σ2
4
n
(4.5)
Para el verdadero algoritmo de máxima verosimilitud, el que minimiza el error de reproyeión en
ambas imágenes (Gold Standard), M = 9 + 2n, pero sólo d = 8 + 2n son independientes y M = 4n,
omo se ita en § 4.3.1. Los límites para este problema son:
ǫ2
res
= σ2
(
1
2
− 2
n
)
ǫ2
est
= σ2
(
1
2
+
2
n
) (4.6)
Si nos olvidamos de la variaión de los errores RMS on la desviaión típia del ruido, ya que es lineal,
las urvas que representan el error RMS normalizado por σ (ǫ
res
/σ y ǫ
est
/σ) están reogidas en la
gura 4.5.
Como se puede apreiar en la gura y en las euaiones, para el error en una imagen, a medida que
se utilizan más puntos, la distania de los puntos estimados a los puntos exatos tiende a ero, y la
distania de los puntos estimados a los puntos ruidosos tiende a 1 (σ, si desnormalizamos el eje vertial).
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Figura 4.5: Límites teórios de los errores RMS residual (línea ontinua) y de estimaión (línea dison-
tinua) para los algoritmos de estimaión de la homografía según el riterio de máxima verosimilitud
en 1 imagen (izquierda) y 2 (dereha)
En ambio, si se supone que hay ruido en las medidas de ambas imágenes, el valor RMS del error
de estimaión del algoritmo que minimiza el error de reproyeión en las dos imágenes tiene un valor
límite de 1/
√
2 (σ/
√
2), no nulo.
Como se mostrará, las urvas obtenidas de forma prátia se ajustan bastante bien a las teórias.
Desripión de los experimentos
Según la gura 4.6, los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión de
homografías simulan dos ámaras on una distania foal de 20 mm (ej. Sony Cyber-shot DSC-F717),
píxeles uadrados y punto prinipal en el origen de oordenadas, apuntando a un onjunto de puntos
uniformemente distribuidos en un uadrado de lado 2 m ontenido en un plano. Las posiiones de las
ámaras (entros óptios) son aleatorias sobre una superie esféria, situadas a una distania media
de 8 m del entro del uadrado. Según se observa en diha gura, las ámaras no apuntan al entro
del uadrado, sólo ligeramente.
Los puntos exatos sobre las imágenes se obtienen omo resultado de proyetar los puntos 3D. Las
imágenes tienen unas dimensiones medias de 1500 píxeles de lado. Los puntos ruidosos se logran
sumando ruido gaussiano de media ero y desviaión típia σ onoida a los exatos.
Para evitar onguraiones peligrosas, omo son las homografías asi singulares debidas a que una
de las ámaras vea de perl el plano donde están los puntos, se realiza una validaión de los puntos
proyetados antes de utilizarlos para evaluar homografías: se ajusta una reta por mínimos uadrados
a ada proyeión de puntos y se mide la distania de los puntos a la reta. El riterio de validaión
se basa en la proporión de puntos uya distania a la reta es menor que un umbral. Por ejemplo, si
el número de puntos, uya distania a la reta es inferior a 30 píxeles, es menor que el 40% del total
de puntos, entones esa proyeión no es degenerada. Se hae lo mismo on las dos proyeiones y se
valida la onguraión si ninguna de las proyeiones es degenerada.
Los algoritmos que se van a omparar son: el algoritmo lineal on normalizaión afín de los datos
(DLT−NA), junto on su modiaión por el autor (DLT−NAG) y los tres algoritmos geométrios:
error en una imagen (GS1 - Gold Standard 1 imagen), error de transferenia simétrio (TS) y error
de reproyeión (GS2 - Gold Standard 2 imágenes).
Para ada algoritmo se evalúa ómo evoluiona su oste propio. Esto es, ómo varía la mínima distania
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Figura 4.6: Disposiión de las ámaras y los puntos 3D generados para los experimentos de estimaión
de homografías
algebraia normalizada en los algoritmos lineales y los ostes geométrios en los otros algoritmos. Por
ejemplo, para el error en una imagen, se mide la media de los ostes que devuelve el algoritmo, para
ada valor de ruido y número de puntos.
E
[
1
2n
∑
i
d(x′i, Hx¯i)
2
]
.
Este valor hay que ompararlo on el valor de ǫ2
res
de (4.5). También se mide
E
[
1
2n
∑
i
d(x¯′i, Hx¯i)
2
]
,
un valor que no lo devuelve la funión de oste del algoritmo, pero se puede alular si se onoe la
homografía. Este valor se ompara on ǫ2
est
de (4.5). Para el error de reproyeión, se alulan
E
[
1
4n
∑
i
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2
]
, E
[
1
4n
∑
i
d(x¯i, xˆi)
2 + d(x¯′i, xˆ
′
i)
2
]
.
El primero es el oste que devuelve el algoritmo, que se debe omparar on ǫ2
res
en (4.6) y el segundo
se puede alular a partir de los puntos orregidos y la homografía; debe ser omparado on ǫ2
est
en
(4.6).
En los algoritmos algebraios es posible omparar las menores distanias algebraias (menores val-
ores singulares). Esta omparaión no es muy able porque no es geométria, pero omo se verá en
las pruebas, la mínima distania algebraia aumenta linealmente on la desviaión típia de ruido.
Esa distania informa sobre uánto se umplen las euaiones propias del sistema. Estas euaiones
dependen de las oordenadas de los puntos, por lo que paree lógio que su umplimiento varíe de
forma lineal on el ruido. Además, es mejor omparar distanias algebraias normalizadas, σ2
min
/n,
que distanias algebraias absolutas. También paree lógio, ya que el vetor de error ǫ = Ah aumenta
de tamaño on el número de puntos, así que el oste σ2
min
= ‖ǫ‖2 =∑ni=1 ‖ǫi‖2 también aumenta on
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el número de puntos.
No es fáil elegir un parámetro de alidad para omparar todos los algoritmos entre sí, ya que la may-
oría sólo estima la homografía, sin inluir las posiiones de las verdaderas orrespondenias (puntos
orregidos) omo hae el GS2. Si poseemos omo únio elemento estimado la homografía H, el riterio
de omparaión que se nos ourre es el error de transferenia simétrio, tanto respeto de los datos
ruidosos omo respeto de los datos exatos. Sin embargo, este riterio no sigue las urvas teórias
previamente desritas del omportamiento de los algoritmos de máxima verosimilitud. Las euaiones
de estos parámetros son:
PQ2
res
=
1
4n
n∑
i=1
[
d(xi, H
−1
x
′
i)
2 + d(x′i, Hxi)
2
]
PQ2
est
=
1
4n
n∑
i=1
[
d(x¯i, H
−1
x
′
i)
2 + d(x¯′i, Hxi)
2
]
.
(4.7)
El término 1/4n normaliza el oste para ada oordenada del vetor de medidas.
Los valores experimentales elegidos para la desviaión típia de ruido σ son 11: de 0 a 5 en pasos de
0.5. El número de experimentos realizados para que las medias se estabilien es n
exp
= 200. Además,
las pruebas inluyen una variaión del número de puntos, dentro de los permitidos (n ≥ 4), los uales
son n = {5, 10, 15, 20, 40, 70, 100}. No se evalúan los algoritmos on n = 4 puntos ya que la soluión
es exata para diho aso.
A ontinuaión presentaremos varias gráas de resultados experimentales. El onvenio seguido en la
representaión es utilizar línea ontinua para los errores residuales (distania de los puntos estimados
a los ruidosos) y línea disontinua para los errores de estimaión (distania de los puntos estimados a
los exatos). Algunas gráas inluyen, además del valor medio de la variable aleatoria bajo estudio,
el valor de la mediana. En tales gráas, el valor medio se representa por un pequeño írulo (◦), y la
mediana por una ruz (+).
Costes propios
Comenemos por los ostes propios, en onreto por ver ómo se umplen las euaiones teórias para
los algoritmos de máxima verosimilitud en 1 (GS1) y 2 imágenes (GS2). Dejamos para el nal el
omentario sobre la variaión de la mínima distania algebraia normalizada en funión del ruido.
Como es lógio, en esta memoria no se inluyen todas las gráas. En este aso, se han seleionado
las gráas para n = {5, 20, 100} puntos, ya que pareen valores interesantes donde omparar los
resultados on los esperados según las urvas teórias de la gura 4.5.
Una alaraión más: en la evaluaión prátia del algoritmo GS1 se han utilizado omo datos en la
primera imagen los datos ruidosos para omparar on otros algoritmos y los datos exatos para om-
parar on las urvas teórias.
La gura 4.7 muestra los resultados experimentales de los errores RMS residual ǫ
res
y de estimaión
ǫ
est
de los algoritmos de máxima verosimilitud en 1 y 2 imágenes, para n = 5 puntos. Las líneas on ír-
ulos son los valores medios y las líneas on rues son las medianas, omo ya se ha indiado. La gura
4.8 muestra los mismos resultados para n = 20 puntos, mientras que la gura 4.9 lo hae para n = 100.
Comparándolas entre sí se apreia ómo evoluionan los ostes on el número de puntos y on σ,
siendo esta última aproximadamente lineal, según predie la teoría. Para el algoritmo GS1, a medida
que aumenta el número de puntos se invierten las urvas: la distania a los datos exatos disminuye
y la distania a los datos ruidosos aumenta. Además, siguen elmente los valores indiados por las
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Figura 4.7: Resultados experimentales: errores RMS residual y de estimaión de los algoritmos GS1
(izquierda) y GS2 (dereha), n = 5 puntos.
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Figura 4.8: Resultados experimentales: errores RMS residual y de estimaión de los algoritmos GS1
(izquierda) y GS2 (dereha), n = 20 puntos.
urvas teórias. Por ejemplo, para n = 100 puntos, el valor experimental de ǫ
res
/σ para el GS1 es 1/5
y el valor obtenido para ǫ
res
/σ es un poo inferir a 1 (gura 4.9). Ambos valores oiniden on los
valores esperados de la gráa de la izquierda de la gura 4.5. En la misma situaión, para el GS2,
ambos valores están un poo por debajo y un poo por enima de 3,5/5, respetivamente. Los valores
teórios son idéntios, omo muestra a gráa de la dereha de la gura 4.5.
Pasemos a omentar brevemente la variaión de la distania algebraia normalizada (oste propio
algebraio) frente al ruido, la ual está reogida en la gura 4.10.
Como se puede apreiar, la variaión de σ
min
/σ (lamentamos que se utilie la misma notaión para
los valores singulares y para la desviaión típia) es lineal. Las retas obtenidas para el resto valores
de n mantienen prátiamente en la misma pendiente.
Comparaión respeto del parámetro de alidad
Pasemos a omparar todos los algoritmos entre sí, mediante los parámetros de alidad esogidos: PQ
res
y PQ
est
, que miden los ostes de transferenia simétrios respeto de datos ruidosos y datos exatos,
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Figura 4.9: Resultados experimentales: errores RMS residual y de estimaión de los algoritmos GS1
(izquierda) y GS2 (dereha), n = 100 puntos.
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Figura 4.10: Resultados experimentales: variaión del oste algebraio normalizado del algoritmo
(DLT NA) en funión de la desviaión típia de ruido (n = 100 puntos).
respetivamente.
Las gráas 4.11 y 4.12 muestran la variaión del error de transferenia simétrio para los algoritmos
DLT−NA, DLT−NAG, GS1, TS y GS2, en funión de la desviaión típia de ruido σ y para varios
valores del número de puntos n.
A grandes rasgos, podemos deir que siguen la tendenia de inversión prediha por las urvas teórias
del GS1: a medida que aumenta el número de puntos la distania de los puntos estimados a los exatos
disminuye, mientras que la distania de los puntos estimados a los ruidosos aumenta. Sin embargo, se
debe apreiar que la esala vertial no es la misma: los errores son mayores.
En general, los algoritmos DLT−NA, GS1, TS y GS2 dan resultados bastante pareidos. A pesar de
que el parámetro de alidad elegido es el error de transferenia simétrio, se umple que los mejores
algoritmos son el TS y el GS2, seguidos del GS1 del DLT−NA. Además, se distingue una tendenia:
onforme ree el número de puntos las estimaiones de estos algoritmos dieren menos.
También se observa la omparativa entre el algoritmo lineal modiado (DLT−NAG) y el resto: para
n = 5 puntos las estimaiones no son buenas, pero según aumenta el número de puntos los resultados
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Figura 4.11: Resultados experimentales: errores de transferenia simétrio residual y de estimaión
normalizados en funión de la desviaión típia de ruido. En la imagen izquierda n = 5 y en la
dereha, n = 20.
son ada vez mejores. Esta es la apli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ho menor oste omputa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rápido y sólo el doble de malo que el resto.
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Figura 4.12: Resultados experimentales: errores de transferenia simétrio residual y de estimaión
normalizados en funión de la desviaión típia de ruido, n = 100 puntos.
Capítulo 5
Matriz de Proyeión
5.1. Introduión
Antes de pasar a la alibraión proyetiva de ámaras es neesario saber araterizar las matries de
proyeión que las representan. En este apítulo se presentan los elementos que omponen una ámara
proyetiva en una reonstruión eulídea y la informaión reogida en la matriz de proyeión de
una ámara. También se inluyen varios algoritmos de estimaión de diha matriz, según lo diho al
prinipio del apítulo 4.
Las siguientes dos seiones haen referenia al apítulo 5 de [1℄, mientras que la uarta seión se
reere al apítulo 6. Existe un gran paralelismo entre los algoritmos de este apítulo y los del apítulo
de álulo de homografías.
5.2. Elementos de una ámara en una reonstruión eulídea
Entender esta seión es importante porque se utiliza para optimizar una reonstruión eulídea
(ajuste de haes eulídeo § 8.2), último módulo del esquema de proesamiento visto en § 2.4.
Como se ha indiado en § 2.2.3, una matriz de proyeión en un sistema de referenia eulídeo se
puede desomponer de la forma:
P = KR[I | −C˜]
siendo K la matriz de parámetros intrínseos, R una matriz de rotaión, I la matriz identidad y C˜
la posiión del entro óptio de la ámara (traslaión) en el sistema de referenia ortonormal on-
siderado. Contemos los grados de libertad: 5 para K, 3 para la rotaión y 3 para la traslaión, 11 en
total. Este número oinide on los grados de libertad de una matriz de 3× 4 arbitraria denida salvo
proporionalidad.
La submatriz M = KR, formada por las tres primeras olumnas de P, es regular. Esta propiedad
arateriza las matries de proyeión en un sistema de referenia eulídeo, las uales reiben el nombre
de ámaras proyetivas nitas (nite projetive ameras), aunque también las llamaremos matries
de proyeión métrias. Dada la matriz P de una ámara proyetiva nita, es líito desomponerla
para obtener la matriz de parámetros intrínseos K, la orientaión R y la posiión, señalada por el
entro óptio de la ámara.
P = KR[I | −C˜] = M[I | M−1p4]
siendo p4 la última olumna de P. Basta on desomponer M en el produto de una matriz triangular
superior por una matriz de rotaión, operaión senilla mediante la desomposiión RQ o QR de ál-
gebra lineal.
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En realidad no basta on realizar la desomposiión QR para obtener las matries K y R. Hay que
normalizar la matriz triangular superior de la desomposiión RQ o QR para que represente una
anidad K(3, 3) = 1 y su diagonal prinipal sea positiva (αu, αv > 0). De esta manera, K es una matriz
de parámetros intrínseos (más restriiones que triangular superior). Las modiaiones afetan a la
matriz ortogonal que aompaña a la triangular superior en la desomposiión para que se preserve el
produto: M ∼ KR.
5.2.1. Matries de rotaión
Además de que las matries de rotaión son interesantes por sí mismas, es importante araterizar
estas matries para enontrar parametrizaiones adeuadas de las mismas. Reordemos la deniión
de matriz de rotaión y sus propiedades desde un punto de vista de autovalores y autovetores, para
después disutir las posibles parametrizaiones. Se puede ampliar on la letura del apéndie A.5.1 de
[1, pág. 583℄.
Deniión
Una matriz R (3 × 3) representa una rotaión de elementos en R3 uando veria ser una matriz or-
togonal R
⊤
R = I y su determinante vale la unidad det(R) = 1. Tanto las olumnas omo las las de R
forman bases ortogonales de R3. Se suele esribir R ∈ SO(3), el grupo espeial ortogonal de dimensión
3.
Propiedades
Una matriz R ∈ SO(3) admite una diagonalizaión utilizando los autovalores y autovetores:
R = VΛV−1. (5.1)
Los tres autovalores de la matriz Λ son {1, eiθ, e−iθ}: todos de módulo unidad, uno es real y los otros
dos son omplejos onjugados, siendo la fase, θ, el ángulo de giro alrededor del eje. Los orrespon-
dientes autovetores (matriz de autovetores V) son {a, I,J}, donde a es el eje de rotaión, es deir,
Ra = a y los vetores I y J (omplejos onjugados) son los puntos irulares del plano ortogonal al eje a.
Parametrizaiones
Una matriz de rotaión (de nueve elementos) se pueden parametrizar on tres números y existen
distintas alternativas:
1. Ángulos de Euler Una rotaión ualquiera se puede expresar omo tres rotaiones seguidas
alrededor de los ejes oordenados, apliadas en un orden estableido:
R = R⊤z R
⊤
y R
⊤
x .
Siendo (θx, θy, θz), los tres ángulos alrededor de los ejes oordenados, llamados ángulos de Euler,
las rotaiones simples son:
Rx =
 1 0 00 cos θx − sen θx
0 sen θx cos θx

Ry =
 cos θy 0 sen θy0 1 0
− sen θy 0 cos θy

Rz =
 cos θz − sen θz 0sen θz cos θz 0
0 0 1

2. Eje de rotaión y ángulo de giro alrededor del eje. La fórmula más direta de alular
la matriz de rotaión asoiada a un ángulo θ ∈ R alrededor de un eje espeiado por su vetor
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unitario ωˆ = (ωx, ωy, ωz) ∈ R3 es apliar la fórmula de Rodrigues:
R = exp( [ωˆ]× θ)
= I+ [ωˆ]× sen θ + [ωˆ]
2
× (1− cos θ)
=
 cos θ + ω2x(1− cos θ) ωxωy(1− cos θ)− ωz sen θ ωy sen θ + ωxωz(1− cos θ)ωz sen θ + ωxωy(1− cos θ) cos θ + ω2y(1− cos θ) −ωx sen θ + ωyωz(1− cos θ)
−ωy sen θ + ωxωz(1− cos θ) ωx sen θ + ωyωz(1− cos θ) cos θ + ω2z(1 − cos θ)

donde
[ωˆ]× =
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0

es la matriz antisimétria espeiada por el vetor unitario del eje de rotaión.
Es apreiable que [ωˆ]× ω = 0, que signia que al apliar la matriz de rotaión, dada por la
fórmula de Rodrigues, a ualquier punto del eje de rotaión se obtiene el mismo punto.
Rω = Iω + [ωˆ]× ω sen θ + [ωˆ]
2
× ω(1− cos θ) = ω
El eje de rotaión y el ángulo de giro de una matriz de rotaión dada se obtienen de dos
propiedades: 1) la traza de la matriz de rotaión sólo depende del ángulo de giro y 2) el vetor
(R− R⊤)u es perpendiular al eje de rotaión, ∀u.
traza(R) = 1 + 2 cos θ (5.2)
[ωˆ]× = R− R⊤ (5.3)
Existe una ambigüedad, ya que se obtiene la misma R on θ′ = −θ y ωˆ′ = −ωˆ
3. Exponenial de una matriz antisimétria . Siguiendo on el mismo prinipio que la fórmula
de Rodrigues, el vetor v = ωˆθ de 3 omponentes parametriza la matriz.
R = exp( [v]×) = exp( [ωˆ]× θ)
5.3. Informaión muy básia de una ámara
La matriz de proyeión más general no es la de la ámara proyetiva nita, que tiene la restriión
de regularidad de la submatriz M. Una ámara proyetiva general está representada por una matriz de
3× 4 arbitraria de rango 3. También tiene 11 grados de libertad. Si no tuviese rango 3, la proyeión
no se realizaría sobre un plano (una imagen), sino sobre una reta o un punto. Este tipo de ámaras
es la que se utiliza en la alibraión proyetiva.
Centro óptio
Toda matriz de 3×4 de rango 3, P, tiene un núleo por la dereha de dimensión 1. Sea C un vetor tal
que expande el núleo PC = 0. El vetor C es el entro óptio de la ámara, expresado en oordenadas
homogéneas. El etro óptio es el únio punto del espaio para el que no existe un punto proyetado,
ya que (0, 0, 0, 0)⊤ /∈ P3.
Para una ámara proyetiva nita (M no es singular), ya se ha visto que el entro óptio se puede
expresar C = (−M−1, 1)⊤. Una ámara en el innito (M es singular) es aquella uyo entro óptio es
un punto del plano del innito anónio C = (d⊤, 0)⊤, tal que Md = 0.
Plano prinipal
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El plano prinipal de una ámara es que que pasa por el entro óptio de la misma y es paralelo al
plano de la imagen. Las proyeiones de los puntos del plano son los puntos de la reta del innito del
plano de la imagen: PX = (x, y, 0)⊤ ⇔ P3⊤X = 0, siendo P3⊤ la terera la de la matriz P. Es deir,
que el plano de oordenadas homogéneas P
3⊤
es el plano prinipal.
Planos axiales
Los planos de oordenadas homogéneas P
1⊤
y P
2⊤
(las dos primeras las de la matriz de proyeión
P) son aquellos que pasan por el entro óptio de la ámara y su interseión on el plano de la imagen
son los ejes x = 0 e y = 0, respetivamente.
5.4. Estimaión de la matriz de proyeión
El enuniado del problema es: dado un onjunto de puntos Xi en el espaio y un onjunto orrespon-
diente de puntos xi en una imagen, alular la matriz de proyeión P tal que xi = PXi.
En presenia de ruido no será posible umplir la euaión de proyeión de forma exata, por lo que se
busará la matriz de proyeión P que mejor ajusta las proyeiones de losXi respeto de los puntos xi.
Sólo se estudian dos algoritmos para resolver el problema: uno lineal que minimiza la distania al-
gebraia y otro no lineal óptimo (Gold Standard), que minimiza el error de reproyeión (distania
geométria).
Este problema es muy pareido al del álulo de homografías, sólo ambian las dimensiones del prob-
lema. La matriz que relaiona los datos es de 3×4, en lugar de 3×3. Muhos de los detalles disutidos
en § 4.2 son también apliables al algoritmo que aquí se desribe.
5.4.1. Algoritmo lineal
La euaión de proyeión homogénea xi = PXi signia que los vetores a ambos miembros de la
igualdad son proporionales, es deir, que su produto vetorial es nulo: xi× PXi = 0. Llamando Pi⊤
a la la i-ésima de la matriz P, podemos expresar la anterior euaión vetorial en forma de sistema
lineal en los elementos de la matriz de proyeión:
Aip =
 0⊤ −wiX⊤i yiX⊤iwiX⊤i 0⊤ −xiX⊤i
−yiX⊤i xiX⊤i 0⊤
 P1
P
2
P
3
 = 0 (5.4)
De las tres euaiones sólo dos son linealmente independientes. Los elementos de la matriz de diseño
de la orrespondenia de puntos Ai, de tamaño 3× 12, son uadrátios en las oordenadas de los datos
xi,Xi. Conatenando matries de diseño de puntos se forma la matriz de diseño del problema. Con n
parejas de puntos reamos una matriz A de 3n× 12. La matriz de proyeión se alula resolviendo el
sistema:
Ap = 0 (5.5)
La matriz P tiene 12 − 1 = 11 grados de libertad, por lo tanto, el número mínimo de euaiones
linealmente independientes neesarias para resolver el sistema homogéneo (5.5) es 11. Cada punto
ontribuye on 2 euaiones linealmente independientes, lo que implia que haen falta 5 12 orrespon-
denias de puntos (de la última orrespondenia sólo se utiliza una de las 2 euaiones independientes).
Si esto se umple y los puntos están en posiión general, A será de 11 × 12 y de rango 11, así que su
núleo no nulo es el vetor soluión p busado.
Soluión mínimo-uadrátia
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En general, se proporionan n ≥ 6 parejas de puntos y la matriz de diseño A no es de rango 11, por
lo que no existe soluión exata: ningún vetor p veria Ap = 0, sino que Ap = ǫ. El planteamiento
inmediato es minimizar la norma del vetor de error ǫ, la distania algebraia. Como p está denido
salvo fator de proporionalidad, falta imponer una restriión. Por omodidad se impone ‖p‖ = 1, y
se utilizan los multipliadores de Lagrange para resolver el problema de optimizaión:
mı´n
p
‖Ap‖ sujeto a ‖p‖ = 1
La soluión a este problema ya se vio en § 4.2. Tomando la SVD de la matriz de diseño A = UDV⊤, la
soluión p es el vetor singular de V asoiado al menor valor singular, σ12: la última olumna de V. El
oste alanzado es el mínimo de la funión de oste: σ12 = mı´n ‖Ap‖.
Para que el algoritmo sea numériamente estable y prátio es neesario normalizar los datos, al igual
que se hae en § 4.2, pero tampoo se debe desuidar la desnormalizaión de los resultados, para que
todo enaje. El algoritmo se onoe omo The normalized Diret Linear Transformation (DLT) for
the Camera Matrix P.
Como también está implementado en este proyeto el algoritmo óptimo (Gold Standard) para la
estimaión de la matriz de proyeión, el algoritmo lineal sólo interesa para proporionar el punto de
partida de la búsqueda no lineal.
5.4.2. Algoritmo Gold Standard
El error geométrio en una imagen se puede denir omo∑
i
d(xi, xˆi)
2
siendo xi los puntos observados y xˆi los puntos proyetados PXi. Si el ruido en las oordenadas anes
es gaussiano, entones la soluión P de máxima verosimilitud es la que minimiza
mı´n
P
∑
i
d(xi, PXi)
2
Minimizar esta funión de oste se puede haer mediante una funión modelo en el maro omún de
apliaión del algoritmo LM.
Funiones modelo y de oste
La funión modelo es:
f : p ≡ P→ X̂ ≡ (PX1, . . . , PXn)
El vetor de parámetros está formado por los 12 elementos de la matriz de proyeión; es una so-
breparametrizaión pero es la más senilla. El vetor de medidas X̂ se forma on las oordenadas
anes de los puntos proyetados y el vetor de medidas objetivo X tiene las oordenadas anes de los
puntos observados en las imágenes. La funión de oste se expresa:
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√∑
i
d(xi, PXi)2
El algoritmo disutido es el 6.1 de [1, pág. 170℄. Pudiera pareer que no es un algoritmo muy empleado
porque habitualmente suponemos que sólo son onoidas las imágenes y se desea onoer los puntos
3D y las matries de proyeión, sin embargo es un buen algoritmo para proporionar una alibraión
proyetiva iniial de muhas ámaras, omo se expliará en § 6.6.3.
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Derivadas exatas
Suponiendo que un punto xˆi = PXi tiene por oordenadas homogéneas xˆih = (xi, yi, wi)
⊤
, las oor-
denadas anes que omponen X̂ son:
xˆi =
(
xi
wi
,
yi
wi
)⊤
La matriz jaobiana 2× 12 para ada punto es:
Ji =
∂xˆi
∂p
=
1
wi

X
⊤
i 0
⊤ − xi
wi
X
⊤
i
0
⊤
X
⊤
i −
yi
wi
X
⊤
i
 = [ I −xˆi ]⊗ 1wiX⊤i
siendo X
⊤
i = (xi, yi, zi, wi) las oordenadas homogéneas de los puntos 3D. La matriz jaobiana (de la
funión modelo) para todos los puntos se obtiene onatenando en vertial matries Ji.
J =
 J1..
.
Jn

Ampliaiones
Los algoritmos vistos están enfoados al problema de estimaión de una ámara proyetiva general.
Una posible mejora onsiste en la adaptaión del algoritmo para que estime la matriz de proyeión
sujeta a alguna restriión de los parámetros de la ámara proyetiva nita: skew nulo (θ = π/2),
píxeles uadrados (θ = π/2 y αu = αv), punto prinipal onoido (más todo lo anterior), matriz K
onoida, et.
5.5. Evaluaión experimental
Veamos ómo se aplian las noiones generales de mediión de los algoritmos al aso partiular de
estimaión de la matriz de proyeión.
El algoritmo Gold Standard § 5.4.2 es el algoritmo de máxima verosimilitud y sus números son: M =
12, pero sólo d = 11 parámetros son independientes y N = 2n, siendo n el número de orrespondenias.
Según las expresiones (4.3) y (4.4):
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
1− 11
2n
)
ǫ2
est
= σ2
d
N
= σ2
11
2n
(5.6)
Los límites de los errores RMS de estas expresiones uando el número de puntos tiende a innito son
σ y 0, respetivamente. Signian que la inertidumbre en la estimaión es menor a medida que se
utilizan más puntos, ya que suponemos que los puntos 3D son exatos. En las imágenes, la distania
de los puntos estimados xˆi = PXi a los puntos exatos x¯ = P¯Xi tiende a ero, y la distania de los
puntos estimados xˆi a los puntos ruidosos xi tiende a σ.
Las urvas que representan el error RMS normalizado por σ, ǫ
res
/σ y ǫ
est
/σ, frente al número de
puntos son las de la gura 5.1.
Desripión de los experimentos
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Figura 5.1: Límites teórios de los errores RMS residual (línea ontinua) y de estimaión (línea dison-
tinua) del algoritmo de estimaión de la matriz de proyeión según el riterio de máxima verosimilitud
Los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión de la matriz de
proyeión simulan una ámara on una distania foal de 20 mm, píxeles uadrados y punto prin-
ipal en el origen de oordenadas, apuntando a un onjunto de puntos uniformemente distribuidos
dentro de en una esfera de radio 1 m. La posiión de la ámara (entro óptio) es aleatoria sobre una
superie esféria de radio 8 m onéntria on la esfera de los puntos. La ámara está ligeramente
desviada, sin apuntar al entro de la esfera de puntos.
Los puntos exatos sobre la únia imagen se obtienen omo resultado de proyetar los puntos 3D. Los
puntos ruidosos se obtienen sumando ruido gaussiano de media ero y desviaión típia σ onoida a
los exatos. Como datos 3D exatos se utilizan los generados en el sistema de referenia eulídeo. En
este aso no hay onguraiones peligrosas omo en las homografías uasi-singulares, ya que la esfera
se proyeta en una ónia.
Claramente hay dos algoritmos a evaluar: el lineal que minimiza la distania algebraia y que utiliza
una normalizaión afín de los datos (DLT−NA), frente al algoritmo que minimiza el error de reproye-
ión (GS − Gold Standard).
Para ada algoritmo se evalúa su oste propio: ómo varía la mínima distania algebraia normalizada
en el algoritmo lineal y ómo varía el oste geométrio normalizado en el Gold Standard. Este oste
lleva el apellido de normalizado porque también se realiza una normalizaión afín previa de los puntos
proyetados.
El parámetro de alidad para omparar los dos algoritmos es fáil, ya que en ambos asos sólo se
estima la matriz de proyeión que lleva los puntos exatos 3D a la imagen. El riterio de omparaión
es el error de reproyeión, tanto respeto de los datos ruidosos omo respeto de los datos exatos.
Este riterio sí sigue las urvas teórias de la gura 5.1. Las euaiones de estos parámetros son:
PQ2
res
=
1
2n
n∑
i=1
d(xi, PXi)
2
PQ2
est
=
1
2n
n∑
i=1
d(x¯i, PXi)
2.
(5.7)
El término 1/2n normaliza el oste para ada oordenada del vetor de medidas, porque si hay n
puntos en la únia imagen, hay 2n oordenadas.
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Los valores experimentales elegidos para la desviaión típia de ruido σ son los mismos que para
evaluar homografías: de 0 a 5 en pasos de 0.5. También mantenemos el número de experimentos real-
izados n
exp
= 200. Las pruebas inluyen una variaión del número de puntos, dentro de los permitidos
(n > 5 12 ), los uales son n = {6, 8, 10, 15, 20, 40, 70, 100}. En este aso nuna hay soluión exata si se
oge un número entero de orrespondenias de puntos.
Costes propios
Poo inidiremos sobre los ostes propios, sólo un par de omentarios: (1) las gráas del oste propio
algebraio normalizado del algoritmo lineal frente a σ, sigue una variaión lineal, al igual que el equiv-
alente algoritmo lineal de las homografías; (2) el oste propio del algoritmo geométrio es el mismo
que el del parámetro de alidad, luego se verá en el siguiente párrafo.
Comparaión respeto del parámetro de alidad
Las guras 5.2 y 5.3 muestran los resultados experimentales de la variaión del error de reproyeión
RMS frente al ruido, tanto residual ǫ
res
omo de estimaión ǫ
est
y para los valores del número de
puntos seleionado: n = {6, 10, 20, 100}. Se han elegido estos valores porque muestran la evoluión
de las urvas teórias (gura 5.1) on el número de puntos. Son valores interesantes de omparaión.
En la representaión, seguimos el mismo onvenio que el de las gráas del apítulo de homografías.
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Figura 5.2: Resultados experimentales: errores RMS residual y de estimaión de los algoritmos lineal
y Gold Standard on n = 6 puntos (izquierda) y n = 10 (dereha).
Las diferenias de estimaiones entre los algoritmos lineal y Gold Standard son menores uantos más
puntos se utilien y en general son bastante pareidas, siendo mejores las del Gold Standard. Anal-
izando un poo más en detalle, para n = 6 (el mínimo número de orrespondenias enteras neesarias)
se apreia que los resultados del algoritmo lineal son buenos, aunque de vez en uando se generen
estimaiones que dan lugar a errores un poo más grandes que provoquen una variaión sustanial de
la media.
También se observa el fenómeno de inversión de los errores residual y de estimaión: onforme ree
el número de puntos, el error residual aumenta y el error de estimaión disminuye. Para n = 10 las
urvas son asi oinidentes, omo predie la urva teória (gura 5.1).
Además, no sólo se umple ualitativamente este fenómeno, sino también numériamente, ajustándose
elmente los valores obtenidos a los valores esperados. Por ejemplo, para el algoritmo GS en n = 20
(gura 5.3), ǫ
est
/σ es un poo mayor que 2,7/5 = 0,54 y ǫ
res
/σ ≈ 4,25/5 = 0,85, que son valores muy
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Figura 5.3: Resultados experimentales: errores RMS residual y de estimaión de los algoritmos lineal
y Gold Standard on n = 20 puntos (izquierda) y n = 100 (dereha)
próximos a los teórios. El mismo juego de números se puede haer on las otras gráas y se justia
que las urvas experimentales se ajustan a las teórias.
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Capítulo 6
Calibraión proyetiva
6.1. Introduión
El primer bloque del esquema de proesamiento introduido en § 2.4 que forma parte del dominio del
proyeto es el que realiza la alibraión proyetiva. En este apítulo afrontamos el problema de obtener
diha alibraión a partir de las orrespondenias de puntos (y a vees, retas) entre las imágenes.
El apítulo está organizado de la siguiente manera: primero se supone la existenia de sólo 2 ámaras
y se estudia la geometría de la esena, la geometría epipolar, que nae de la restriión epipolar y
da lugar a relaiones bilineales entre las orrespondenias de puntos en las imágenes: las matries
fundamental y esenial. A ontinuaión se estudia la geometría de tres ámaras, que da lugar a rela-
iones bilineales entre parejas de ámaras y relaiones trilineales, el tensor trifoal, al onsiderar las
tres ámaras a la vez. Seguimos aumentando el número de ámaras, esta vez a uatro y se presenta la
geometría involurada, apareen relaiones bilineales, trilineales y uadrilineales entre las orrespon-
denias de puntos: surge el tensor uadrifoal.
Si seguimos aumentando el número de ámaras la omplejidad aumenta, ya que aumenta el número
de restriiones en el rango de una matriz que ontiene las matries de proyeión de las ámaras y
las oordenadas de los puntos observados. En tales situaiones se parametriza el problema de forma
direta mediante las matries de proyeión y las oordenadas de los puntos 3D de los que provienen
los puntos observados: no interesa obtener ningún tensor de mayor dimensión. Aparee la ténia del
ajuste de haes omo preponderante en estas situaiones.
Todo este apítulo utiliza el maro matemátio de la geometría proyetiva omo herramienta básia
de análisis.
6.2. Geometría de dos ámaras
La presente seión trata sobre las matries esenial y fundamental entre dos imágenes. Ambas ma-
tries desriben las relaiones bilineales entre orrespondenias de puntos. La referenia básia está
onstituida por los apítulos 8 y 10 de [1℄.
Primero derivamos las euaiones de estas matries en funión de las orrespondenias de puntos y
las matries de parámetros intrínseos. A ontinuaión veremos algoritmos de estimaión de la matriz
fundamental, ya que la mayoría de las vees desonoemos las matries de parámetros intrínseos de
las ámaras, por lo que trabajamos en oordenadas de píxel, no en oordenadas normalizadas.
Una apliaión direta una vez onoida la matriz fundamental es la alibraión proyetiva de dos
ámaras, omo se mostrará al nal de la seión.
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6.2.1. Derivaión de las matries esenial y fundamental
Supongamos que tenemos una pareja de ámaras estéreo que están viendo un punto x del mundo real,
que se proyeta en los dos planos de la imagen en x¯1 y x¯2 (Como estamos tratando on oordenadas
homogéneas, x es de 4 × 1, y x¯1 y x¯2 son de 3 × 1). Si asumimos que las ámaras están alibradas,
entones x¯1 y x¯2 están dados en oordenadas normalizadas, (ada uno está dado respeto del sistema
de referenia adaptado a su ámara).
La restriión epipolar die que el vetor que va desde el entro óptio de la primera ámara hasta el
punto proyetado en la primera imagen, el vetor desde el segundo entro óptio al punto proyetado
en la segunda imagen, y el vetor desde el primer entro óptio hasta el segundo entro óptio, son
todos oplanarios: forman un triángulo (gura 6.2). En oordenadas normalizadas, esta restriión se
puede expresar fáilmente omo:
x¯
⊤
2 (t× Rx¯1) = 0,
donde R y t representan el movimiento rígido de rotaión más traslaión entre los dos sistemas de
oordenadas de las ámaras. La multipliaión por R es neesaria para transformar x¯1 al sistema de
oordenadas de la segunda ámara.
Si denimos [t]× omo la matriz tal que [t]× y = t× y para ualquier vetor y 1, podemos reesribir
la euaión omo una euaión lineal:
x¯
⊤
2 ([t]× Rx¯1) = x¯
⊤
2 Ex¯1 = 0,
donde E = [t]× R se suele denominar matriz esenial.
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Figura 6.1: Elementos utilizados en la geometría epipolar
Ahora supongamos que las ámaras no están alibradas. Entones, las matries K1 y K2 que on-
tienen los parámetros intrínseos de las dos ámaras son neesarios para transformar las oordenadas
normalizadas en oordenadas de píxel:
x1 = K1x¯1
x2 = K2x¯2.
1
Si t =


a
b
c


, entones [t]
×
=


0 −c b
c 0 −a
−b a 0

 .
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Esto implia la siguiente euaión:
(K−12 x2)
⊤(t× RK−11 x1) = 0
x
⊤
2 K
−⊤
2 (t× RK−11 x1) = 0 (6.1)
x
⊤
2 Fx1 = 0 (6.2)
donde F = K−⊤2 EK
−1
1 es la matriz fundamental. Históriamente, la matriz esenial es anterior a la
matriz fundamental.
Las matries esenial y fundamental desriben ompletamente las relaiones geométrias entre puntos
orrespondientes de un par de ámaras estéreo. La únia diferenia entre las dos es que la primera se
usa on ámaras alibradas, mientras que la segunda se utiliza en aso de ámaras no alibradas.
La matriz esenial ontiene ino parámetros (tres que denen la rotaión y dos para la direión de
traslaión - la magnitud de la traslaión no es reuperable) y tiene dos restriiones: (1) su determi-
nante vale ero, y (2) sus dos valores singulares no nulos son iguales.
La matriz fundamental ontiene siete parámetros: una matriz de 9 elementos, salvo proporionalidad
y salvo la restriión de rango dos: 9− 1− 1 = 7.
Epipolos
Como la matriz fundamental es de rango 2, tiene un núleo e no nulo, tal que Fe1 = 0. El vetor de
oordenadas homogéneas e1 que expande el núleo reibe el nombre de epipolo en la primera imagen.
Geométriamente, el epipolo es el punto de la primera imagen en el que se proyeta el entro óptio
de la segunda ámara, e1 = P1C2, on P2C2 = 0.
De forma análoga se dene el epipolo en la segunda imagen: e2 es la proyeión del entro óptio de
la primera ámara en la segunda imagen, e2 = P2C1, on P1C1 = 0. El vetor e2 es el núleo por la
izquierda de la matriz fundamental, e
⊤
2 F = 0
⊤ ⇔ F⊤e2 = 0.
Retas epipolares
Las retas epipolares son las interseiones del plano epipolar on los planos de las imágenes, según se
apreia en la gura 6.2. Para ada punto en la segunda imagen x2, existe una reta epipolar orrespon-
diente l1 en la primera imagen. Cualquier punto x1 que sea el orrespondiente de x2 debe estar sobre
la reta epipolar l1. Esta reta epipolar también se puede ver omo la proyeión del rayo reproyetado
que une el entro óptio de la segunda ámara C2 on el punto proyetado x2.
Así que existe una apliaión entre puntos en una imagen y sus respetivas retas epipolares en las
otra imagen. x1 7→ l2 y x2 7→ l1. La matriz fundamental es la que dene esta orrespondenia, que no
es punto a punto omo una homografía, sino punto a reta.
l2 = Fx1
l1 = F
⊤
x2
Desde el punto de vista de retas epipolares, la euaión de la matriz fundamental signia que
ualquier punto x2 que sea el orrespondiente de x1 debe estar sobre la reta epipolar l2, y vieversa.
El punto x2 está sobre la reta l2 sii
x
⊤
2 l2 = x
⊤
2 Fx1 = 0
El punto x1 está sobre la reta l1 sii
l
⊤
1 x1 = (F
⊤
x2)
⊤
x1 = x
⊤
2 Fx1 = 0
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Derivaión alternativa: Algebraia
Seguiremos el desarrollo dado en [37℄. Reordemos que un punto X produe una imagen x mediante la
euaión x = PX. Sin pérdida de generalidad, podemos suponer que X está dado respeto del sistema
de oordenadas de la primera ámara para denotar las siguientes euaiones:
λ1x1 = K1[I 0 ]X
λ2x2 = K2[R t ]X
donde λ1 y λ2 son fatores de esala, I es la matriz identidad de 3× 3 y 0 es el vetor nulo de 3× 1.
Poniendo X = [Xˆ
⊤
1]⊤ (Xˆ es de tamaño 3× 1), llegamos a la siguiente relaión:
λ2x2 = K2[R t ]X
= K2(RXˆ
⊤
+ t)
= λ1K2RK
−1
1 x1 + K2t (6.3)
λ2K
−1
2 x2 = λ1RK
−1
1 x1 + t. (6.4)
Geométriamente, esta euaión die que el vetor de la izquierda es una ombinaión lineal de los
dos vetores de la dereha. Por lo tanto, son oplanarios, y el vetor v = t× RK−11 x1 es perpendiular
a ese plano:
λ2(K
−1
2 x2)
⊤
v = λ1(RK
−1
1 x1)
⊤
v+ t⊤v = 0
x
⊤
2 (K
−⊤
2 (t× R)K−11 x1) = 0,
que es idéntia a (6.2). Del mismo modo, el vetor w = K2t×K2RK−11 x1 es perpendiular a los vetores
en (6.4) premultipliados por K2:
λ2x
⊤
2 w = λ1K2(RK
−1
1 x1)
⊤
w+ (K2t)
⊤
w = 0
x
⊤
2 (K2t× K2RK−11 x1) = 0.
Este es un resultado sorprendente porque nos da una nueva expresión equivalente para F:
F = [K2t]× K2RK
−1
1 , (6.5)
que india que F se puede esribir omo el produto de una matriz antisimétria [K2t]× por una matriz
invertible K2RK
−1
1 .
Como referenia, resumimos las euaiones más relevantes para las matries esenial y fundamental:
E = [t]× R
F = K−⊤2 EK
−1
1
= [K2t]× K2RK
−1
1
6.2.2. Planteamiento del problema de estimaión
Enuniamos el problema de estimaión de la matriz fundamental. Para seguir la notaión de [1℄, todo
lo referente a la segunda imagen lleva una prima.
Enuniado: Dadas n parejas de puntos orrespondientes, {(xi,x′i)|i = 1, . . . , n}, estimar la matriz
fundamental, F. Veremos que es neesario un número suientemente grande de parejas de puntos:
n ≥ 7.
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Figura 6.2: La geometría epipolar.
Con los datos {(xi,x′i)} sabemos que existe una matriz F de 3×3 y de rango 2 (singular⇔ determinante
nulo) que umple
x
′⊤
i Fxi = 0
Admitimos que una parte de las parejas sean inorretas: tengan errores o ruido añadido. También
se ha alanzado el objetivo de busar ténias de estimaión robustas omo RANSAC para paliar el
efeto de los errores (§ 6.2.3.7).
6.2.3. Ténias de estimaión de la matriz fundamental
Sea un punto x˜i = [ui, vi]
⊤
en la primera imagen, al que se le hae orresponder el punto x˜
′
i = [u
′
i, v
′
i]
⊤
en la segunda imagen. Ambos deben satisfaer la restriión epipolar x
′⊤
i Fxi = 0. Esta euaión se
puede esribir omo una euaión lineal y homogénea en los nueve oeientes desonoidos de la
matriz F:
u
⊤
i f = 0, (6.6)
donde
ui = [u
′
iui, u
′
ivi, u
′
i, v
′
iui, v
′
ivi, v
′
i, ui, vi, 1]
⊤
f = [F11, F12, F13, F21, F22, F23, F31, F32, F33]
⊤,
donde Fij es el elemento de F en la la i y la olumna j.
Si nos dan n parejas de puntos, lo podemos modelar por el siguiente sistema a resolver:
Unf = 0,
donde
Un = [u1 . . . un]
⊤.
Este onjunto de euaiones lineales homogéneas, junto on la restriión de rango dos de la matriz
F, nos permite estimar la geometría epipolar .
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6.2.3.1. Soluión exata on 7 parejas de puntos
La matriz fundamental F tiene sólo 7 grados de libertad. Así que 7 es el mínimo número de parejas
de puntos requeridos para obtener una soluión de la geometría epipolar.
En este aso, n = 7 y rankU7 = 7. Mediante la desomposiión en valores singulares (SVD), podemos
obtener los vetores f1 y f2 que generan (son base) el núleo de U7, que orresponde a las matries
F1 F2, respetivamente. Debido a la homogeneidad, la matriz fundamental es una de la familia de
matries uniparamétrias αF1 + (1− α)F2. Como el determinante de F debe ser ero:
det[αF1 + (1− α)F2] = 0, (6.7)
de esta euaión obtenemos un polinomio úbio en α. El máximo número de soluiones reales es 3.
Para ada soluión, la matriz fundamental es:
F = αF1 + (1− α)F2
Este algoritmo se utiliza omo parte del algoritmo robusto mediante RANSAC § 6.2.3.7. Más refer-
enias: § 10.1.2 de [1, pág. 264℄. También ha sido utilizado para estimar la matriz esenial uando los
datos son 7 parejas de puntos en oordenadas normalizadas.
6.2.3.2. Método analítio on 8 o más parejas de puntos
En la prátia, nos dan más de 7 parejas de puntos. Si ignoramos la restriión de rango 2 (singularidad)
de la matriz F, podemos utilizar un método basado en mínimos uadrados para minimizar la siguiente
funión de oste, a vees llamada distania algebraia o riterio lineal :
mı´n
F
∑
i
(x′⊤i Fxi)
2, (6.8)
que se puede esribir omo:
mı´n
F
∑
i
(x′⊤i Fxi)
2 = mı´n
F
∑
i
(u⊤i f)
2 = mı´n
f
‖Unf‖2.
El vetor f está denido a falta de un fator de esala. La soluión trivial del problema es f = 0,
que no es útil. Para evitarla, neesitamos imponer alguna restriión en los oeientes de la matriz
fundamental. Hay varios métodos posibles, los llamados algoritmos de 8 puntos, aunque se pueden
utilizar más de 8 parejas. Sólo desarrollaremos uno, uya desripión se puede enontrar en las itas:
[28℄, Capítulo 7, pág 156; [1℄, Capitulo 10.1 pág 262; [30℄, apartado 3.2.
Análisis de autovalores
Este método onsiste en imponer una restriión en la norma de f, y en partiular, se suele poner
‖f‖ = 1. Ningún oeiente de F prevalee en importania sobre el resto. Volvemos al problema lásio
que se expone en el apéndie B.3.2, mas esta vez debido a errores en las medidas de los puntos en las
imágenes no es seguro que la matriz de diseño, Un, sea degenerada.
mı´n
f
‖Unf‖2 sujeto a ‖f‖ = 1
Fundamentos de la soluión
El problema se puede transformar en uno de optimizaión sin restriiones a través de los multipli-
adores de Lagrange:
mı´n
f
F(f, λ),
donde
F(f, λ) = ‖Unf‖2 + λ(1− ‖f‖2)
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y λ es el multipliador de Lagrange. Al igualar la primera derivada de F(f, λ) on respeto a f (gra-
diente) a ero, resulta:
U
⊤
nUnf = λf.
Así pues, la soluión f debe ser un autovetor unitario de la matriz U
⊤
nUn de 9× 9 y λ es el autovalor
orrespondiente. Como la matriz U
⊤
nUn es simétria y semidenida positiva, todos sus autovalores
son reales positivos o ero. Sin pérdida de generalidad, suponemos que los nueve autovalores de U
⊤
nUn
están en orden desendente:
λ1 ≥ · · · ≥ λi ≥ · · · ≥ λ9 ≥ 0.
Por lo tanto, tenemos 9 posibles soluiones: λ = λi para i = 1, . . . , 9. Sustituyendo ualquiera de las
soluiones en la funión F se obtiene:
F(f, λi) = λi.
Como queremos minimizar F(f, λ), la soluión del problema es el autovetor de U⊤nUn asoiado al
menor autovalor, esto es, λ9. El oste del ajuste es ‖Unf‖2 = λ9, aunque se suele tomar la norma, no
su uadrado, luego oste = ‖Unf‖ =
√
λ9.
Relaión on la SVD
La desomposiión en autovalores y autovetores de U
⊤
nUn es:
U
⊤
nUn = VΛV
−1 = VΛV⊤
ya que la matriz de autovetores es ortonormal: V
−1 = V⊤. Por otra parte, si Un = UDV⊤ es la SVD
de Un, tenemos que
U
⊤
nUn = VDU
⊤
UDV
⊤ = VD2V⊤
Es deir, D
2 = Λ y la matriz de autovetores oinide on la matriz V de vetores singulares. Así que el
autovetor de U
⊤
nUn asoiado al menor autovalor, λ9, es el vetor singular de V en la SVD Un = UDV
⊤
asoiado al menor valor singular: σ29 = λ9, y el oste del ajuste es el menor valor singular, oste = σ9.
6.2.3.3. Imposiión de la ondiión de rango 2 o singularidad
La ventaja del anterior algoritmo lineal es que produe una soluión en forma errada. Aún así, es
bastante sensible al ruido, inluso on un gran número de puntos dados. Una razón es que no se
satisfae la restriión de rango 2 (det(F) = 0). Podemos imponer esta ondiión a posteriori.
El problema que surge es: dada una apliaión F de un espaio eulídeo en sí mismo
F : (Rn, ‖ · ‖2) −→ (Rn, ‖ · ‖2)
y deniendo la norma induida de una matriz A omo
‖A‖2 = sup
‖x‖2=1
‖Ax‖2
alular la matriz aproximaión Fˆ que veria que su determinante vale ero (det(Fˆ) = 0) y que mini-
miza ‖F− Fˆ‖2.
Existe un teorema que da la soluión a este problema y se basa en la Desomposiión en Valores
Singulares de F:
F = U
 σ1 . .
.
σn
 V⊤
umpliéndose que las matries U y V son unitarias (ortogonales por tener elementos reales) y que
σ1 ≥ . . . σn ≥ 0. La matriz Fˆ óptima se onstruye omo:
Fˆ = U
 σ1 . .
.
σn−1
0

V
⊤
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y veria
‖F− Fˆ‖2 =
∣∣∣∣∣∣
∣∣∣∣∣∣U
 σ1 . .
.
σn−1
σn

V
⊤ − U
 σ1 . .
.
σn−1
0

V
⊤
∣∣∣∣∣∣
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∣∣∣∣∣∣U
 0 . .
.
0
σn

V
⊤
∣∣∣∣∣∣
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∣∣∣∣∣∣
 0 . .
.
0
σn
∣∣∣∣∣∣
∣∣∣∣∣∣
2
= σn
El valor singular σn es la distania mínima. Si tomamos ualquier matriz singular F˜, se puede demostrar
que la distania a la matriz F es mayor: ‖F− F˜‖2 ≥ σn. Para ello utiliemos un vetor unitario v del
núleo de F˜, es deir, F˜v = 0. Entones
‖F− F˜‖2 ≥ ‖(F− F˜)v‖2 = ‖Fv− F˜v‖2 = ‖Fv‖2 ≥ σn = ‖F− Fˆ‖2
Partiularizando para nuestro problema onreto, F de dimensión 3, reemplazamos la matriz F estimada
por ualquiera de los métodos anteriores por la matriz Fˆ. Sea
F = U
 σ1 σ2
σ3

V
⊤
la SVD de la matriz F, entones la matriz busada es
Fˆ = U
 σ1 σ2
0

V
⊤
Una interpretaión senilla es que estamos proyetando la matriz F estimada sobre el onjunto de las
matries de 3× 3 singulares. Esto se deriva de las propiedades de la SVD.
6.2.3.4. Interpretaión geométria del riterio lineal
Otro problema del algoritmo lineal es que la magnitud que estamos minimizando (la llamada distania
algebraia) no tiene signiado físio. Una magnitud físiamente signiativa sería algo medido en el
plano de la imagen, ya que ese es el origen de las observaiones y dispone de una métria on sentido
físio. Una magnitud tal es la distania (en una imagen) desde un punto x˜
′
i = [u
′
i, v
′
i]
⊤
a su reta
epipolar orrespondiente l
′
i = Fxi ≡ [l′i1, l′i2, l′i3]T , que viene dada por:
d(x˜′i, l
′
i) =
x
′⊤
i l
′
i√
l
′2
i1 + l
′2
i2
=
1
ci
x
′⊤
i Fxi, (6.9)
donde ci =
√
l
′2
i1 + l
′2
i2. Así, el riterio de la euaión (6.8) se puede esribir omo:
mı´n
F
n∑
i=1
c2i d
2(x˜′i, l
′
i).
Esto signia que en el algoritmo lineal se minimiza no sólo una antidad físia d(x˜′i, l
′
i), sino también
ci que no es físiamente medible [30℄.
Seguidamente se presentan algunos algoritmos iterativos no lineales que busan la matriz fundamental
dentro de la variedad formada por las matries singulares.
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6.2.3.5. Minimizaión de la distania algebraia
El algoritmo lineal de los 8 puntos ya minimiza la distania algebraia, pero no dentro de la variedad
de las matries singulares, sino en todo el espaio ambiente. La restriión de singularidad se impone
una vez hallada la soluión.
El presente algoritmo alula la matriz fundamental utilizando la propiedad de que diha matriz
se puede desomponer omo el produto de una matriz antisimétria dada por su epipolo por una
matriz regular. Nos referimos al algoritmo expliado del artíulo [3℄, § 3. Computation of the Funda-
mental Matrix, (b) Algebrai Minimization. Es el algoritmo 10.2 de [1, pág. 267℄: Computation of F
with det(F) = 0 by iteratively minimizing algebrai error, aunque está mejor omentado en el artíulo.
El enuniado del problema a resolver es el siguiente:
mı´n
F
∑
i
(x′⊤i Fxi)
2 = mı´n
f
‖Mˆf‖2 sujeto a ‖fˆ‖ = 1 y det fˆ = 0
Funiones modelo y de oste
Siguiendo el artíulo, la funión modelo utilizada en el ontexto de los algoritmos Levenberg-Marquardt
para este problema onreto es:
f : R3 −→ R9
e 7→ ǫ = MEq = Mˆf
En esta parametrizaión, el vetor de parámetros es el epipolo (proyeión del entro óptio de la
segunda ámara en la primera imagen) y una vez onoido, es posible alular una matriz fundamental
onsistente on el mismo, de tal forma que apliada a la matriz de diseño M, obtenida a partir de las
observaiones en las imágenes, proporiona un vetor de error ǫ uya norma es la distania algebraia.
‖ǫ‖ = ‖Mˆf‖ = ‖MEq‖
En este aso, el vetor de medidas X̂, tiene dimensión N = 9. El vetor X objetivo es aquel para el
ual el oste es ero, es deir, el vetor nulo, omo se explia en D.1.3.
La matriz de restriión E, de 9 × 9, se onstruye a partir del epipolo, E = diag([e]× , [e]× , [e]×).
Esta matriz veria rank(E) = 6 y sirve para imponer la restriión de singularidad de la matriz
fundamental. En R9, limitamos la búsqueda de la matriz fundamental al subespaio generado por las
olumnas de E.
mı´n
q
‖MEq‖ on la restriion ‖fˆ‖ = ‖Eq‖ = 1
Este problema se resuelve mediante el algoritmo A.3.7, § A3.4.4 de [1℄, que utiliza la SVD. El epipolo
desde el ual iniiar la búsqueda es obtenido a partir de una estimaión iniial de la matriz fundamen-
tal dada por el algoritmo lineal de los 8 puntos.
La funión de oste alula la distania algebraia, que es la norma del vetor de error o residuo, ǫ.
oste = ‖ǫ‖ = ‖MEq‖
En toda la minimizaión, se mantiene la matriz de diseño obtenida a partir de los datos normaliza-
dos para mejorar la estabilidad numéria. Es inluso preferible substituir M de n × 9, donde n es el
número de parejas de puntos, por la matriz de diseño/medida reduida orrespondiente, Mˆ uadrada
de dimensión 9, para evitar realizar más operaiones de las neesarias.
El algoritmo de minimizaión de la distania algebraia es mejor que el algoritmo de los oho puntos,
aunque se utiliza poo en este proyeto, ya que está implementado el Gold Standard.
68 CAPÍTULO 6. CALIBRACIÓN PROYECTIVA
6.2.3.6. Minimizaión del error de reproyeión: Gold Standard
En la mayoría de los asos, se asume un modelo de ruido gaussiano sumado a las oordenadas de los
puntos exatos en las imágenes, tal omo se die en § 10.4.1 de [1, pág. 268℄. Bajo esta hipótesis, la
mejor estimaión onsiste en minimizar la distania geométria medida en las imágenes (el error de
reproyeión) ∑
i
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2
]
, (6.10)
donde xi ↔ x′i son parejas medidas, mientras que xˆi ↔ xˆ′i son verdaderas orrespondenias estimadas
que satisfaen xˆ
′⊤
i Fxˆi = 0 para ierta matriz F de rango 2.
Por lo tanto, el problema estriba en enontrar la matriz fundamental F y las parejas de puntos orregi-
dos xˆi ↔ xˆ′i. Esto es lo que realiza el algoritmo llamado Gold Standard, un algoritmo que requiere
onoimientos adiionales a los ya expuestos. Por ejemplo, utiliza la triangulaión y la alibraión
proyetiva de dos ámaras, que se expliarán más adelante.
A pesar de ello, adelantamos que la matriz fundamental se parametriza mediante dos matries de
proyeión ompatibles on ella, omo se india en § 6.2.5.2 y que parte de los parámetros respeto de
los que es optimizada la funión de oste son los puntos 3D de los que proeden las proyeiones. La
gura 6.3 reoge el planteamiento del algoritmo para un punto: las observaiones en las dos imágenes
x,x′, el punto 3D estimado del que proeden Xˆ y las proyeiones de este punto, xˆ, xˆ′, que son los
puntos orregidos que forman una verdadera orrespondenia ya que proeden del mismo punto 3D
por onstruión.
/x
/
X
e e /
x
x
/
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Figura 6.3: Minimizaión del error de reproyeión
Funiones modelo y de oste
Según § A4.5 de [1, pág. 578℄, la funión modelo a través de la ual se minimiza la funión de oste
(6.10) es:
f : (P′,b1, . . . ,bn) ≡ P→ X̂ ≡ (xˆ1, xˆ′1, . . . , xˆn, xˆ′n)
Se onsidera que la matriz de proyeión de la primera ámara es la anónia, [I | 0]. El vetor de
parámetros P ontiene en sus M = 3n + 12 omponentes la informaión de la matriz de proyeión
de la segunda ámara y las oordenadas anes de los puntos 3D a estimar.
bi = (Xi, Yi, Ti)
⊤ , , Xˆi = (Xi, Yi, 1, Ti)
⊤
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Para alular una estimaión iniial de los puntos 3D Xˆi es neesaria una reonstruión mediante
triangulaión, por ejemplo la triangulaión óptima expliada en [1, pág. 304℄.
El vetor de medidas X̂, de dimensión N = 4n posee las oordenadas anes de los puntos proyetados
estimados. No onfundir éste último X̂ y sus elementos X̂i on las oordenadas bi de los puntos 3D Xˆi.
La funión de oste se expresa en términos de la funión modelo:
oste = ‖X− f(P)‖ =
√∑
i
[
d(xi, xˆi)2 + d(x′i, xˆ
′
i)
2
]
La opión de minimizar la funión de oste diretamente no es numériamente reomendable, es mejor
explotar el onoimiento del modelo. Debido a este onoimiento, las submatries Ai(4×12) y Bi(4×3)
de la matriz jaobiana tienen una forma onoida, por lo que numériamente es más rápido onstruirla
de forma exata a partir de los datos disponibles que estimarla.
Suponiendo que un punto bi tiene por oordenadas homogéneas Xˆi y que P = [I | 0], las oordenadas
homogéneas de los puntos proyetados son: xˆih = PXˆi = (Xi, Yi, 1)
⊤
y xˆ
′
ih = P
′
Xˆi. Las oordenadas
anes que omponen X̂ son:
X̂i =
(
xˆi
xˆ
′
i
)
, , xˆi =
(
xi
wi
,
yi
wi
)⊤
= (Xi, Yi)
⊤ , , xˆ′i =
(
x′i
w′i
,
y′i
w′i
)⊤
Y las matries jaobianas:
Ai =
∂X̂i
∂a
=
 0∂xˆ′i
∂a
 , , ∂xˆ′i
∂a
=
1
w′i

Xˆ
⊤
i 0 −
x′i
w′i
Xˆ
⊤
i
0 Xˆ
⊤
i −
y′i
w′i
Xˆ
⊤
i
 = [ I −xˆ′i ]⊗ 1w′i Xˆ⊤i
Bi =
∂X̂i
∂bi
=
 I | 0∂xˆ′i
∂bi
 , , ∂xˆ′i
∂bi
=
1
w′i
([
P11 P12 P14
P21 P22 P24
]
− xˆ′i[P31 P32 P34]
)
6.2.3.7. Estimaión robusta de mediante RANSAC
Se propone otro algoritmo para onoer la geometría epipolar entre dos imágenes, el ual inluye
estimaión robusta mediante RANSAC, siguiendo las reomendaiones de § 10.6, [1, pág. 274℄.
El algoritmo se puede resumir en los siguientes pasos: dadas las orrespondenias de puntos entre
imágenes (xi,x
′
i), i = 1, . . . , n
1. RANSAC básio: Repetir hasta haber probado N muestras (donde N es determinado adap-
tativamente según el algoritmo 3.5 de [1, pág. 105℄) o haber logrado más de T = (1 − ǫ
jo
)n
puntos onsistentes on el modelo (inliers).
a) Seleionar una muestra aleatoria de 7 parejas de puntos y alular la matriz fundamental
F (§ 6.2.3.1). Puede haber una o tres soluiones reales.
b) Calular la distania d⊥ de ada punto al modelo de geometría epipolar indiado por F.
) Calular el número de puntos onsistentes on el modelo F omo el número de orrespon-
denias de puntos para los que d⊥ < t =
√
3,84σ píxeles, siendo σ la desviaión típia del
ruido gaussiano esperado.
d) Si hay tres soluiones reales para F, se alula el número de inliers para ada soluión, y
se retiene la soluión on mayor número de inliers (mayor soporte).
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e) Comparar: Elegir la F on el mayor soporte. En el aso de empate, retener la soluión on
la menor desviaión típia de inliers (en uanto a distania al modelo d⊥).
f ) Estimar la proporión ǫ de puntos no onsistentes (outliers) y el número de muestras
aleatorias a probar, N .
2. Estimaión óptima no lineal: re-estimar F minimizando la distania geométria - Error de
reproyeión e. (6.10) - a partir del mayor y mejor soporte enontrado. Se utiliza el algoritmo
Gold Standard sólo sobre las orrespondenias lasiadas omo onsistentes on el modelo.
3. Identiaión de nuevas parejas onsistentes on el modelo, igual que en los pasos ) y e).
Continuar minimizando la distania geométria (paso 2) hasta que el soporte deje de reer.
De las dos opiones que se indian en [1℄ sobre la eleión de la distania d⊥ de ada punto al modelo,
se alula el error de reproyeión de forma exata, no la aproximaión de Sampson al mismo, para
ser onsistentes. Para ver si los puntos son onsistentes on el modelo o no es neesario triangular,
obtener los puntos 3D de los puntos de los que desonoemos sus proyeiones y proyetarlos.
6.2.4. Limitaión de la autoalibraión proyetiva
Una limitaión de la autoalibraión proyetiva es que la soluión es únia a falta de una homografía
del espaio, representada por una matriz H de 4× 4 regular (det(H) 6= 0).
Si dadas las parejas de puntos {(xi,x′i)} onseguimos obtener unas matries que representan las
proyeiones (P, P′) on las que podemos hallar la reonstruión de los puntos Xi en el espaio
proyetivo P3, esto es:
(xi,x
′
i) −→ (P, P′, {Xi})
on
xi ∼ PXi
x
′
i ∼ P′Xi
existe otra soluión:
(xi,x
′
i) −→ (PH, P′H, {H−1Xi})
Esto es fáil de veriar:
xi ∼ PXi = PHH−1Xi = (PH)(H−1Xi) = P˜X˜i
y lo mismo para los puntos de la segunda imagen.
El onoimiento de la matriz F no nos permite llegar al máximo renamiento de la soluión deseado. O
lo que es lo mismo, sólo a partir de la matriz fundamental es imposible obtener la estrutura eulídea
del espaio. Pero antes daremos unas propiedades de la matriz fundamental.
6.2.5. Relaión de F on las matries de proyeión
Una apliaión direta una vez onoida la matriz fundamental es la alibraión proyetiva de las dos
ámaras. También es posible y fáil el paso inverso: la obtenión de la matriz fundamental a partir de
las matries de proyeión. Veamos primero la última onversión.
6.2.5.1. Matriz fundamental de dos matries de proyeión
Dadas dos matries de proyeión P y P
′
, la matriz fundamental F asoiada a ambas, según el resumen
de [1, pág. 226℄ es:
F = [e′]× P
′
P
+
donde P
+
es la pseudoinversa de P, y e
′ = P′C, on PC = 0 (C son las oordenadas homogéneas del
entro óptio de la primera ámara). En este aso no hae falta estimar F, ya que se onstruye de
forma direta a partir de las matries de proyeión.
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6.2.5.2. Calibraión proyetiva de dos ámaras
Una forma de alular dos matries de proyeión ompatibles on una matriz fundamental F dada
se india en el resultado 8.14 de [1, pág. 237℄. Siempre se puede elegir que la matriz de la primera
ámara sea la anónia P = [I | 0], entones la matriz de la segunda ámara es P′ = [[e]′× F | e′].
6.3. Triangulaión
La triangulaión onsiste en el álulo la posiión de un punto 3D Xi del espaio dadas sus proye-
iones en dos imágenes xi ↔ x′i y las matries de proyeión de ambas ámaras P y P′. En adelante
supondremos que sólo hay errores en las oordenadas de los puntos observados en las imágenes, no en
las matries de proyeión.
Sigamos la ilustraión de la gura 6.4. Bajo la hipótesis de existenia de ruido, los rayos reproyetados
(retas on origen en el entro óptio de ada ámara y que pasan por los orrespondientes puntos en
ada imagen) no se ortarán, en general, por lo que hay que estimar una mejor aproximaión al punto
3D.
La mejor aproximaión requiere denir una funión de oste a minimizar. En las reonstruiones
proyetiva y afín no es posible denir una métria en el espaio 3D, ya que se desonoe la estrutura
eulídea, así que las funiones de oste deben basarse en medidas en el plano de la imagen, omo
venimos haiendo. Es onveniente utilizar un método de triangulaión que sea invariante ante trans-
formaiones proyetivas del espaio.
En estas seiones se tratan dos algoritmos de triangulaión: uno uya resoluión es posible por un
método lineal y otro, estimador óptimo, uya soluión se obtiene sin una minimizaión iterativa. En
este esenario, suponemos que la matriz fundamental F es dada a priori y se debe determinar la
posiión del punto en el espaio, X. Llamamos n al número de parejas de puntos.
x
/
x /
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Figura 6.4: En general, rayos reproyetados de puntos on errores se ruzan en el espaio
6.3.1. Triangulaión lineal
Existe un algoritmo lineal (DLT o SVD) omo senillo esquema de triangulaión. Este algoritmo es
análogo al de la estimaión de la matriz de proyeión § 5.4.1, y se seguirá la misma notaión que allí
se expuso.
Para ada orrespondenia, en ada imagen tenemos una observaión x = PX,x′ = P′X, y estas
euaiones se pueden expresar omo un sistema de euaiones en X. Al igual que en la estimaión de
la matriz de proyeión, se elimina el fator de proporionalidad mediante el produto vetorial: x ∼
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PX⇔ x× PX = 0, lo que da lugar a tres euaiones de las uales dos son linealmente independientes.
Reordemos el sistema (5.4) y démosle la vuelta: 0⊤ −wiX⊤i yiX⊤iwiX⊤i 0⊤ −xiX⊤i
−yiX⊤i xiX⊤i 0⊤
 P1
P
2
P
3
 = 0⇔
 0⊤ −wiP2⊤ yiP3⊤wiP1⊤ 0⊤ −xiP3⊤
−yiP1⊤ xiP2⊤ 0⊤
 Xi
Xi
Xi
 = 0
Este sistema se puede operar y simpliar −wiP2⊤ + yiP3⊤wiP1⊤ − xiP3⊤
−yiP1⊤ + xiP2⊤

Xi = AiXi = 0
Para la proyeión en la segunda imagen se hae lo mismo y resulta un sistema A
′
iXi = 0. Juntando
los dos sistemas es posible hallar una soluión.
AXi =
[
Ai
A
′
i
]
Xi = 0
En la prátia no se utilizan las seis euaiones, sino sólo las dos primeras de ada sistema Ai, A
′
i.
Además, se deshomogeneizan las oordenadas de los puntos xi,x
′
i dividiendo por la terera oordena-
da, wi y w
′
i, respetivamente.
Es indudable que se pretende minimizar la distania algebraia. La soluión, omo ya se ha mostrado
más de una vez, es el vetor singular (dereho) de A orrespondiente al menor valor singular y el
mínimo de la funión de oste es el menor valor singular.
Este algoritmo se suele utilizar on las observaiones de un par de ámaras, pero repasando la ex-
posiión, se apreia que es muy fáil inluir las observaiones de uantas ámaras se desee, basta on
onatenar vertialmente las matries Ai, A
′
i, A
′′
i . . . para formar una únia matriz A para ada or-
respondenia de puntos. Pero ½ uidado!, debe tenerse en uenta un detalle: todas las matries de
proyeión deben estar expresadas en la misma referenia espaial.
6.3.2. Triangulaión óptima
Volvamos sobre el onepto de la restriión epipolar: si los puntos proyetados verian la restriión
epipolar respeto de F, existe un punto 3D Xi del que proeden los puntos proyetados, es deir, las
euaiones de proyeión
xi = PXi, x
′
i = P
′
Xi
lineales y homogéneas, tienen soluión exata: los puntos Xi busados.
En observaiones de imágenes reales, la restriión epipolar se veriará sólo aproximadamente, así
que es más adeuado plantear el problema omo una estimaión de máxima verosimilitud. Bajo la
hipótesis habitual de que la perturbaión en la deteión de los puntos en las imágenes es ruido
aditivo gaussiano isótropo independiente para ada punto y de la misma varianza, la estimaión más
verosímil es la que minimiza la suma de las distanias eulídeas al uadrado onoida omo error de
reproyeión. Busamos las orrespondenias de puntos xˆi ↔ xˆ′i que minimizan∑
i
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2
(6.11)
sujeto a la restriión epipolar xˆ
′⊤
i Fxˆi = 0.
La soluión a este problema de minimizaión se puede obtener de forma no iterativa mediante las
raíes reales de un polinomio de sexto grado. La gura 6.5 ilustra el método de resoluión, basado en
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Figura 6.5: Triangulaión óptima
una parametrizaión de las retas epipolares orrespondientes.
Los puntos busados xˆi, xˆ
′
i son los que, estando sobre retas epipolares orrespondientes, minimizan la
funión de oste (6.11). Estos puntos son, preisamente, los que minimizan la distania perpendiular
de ada reta epipolar al punto observado.
∑
i
d(xi, li)
2 + d(x′i, l
′
i)
2
(6.12)
Falta determinar el par de retas epipolares orrespondientes que minimizan la funión de oste (6.12).
Para ello se parametriza el haz de retas epipolares mediante un parámetro t y se obtienen las orre-
spondientes retas epipolares en la segunda imagen a través de la matriz fundamental, onoida por
hipótesis. Se expresa la funión de oste en funión del parámetro t y utilizando reglas de álulo
elemental se minimiza la funión de oste en términos de t. Si se desea profundizar en los detalles de
la parametrizaión, et. onsúltese § 11.5.2 de [1℄.
Inertidumbre
La reonstruión es más able uanto mayor sea el ángulo entre los rayos reproyetados que pasan
por las orrespondientes proyeiones de un mismo punto 3D, omo se apreia en la gura 6.6. La zona
sombreada de la gura ilustra la forma de la zona de inertidumbre, que depende del ángulo entre los
rayos reproyetados. Cuanto más paralelos sean los rayos, peor es la estimaión de la loalizaión de
los puntos 3D.
Figura 6.6: Inertidumbre en la reonstruión
Consejo prátio: uando se vaya a adquirir una seuenia de imágenes, si se está enfoando una
esena lejana, por muho que se desplae la ámara (baseline) el movimiento relativo de los puntos
proyetados es pequeño porque el ángulo entre rayos reproyetados es pequeño. Hay que prourar
aptar imágenes desde posiiones suientemente distantes omo para que el paralaje (triangulaión)
sea able.
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6.4. Geometría de tres ámaras
En esta seión se reogen los algoritmos de los apítulos 14 y 15 de [1℄, sobre la estimaión del
tensor trifoal T por métodos numérios dadas unas orrespondenias de puntos entre tres imágenes
o proyeiones. También se trata su relaión on las matries de proyeión y matries fundamentales .
El desarrollo es muy pareido a la seión sobre la matriz fundamental, utilizando las mismas ténias.
En onreto, se trataran los siguientes algoritmos:
1. Método lineal basado en la soluión direta de un onjunto de euaiones lineales (después de
una apropiada normalizaión de los datos).
2. Método iterativo que minimiza el error algebraio a la vez que satisfae todas las restriiones
del tensor.
3. Método iterativo que minimiza el error geométrio (el algoritmo Gold Standard).
4. Método de álulo exato del tensor Trifoal dadas las proyeiones de 6 puntos en 3 ámaras.
5. Estimaión robusta basada en RANSAC.
6.4.1. El tensor trifoal T
El tensor trifoal juega un papel análogo en tres imágenes al que juega la matriz fundamental en dos.
Dadas tres proyeiones, enapsula todas las relaiones geométrias (proyetivas) independientes de
la estrutura de la esena.
Las tres prinipales propiedades geométrias del tensor son: la homografía entre dos imágenes induida
por la reproyeión de una reta (un plano) de la otra imagen; las relaiones entre orrespondenias
entre puntos e imágenes que provienen de relaiones de inidenia en el espaio; y la obtenión de las
matries fundamentales y de proyeión a partir del tensor.
Se puede utilizar el tensor para transferir puntos: si onoemos el tensor y la proyeión de un punto
en dos imágenes, podemos alular la proyeión orrespondiente del punto en la terera imagen. El
tensor también se aplia a retas: se puede alular la posiión de una reta en una imagen dadas las
otras dos proyeiones y el tensor trifoal.
El tensor sólo depende del movimiento entre las ámaras y de los parámetros intrínseos de las mismas
y está denido unívoamente por las matries de proyeión. De todas formas, se puede alular a
partir de orrespondenias de puntos, sin neesidad de onoer el movimiento o la alibraión.
Grados de libertad
En su versión matriial, se puede ver el tensor trifoal omo un onjunto de tres matries de 3 × 3,
así que onsta de 27 elementos. Quitando el fator de proporionalidad (omún a las tres matries),
quedan 26 razones independientes. Sin embargo, el tensor tiene sólo 18 grados de libertad: una vez que
se espeian 18 parámetros, los 27 elementos del tensor quedan determinados, salvo proporional-
idad. El número de grados de libertad se puede ontar omo sigue: ada una de las 3 matries de
proyeión tiene 11 grados de libertad, lo que hae un total de 33; pero se deben restar 15 grados
de libertad por la homografía arbitraria del espaio, quedando así 18 grados de libertad. El tensor
satisfae 26− 18 = 8 restriiones algebraias independientes.
Relaiones trilineales
Un onjunto ompleto de euaiones trilineales sobre el tensor trifoal son las dadas en la tabla6.1.
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Correspondenia Relaión Número de euaiones
3 puntos xix′jx′′kǫjqsǫkrtT qri = 0st 4
2 puntos, 1 reta xix′j l′′r ǫjqsT qri = 0s 2
1 punto, 2 retas xil′ql
′′
rT qri = 0 1
3 retas lpl
′
ql
′′
r ǫ
piwT qri = 0w 2
Cuadro 6.1: Relaiones trilineales entre oordenadas de puntos y retas en las tres imágenes
La notaión 0st signia un tensor bidimensional on todos sus elementos nulos. El tensor de per-
mutaión ǫijk es ero salvo que i, j y k sean distintos, y en este aso vale 1 o −1, dependiendo de
si (ijk) es una permutaión par o impar. Se utiliza el onvenio de suma tensorial en la que si un
superíndie (ontravariante) se repite en subíndie (ovariante) implia una suma en todos los valores
de diho índie: 1, 2 y 3.
/
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x
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Figura 6.7: Relaión de inidenia de 3 puntos orrespondientes
6.4.2. Relaión de T on las matries de proyeión
Es preferible expliar ómo obtener el tensor trifoal a partir de las matries de proyeión antes de
aprender a estimarlo, porque se hará referenia en los algoritmos de estimaión.
Dadas tres matries de proyeión P = A, P′ = B y P′′ = C, existen tres tensores trifoales asoiados,
dependiendo de a qué proyeión se de preferenia sobre las demás. El tensor trifoal T asoiado a la
primera matriz de proyeión se obtiene según la fórmula de [1, pág. 404℄. Notaión: a
i
es la i-ésima
la de la matriz A, y del mismo modo, b
i
es la i-ésima la de B, y i es la i-ésima la de C.
T qri = (−1)i+1 det
 ∼ ai
b
q

r

(6.13)
donde ∼ ai signia la matriz A sin la la i. En la fórmula, se omite la la i de la matriz de proyeión
de la primera ámara, pero se inluyen las las q y r de las otras dos matries de proyeión. Se da
preferenia a la primera ámara porque ontribuye on dos las a ada determinante, en lugar de una.
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6.4.3. Ténias de estimaión del tensor Trifoal
La última olumna de la tabla 6.1 india el número de euaiones linealmente independientes que
genera el tipo de orrespondenia de ada la. Así, la primera línea de la tabla genera 9 euaiones,
una para ada valor de s y t, pero sólo 4 de las 9 euaiones son linealmente independientes. Todas
las euaiones son lineales en los elementos del tensor trifoal T .
6.4.3.1. El algoritmo lineal
Dadas varias orrespondenias de puntos o retas entre las imágenes, el onjunto ompleto de eua-
iones es de la forma At = 0, donde t es el vetor de 27 elementos on los elementos del tensor. Las
euaiones se pueden obtener de ualquier orrespondenia de la tabla 6.1. Como T tiene 27 elementos,
se neesitan 26 euaiones para obtener t salvo fator de proporionalidad. Con más de 26 euaiones,
se alula una soluión mínimo-uadrátia . Al igual que al alular la matriz fundamental, se mini-
miza ‖At‖ sujeto a la restriión ‖t‖ = 1 utilizando la SVD .
Habitualmente se utiliza sólo on puntos, por lo que haen falta 7 o más orrespondenias en 3
imágenes. Si se utilizan sólo orrespondenias de retas, haen falta 14 o más de las mismas. Si se
utilizan puntos y retas a la vez, para que exista soluión lineal se debe umplir, según el número de
euaiones indiado en la tabla 6.1:
4 ·N◦puntos+ 2 · N◦retas ≥ 27
Hemos indiado unas pineladas de un algoritmo lineal para alular el tensor trifoal . Sin embargo,
para que el algoritmo sea prátio se deben normalizar los datos. Además, el tensor así estimado no
tiene por qué satisfaer las restriiones algebraias propias de un tensor trifoal.
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Figura 6.8: Relaión de inidenia de 3 retas orrespondientes
Las restriiones internas del tensor T
La diferenia más notable entre la matriz fundamental y el tensor trifoal es el mayor número de re-
striiones apliables al último. La matriz fundamental sólo tiene una restriión, det F = 0, dejando 7
grados de libertad, desontando el fator de esala arbitrario. Por otro lado, el tensor trifoal tiene 27
elementos, pero sólo son neesarios 18 parámetros para espeiar la onguraión de ámaras equiv-
alente, salvo homografía del espaio. Los elementos del tensor satisfaen 8 restriiones algebraias
independientes.
Deniión. Se die que un tensor trifoal T jki es geométriamente válido o satisfae todas las
restriiones internas si existen 3 matries de proyeión P = [I | 0], P′ y P′′ tales que T jki se orre-
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sponde on las tres matries de proyeión, de auerdo on (6.13).
Al igual que en el aso de la matriz fundamental, es importante imponer estas restriiones de alguna
forma para llegar a un tensor geométriamente válido. Si el tensor no satisfae las restriiones y se
utiliza para transferir un punto a la terera imagen dada una orrespondenia de puntos en las dos
primeras, entones la posiión del punto transferido variará dependiendo de qué tipo de euaión de
la tabla anterior sea utilizada. Así pues, el objetivo es obtener un tensor geométriamente válido.
Las restriiones satisfehas por el tensor trifoal no se expresan tan fáilmente (omo det = 0), y
algunos piensan que es un impedimento para alular exatamente el tensor trifoal. Sin embargo, a
la hora de alular el tensor trifoal no es neesario expresar estas restriiones explíitamente. En
vez de eso, son impuestas implíitamente por una parametrizaión apropiada del tensor trifoal, y no
suelen ausar problemas.
6.4.3.2. Minimizaión de la distania algebraia
El algoritmo lineal, on o sin normalizaión de los datos, proporiona un tensor que puede no orre-
sponderse on una onguraión geométria. La siguiente tarea es orregir el tensor para que satisfaga
todas las restriiones internas neesarias: alular un tensor trifoal válido T jki a partir de orrespon-
denias de puntos y/o orrespondenias de retas entre 3 imágenes. El tensor alulado minimizará el
error algebraio asoiado on los puntos observados.
Se desea minimizar ‖Atˆ‖ sujeto a ‖tˆ‖ = 1, donde tˆ es el vetor on elementos de un tensor trifoal
geométriamente válido. El algoritmo que onsigue esto es el el algoritmo 15.2, [1, pág. 385℄ y es bas-
tante similar al equivalente para estimar la matriz fundamental (§6.2.3.5). Al igual que entones, el
primer paso es alular los epipolos, omo en §6.2.3.5. Más referenias sobre este algoritmo son: §15.3
de [1℄ y [3℄.
Para que sea numériamente estable, se enierra entre bloques de normalizaión de los datos y desnor-
malizaión del tensor trifoal, omo en el algoritmo de los 8 puntos [5℄.
Funiones modelo y de oste
La funión modelo de este problema es:
f : R6 −→ R27
(e21, e31) 7→ ǫ = AEa = Atˆ
La matriz de restriión E, de 27 × 18, se onstruye a partir de los epipolos. Esta matriz veria
rank(E) = 15 y sirve para imponer las restriiones del tensor trifoal. En R27, limitamos la búsqueda
del tensor trifoal al subespaio generado por las olumnas de E.
mı´n
a
‖AEa‖ on la restriion ‖tˆ‖ = ‖Ea‖ = 1
Este problema se resuelve mediante el algoritmo A.3.7, § A3.4.4 de [1℄, que utiliza la SVD. La esti-
maión iniial de los epipolos se obtiene mediante la estimaión del tensor on el algoritmo lineal.
La funión de oste (distania algebraia) es la norma del vetor de error o residuo ǫ, que india ómo
se verian las euaiones obtenidas de las relaiones trilineales:
oste = ‖ǫ‖ = ‖AEa‖.
Es apliable el mismo omentario que en el aso de la matriz fundamental: este algoritmo es bueno,
pero tenemos otro mejor.
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6.4.3.3. Minimizaión del error de reproyeión: Gold Standard
Al igual que en el álulo de la matriz fundamental, esperamos obtener los mejores resultados on la
soluión de máxima verosimilitud (o Gold Standard). Así que disutamos el algoritmo 15.3, [1, pág.
386℄: The Gold Standard algorithm for estimating the Trifoal Tensor from image orrespondenes.
Dadas n orrespondenias de puntos {xi ↔ x′i ↔ x′′i } entre 3 imágenes, la funión de oste a minimizar
es ∑
i
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2 + d(x′′i , xˆ
′′
i )
2
]
(6.14)
donde los puntos xˆi, xˆ
′
i, xˆ
′′
i satisfaen exatamente una restriión trifoal (omo la de la tabla en
6.4.3) respeto del tensor trifoal estimado. Como en el aso de la matriz fundamental, se neesita
introduir variables auxiliares de los puntos 3D y parametrizar el tensor trifoal por los elementos de
las matries de proyeión P
′
y P
′′
.
Funiones modelo y de oste
La funión modelo sirve para optimizar la funión de oste, en el maro del algoritmo LM es:
f :
[
a
b
]
=

P
′
P
′′
Xˆa1
.
.
.
Xˆan
 ≡ P→ X̂ ≡

 xˆa1
xˆ
′
a1
xˆ
′′
a1

.
.
. xˆan
xˆ
′
an
xˆ
′′
an


=
 X̂a1..
.
X̂an

Se minimiza la funión de oste en el espaio de parámetros dado por las oordenadas anesde los
puntos 3D, Xˆi, y las dos matries de proyeión P
′
y P
′′
, on xˆi = [I | 0]Xˆi, xˆ′i = P′Xˆi y xˆ′′i = P′′Xˆi.
Esenialmente, se realiza un ajuste de haes sobre tres imágenes (§ 6.6.4). Casi se puede utilizar el
ajuste de haes que más adelante expliaremos, si no fuera porque la primera matriz de proyeión
tiene que ser ja P = [I | 0].
El oste (distania geométria- error de reproyeión) en términos de la funión modelo se expresa:
oste = ‖X− f(P)‖ =
√∑
i
[
d(xi, xˆi)2 + d(x′i, xˆ
′
i)
2 + d(x′′i , xˆ
′′
i )
2
]
La estimaión iniial de un tensor trifoal válido, que proporiona el punto de partida de la búsqueda
no lineal, se obtiene mediante el algoritmo de minimizaión de la distania algebraia (§ 6.4.3.2).
Los mejores resultados se obtienen explotando el onoimiento del modelo, no optimizando la funión
de oste mediante ténias generales. Al igual que en el aso de la matriz fundamental, durante la
optimizaión se reomienda onstruir la matriz jaobiana de forma exata a partir de los datos: (vetor
de parámetros P y vetor de medidas estimadof(P)), siguiendo las fórmulas expliadas en § 6.6.4,
salvo que se debe llevar uidado on el onvenio de mantener la primera matriz de proyeión anónia
P = [I | 0].
La matriz jaobiana de este problema es dispersa y tiene una estrutura espeial, ligeramente distinta
a la del ajuste de haes que se verá en § 6.6.4. Su estrutura está representada en la gura 6.9, junto
on la matriz J
⊤
J, que hereda la estrutura dispersa: las 2 submatries Uj que omponen la matriz U
diagonal a bloques; las n submatries Vi que forman la matriz V diagonal a bloques, y las submatries
W y W
⊤
.
J =
(
A B
)
J
⊤
J =
(
U W
W
⊤
V
)
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J =


J
⊤
J =


Figura 6.9: Estrutura de las matries jaobiana (J) y J
⊤
J del algoritmo Gold Standard del Tensor
Trifoal, on n = 15 puntos
En la submatriz A de la matriz jaobiana hay sólo dos franjas vertiales, que son las variaiones de
la funión respeto de las matries de proyeión 2 y 3. Además, hay que dejar 2n las nulas en esta
submatriz debido a que sí existe una primera matriz de proyeión, aunque sea ja. En la misma
submatriz del problema del ajuste de haes proyetivo no hay ninguna la nula.
6.4.3.4. Soluión exata on 6 orrespondenias de puntos
Se puede alular un tensor trifoal geométriamente válido a partir de 6 orrespondenias de puntos
en 3 imágenes, suponiendo que los puntos están en posiión general. Hay una o tres posibles soluiones
reales. El tensor se alula dadas tres matries de proyeión, que se obtienen mediante el algoritmo
19.1, [1, pág. 493℄. Esta soluión mínima de 6 puntos se utiliza en el algoritmo robusto de § 6.4.3.5.
El algoritmo de los 6 puntos se basa en la dualidad Carlsson-Weinshall, que permite interambiar el
papel de los puntos visualizados por distintas ámaras on los propios entros óptios de las ámaras.
Este prinipio implia la posibilidad de dualizar los algoritmos de reonstruión proyetiva para
obtener nuevos algoritmos. Su expliaión está fuera del alane de esta memoria, para más detalles,
se remite al letor a § 19.2.4 y § 19.2.5, de [1, pág. 492-493℄.
6.4.3.5. Estimaión robusta mediante RANSAC
Aquí se desribe un algoritmo para alular la geometría trifoal entre tres imágenes, el ual inluye
estimaión robusta mediante RANSAC, siguiendo las reomendaiones de § 15.6, de [1, pág. 389℄. No
es exatamente el mismo que el algoritmo 15.4, ya que no realiza una lasiaión previa de las orre-
spondenias de puntos en inliers y outliers por parejas de imágenes mediante al algoritmo RANSAC
para la matriz fundamental (§ 6.2.3.7).
El algoritmo se puede resumir en los siguientes pasos: dadas las orrespondenias de puntos entre
imágenes (xi,x
′
i,x
′′
i ), i = 1, . . . , n
1. RANSAC básio: Repetir hasta haber probado N muestras (donde N es determinado adap-
tativamente según el algoritmo 3.5, [1, pág. 105℄) o haber logrado más de T = (1− ǫ
jo
)n puntos
onsistentes on el modelo (inliers) (ej. ǫ
jo
= 0,2).
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a) Seleionar una muestra aleatoria de 6 parejas de puntos y alular el tensor trifoal T
mediante la dualidad Carlsson-Weinshall. (§ 6.4.3.4). Puede haber una o tres soluiones
reales.
b) Calular la distania d⊥ de ada punto al modelo de geometría trifoal indiado por T .
) Calular el número de puntos onsistentes on el modelo T omo el número de orrespon-
denias de puntos para los que d⊥ < t =
√
7,81σ píxeles, siendo σ la desviaión típia del
ruido gaussiano esperado.
d) Si hay tres soluiones reales para T , se alula el número de inliers para ada soluión, y
se retiene la soluión on mayor número de inliers (mayor soporte).
e) Comparar: Elegir el T on el mayor soporte. En el aso de empate, retener la soluión on
la menor desviaión típia de inliers (en uanto a distania al modelo d⊥).
f ) Estimar la proporión ǫ de puntos no onsistentes (outliers) y el número de muestras
aleatorias a probar, N .
2. Estimaión óptima no lineal: re-estimar T minimizando la distania geométria - Error de
reproyeión e. (6.14) - a partir del mayor y mejor soporte enontrado. Se utiliza el algoritmo
Gold Standard sólo sobre las orrespondenias lasiadas omo onsistentes on el modelo.
3. Identiaión de nuevas parejas onsistentes on el modelo, igual que en los pasos ) y e).
Continuar minimizando la distania geométria (paso 2) hasta que el soporte deje de reer.
La distania d⊥ de ada punto al modelo es el error de reproyeión. Para alularla hae falta
triangular los puntos mediante dos de las tres imágenes, obtener los puntos 3D y proyetarlos.
6.4.4. Calibraión proyetiva de tres ámaras
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Figura 6.10: Geometría trifoal, plano trifoal y notaión de los epipolos
Una vez onoido el tensor trifoal geométriamente válido T , la apliaión direta onsiste en en-
ontrar tres matries de proyeión onsistentes on el tensor. Este proedimiento se explia en el
algoritmo 14.1, [1, pág. 366℄. es importante prestar atenión a la notaión matriial en que aparee
representado el tensor. El algoritmo tiene 3 pasos:
1. Epipolos. Llamamos e21 = e
′
a la proyeión del entro óptio de la primera ámara en la
segunda imagen, y e31 = e
′′
a la proyeión del entro óptio de la primera ámara en la terera
imagen. Es neesario alular estos epipolos para seguir on el proedimiento.
2. Las matries fundamentales de la ámara 1 haia la 2 y haia la 3 son:
F21 = [e
′]× [T1, T2, T3]e
′′ = [e21]× [T1, T2, T3]e31
F31 = [e
′′]× [T
⊤
1 , T
⊤
2 , T
⊤
3 ]e
′ = [e31]× [T
⊤
1 , T
⊤
2 , T
⊤
3 ]e21
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3. Matries de proyeión
P = [I | 0]
P
′ = [[T1, T2, T3]e′′ | e′] = [[T1, T2, T3]e31 | e21]
P
′′ = [(e′′e′′⊤ − I)[T⊤1 , T⊤2 , T⊤3 ]e′ | e′′] = [(e31e⊤31 − I)[T⊤1 , T⊤2 , T⊤3 ]e21 | e31]
La alibraión proyetiva de las ámaras a partir del tensor trifoal no es neesaria para el algoritmo
Gold Standard, ya que el propio vetor de parámetros sobre el que se realiza la optimizaión ontiene
de forma transparente las matries de proyeión de las ámaras 2 y 3; la primera es la anónia.
6.5. Geometría de uatro ámaras
Esta seión está dediada a los algoritmos de § 16.3 de [1℄ y del artíulo [2℄, sobre la estimaión
del tensor uadrifoal Q por métodos numérios dadas unas orrespondenias de puntos entre uatro
imágenes o proyeiones. También se trata su relaión on las matries de proyeión.
El desarrollo pareido a la seión sobre el tensor trifoal, utilizando ténias similares. En onreto,
se analizarán los siguientes algoritmos:
1. Método lineal basado en la soluión direta de un onjunto de euaiones lineales en R81 (después
de una apropiada normalizaión de los datos).
2. Método de Heyden (lineal, no iterativo).
3. Dos métodos iterativos que minimizan el error algebraio a la vez que satisfaen todas las
restriiones del tensor.
a) Método on una parametrizaión en R9.
b) Método on una parametrizaión en R27.
6.5.1. El tensor uadrifoal
El tensor uadrifoal juega un papel análogo en uatro imágenes al que juega la matriz fundamental
en dos y el tensor trifoal en tres. El tensor uadrifoal fue desubierto por Triggs y Heyden dio lugar
a un algoritmo para utilizarlo en la reonstruión.
Consideremos 4 ámaras P, P′, P′′ y P′′′, y sea X un punto en el espaio que se proyeta en las 4
ámaras. Llamemos a los orrespondientes puntos proyetados en las uatro imágenes u,u′,u′′ y u′′′,
respetivamente. esribimos x ∼ PX y relaiones pareidas para las otras proyeiones. Teniendo en
uenta los fatores de esala, hay onstantes k, k′, k′′ y k′′′ tales que ku = PX, k′u = P′X y así para
las otras dos imágenes. Este onjunto de euaiones se puede esribir en una sola euaión matriial
omo sigue:

P u
P
′
u
′
P
′′
u
′′
P
′′′
u
′′′


X
−k
−k′
−k′′
−k′′′
 =

a
1
u
1
a
2
u
2
a
3
u
3
b
1
u
′
1
b
2
u
′
2
b
3
u
′
3

1
u
′′
1

2
u
′′
2

3
u
′′
3
d
1
u
′′′
1
d
2
u
′′′
2
d
3
u
′′′
3


X
−k
−k′
−k′′
−k′′′
 = 0 (6.15)
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donde los vetores a
i,bi, i y di son las las de las matries P, P′, P′′ y P′′′, respetivamente.
Como esta euaión tiene una soluión, la matriz X de la izquierda tiene omo muho rango 7, y por
lo tanto todos los determinantes de 8×8 son nulos. Cualquier determinante que ontiene menos de dos
las de ada matriz de proyeión da lugar a una relaión trilineal o bilineal en las restantes matries
de proyeión. Suede algo diferente uando onsideramos determinantes de 8×8 que ontienen 2 las
de ada matriz de proyeión. Tal determinante da lugar a una relaión uadrilineal de la forma
uiu′ju′′ku′′′lǫipwǫjqxǫkryǫlszQpqrs = 0wxyz (6.16)
donde ada eleión de las variables w, x, y, z da una euaión distinta y 0wxyz es un tensor nulo on
uatro índies. El tensor de uatro dimensiones Qpqrs llamado tensor uadrifoal se dene
Qpqrs = det

a
p
b
q

r
d
s
 (6.17)
Obsérvese que los uatro índies del tensor uadrifoal son ontravariantes; no hay proyeión privile-
giada omo en el aso del tensor trifoal. Sólo hay un tensor uadrifoal orrespondiente a las uatro
imágenes.
6.5.2. Ténias de estimaión del tensor uadrifoal
Cada orrespondenia de puntos entre las uatro imágenes da lugar vía la e. (6.16) a 81 euaiones
lineales en los elementos de Q, una euaión para ada eleión de los índies w, x, y, z. De las 81
euaiones sólo 16 son linealmente independientes. Dadas suientes orrespondenias entre las 4
imágenes se obtiene un onjunto de euaiones lineales de la forma
Aq = 0 (6.18)
donde q es el vetor que ontiene los 81 elementos de Q. Como Q está denido salvo fator de propor-
ionalidad, paree que on 5 orrespondenias de puntos hay suientes euaiones para alular Q:
(16× 5 = 80). Sin embargo, onjuntos de euaiones de distintas orrespondenias de puntos verian
iertas relaiones lineales. Por lo que haen falta 6 orrespondenias de puntos para hallar Q. Con 6
o más puntos se debe resolver un sistema lineal por mínimos uadrados para hallar Q.
También es posible deduir euaiones para hallar el tensor uadrifoal a partir de orrespondenias
de retas o orrespondenias mixtas de puntos y retas. Las relaiones están reogidas en la tabla 6.2.
Correspondenia Relaión Número de euaiones
4 puntos uiu′ju′′ku′′′lǫipwǫjqxǫkryǫlszQpqrs = 0wxyz 16
3 puntos, 1 reta uiu′ju′′kl′′′s ǫipwǫjqxǫkryQ
pqrs = 0wxy 8
2 puntos, 2 retas uiu′j l′′r l
′′′
s ǫipwǫjqxQ
pqrs = 0wx 4
3 retas lpl
′
ql
′′
rQ
pqrs = 0s 3
4 retas lpl
′
ql
′′
rQ
pqrs = 0s, lpl
′
ql
′′′
s Q
pqrs = 0r, . . . 9
Cuadro 6.2: Relaiones uadrilineales entre oordenadas de puntos y retas en las uatro imágenes
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6.5.2.1. El algoritmo lineal
En presenia de ruido, no suele existir una soluión exata de un sistema sobredeterminado del tipo
(6.18) omo los obtenidos on orrespondenias de puntos entre las imágenes. En su lugar, podemos
emplear el algoritmo de mínimos uadrados para hallar el vetor q de norma unidad que minimiza
la distania algebraia ‖Aq‖. El vetor ǫ = Aq es el vetor de error y su norma es lo que se desea
minimizar. La soluión es la olumna de V (vetor singular unitario) orrespondiente al menor valor
singular de A = UDV⊤, es deir la última olumna (número 81).
Consideremos una estimaión del tensor uadrifoal Q, representada por un vetor q, y sea A la matriz
de las euaiones de un onjunto de orrespondenias de puntos ui ↔ u′i ↔ u′′i ↔ u′′′i entre 4 imá-
genes. El vetor Aq es el vetor de error algebraio asoiado a la estimaión q, relativo a las medidas
en A. Nuestro objetivo es enontrar el vetor unitario q que minimiza ‖Aq‖. Podemos busar el vetor
q en todo el espaio R
81
o restringir la búsqueda a un subonjunto del ambiente, en aso de imponer
restriiones.
Restriiones
La forma más senilla de estimar el tensor Q es el método lineal de los mínimos uadrados, que en-
uentra el vetor unitario q que minimiza la distania la algebraia, permitiendo que q varíe en todo
el espaio ambiente R81. Al igual que en el aso de la matriz fundamental y el tensor trifoal, el tensor
Q que uno enuentra de esta forma puede no orresponderse on una onguraión de 4 matries
de proyeión. Esto sólo se umplirá si Q umple iertas restriiones. Un tensor uadrifoal Q está
determinado por uatro matries de proyeión, omo india la fórmula (6.17). Las uatro matries
tienen un total de 44 grados de libertad. Sin embargo, el tensor uadrifoal (al igual que la matriz
fundamental y el tensor trifoal) es invariante a una transformaión proyetiva del espaio, ya que su
valor está úniamente determinado por los puntos proyetados en las imágenes. El tensor uadrifoal
sólo depende de 29 parámetros eseniales. Por lo tanto, debe satisfaer 51 = 80 − 29 restriiones,
además de la ambigüedad del fator de esala. Como se puede apreiar, los 81 elementos del tensor
uadrifoal son muy redundantes, en lo que se reere a la desripión de la onguraión de ámaras.
Por ontra, la matriz fundamental tiene elementos salvo esalado y debe satisfaer una sola restriión:
det F = 0. El tensor trifoal tiene 27 elementos y debe satisfaer 8 restriiones, ya que la onguraión
proyetiva de las ámaras tiene 18 = 33 − 15 grados de libertad. Aunque uno pueda esperar obtener
resultados razonables ignorando las restriiones en la matriz fundamental e inluso en el tensor tri-
foal, está laro que no se pueden ignorar las 51 restriiones del tensor uadrifoal y esperar obtener
resultados razonables.
El método desrito en [2℄ para el álulo del tensor uadrifoal es enontrar el vetor q que minimiza
la distania algebraia a la vez que proviene de una onguraión de 4 ámaras. Es deir, busar el
mínimo dentro de la variedad de los tensores uadrifoales geométriamente válidos, ontenida en R81.
Para ello utiliza el algoritmo A.3.7, § A3.4.4 de [1℄ de minimizaión on restriiones lineales.
La matriz de medida reduida
En general, la matriz A tendrá un gran número de las. Es posible reemplazar A por una matriz
uadrada Aˆ tal que ‖Aq‖ = ‖Aˆq‖ para ualquier vetor q. Tal matriz reibe el nombre de matriz de
medida reduida. Una forma eiente de alular Aˆ es utilizar la desomposiión QR: A = QAˆ, donde
Q tiene olumnas ortogonales y Aˆ es triangular superior y uadrada.
De esta forma, toda la informaión que se neesita guardar de un onjunto de orrespondenias
ui ↔ u′i ↔ u′′i ↔ u′′′i está ontenida en la matriz Aˆ. Minimizar la distania algebraia ‖Aq‖ es
equivalente a minimizar ‖Aˆq‖, sin embargo la última requiere menos memoria y menos operaiones.
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6.5.2.2. El algoritmo de Heyden
Un método presentado por Heyden para reduir el número de restriiones inumplidas sobre el tensor
uadrifoal utiliza el tensor uadrifoal reduido. Heyden también aplió esta ténia para denir una
matriz fundamental reduida y un tensor trifoal reduido, omo se desribe en [21℄, [22℄ y [24℄.
El tensor uadrifoal reduido
Supongamos que entre el onjunto de orrespondenias, seleionamos 3 de ellas: ui ↔ u′i ↔ u′′i ↔ u′′′i
para i = 1 . . . 3. Esta seleión debería haerse de tal forma que los puntos u1,u2 y u3 no están
alineados, ni tampoo sus orrespondientes puntos en las otras imágenes. Existe una transformaión
proyetiva T que transforma los puntos de oordenadas homogéneas e1 = (1, 0, 0)
⊤
, e2 = (0, 1, 0)
⊤
y
e3 = (0, 0, 1)
⊤
en los puntos u1,u2 y u3. Obsérvese que T no es una transformaión afín, ya que no
deja invariante la reta del innito. Por lo tanto, no queda denida por las imágenes de 3 puntos, sin
embargo una eleión senilla de la matriz T es
T = [u1 u2 u3] (6.19)
Es fáil veriar que Tei = ui. Supongamos que se aplia la transformaión T
−1
a ada punto ui de
la imagen, dando lugar a un nuevo onjunto de puntos y llamemos a estos puntos transformados on
el mismo símbolo ui. Así pues, se dispone de un onjunto de puntos ui de los uales los tres primeros
u1,u2 y u3 son iguales a ei, i = 1, . . . , 3.
Llamemos Xi a los puntos del espaio orrespondientes a los puntos proyetados ui. Se umple ui =
PX1. Centrémonos en los tres primeros puntos X1,X2 y X3. Como las proyeiones u1,u2 y u3 no
están alineados (por hipótesis), tampoo lo están los puntos Xi que se proyetan en ellos. Por lo
tanto, es posible seleionar una referenia proyetiva en la que estos puntos tengan oordenadas
X1 = (1, 0, 0, 0)
⊤
, X2 = (0, 1, 0, 0)
⊤
y X3 = (0, 0, 1, 0)
⊤
. Como estos puntos se proyetan sobre los
puntos ei, se veria que la forma de la matriz de proyeión es
P =
 p1 q1p2 q2
p3 q3

(6.20)
Supongamos, además que el entro óptio de la ámara está en el punto (0, 0, 0, 1)⊤, lo que signia
que P(0, 0, 0, 1)⊤ = (0, 0, 0)⊤. Por lo tanto, q1 = q2 = q3 = 0.
Apliando un argumento similar a ada una de las otras ámaras, se observa que P, P′, P′′ y P′′′ tienen
una forma similar, que onsiste en un bloque diagonal a la izquierda más una uarta olumna arbitraria.
Finalmente, uno puede multipliar ada una de las matries de proyeión por la izquierda por la matriz

p−11 −p−11 q1
p−12 −p−12 q2
p−13 −p−13 q3
1

Esto hae que la primera matriz P sea la anónia [I | 0], mientras se onserva la estrutura (6.20) de
las otras matries de proyeión.
Notaión: Para evitar tener que ontar el número de primas para distinguir los elementos de las tres
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ámaras, las esribiremos de la siguiente forma:
P = [I | 0] P′ =
 a1 a′1a2 a′2
a3 a
′
3

P
′′ =
 b1 b′1b2 b′2
b3 b
′
3

P
′′′ =
 c1 c′1c2 c′2
c3 c
′
3

(6.21)
Ahora onsideremos el tensor uadrifoal Qijkl denido por (6.17) en término de las matries (6.21).
Este tensor se onoe omo tensor uadrifoal reduido. Cada elemento se dene mediante el determi-
nante onstruido on una la de ada una de las 4 matries de proyeión. Obsérvese que si uno de
los índies 1, 2 o 3 no está presente en el onjunto {i, j, k, l} de Qijkl, entones, la olumna del índie
que falta es ero y el elemento Qijkl es ero. Así, los únios elementos no nulos son aquellos en los que
se hallan los tres números 1, 2 y 3 en los índies. Como hay uatro índies, uno debe estar repetido.
Con estas onsideraiones, sólo hay 36 elementos no nulos en el tensor uadrifoal reduido: 6 para
ontar qué pareja de índies son iguales y 6 para ontar el número de permutaiones de los índies 1,2,3.
Resumamos el algoritmo debido a Heyden para alular el tensor uadrifoal reduido a partir de un
onjunto de orrespondenias de puntos.
1. Seleionar tres orrespondenias de puntos ui ↔ u′i ↔ u′′i ↔ u′′′i para i = 1, . . . , 3 y alular
las transformaiones T, T′, T′′ y T′′′ que transforman los puntos ei i = 1, . . . , 3 en los puntos
seleionados. Apliar las transformaiones inversas a todos los puntos en ada imagen para
obtener un nuevo onjunto de orrespondenias transformadas.
2. Cada orrespondenia transformada entre puntos proporiona un onjunto de euaiones lineales
en los 36 elementos no nulos del tensor uadrifoal reduido, de auerdo a (6.16). Se ignoran las
tres primeras orrespondenias de puntos, pues darán euaiones nulas. Resolver este sistema de
euaiones por mínimos uadrados para enontrar el tensor uadrifoal reduido.
3. Pasar del tensor uadrifoal reduido al tensor uadrifoal. El tensor uadrifoal orrespon-
diente al onjunto iniial de puntos (no los transformados mediante T, et.) se pude obtener
transformando el tensor uadrifoal reduido estimado en el paso anterior. Hay que onsiderar
ómo se transforma el tensor uadrifoal. El tensor uadrifoal tiene 4 índies ontravariantes
(superíndies). Esto quiere deir que Q se transforma del mismo modo que los puntos. En par-
tiular, denotemos por uˆi a los puntos transformados, uˆi = T
−1
ui y denimos uˆ
′
i, uˆ
′′
i y uˆ
′′′
i de
forma análoga. Supongamos que Qˆ es el tensor uadrifoal estimado según las orrespondenias
de puntos uˆi ↔ uˆ′i ↔ uˆ′′i ↔ uˆ′′′i , y Q es el de las orrespondenias ui ↔ u′i ↔ u′′i ↔ u′′′i . Como
ui = Tuˆi, el tensor Qˆ también se transforma mediante T. En onreto, se veria
Qijkl = QˆabcdTiaT
′j
b T
′′k
c T
′′′l
d (6.22)
Si Qˆ es el tensor estimado a partir de los puntos transformados, entones (6.22) permite obtener
el tensor orrespondiente a los puntos originales.
Extraión de las matries de proyeión
Siguiendo a Heyden, damos un método para alular las matries de proyeión una vez que el tensor
uadrifoal reduido ha sido alulado. Al ontrario que los métodos para alular las matries de
proyeión a partir de la matriz fundamental o el tensor trifoal, en los que primero se alulan los
epipolos, ahora se alulan los elementos de las diagonales de (6.21), y después se alulan las olumnas
nales, que representan los epipolos. Para entender esto, onsideremos dos elementos Q2311 y Q3211.
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De (6.17) se dedue que
Q2311 = det

1
a3 a
′
3
b1 b
′
1
c1 c
′
1
 = a3(b1c′1 − c1b′1)
Del mismo modo, se obtiene queQ3211 = −a2(b1c′1−c1b′1). Entones, la razón a3 : a2 = Q2311 : −Q3211.
Siguiendo de esta manera, una forma de obtener los elementos de las matries (6.21) es resolver las
siguientes euaiones:  0 Q2311 Q3211Q1322 0 Q3122
Q1233 Q2133 0
 a1a2
a3
 = 0
 0 Q2131 Q3121Q1232 0 Q3212
Q1323 Q2313 0
 b1b2
b3
 = 0 (6.23)
 0 Q2113 Q3112Q1223 0 Q3221
Q1332 Q2331 0
 c1c2
c3
 = 0
Estas euaiones tienen un patrón: el primer índie de Qijkl se orresponde on la olumna de a-
da matriz en (6.23), y el índie repetido a la la. De esta forma se alula los elementos diagonales
de (6.21). Se debe elegir ada vetor soluión (a1, a2, a3)
⊤
, (b1, b2, b3)
⊤
y (c1, c2, c3)
⊤
de norma unidad.
Extraión de los epipolos
Una vez que se onoen los valores de (a1, a2, a3)
⊤
, (b1, b2, b3)
⊤
y (c1, c2, c3)
⊤
, los elementos de Q son
lineales en las entradas de las matries de proyeión reduidas a′1, a
′
2, a
′
3, b
′
1, b
′
2, b
′
3, c
′
1, c
′
2, c
′
3. Esto es así
porque estas entradas apareen en la última olumna del determinante (6.17) que representa el elemen-
to Qijkl. Como sólo apareen en una olumna, el determinante no puede dar elementos de mayor grado
que 1 en esas entradas. Expresaremos esta relaión lineal de la forma qˆ = Ma′, donde qˆ es el vetor on
los elementos del tensor uadrifoal reduido y a
′
es el vetor a
′ = (a′1, a
′
2, a
′
3, b
′
1, b
′
2, b
′
3, c
′
1, c
′
2, c
′
3)
⊤
. La
soluión de mínimos uadrados de este sistema da los elementos de a
′
, que junto on los elementos de
a = (a1, a2, a3, b1, b2, b3, c1, c2, c3)
⊤
antes alulados determinan las matries de proyeión reduidas,
de auerdo on (6.21).
El algoritmo ompleto (debido a Heyden) para alular las matries de proyeión a partir del tensor
uadrifoal reduido es el siguiente:
1. Calular a: los elementos de las diagonales de las matries de proyeión reduidas resolviendo
las euaiones (6.23).
2. Calular a
′
. Expresar los elementos del tensor uadrifoal reduido en funión del vetor a
′
, on
las últimas olumnas de las matries de proyeión reduidas. Esto da un sistema de euaiones
qˆ = Ma′, donde los elementos de M son términos uadrátios en los elementos de a. Resolver este
sistema de euaiones por mínimos uadrados, para onoer a
′
.
3. Si se preisa, el tensor uadrifoal reduido se puede alular según (6.17). Finalmente, el tensor
uadrifoal orrespondiente a los datos originales se alula según (6.22). De forma alternativa,
si sólo se neesitan las matries de proyeión originales, entones se alulan transformando las
matries de proyeión reduidas estimadas en los pasos 1 y 2.
ui = Tuˆi =⇒ P = TPˆ
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Es importante notar que este método, junto on el algoritmo para para enontrar el tensor uadrifoal
reduido proporionan un método de alular un tensor uadrifoal geométriamente válido: que se
orresponde on una orreta eleión de las ámaras, y por lo tanto satisfae todas las restriiones
neesarias. Esto se onsigue, por supuesto, sin desribir explíitamente la forma de las restriiones.
6.5.2.3. Minimizaión de la distania algebraia
El algoritmo dad en la última seión presenta varias desventajas desde un punto de vista omputa-
ional.
1. Al alular las transformaiones T, . . . , T′′′ de auerdo on (6.19) uno se arriesga a enontrar
un aso en el que los tres puntos utilizados para denir la transformaión estén asi alineados.
En esta aso, T está era de ser singular, y por lo tanto no invertible. Esto signia que las
posiiones de los puntos transformados alulados al apliar T
−1
a los datos originales puede que
no sean muy estables.
2. Al alular los epipolos, las matries de (6.23) puede que no sean singulares. En la prátia, la
soluión se halla alulando la matriz singular más erana (en el sentido de la norma induida)
y tomando el núleo de diha matriz. Sin embargo, no hay una justiaión teória de para
adoptar este riterio de eranía. El problema es análogo al enontrado al imponer la restriión
de singularidad para la matriz fundamental.
3. En el álulo del vetor a
′
, una vez más se resuelve un sistema por mínimos uadrados. Sin em-
bargo, una vez más, la antidad que se está minimizando no tiene una interpretaión signiativa
en términos del error de los datos originales.
A ontinuaión se muestra ómo evitar estos problemas de forma que se minimie la distania alge-
braia. El resultado es que en los tres pasos del siguiente algoritmo se está minimizando la misma
funión de oste algebraio, y mejora el rendimiento numériamente.
Algoritmo
La fórmula de transformaión (6.22) del tensor es lineal en los elementos de Qˆ. Más espeíamente,
podemos esribir q = Eqˆ. En esta euaión, qˆ y q son vetores on los elementos de los tensores
uadrifoales reduido y ompleto, respetivamente, y E es una matriz de 81× 36. Sea Aˆ la matriz de
medida reduida alulada a partir de las observaiones (puntos) originales. Es deseable alular el
vetor unitario q que minimiza el error algebraio ‖Aˆq‖ sujeto a la restriión de que q proviene de
un tensor uadrifoal reduido, según la restriión q = Eqˆ. En otras palabras queremos resolver
mı´n
qˆ
‖AˆEqˆ‖ sujeto a ‖Eqˆ‖ = 1
Este es un problema del tipo que resuelve el algoritmo A.3.7, § A3.4.4 de [1℄. Es importante observar
que la transformaión Qˆ 7→ Q dada por (6.22) depende de las matries T, . . . , T′′′ dadas por fórmulas
omo (6.19), onstruidas a partir de las oordenadas de las orrespondenias de puntos. En todo el
proeso, nuna es neesario invertir estas transformaiones. Además, la matriz de medida reduida Aˆ
se forma a partir de los puntos originales no transformados. Así que se alula el tensor uadrifoal
reduido a la vez que se evita por ompleto el problema de invertir las matries, que podía ser poten-
ialmente uasi-singular.
No paree posible enontrar los elementos de las diagonales de las matries de proyeión reduidas
de forma que se minimie el error algebraio y de forma lineal. Por onsiguiente, se utiliza el méto-
do de Heyden para enontrar la soluión mínimo-uadrátia de las euaiones (6.23). Sólo resta el
problema de enontrar las últimas olumnas de las matries, es deir, el vetor a
′
. Como en aquel
método, se puede expresar el tensor uadrifoal reduido Qˆ linealmente en funión de a′, esribiendo
qˆ = Ma′, suponiendo que onoemos las diagonales de las matries (vetor a) y on ellas onstruimos M.
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Ahora queremos enontrar el vetor unitario q que minimiza ‖Aˆq‖ sujeto a las restriiones q = Eqˆ
y qˆ = Ma′. Estas dos restriiones se pueden poner omo una sola q = EMa′, así que el problema se
puede enuniar omo sigue:
mı´n
a
′
‖Aˆ(EM)a′‖ sujeto a ‖(EM)a′‖ = 1
Una vez más, este es un problema de los que resuelve el algoritmo A.3.7, § A3.4.4 de [1℄. La soluión
proporiona los valores de a
′
o q. Así que podemos alular el tensor uadrifoal diretamente alu-
lando q, o podemos extraer las matries de proyeión reduidas mediante a
′
.
El algoritmo ompleto propuesto en [2℄ es:
1. Normalizaión afín de los datos: puntos observados.
u = Hx,u′ = H′x′, . . .
2. Estimaión del tensor uadrifoal normalizado
a) Construir la matriz de medida reduida Aˆ a partir de los datos u,u′, . . .
b) Obtener las matries de las transformaiones T, . . . , T′′′ a partir de tres orrespondenias
mediante la fórmula (6.19).
) Calular la matriz E de 81 × 36 de la transformaión, tal que q = Eqˆ según la regla de
transformaión (6.22).
d) Resolver el problema de minimizaión:
mı´n
qˆ
‖AˆEqˆ‖ sujeto a ‖Eqˆ‖ = 1
para enontrar qˆ, una estimaión iniial del tensor uadrifoal reduido.
e) Calular los elementos diagonales de las matries de proyeión reduidas (vetor a) re-
solviendo (6.23).
f ) Calular la matriz M de 36 × 9 tal que qˆ = Ma′, donde a′ es el vetor de R9 on los
elementos de las últimas olumnas de las matries de proyeión reduidas. Estas olumnas
representan los epipolos relativos a la primera ámara.
g) Resolver el problema de minimizaión:
mı´n
a
′
‖Aˆ(EM)a′‖ sujeto a ‖(EM)a′‖ = 1
De aquí se obtiene el vetor q = EMa′, que es el tensor uadrifoal ompleto, normalizado.
h) Calular las matries de proyeión reduidas (6.21) a partir de los vetores a y a
′
. Trans-
formar las matries de proyeión multipliando por la izquierda por las matries T, . . . , T′′′.
P = TPˆ, P′ = T′Pˆ
′
, . . .
3. Desnormalizaión afín . . .
a) del tensor uadrifoal según las matries H, . . . , H′′′.
b) de las matries de proyeión, multipliando por la izquierda por las matries H.
xi = H
−1
ui =⇒ Px = H−1P
El tensor uadrifoal hallado de esta forma es un tensor válido que satisfae todas restriiones propias,
ya que ha sido alulado a partir de una parametrizaión de las matries de proyeión. Las propias
matries de proyeión están tan unidas al tensor uadrifoal reduido que a la vez que se desnormaliza
el tensor, también se pueden desnormalizar las matries de proyeión, por lo que la alibraión
proyetiva de las uatro ámaras es inmediata. En la literatura no se ha enontrado ningún artíulo
que extraiga las uatro matries de proyeión dado un tensor uadrifoal arbitrario.
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6.5.2.4. Estimaión iterativa
El algoritmo de la última seión proporiona una forma de alular un vetor de error algebraio
ǫ = Aˆq suponiendo que el vetor a ∈ R9 es onoido. Enontramos una apliaión omo la siguiente:
f : R9 −→ R81
a 7→ ǫ = AˆEMa′ = Aˆq
Esto sugiere variar a de forma que se minimie el error algebraio ‖Aˆq‖, para lo ual f puede utilizarse
omo la funión modelo en un esquema iterativo de mínimos uadrados no lineales, a resolver mediante
el algoritmo de Levenberg-Marquardt.
Uno puede observar que la soluión obtenida de esta forma es un mínimo sujeto a que las trans-
formaiones T, . . . , T′′′ son jas. Estas transformaiones se obtienen de las oordenadas de las tres
primeras orrespondenias de puntos. Podríamos dejar que variasen los elementos de las transforma-
iones T
′, T′′, T′′′ para enontrar el mínimo absoluto del error algebraio. No hae falta permitir que
la transformaión T varíe. Como T
′, T′′, T′′′ están determinadas por las oordenadas u′i,u
′′
i ,u
′′′
i para
i = 1, . . . , 3, esto añade parámetros variables a la estimaión, un total de 9 + 6 × 3 = 27. Así, pues
quedaría una apliaión
f : R27 −→ R81
(a,ua1,u
′
a1,u
′′
a1,ua2,u
′
a2,u
′′
a2,ua3,u
′
a3,u
′′
a3) 7→ ǫ = AˆEMa′ = Aˆq
siendo uai oordenadas anes 2× 1.
6.5.2.5. Minimizaión del error de reproyeión
Según la suposiión habitual de que el error en las medidas sobre la imagen siguen una distribuión
gaussiana, dado un onjunto de orrespondenias medidas ui ↔ u′i ↔ u′′i ↔ u′′′i , la estimaión óptima
(máxima verosimilitud) del tensor uadrifoal bajo este modelo de error es la que satisfae euaiones
de la forma
uˆiuˆ′j uˆ′′kuˆ′′′lǫipwǫjqxǫkryǫlszQpqrs = 0wxyz (6.24)
para ada orrespondenia de puntos, donde uˆi, uˆ
′
i, uˆ
′′
i y uˆ
′′′
i son puntos estimados en las imágenes
que minimizan el error geométrio∑
i
[
d(ui, uˆi)
2 + d(u′i, uˆ
′
i)
2 + d(u′′i , uˆ
′′
i )
2 + d(u′′′i , uˆ
′′′
i )
2
]
(6.25)
y verian de forma exata (6.24).
El error geométrio se puede minimizar utilizando la ténia del ajuste de haes, que se verá más
adelante. En general, abe esperar que la minimizaión del error geométrio proporione los mejores
resultados posibles, dependiendo de uan realista sea el modelo del ruido. Más adelante se darán los
límites teórios de este algoritmo de máxima verosimilitud.
6.6. Geometría multiámara
Las siguientes seiones están dediadas a los algoritmos de alibraión en aso de haber más de dos
o tres ámaras. Se trata de alular la posiión de un punto en el espaio 3D dadas sus proyeiones
en varias imágenes, a la vez que estimar las matries de proyeión de dihas ámaras. Una posible
guía referenia es el apítulo 17 de [1℄.
Antes de nada se uentan el número de euaiones y de inógnitas que rigen la alibraión proyetiva
de varias ámaras, de forma similar a omo se hizo en la formalizaión del problema, § 2.3, sólo que
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entones se hizo desde un enfoque eulídeo, no proyetivo.
La seión de algoritmos está organizada de la siguiente forma: primero se estima una alibraión
proyetiva iniial, para después optimizarla, operaión onoida omo Ajuste de Haes (Bundle Ad-
justment). Después se aplian los onoimientos del RANSAC para rear un ajuste de haes proyetivo
robusto. Por último, se omplia el modelo introduiendo la estimaión de la distorsión radial de las
ámaras.
Objetivos: Estimar una reonstruión o alibraión proyetiva óptima. Optimizar una alibraión
proyetiva en ondiiones de distorsión radial.
6.6.1. Resumen numério
Reopilemos algunos datos de seiones anteriores sobre el número de puntos o retas que haen falta
para obtener una alibraión proyetiva de varias imágenes. El análisis se basa en ontar los grados
de libertad de los tensores utilizados. La matriz fundamental también se puede interpretar omo un
tensor (el tensor bifoal o epipolar), pero en la literatura es más popular la formulaión matriial.
Empeemos on la matriz fundamental: es una matriz homogénea de 3 × 3, por lo tanto tiene 9 − 1
grados de libertad, pero debe satisfaer la restriión det F = 0, por lo que resultan 9−1−1 = 7 grados
de libertad. Otra forma de alularlo: una matriz fundamental proviene de dos matries de proyeión
( (12 − 1) · 2 = 22 grados de libertad), pero ualquier alibraión proyetiva está determinada salvo
una homografía arbitraria del espaio (15 grados de libertad). Así que en total uentan 11 · 2− 15 = 7
grados de libertad.
El tensor trifoal odia la estrutura proyetiva de 3 matries de proyeión, así que tiene 11∗3−15 =
18 grados de libertad. Del mismo modo, el tensor uadrifoal posee 11 ·4−15 = 29 grados de libertad.
En general, para m ámaras hay 11m− 15 grados de libertad.
Los tensores trifoal y uadrifoal tienen, respetivamente, 33 = 27 y 34 = 81 elementos, salvo pro-
porionalidad. Además aabamos de alular el número de grados de libertad que poseen, así que
podemos alular en número de restriiones algebraias que deben satisfaer: (27 − 1) − 18 = 8 el
tensor trifoal y (81− 1)− 29 = 51 el tensor uadrifoal.
Consideremos una onguraión de n puntos y m ámaras. El número total de grados de libertad del
sistema es 11m− 15 + 3n, ya que ada punto 3D tiene 3 grados de libertad. Los datos para estimar
la estrutura proyetiva de la esena son los n puntos observados en las m imágenes, un total de 2mn
medidas porque ada punto 2D tiene 2 oordenadas. Así pues, para que la reonstruión sea posible
se debe umplir 2mn ≥ 11m− 15 + 3n, o (2m− 3)n ≥ 11m− 15. El número de puntos neesarios es
n ≥ 11m− 15
2m− 3 = 5 +
m
2m− 3 .
Hay una ota inferior de 5 12 (6 porque son enteras) orrespondenias de puntos. Un argumento similar
se utiliza en aso de retas, ada una on 4 grados de libertad en el espaio P3 (6 oordenadas de
Plüker −1 fator de esala−1 restriión de pertenenia a la uádria de Klein); ó 2 grados de libertad
en el plano. Así que 2mn ≥ 11m− 15 + 4n, es deir
n ≥ 11m− 15
2m− 4
La tabla 6.3 resume el número de orrespondenias neesarias para la reonstruión proyetiva de
la esena. La olumna algoritmo lineal india el número de orrespondenias de puntos o retas
neesarias para alular el tensor, salvo fator de esala. Son los algoritmos de las seiones § 6.2.3.2,
§ 6.4.3.1 y § 6.5.2.1. La olumna de los algoritmos no-lineales india el número mínimo de orrespon-
denias para estimar el tensor. Si hay un asteriso, es que son posibles varias soluiones, omo son
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m tensor Número Grados algoritmo lineal algoritmo no lineal
elementos libertad puntos retas puntos retas
2 F 9 7 8 - 7* -
3 T 27 18 7 13 6* 9?
4 Q 81 29 6 9 6 8?
Cuadro 6.3: Grados de libertad y restriiones en la alibraión proyetiva
los algoritmos de § 6.2.3.1 y § 6.4.3.4. Una interrogaión india que no se onoe ningún algoritmo
prátio para esa situaión.
6.6.2. Planteamiento del problema
Consideremos la situaión en la que un onjunto de puntos 3D Xj son visualizados por un onjunto
de ámaras on matries de proyeión P
i
. Llamemos x
i
j a las oordenadas de la proyeión del j-
ésimo punto en la i-ésima ámara. Queremos resolver el siguiente problema de reonstruión: dado
un onjunto de puntos proyetados x
i
j , enontrar el onjunto de matries de proyeión de las ámaras,
P
i
, y los puntos Xj tales que P
i
Xj = x
i
j . Sin más restriiones en las matries de proyeión ni en
los puntos 3D, tal reonstruión se onoe omo reonstruión proyetiva, porque los puntos Xj se
diferenian de la reonstruión verdadera (eulídea o métria) en una transformaión proyetiva del
espaio arbitraria.
Ajuste de haes
Si las medidas en las imágenes son ruidosas, entones las euaiones P
i
Xj = x
i
j no se umplirán
exatamente. En este aso se busa la soluión de Máxima Verosimilitud (ML) suponiendo que el
ruido es gaussiano: queremos estimar las m matries de proyeión Pˆ
i
, y los n puntos 3D Xˆj que se
proyetan exatamente en los puntos xˆ
i
j que xˆ
i
j = Pˆ
i
Xˆj , y a la vez minimizan la distania entre el
punto reproyetado y el punto observado (medido) x
i
j , para ada imagen en la que se proyeta el punto
3D, esto es:
mı´n
Pˆ
i
,Xˆj
m∑
i=1
n∑
j=1
d(Pˆ
i
Xˆj ,x
i
j)
2
(6.26)
donde d(x,y) es la distania eulídea en el plano de la imagen entre los puntos en oordenadas ho-
mogéneas x e y. Esta parametrizaión, que implia la minimizaión del error de reproyeión, se
onoe omo Ajuste de Haes (Bundle Adjustment) porque implia ajustar los haes de rayos entre
ada entro óptio de ada ámara y el onjunto de puntos 3D.
El ajuste de haes debería, en general, ser utilizado omo el paso nal de ualquier algoritmo de reon-
struión. Este método tiene la ventaja de ser tolerante si se pierden datos a la vez que proporiona
una auténtia estimaión de Máxima Verosimilitud. El algoritmo tiene dos inonvenientes: (i) neesita
una buena iniializaión y (ii) puede llegar a ser un problema de minimizaión de grandes dimensiones
del espaio de parámetros.
6.6.3. Reonstruión iniial
Es la fase de preparaión de la alibraión proyetiva, para su posterior optimizaión. El objetivo es
obtener una aproximaión iniial a las matries de proyeión P
i
de tal forma que todas estén expre-
sadas en una misma referenia proyetiva espaial R: sólo hay un onjunto de puntos 3D Xj .
Existen multitud de posibilidades, que listamos a ontinuaión. Supongamos que las imágenes perteneen
a una seuenia de vídeo, en este aso abe esperar que a medida que avane la seuenia, las imágenes
92 CAPÍTULO 6. CALIBRACIÓN PROYECTIVA
presenten ada vez puntos de vistas más diferentes respeto de la primera imagen: es lo que a vees
se llama: suiente baseline (distania entre las posiiones de los entros óptios en el mundo real)
entre las imágenes.
1. Estimar la matriz fundamental entre la primera y la última imágenes, ya que es de esperar que
sean las que más separadas están en el espaio. Así lograremos que la triangulaión para obtener
los puntos 3D tenga menos inertidumbre (se omentan menos errores). Estimar las matries de
las ámaras intermedias mediante lo que se onoe omo resetioning, que lo traduiremos por
reseión, ya que no se ha enontrado un término equivalente en el DRAE. La reseión onsiste
en el álulo de la matriz de proyeión si son onoidas las posiiones de los puntos 3D y los
puntos en la imagen.
Esta estrategia es bastante buena y hay varias ombinaiones: ya que existen tanto algoritmos
lineales omo óptimos (Gold Standard) para los tres pasos prinipales: estimaión de la matriz
fundamental y matries de proyeión de las ámaras extremas, triangulaión y reseión.
2. Estimar el tensor trifoal entre la primera imagen, la última y una intermedia. Estimar las
matries del resto de ámaras mediante reseión.
3. Estimar el tensor uadrifoal entre uatro imágenes equiespaiadas inluyendo las dos extremas.
Estimar las matries del resto de ámaras mediante reseión.
4. Obtener las matries de proyeión a partir de la matriz fundamental (según § 6.2.5.2), alu-
lada de 2 en 2 imágenes. Sin embargo, esto no garantiza que las matries de proyeión estén
expresadas en la misma referenia espaial R, para onseguirlo hay que realizar ambios de
referenia.
5. Obtener las matries de proyeión a partir del tensor trifoal, alulado de 3 en 3 imágenes.
Esto tampoo garantiza que las matries de proyeión estén expresadas en la misma referenia
espaial R y también hay que realizar ambios de referenia.
6. La misma idea que el método anterior, pero de 4 en 4 imágenes on el tensor uadrifoal.
Vemos que entre las opiones no se enuentra el método de Peter Sturm de la fatorizaión proyetiva
que se india en [1℄. A mi juiio y según varias simulaiones realizadas es un algoritmo iterativo que
no minimiza explíitamente ninguna funión de oste y sin garantías de onvergenia.
Cambio de referenia espaial
Comentemos los ambios de referenia de los tres últimos métodos. Un ambio de referenia de matriz
C, está proyetivamente justiado porque
λx = PX = (PC)(C−1X) = P˜X˜
Si los puntos 3D se transforman de auerdo a X˜ = C−1X, las matries de proyeión lo haen según
P˜ = PC.
Cada vez que se realiza la alibraión proyetiva de dos ámaras a partir de unas orrespondenias de
puntos xi ↔ x′i se obtienen dos matries de proyeión P, P′ y los puntos 3D X que mejor se proyetan
en xi,x
′
i. Si hay más de dos ámaras, hay que onseguir que todos los X sean iguales (los nombrados
X˜) y en onseuenia, modiar P, P′.
Los prinipales pasos del método 4 se pueden resumir en: dadas n orrespondenias xij entre m
imágenes,
1. Elegir omo referenia destino (R, X˜), una referenia proyetiva aleatoria uyos vetores de la
base asoiada sean ortogonales (las olumnas de una matriz ortogonal ualquiera).
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2. Para ada dos imágenes:
a) Calibraión proyetiva de dos ámaras:
1) Hallar la matriz fundamental entre ambas imágenes: Fi,i+1.
2) Obtener las dos matries de proyeión a partir de Fi,i+1 y los puntos 3D orrespondi-
entes X en una referenia R∗. La primera matriz tiene siempre la forma: P = [I | 0].
3) Si es la alibraión de las dos primeras ámaras, se eligen los índies de los 5 puntos
de las referenias proyetivas origen X.
b) Obtener la matriz C del ambio de referenia que transforma los 5 puntos de la referenia
origen (R∗,X) en los puntos (R, X˜).
) Correión:
1) Transformar ambas matries de proyeión: P˜ = PC y P˜
′
= P′C.
2) Transformar los puntos 3D: X˜
′
= C−1X
Comparaión de las dos familias
En la lista de métodos anteriores podemos haer una lara distinión entre los tres primeros y los tres
últimos. Hay dos problemas en los tres últimos métodos: uno potenialmente grave y otro no tanto.
El problema grave es el paso rítio del ambio de referenia, que para serlo debe estar denido por
puntos que formen una verdadera referenia. En el aso de P
3
, la referenia está formada por ino
puntos y deben ser linealmente independientes ualesquiera uatro de ellos. De no ser así, la matriz
del ambio no es de rango máximo, sino que es degenerada y el ambio de referenia no pude reibir
tal nombre: está mal heho porque lleva todos los puntos del espaio a un plano, a lo sumo.
En la prátia, no siempre es fáil de estimar la independenia. Numériamente no basta que sean
independientes, deben ser lo más independientes posible; sería deseable tener la mejor referenia:
el tetraedro regular y su barientro, mas asi nuna es posible. Además, los datos de partida son las
observaiones: los puntos en las imágenes, y no paree trivial determinar si las proyeiones de ino
puntos en varias imágenes forman una buena referenia proyetiva.
Otro inonveniente es que de todos los puntos sólo intervienen ino en la eleión el ambio de referen-
ia. Es verdad que un orreto ambio de referenia hae que las oordenadas homogéneas espaiales
de esos ino puntos oinidan, mas se está dando preferenia a esos ino respeto del resto. En
presenia de ruido se ha omprobado que pueden existir grandes diferenias entre las oordenadas
homogéneas del resto de puntos, omparando en la misma referenia los obtenidos on varios ambios,
lo que da lugar a grandes ostes del error de reproyeión, que es la forma de medir la bondad de estos
ambios.
La primera familia presenta, en ambio, un mejor omportamiento. Por ejemplo, en el primer método
sólo hay que estimar bien las matries de proyeión de dos ámaras y las oordenadas de los puntos
3D, esto se pude haer mediante el Gold Standard para la matriz fundamental. El resto de matries de
proyeión se pueden obtener minimizando el error de reproyeión entre los puntos 3D proyetados
y las observaiones. Si en lugar de esto se elige un algoritmo lineal, al menos esa soluión mínimo-
uadrátia tampoo da preferenia a ningún punto sobre otros.
Este paso de obtenión de la alibraión proyetiva iniial tiene que ser lo suientemente bueno omo
para que el ajuste de haes posterior tenga una optimizaión fáil. Como en todos los algoritmos de
optimizaión, es deseable que el punto de partida aiga dentro de la zona de atraión del mínimo. Sin
embargo no debe ser demasiado ostoso obtener el punto de partida, ya que la optimizaión posterior
puede ser más rápida. Según este riterio, los métodos basados en los tensores trifoal y uadrifoal son
más lentos que los basados en la matriz fundamental y no ofreen signiativamente mejores resultados
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omo punto de partida. Después de todas estas disusiones, onluimos que el mejor método para una
reonstruión proyetiva iniial es el primero.
6.6.4. Ajuste de Haes Proyetivo
Una vez que se dispone de una alibraión proyetiva iniial, es posible realizar una optimizaión para
minimizar el error de reproyeión de la euaión (6.26), ya que el heho de realizar la alibraión
proyetiva por ualquiera de los métodos omentados en la seión anterior no asegura que (6.26) se
minimie.
Para la optimizaión utilizamos el algoritmo de Levenberg-Marquardt y el maro desriptivo omún,
según se india en § A4.6 de [1℄.
Lo diferente de este problema respeto a los anteriores es que el vetor de parámetros P no sólo tiene
partiionada la parte b (oordenadas anes de los puntos 3D), sino también la parte a (m matries
de proyeión). Por lo tanto, hay más ondiiones de dispersión (o independenia). Así que la matriz
jaobiana J = [A | B] tiene la parte B diagonal a bloques y además ada matriz Ai es diagonal a bloques.
Las matries U, V de J⊤J son diagonales a bloques también: U tiene tantos bloques omo ámaras
(imágenes) y V tiene tantos omo puntos por imagen, omo se apreia en la gura 6.11.
Funiones modelo y de oste
Veamos las funiones de diseño del problema en términos de optimizaión LM. La funión modelo es:
f :
[
a
b
]
=

P
1
.
.
.
P
m
Xˆa1
.
.
.
Xˆan

≡ P→ X̂ ≡

 xˆ
1
a1
.
.
.
xˆ
m
a1

.
.
. xˆ
1
an
.
.
.
xˆ
m
an


=
 X̂a1..
.
X̂an

El vetor de parámetros P de M = 12m+ 3n omponentes puede ser onsiderablemente grande. El
vetor de medidas X̂ está formado por las oordenadas anes de los puntos proyetados x
i
j y es de
dimensión N = 2mn. La funión de oste es el error de reproyeión de los n puntos en lasm imágenes,
es deir,
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√√√√ m∑
i=1
n∑
j=1
d(Pˆ
i
Xˆj ,xij)
2
El algoritmo de Levenberg-Marquardt partiionado disperso adaptado al ajuste de haes está expliado
en [1, pág. 582℄. La matriz jaobiana se debe onstruir de forma exata a partir de los datos, no
numériamente porque sería muho más lento. Posee una estrutura dispersa omo la mostrada en la
gura 6.11. Por lo tanto, la matriz J
⊤
J también tiene estrutura dispersa: las m submatries Uj que
omponen la matriz U diagonal a bloques; las n submatries Vi que forman la matriz V diagonal a
bloques, y las submatries W y W
⊤
.
J =
(
A B
)
J
⊤
J =
(
U W
W
⊤
V
)
Las matries jaobianas Aij(2 × 9) y Bij(2× 3) tienen una forma onoida. Siendo
xˆ
j
ai =
(
xji
wji
,
yji
wji
)⊤
,
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J =


J
⊤
J =


Figura 6.11: Estrutura de las matries jaobiana (J) y J
⊤
J del ajuste de haes proyetivo, on m = 5
ámaras y n = 8 puntos
las euaiones de las derivadas exatas son:
Aij =
[
∂xˆjai
∂aj
]
=
[
∂xˆjai
∂Pj
]
=
1
wji

Xˆ
⊤
hi 0
⊤ − x
j
i
wji
Xˆ
⊤
hi
0
⊤
Xˆ
⊤
hi −
yji
wji
Xˆ
⊤
hi
 = [ I −xˆjai ]⊗ 1wji Xˆ⊤hi
donde Xˆ
⊤
hi = (Xˆ
⊤
ai, 1) son las oordenadas homogéneas del i-ésimo punto 3D del vetor de parámetros.
Bij =
[
∂xˆjai
∂bi
]
=
[
∂xˆjai
∂Xˆai
]
=
1
wji
([
P
j
11 P
j
12 P
j
13
P
j
21 P
j
22 P
j
23
]
− xˆjai[Pj31 Pj32 Pj33]
)
6.6.4.1. Estimaión robusta mediante RANSAC
Si la alibraión proyetiva iniial no es buena, es muy ostoso realizar una ajuste de haes on todos
los puntos y ámaras desde un prinipio. Por eso se ha ideado una estrategia basada en el RANSAC
para mejorar la eaia.
El algoritmo está resumido en los siguientes pasos: dadas las n orrespondenias de puntos entre las
m imágenes xij :
1. RANSAC básio: Repetir hasta haber probado N muestras (donde N es determinado adap-
tativamente según el algoritmo 3.5, [1, pág. 105℄) o haber logrado más de T = (1− ǫ
jo
)n puntos
onsistentes on el modelo (inliers).
a) Seleionar una muestra aleatoria de 8 orrespondenias de puntos y realizar un ajuste de
haes sobre estos puntos en todas las ámaras.
b) Calular la distania d⊥ de ada punto al modelo de proyeión indiado por el ajuste de
haes.
) Calular el número de puntos onsistentes on el modelo omo el número de orresponden-
ias de puntos para los que d⊥ < t = kthσ píxeles, siendo σ la desviaión típia del ruido
gaussiano esperado.
d) Comparar: Retener la alibraión proyetiva de la muestra on el mayor soporte (mayor
número de inliers). En el aso de empate, retener la soluión on la menor desviaión típia
de inliers (en uanto a distania al modelo d⊥).
e) Estimar la proporión ǫ de puntos no onsistentes (outliers) y el número de muestras
aleatorias a probar, N .
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2. Estimaión óptima no lineal: realizar un ajuste de haes minimizando el error de reproyeión
a partir del mayor y mejor soporte enontrado, sólo sobre las orrespondenias lasiadas omo
onsistentes on el modelo.
3. Identiaión de nuevas parejas onsistentes on el modelo, igual que en los pasos ) y d).
Continuar minimizando la distania geométria (paso 2) hasta que el soporte deje de reer.
Este algoritmo tiene la ventaja de que realizar el ajuste de haes sobre los puntos de una muestra es
muho más rápido que sobre todos los puntos y esta muestra sirve para poner oordenadas espaiales
al resto de puntos proyetados, una vez más mediante triangulaión.
Umbral de lasiaión
Obtengamos el valor teório del umbral de lasiaión de los puntos, para el modelo de ruido gaus-
siano habitual. Cada punto se lasia según una distania al modelo d2⊥j =
∑m
i=1 d(x
i
j , Pˆ
i
Xˆj)
2
. Ésta
es la antidad que se debe omparar on un umbral. Veamos qué distribuión sigue.
La distania la podemos obtener omo la norma del vetor
g = xj − xˆj = [x1j − xˆ1j , y1j − yˆ1j , . . . , xmj − xˆmj , ymj − yˆmj ]⊤
de dimensión 2m. Cada oordenada es una variable aleatoria independiente de varianza σ2, por hipóte-
sis. Reordemos que una variable χ2 se obtiene omo suma de uadrados de variables aleatorias gaus-
sianas normalizadas (de media ero y σ = 1). Para un vetor g omo el anterior, la antidad ‖g‖2/σ2
sigue una distribuión χ22m on 2m grados de libertad ya que todas las omponentes de g son in-
dependientes. Para esta variable χ2 podemos hallar el valor para el ual la funión de distribuión
aumulada alanza el 95% de su máximo: k2th = F
−1
2m(α = 0,95) = ‖g‖2/σ2. Así que
d2⊥α = ‖gα‖2 = F−12m(0,95)σ2
Como se apreia, el umbral de lasiaión d⊥α es mayor uanto mayor número de ámaras, pero no
sigue una ley lineal.
6.6.5. Ajuste de Haes Proyetivo on Distorsión Radial
En esta seión se añade al modelo proyetivo lineal un modelo de distorsión radial de las lentes de
las ámaras. La forma ómoda de inluir este modelo en un ajuste de haes proyetivo es distorsionar
las oordenadas anes proyetadas. Como ya se ha omentado en § 2.2.4, algunos autores inluyen
el modelo en medio de la proyeión, antes de apliar la matriz de parámetros intrínseos, es deir,
modian las oordenadas normalizadas que se usarían para estimar la matriz esenial. En nuestro
aso, omo suponemos que las ámaras no están alibradas, desonoemos K, lo únio que se puede
haer es modiar las oordenadas de los puntos proyetados por la matriz P. Más referenias: [41℄, [42℄.
La funión de oste a minimizar es el error de reproyeión de los puntos proyetados y distorsionados
xˆ
i
dj respeto de los puntos medidos en las imágenes x
i
j (los datos).
mı´n
Pˆ
i
,κi,Xˆj
m∑
i=1
n∑
j=1
d(xˆidj ,x
i
j)
2
(6.27)
El modelo de distorsión radial que se ha esogido es el que se ha presentado en § 2.2.4 e india ómo
obtener las estimaiones xˆ
i
d j. Supongamos que onoemos los puntos 3D y las matries de proyeión
a la vez que los parámetros de distorsión radial de ada ámara, κi. Proyetamos linealmente los
puntos y obtenemos
xˆ
i
j = Pˆ
i
Xˆj = (x
i
j , y
i
j, w
i
j)
⊤
6.6. GEOMETRÍA MULTICÁMARA 97
A ontinuaión deshomogeneizamos los xˆ
i
j , para obtener oordenadas anes.
xˆ
i
aj =
(
xij
wij
,
yij
wij
)⊤
= (xiaj , y
i
aj)
⊤
A partir de los parámetros κi = (xic, y
i
c, κ1, . . . , κnoef)
⊤
reamos el polinomio radial que distorsiona
las oordenadas anes, desde el entro de distorsión xˆ
i
ac = (x
i
c, y
i
c)
⊤
.
L(r) = 1 +
noef∑
m=1
κmr
m
(6.28)
Y las oordenadas distorsionadas son:
xˆ
i
adj = xˆ
i
ac + L(r
i
j)(xˆ
i
aj − xˆiac) =
(
xic
yic
)
+ L(rij)
(
xiaj − xic
yiaj − yic
)
(6.29)
En oordenadas homogéneas,
xˆ
i
dj = (xˆ
i⊤
aj , 1)
⊤
(6.30)
siendo rij el radio de ada punto proyetado linealmente al entro de la distorsión radial.
(rij)
2 = (xiaj − xic)2 + (yiaj − yic)2
El valor de noef se puede esoger entre 0 y ualquier número natural, pero omo muho se suele
inluir hasta el término de uarto orden. Por onvenio, si noef = 0, no hay distorsión radial porque se
elimina el sumatorio en (6.28). Así que lo normal es elegir noef entre 1 y 4. El polinomio distorsionador
quedaría
L(r) = 1 + κ1r + κ2r
2 + κ3r
3 + κ4r
4
(6.31)
Una vez que el modelo es onoido y está justiado, se entiende el enuniado del problema: estimar
las matries de proyeión Pˆ
i
junto on sus parámetros de distorsión radial κi y los puntos 3D Xˆj ,
que se proyetan exatamente en los puntos xˆ
i
dj (6.30) y a la vez minimizan (6.27).
La modiaión que hay que haer al ajuste de haes proyetivo de § 6.6.4 es inluir los nuevos
parámetros de distorsión radial de las matries de proyeión en el vetor de parámetros de la funión
modelo.
Funiones modelo y de oste
Veamos las funiones de diseño del problema. Funión modelo:
f :
[
a
b
]
=

(
P
1
κ1
)
.
.
.(
P
m
κm
)
Xˆa1
.
.
.
Xˆan

≡ P→ X̂ ≡

 xˆ
1
ad1
.
.
.
xˆ
m
ad1

.
.
. xˆ
1
ad n
.
.
.
xˆ
m
adn


=
 X̂ad1..
.
X̂ad n

El vetor de parámetros P tiene dimensión M = (12 + 2 + ncoef)m + 3n. El vetor de medidas X̂,
dimensión N = 2mn y se forma on las oordenadas anes distorsionadas, xˆiadj. La funión de oste
es el error de reproyeión en oordenadas distorsionadas.
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√√√√ m∑
i=1
n∑
j=1
d(xˆidj,x
i
j)
2
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La matriz jaobiana de este problema tiene un número de olumnas variable, dependiendo del número
de oeientes de distorsión radial que se espeiquen en noef. Es también dispersa, on la misma
estrutura que la de una matriz de ajuste de haes genéria (gura 6.11). Las matries Aij son de
2 × (12 + 2 + ncoef) y las matries Bij mantienen el tamaño 2 × 3. Como se ha ambiado la parte a
del vetor de parámetros, sólo ambia la parte A de la matriz jaobiana.
Iniializaión
Como punto de partida de la búsqueda se pueden utilizar dos alternativas: una alibraión proye-
tiva iniial o una alibraión proyetiva optimizada, ambas omo si no hubiera distorsión radial. El
segundo aso se utiliza a vees para omparar las dos alibraiones optimizadas. En teoría, el error de
reproyeión al inluir la distorsión radial puede ser menor que el error de reproyeión de la proyeión
lineal, sin embargo, en las buenas ámaras omo las utilizadas para las pruebas experimentales asi no
se nota, ya que la distorsión radial es despreiable. La iniializaión de los parámetros de distorsión
radial se omentará en la implementaión.
6.7. Evaluaión experimental
En este apítulo hay muhos algoritmos a evaluar. Iremos paso a paso aumentando el número de á-
maras, de forma análoga a omo se ha heho en la introduión teória de los algoritmos. Apliaremos
los oneptos generales expliados en § 4.6 sobre las medidas y los límites de los algoritmos de máxima
verosimilitud.
6.7.1. Matriz fundamental
El algoritmo Gold Standard § 6.2.3.6 es el algoritmo de máxima verosimilitud y sus números son:M =
3n+12 parámetros, d = 3n+7 independientes y N = 4n, donde n es el número de orrespondenias.
Según las expresiones (4.3) y (4.4):
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
1
4
− 7
4n
)
ǫ2
est
= σ2
d
N
= σ2
(
3
4
+
7
4n
) (6.32)
Los límites de los errores RMS de estas expresiones uando el número de puntos tiende a innito
son
√
1/4σ y
√
3/4σ, respetivamente. A medida que aumenta el número de puntos, disminuye la
distania de los puntos estimados xˆi a los exatos x¯ y aumenta la distania de los puntos estimados xˆi
a los puntos ruidosos xi, pero las euaiones no predien una gran mejora. Las urvas que representan
el error RMS normalizado por σ, ǫ
res
/σ y ǫ
est
/σ, frente al número de puntos son las de la gura 6.12.
Desripión de los experimentos
Los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión de la matriz funda-
mental simulan la geometría epipolar: dos ámaras on una distania foal de 20 mm, píxeles uadrados
y punto prinipal en el origen de oordenadas, apuntando a un onjunto de puntos uniformemente
distribuidos dentro de una esfera de radio 1 m. Las posiiones de las ámaras (entros óptios) son
aleatorias sobre una superie esféria, situadas a una distania media de 8 m del entro de la esfera
de puntos. Las ámaras están ligeramente desviadas, sin apuntar al entro de la esfera de puntos.
Los puntos exatos sobre las imágenes se obtienen proyetando los puntos 3D. Los puntos ruidosos se
logran sumando ruido gaussiano de media ero y desviaión típia σ onoida a los exatos.
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Figura 6.12: Matriz fundamental: límites teórios de los errores RMS residual (línea ontinua) y de
estimaión (línea disontinua) del algoritmo Gold Standard (máxima verosimilitud)
Los algoritmos a evaluar son 3, prinipalmente: el algoritmo lineal normalizado de los 8 puntos
(DLT−NA) que minimiza la distania algebraia en el ambiente e impone la restriión de singulari-
dad a posteriori, el algoritmo que minimiza la distania algebraia (MAD − Min Algebrai Distane)
dentro del onjunto de las matries singulares y el algoritmo que minimiza el error de reproyeión
(GS − Gold Standard).
No hae falta evaluar el algoritmo de los 7 puntos porque siempre onsigue una soluión exata y si le
pasamos puntos ruidosos, será soluión exata respeto de esos datos, no respeto de los exatos. De
los experimentos del GS se puede saar un valor aproximado del umbral de lasiaión de los inliers
para el algoritmo que utiliza RANSAC.
Para ada algoritmo se evalúa su oste propio: ómo varían las mínimas distanias algebraias nor-
malizadas en los algoritmos algebraios y ómo varía el error de reproyeión en el Gold Standard.
En este aso, omo en el de la homografía, tampoo es fáil elegir un parámetro de alidad sobre el
ual omparar los tres algoritmos. Los dos algoritmos algebraios sólo devuelven la matriz fundamen-
tal, así que debemos omparar las estimaiones de este objeto, sin puntos orregidos. El riterio de
omparaión es la distania de un punto a su reta epipolar orrespondiente, tanto para datos ruidosos
omo para datos exatos. Este riterio no sigue las urvas teórias de la gura 6.12. Las euaiones de
estos parámetros de alidad son:
PQ2
res
=
1
n
n∑
i=1
[
d(xi, li)
2 + d(x′i, l
′
i)
2
]
donde li = F
⊤
x
′
i, l
′
i = Fxi
PQ2
est
=
1
n
n∑
i=1
[
d(x¯i, lˆi)
2 + d(x¯′i, lˆ
′
i)
2
]
donde lˆi = F
⊤
x¯
′
i, lˆ
′
i = Fx¯i
(6.33)
La distania de un punto a una reta es la euaión (6.9).
Los valores experimentales elegidos para la desviaión típia de ruido σ son los mismos que para
evaluar homografías: de 0 a 5 en pasos de 0.5. También mantenemos el número de experimen-
tos realizados n
exp
= 200. El número de puntos varía dentro de los permitidos (n ≥ 7), que son
n = {8, 10, 15, 20, 40, 70, 100}.
Costes propios
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Veamos ómo se umplen las euaiones teórias para el algoritmo Gold Standard. Las guras 6.13 y
6.14 muestran los resultados experimentales de los errores RMS residual ǫ
res
y de estimaión ǫ
est
de
diho algoritmo, para n = {10, 20, 40, 100} puntos.
En esta exposiión no ponemos todas las gráas para no abrumar al letor, sólo las más relevantes.
Comparemos la evoluión de estas gráas on los valores esperados que india la gráa teória (gura
6.12): se veria que a medida que ree el número de puntos el error residual aumenta mientras que el
error de estimaión disminuye, además se observa que las medidas para un número elevado de puntos
(n = 100) se aeran a los valores de los límites teórios: ǫ
res
/σ =
√
1/4 = 0,5 y ǫ
est
/σ =
√
3/4 ≈ 0,866
(ver la gráa de la dereha de la gura 6.14).
Una vez más, las urvas teórias se umplen, no sólo ualitativamente, sino uantitativamente.
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Figura 6.13: Matriz fundamental: errores RMS residual y de estimaión de los algoritmos lineal y Gold
Standard on n = 10 puntos (izquierda) y n = 20 (dereha).
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Figura 6.14: Matriz fundamental: errores RMS residual y de estimaión de los algoritmos lineal y Gold
Standard on n = 20 puntos (izquierda) y n = 100 (dereha)
En esta oasión el error residual siempre se mantiene por debajo del error de estimaión: no se produe
el fenómeno de inversión de los errores. Como se apreia en las gráas, los valores medio y mediana
de las estimaiones onvergen si ree n.
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Otro omentario sobre los ostes propios se reere a los algoritmos algebraios: las gráas de la
distania mínima algebraia normalizada frente a σ siguen una variaión lineal y no se apreia una
diferenia signiativa entre la distania mínima alanzada por el algoritmo DLT−NA y la alanzada
por el algoritmo MAD: ambas retas se superponen.
Comparaión respeto del parámetro de alidad
Las guras 6.15 y 6.16 reogen los resultados experimentales de la variaión de la distania punto-
reta epipolar frente al ruido, tanto residual ǫ
res
omo de estimaión ǫ
est
y para los valores del número
de puntos seleionado: n = {10, 20, 40, 100}. Seguimos la notaión habitual de las gráas, dada en
experimentos anteriores.
No tenemos ninguna urva teória preedente on la ual omparar los resultados de las pruebas real-
izadas on este parámetro de alidad, luego sólo podemos omentar en líneas generales la evoluión de
las gráas on n y σ. Empeemos on la variaión on σ: una vez más la respuesta de los algoritmos es
lineal, sin embargo la esala vertial ha ambiado. Según las fórmulas (6.33), la normalizaión onsiste
en dividir por n, no por el número de medidas del algoritmo GS (4n). Se debe llevar uidado on
este pequeño detalle. Quizá lo orreto hubiera sido dividir por 2n, ya que la distania de un punto
a una reta es una medida y si hay n puntos en 2 imágenes, tenemos 2n medidas. En ualquier aso,
una medida es proporional a otra. Otra puntualizaión: las gráas, al igual que antes, están mejor
estimadas (son más lineales) uantos más puntos se utilien.
Para este parámetro de alidad, siempre se obtienen mejores resultados on el algoritmo GS que
on el MAD, y a su vez, mejores estimaiones on el MAD que on el DLT−NA. La diferenia de
estimaiones entre los algoritmos DLT−NA y MAD son menores uantos más puntos se utilien,
llegando, por ejemplo, a ser indistinguibles para n = 100 puntos.
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Figura 6.15: Matriz fundamental: valores RMS residual y de estimaión del error distania punto-reta
epipolar on n = 10 puntos (izquierda) y n = 20 (dereha).
También se observa el fenómeno de inversión de los errores residual y de estimaión: según ree el
número de puntos, el error residual aumenta y el error de estimaión disminuye. La inversión se pro-
due para algún número de puntos entre n = 10 y n = 20, el ual no ha sido determinado.
6.7.2. Triangulaión
Los datos sintétios utilizados para la estimaión de los puntos 3D son muy pareidos a los empleados
para la matriz fundamental: se generan dos ámaras y unos puntos 3D uniformemente distribuidos
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Figura 6.16: Matriz fundamental: valores RMS residual y de estimaión del error distania punto-reta
epipolar on n = 40 puntos (izquierda) y n = 100 (dereha)
dentro de una esfera. A ontinuaión se proyetan y se obtienen los puntos exatos. Por último se añade
ruido gaussiano de media nula y varianza onoida a ada oordenada de los puntos, omo es habitual.
Para probar los algoritmos de triangulaión lineal (DLT) y óptimo (OPT) se utilizan los puntos rui-
dosos y las matries de proyeión exatas de las ámaras generadas en la simulaión. De esta forma
se mide ómo responde el algoritmo de triangulaión al ruido en las imágenes, sin inluir ruido en las
matries de proyeión.
El parámetro de alidad on el que se omparan ambos algoritmos es el error de reproyeión de
los puntos 3D estimados, tanto el error residual (respeto de los puntos ruidosos) omo el error de
estimaión (respeto de los puntos exatos). Las euaiones de este parámetro, en sus dos versiones
son:
PQ2
res
=
1
4n
n∑
i=1
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2
]
PQ2
est
=
1
4n
n∑
i=1
[
d(x¯i, xˆi)
2 + d(x¯′i, xˆ
′
i)
2
] , (6.34)
donde xˆi = P¯Xˆi y xˆ
′
i = P¯
′
Xˆi. El término de normalizaión 1/4n tiene en uenta que hay 2 puntos
proyetados (4 oordenadas) asoiados a un mismo punto 3D.
Ésta es, sin duda alguna, la simulaión más rápida de uantas se han presentado, ya que la triangu-
laión se hae para ada punto por separado, así que es la misma independientemente del número de
puntos que se utilie: no hay variaión de las urvas on el número de puntos, sólo variaión on la
desviaión típia de ruido. La gura 6.17 es el resultado de las pruebas.
Se observa que siempre se obtienen mejores resultados on el algoritmo OPT que on el algoritmo DLT,
sin embargo, no hay muha diferenia. Otra observaión es, omo abía esperar, que el error de esti-
maión es siempre mayor que el error residual, aproximadamente el doble. Esto sa debe a que hay muy
poos datos omo para que la estimaión se aerque más a los puntos exatos que a los puntos ruidosos.
Los valores aproximados de las 4 retas de la gura son: para el algoritmo lineal, ǫ
res
/σ = 0,5106 y
ǫ
est
/σ = 0,876; para el algoritmo óptimo, ǫ
res
/σ = 0,5029 y ǫ
est
/σ = 0,863.
Para unas pruebas muho más detalladas se puede onsultar [4℄.
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Figura 6.17: Triangulaión: valores RMS residual y de estimaión del error de reproyeión debido a
los algoritmos de triangulaión.
6.7.3. Tensor trifoal
El algoritmo de máxima verosimilitud es el Gold Standard § 6.4.3.3 y sus números son: M = 3n+ 24
parámetros, d = 3n + 18 independientes según la tabla 6.3 y N = 6n, donde n es el número de
orrespondenias. Según las expresiones (4.3) y (4.4):
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
1
2
− 3
n
)
ǫ2
est
= σ2
d
N
= σ2
(
1
2
+
3
n
) (6.35)
Los límites de los errores RMS de estas expresiones uando el número de puntos tiende a innito son√
1/2σ en ambos asos. Se sigue umpliendo que onforme aumenta el número de puntos, disminuye
la distania de los puntos estimados xˆi a los exatos x¯ y aumenta la distania de los puntos estimados
xˆi a los puntos ruidosos xi, esta vez los límites son mejores que los de la matriz fundamental porque
hay una ámara más (más restriiones). Las urvas que representan el error RMS normalizado por
σ, ǫ
res
/σ y ǫ
est
/σ, frente al número de puntos se reogen en la gura 6.18.
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Figura 6.18: Tensor trifoal: límites teórios de los errores RMS residual (línea ontinua) y de esti-
maión (línea disontinua) del algoritmo Gold Standard (máxima verosimilitud)
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Desripión de los experimentos
Los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión del tensor trifoal
son análogos a los que se generan para estimar la matriz fundamental, pero on tres ámaras en lugar
de dos.
En prinipio se deidió evaluar el algoritmo lineal on normalizaión afín, pero dado que no propor-
iona un tensor trifoal geométriamente válido ya que no se imponen las restriiones propias, algunos
resultados salen disparatados. Así pues, en lugar de este algoritmo se evalúa el resultado de la primera
iteraión del algoritmo de minimizaión de la distania algebraia, que sí proporiona un tensor tri-
foal on todas las restriiones propias. Además de esta primera iteraión del algoritmo (MAD1), se
evalúan el algoritmo que minimiza la distania algebraia (MAD) y el algoritmo que minimiza el error
de reproyeión (GS − Gold Standard).
Tampoo en esta oasión es neesario evaluar el algoritmo de los 6 puntos porque siempre onsigue
una soluión exata y si le damos puntos ruidosos, será soluión exata respeto de esos puntos, no
respeto de los exatos.
Para ada algoritmo se evalúa su oste propio: ómo varían las mínimas distanias algebraias nor-
malizadas en los algoritmos algebraios y ómo varía el error de reproyeión en el Gold Standard.
La eleión del parámetro de alidad sobre el ual omparar todos los algoritmos es más ompliada
que las anteriores. Los dos algoritmos algebraios sólo devuelven el tensor trifoal; una vez más se
desonoen los puntos orregidos.
El riterio de omparaión es una variante del error de reproyeión: a partir del tensor trifoal se
extraen las matries de proyeión, según se explia en § 6.4.4; luego se triangula para estimar las
posiiones de los puntos 3D que dan lugar a las observaiones; por último, se proyetan los puntos 3D
estimados y se mide su distania respeto de los datos ruidosos y respeto de los datos exatos. El
algoritmo GS es el únio que no neesita triangulaión porque la integra internamente, pero hay que
haerla de igual forma para tratarlo igual que los demás algoritmos.
Este riterio no sigue las urvas teórias de la gura 6.18, ya que en él inuye el algoritmo de trian-
gulaión. Las euaiones de los parámetros de alidad son:
PQ2
res
=
1
6n
n∑
i=1
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2 + d(x′′i , xˆ
′′
i )
2
]
PQ2
est
=
1
6n
n∑
i=1
[
d(x¯i, xˆi)
2 + d(x¯′i, xˆ
′
i)
2 + d(x¯′′i , xˆ
′′
i )
2
] . (6.36)
El término 1/6n normaliza el oste para ada oordenada del vetor de medidas: si hay n orrespon-
denias de puntos en 3 imágenes, hay 6n oordenadas.
Los valores experimentales utilizados son: σ de 0 a 5 en pasos de 0.5 y 100 experimentos, ya que ada
experimento es más ostoso que el equivalente para la matriz fundamental. El número de puntos que
se han elegido en las simulaiones son: n = {7, 8, 10, 20, 40, 70, 100}. El valor n = 7 es el primer valor
que podemos tomar para el que hay soluión lineal por mínimos uadrados, sin embargo los resultados
son mejores uantos más puntos se utilien.
Costes propios
Anteriormente no se han presentado en detalle las gráas de la variaión de la mínima distania
algebraia frente al ruido y el número de puntos. En esta oasión sí inluimos las gráas (guras 6.19
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y 6.20), que reogen la evoluión de las distanias algebraias normalizadas de los algoritmos MAD1
y MAD.
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Figura 6.19: Tensor trifoal: distanias algebraias normalizadas de los algoritmos MAD1 y MAD para
n = 8 puntos (izquierda) y n = 10 (dereha).
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Figura 6.20: Tensor trifoal: distanias algebraias normalizadas de los algoritmos MAD1 y MAD para
n = 20 puntos (izquierda) y n = 100 (dereha)
Comparándolas entre sí se observa que, en general, las mínimas distanias algebraias siguen una
variaión lineal on la desviaión típia de ruido. Con n = 8 puntos no paree laro que los valores
medios sigan diha variaión, sin embargo, a medida que ree el número de puntos, las retas sobre las
que se enuentran dihos valores medios están mejor denidas, poseen menor inertidumbre, llegando
a ser prátiamente oinidentes para n = 100 puntos. También se onsigue que los estimadores media
y mediana onuyan.
Asimismo, se han obtenido las urvas de variaión del oste del algoritmo GS (error residual), junto
on su error de estimaión orrespondiente. Las guras 6.21 y 6.22 son la prueba de ello. La infor-
maión ontenida en estas urvas es la que hay que omparar on la prediión de las urvas teórias
(gura 6.18).
Se apreia una variaión lineal del error de reproyeión en funión de la desviaión típia de ruido.
Quizá on n = 8 los resultados se ajustan peor a una reta que on n = 100, mas ambos siguen
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teóriamente la misma variaión lineal on σ. A medida que ree n, las estimaiones son mejores,
lo que se apreia en la onuenia de los valores medio y mediana, además de que ada vez son más
retas las urvas. Como predien las euaiones teórias, siempre es mayor el error de estimaión que
el error residual y según ree n esta diferenia disminuye, tendiendo a anularse: por ejemplo, para
n = 100 y σ = 5 los valores experimentales son ǫ
est
/σ = 0,7383 y ǫ
res
/σ = 0,6915, que se ajustan
bien a los valores teórios: 0,7280 y 0,6856, respetivamente, todos eranos al límite 1/
√
2 ≈ 0,7071.
Comprobamos que, según lo que dita la teoría, no se produe el fenómeno de inversión de las urvas.
Las urvas obtenidas siguen uantitativamente los valores esperados de las urvas teórias, lo que
justia que los algoritmos programados son eaes, tanto omo el óptimo.
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Figura 6.21: Tensor trifoal: valores RMS residual y de estimaión del error de reproyeión on n = 8
puntos (izquierda) y n = 10 (dereha).
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Figura 6.22: Tensor trifoal: valores RMS residual y de estimaión del error de reproyeión on n = 20
puntos (izquierda) y n = 100 (dereha)
Comparaión respeto del parámetro de alidad
Las guras 6.23 y 6.24 muestran los resultados experimentales de la variaión del parámetro de al-
idad (6.36), elegido para omparar los tres algoritmos entre sí. Reogen tanto la variaión frente al
ruido (residual PQ
res
y de estimaión PQ
est
) omo la variaión frente al número de puntos utilizados:
n = {8, 10, 20, 100}.
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La respuesta de los algoritmos es aproximadamente lineal on la desviaión típia de ruido. La nor-
malizaión empleada para los datos es la misma que la marada por el error RMS de reproyeión
del algoritmo GS (1/6n), sin embargo los errores debidos a este parámetro de alidad son un poo
mayores que los de las últimas pruebas.
A pesar de que en el parámetro de alidad inuye la triangulaión, siempre se obtienen mejores re-
sultados on el algoritmo GS que on el MAD, y a su vez, mejores estimaiones on el MAD que
on la primera iteraión (MAD1). La diferenia de resultados entre los algoritmos MAD1 y MAD son
menores uantos más puntos se utilien, llegando, por ejemplo, a ser prátiamente oinidentes para
n = 100 puntos.
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Figura 6.23: Tensor trifoal: valores RMS residual y de estimaión del error de reproyeión aproxi-
mado, para n = 8 puntos (izquierda) y n = 10 (dereha).
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Figura 6.24: Tensor trifoal: valores RMS residual y de estimaión del error de reproyeión aproxi-
mado, para n = 20 puntos (izquierda) y n = 100 (dereha)
Con este parámetro de alidad tampoo se observa el fenómeno de inversión de los errores. Las es-
timaiones siguen las tendenias de las urvas teórias en líneas generales, pero on distintos valores
para el error.
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En general, podemos onluir que no es reomendable estimar el tensor trifoal sólo on n = 8 puntos,
sino que meree la pena utilizar unos poos más, por ejemplo n = 20, ya que los resultados son mejores.
En realidad, si se utiliza el algoritmo GS, uno debe mirar las urvas teórias (gura 6.18) y deidir
dónde quiere trabajar, ya que los resultados obtenidos en los experimentos siguen esas urvas.
6.7.4. Tensor uadrifoal
Los límites teórios de los mínimos errores obtenibles utilizando el algoritmo de máxima verosimilitud
(implementado de forma general en el ajuste de haes proyetivo) para 4 ámaras se obtienen on los
siguientes números: d = 3n + 29, 3n para las oordenadas (anes) de los puntos en el espaio, más
29 para los grados de libertad del tensor uadrifoal y el número de medidas, N = 8n, porque hay n
puntos (2 oordenadas) en ada imagen.
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
5
8
− 29
8n
)
ǫ2
est
= σ2
d
N
= σ2
(
3
8
+
29
8n
) (6.37)
El límite del error residual RMS uando n → ∞ es √5/8σ y el límite del error de estimaión RMS
es
√
3/8σ. Por primera vez en la geometría de varias ámaras la distania de los puntos estimados
respeto de los puntos exatos es menor que la distania respeto de los puntos ruidosos. Las ur-
vas que representan el error RMS normalizado por σ, ǫ
res
/σ y ǫ
est
/σ, frente al número de puntos son
las de la gura 6.25. Es apreiable que los dos errores son aproximadamente iguales para n = 30 puntos.
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Figura 6.25: Tensor uadrifoal: límites teórios de los errores RMS residual (línea ontinua) y de esti-
maión (línea disontinua) del algoritmo Gold Standard para el tensor uadrifoal (máxima verosimil-
itud)
Desripión de los experimentos
Los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión del tensor uadrifoal
son análogos a los que se generan para estimar la matriz fundamental, pero on uatro ámaras en
lugar de dos.
En esta oasión evaluamos el algoritmo de Heyden (HEY), omo aso exepional. Para el algorit-
mo lineal senillo suede lo mismo que para el tensor trifoal: omo no se imponen las restriiones
propias del tensor no siempre es posible obtener una onguraión de ámaras que se ajuste al tensor
estimado, es deir, que no es un tensor geométriamente válido y los resultados de las simulaiones
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son disparatados. Se sigue la misma estrategia: se evalúa el resultado de la primera iteraión del al-
goritmo de minimizaión de la distania algebraia on restriiones propias. Además de esta primera
iteraión del algoritmo (MAD1), se evalúan los algoritmos que minimizan la distania algebraia on
las parametrizaiones en R9 (MAD−9) y R27 (MAD−27), junto on el algoritmo que minimiza el error
de reproyeión (GS − Gold Standard).
Para ada algoritmo se evalúa su oste propio: ómo varían las mínimas distanias algebraias nor-
malizadas en los algoritmos algebraios y ómo varía el error de reproyeión en el Gold Standard.
Las mismas onsideraiones que en la evaluaión del tensor trifoal se pueden haer sobre la eleión
del parámetro de alidad omo riterio de omparaión. Los algoritmos algebraios sólo devuelven el
tensor (o las matries de proyeión, de forma equivalente), no los puntos estimados. Se utiliza omo
riterio el error de reproyeión en el que inuye el algoritmo de triangulaión.
PQ2
res
=
1
8n
n∑
i=1
[
d(xi, xˆi)
2 + d(x′i, xˆ
′
i)
2 + d(x′′i , xˆ
′′
i )
2 + d(x′′′i , xˆ
′′′
i )
2
]
PQ2
est
=
1
8n
n∑
i=1
[
d(x¯i, xˆi)
2 + d(x¯′i, xˆ
′
i)
2 + d(x¯′′i , xˆ
′′
i )
2 + d(x¯′′′i , xˆ
′′′
i )
2
] (6.38)
El término 1/8n normaliza el oste para ada oordenada del vetor de medidas: n orrespondenias
de puntos en 4 imágenes haen un total de 8n oordenadas observadas.
Para las pruebas realizadas se han elegido valores de σ entre 0 y 5 en pasos de 0.5. Debido a que las
ejeuiones son ada vez más ostosas, se han realizado menos experimentos, 50, aunque son suientes
para obtener buenas medias del error. El número de puntos que se han elegido en las simulaiones
son: n = {8, 10, 20, 30, 100}. Como se verá más adelante, el valor n = 30 es muy interesante.
Un detalle de las pruebas: los algoritmos algebraios neesitan identiar 3 puntos que no estén alin-
eados en ninguna proyeión para onstruir una homografía de P2 que permita utilizar el tensor
uadrifoal reduido. El riterio de no alineados se realiza, en todas las imágenes, tomando puntos de
3 en 3, hallando las 3 retas que los unen 2 a 2 y alulando las distanias de ada reta al punto
por el que no pasa. Las 3 distanias halladas se omparan on un umbral adaptativo, dependiente
del rango máximo de las oordenadas de los puntos utilizados (ya que pueden o no haber sufrido una
normalizaión afín previa) y si superan diho umbral, se valida la terna de puntos omo linealmente
independientes. Todos los algoritmos algebraios utilizan los mismos 3 puntos para pasar al mundo
del tensor reduido.
Costes propios
Hay ino algoritmos algebraios a omparar según sus respetivos ostes: distanias algebraias nor-
malizadas. La gura 6.26 muestra la variaión de dihos ostes en funión de la desviaión típia de
ruido, sólo para dos números de puntos distintos: n = 30 y n = 100. Si se utilizan menos puntos, las
distanias algebraias son más irregulares, aunque a grandes rasgos siguen las tendenias que maran
estas dos gráas.
Según se apreiará al omparar el error de reproyeión, las distanias algebraias normalizadas de los
algoritmos MAD guardan relaión on las distanias geométrias, en ambio, el oste algebraio del
algoritmo de Heyden va por libre: que sea menor que los valores singulares de los algoritmos MAD
no quiere deir que el error de reproyeión sea menor. Esto es debido a que la matriz de diseño del
algoritmo de Heyden se onstruye de forma distinta a la matriz de diseño de los algoritmos MAD,
por lo que sus menores valores singulares no son omparables, a pesar de que se hallan inluido en la
misma gráa.
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Figura 6.26: Tensor uadrifoal: distanias algebraias normalizadas de los algoritmos de estimaión,
para n = 30 puntos (izquierda) y n = 100 (dereha)
En onreto, para los algoritmos MAD se observa que la mayor distania algebraia es la de la primera
iteraión (omo era de esperar) y que la distania del algoritmo MAD−27 es la menor de todas, por
debajo de la del algoritmo MAD−9. Esto se debe a que la parametrizaión en R27 tiene más grados
de libertad que la de R9 y permite hallar la soluión en un espaio más amplio, de tal forma que se
ajuste mejor, luego su distania algebraia sea menor.
En general, las mínimas distanias algebraias siguen una variaión lineal on la desviaión típia de
ruido. Cuantos más puntos se utilien, más retas son las urvas.
Las guras 6.27 y 6.28 son urvas experimentales de la variaión del oste del algoritmo GS (ǫ
res
) y
el orrespondiente error de estimaión, ǫ
est
. La informaión de estas urvas se debe ontrastar on la
que predien las urvas teórias (gura 6.25).
El error de reproyeión varía de forma lineal on la desviaión típia de ruido. Según aumenta n,
vemos que se invierten las urvas de los errores residual y de estimaión: omo predien las euaiones,
no siempre es mayor el error de estimaión que el error residual. A partir de n = 30 puntos, aproxi-
madamente, la estimaiones están más era de los datos exatos que de los datos ruidosos.
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Figura 6.27: Tensor uadrifoal: valores RMS residual y de estimaión del error de reproyeión on
n = 10 puntos (izquierda) y n = 20 (dereha).
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Figura 6.28: Tensor uadrifoal: valores RMS residual y de estimaión del error de reproyeión on
n = 30 puntos (izquierda) y n = 100 (dereha)
Es interesante ver por qué se han elegido estas gráas (estos valores de n): para n = 10 el error
residual es onsiderablemente menor que el error de estimaión; para n = 20 la diferenia es menor y
es muy pareida a la situaión para n = 100, si se interambian los papeles del error residual y el de
estimaión. Por último, n = 30 muestra el punto donde se ruzan los errores: se umple la prediión
de las urvas teórias (gura 6.25), que arma que en este valor son aproximadamente iguales el error
residual y el error de estimaión.
Comparaión respeto del parámetro de alidad
Las guras 6.29 y 6.30 muestran los resultados experimentales de la variaión del parámetro de ali-
dad (6.38), elegido para omparar todos los algoritmos entre sí. Reogen tanto la variaión frente al
ruido (residual PQ
res
y de estimaión PQ
est
) omo la variaión frente al número de puntos utilizados:
n = {10, 20, 30, 100}.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
 
sigma
Er
ro
r (
pix
ele
s)
HEY 
MAD1 MAD−9 
MAD−27 
GS 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
 
sigma
Er
ro
r (
pix
ele
s) MAD1 
GS 
MAD−27 
MAD−9 
HEY 
Figura 6.29: Tensor uadrifoal: valores RMS residual y de estimaión del error de reproyeión aprox-
imado, para n = 10 puntos (izquierda) y n = 20 (dereha).
Los algoritmos responden de forma lineal a la desviaión típia de ruido, aproximadamente. La nor-
malizaión empleada para los datos es la misma que la marada por el error RMS de reproyeión
del algoritmo GS (1/8n), pero los errores debidos a este parámetro de alidad son mayores que los de
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aquel, ya que en el parámetro de alidad inuye la triangulaión.
A pesar de todo, se umple una jerarquía en los algoritmos, la que abía esperar según su omplejidad:
los resultados del algoritmo GS son los mejores, seguidos de era por los del algoritmo MAD−27, a
su vez mejores que los del algoritmo MAD−9 y que los algoritmos MAD1 y HEY, en este orden. La
diferenia de estimaiones entre los algoritmos GS y MAD−27 deree uantos más puntos se utilien.
También se pareen ada vez más las estimaiones del algoritmo HEY a las del algoritmo MAD1.
La esala vertial de las gráas de la gura 6.30 no es la misma que la esala de la gura 6.29; en
unas, el eje vertial representa los errores (en píxeles) entre 0 y 15, mientras que en otras el intervalo
es [0, 10], para ver on mayor detalle las diferenias entre los algoritmos.
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Figura 6.30: Tensor uadrifoal: valores RMS residual y de estimaión del error de reproyeión aprox-
imado, para n = 30 puntos (izquierda) y n = 100 (dereha)
Este parámetro de alidad también ausa la inversión de los errores prediha para el Gold Standard, sin
embargo no es tan grande omo la de aquel. Si se utiliza el algoritmo GS, es reomendable apreiar las
urvas teórias (gura 6.25) y elegir el punto de trabajo, pues los resultados experimentales oiniden
on los teórios.
6.7.5. Geometría multiámara
Podemos seguir aumentando el número de ámaras y saar las expresiones de los errores residual y
de estimaión mínimos alanzables por los algoritmos Gold Standard. En el aso de varias ámaras
este algoritmo es el que realiza el ajuste de haes § 6.6.4. Como ya se ha resumido en § 6.6.1, para
una alibraión proyetiva de m ámaras y n puntos, el número de grados de libertad del sistema es
d = 3n+ 11m− 15 y el número de medidas es N = 2mn. Las expresiones de los límites de los errores
en este aso general son, de auerdo a las expresiones (4.3) y (4.4):
ǫ2
res
= σ2
(
1− d
N
)
= σ2
(
1− 3n+ 11m− 15
2mn
)
ǫ2
est
= σ2
d
N
= σ2
(
3n+ 11m− 15
2mn
) (6.39)
Sin tener en uenta la variaión on la desviaión típia de ruido (lineal), podemos representar las
superies generadas por estas euaiones, parametrizadas en funión de m y n, suponiendo que vari-
asen en el ampo de los números reales. La gura 6.31 reoge dihas superies y las ompara on las
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Figura 6.31: Geometría multiámara: límites teórios de los errores residual y de estimaión de los
algoritmos de máxima verosimilitud, tanto para el ajuste de haes proyetivo omo para el ajuste de
haes métrio
de una alibraión métria, uyos grados de libertad han ambiado: d = 3n+ 11m− 7.
El eje vertial tiene las unidades habituales de Error dividido por la desviaión típia de ruido y su
rango de valores es el intervalo [0, 1], aunque algunas urvas se salgan para iertos valores del número
de puntos (no tienen sentido).
Las guras 6.12, 6.18 y 6.25 son rodajas de las dos superies proyetivas. Ahora se apreia on mayor
laridad el fenómeno de la inversión de las urvas de error de estimaión y residual. Al prinipio, para
m = 2 ámaras, el error de estimaión siempre está por enima del error residual, para ualquier valor
de n. Para m = 3 ámaras ya no hay tanta diferenia, aunque sigue estando por enima el error de
estimaión; ambos errores son asintótiamente onvergentes. Para m = 4 ámaras, ya se ruzan los
errores, aproximadamente en n = 30 puntos. Y a medida que aumenta el número de ámaras, ada
vez se ruzan antes, on un menor valor del número de puntos n. En el límite, si n,m → ∞, sería
posible haer que los puntos estimados oinidieran on los puntos exatos (distania nula).
Comparando las euaiones de los límites de la alibraión proyetiva y la alibraión métria, vemos
que lo únio que ambian es el término independiente del número de grados de libertad. Las super-
ies se diferenian para valores pequeños de m y n, pero onforme estos valores reen las diferenias
disminuyen: son asintótiamente iguales.
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Curiosidad. ¾Cuál es la interseión de las superies ǫ2
res
/σ2 y ǫ2
est
/σ2 de la gura 6.31? Curiosa-
mente la respuesta a esta pregunta para los asos tratados es una hipérbola.
Los puntos de interseión se hallan igualando las expresiones:
ǫ2
res
σ2
=
ǫ2
est
σ2
⇔ 1− d
N
=
d
N
⇔ N = 2d⇔ mn = 3n+ 11m− 15
Así que la euaión de la interseión es ϕ ≡ nm−3n−11m+15 = 0. Ésta es una euaión uadrátia
en dos variables, o lo que es lo mismo: representa una ónia. La matriz de la ónia es
Cϕ ∼
 0 1 −31 0 −11
−3 −11 30
 .
El determinante de la matriz de la ónia es no nulo, por lo que no es una ónia degenerada. Si
hallamos la interseión de la euaión de la ónia on la reta del innito del plano (n,m), vemos
que es l∞ ∩ ϕ ≡ nm = 0. Lo que da dos puntos de orte: n = 0 y m = 0, que son las direiones de
los ejes oordenados m y n, respetivamente (puntos del innito). Como hay dos puntos del innito
de orte distintos y la ónia es no degenerada, la ónia afín que representa es una hipérbola.
Desripión de los experimentos
Los datos sintétios utilizados para la evaluaión de los algoritmos de estimaión de la alibraión
proyetiva multiámara son similares a los generados para estimar la matriz fundamental, pero on
más de uatro ámaras. En onreto, en los experimentos se han simulado m = 10 ámaras, por ser
las mínimas que neesita el algoritmo de autoalibraión basado en el Calibration Penil.
Para la iniializaión de la alibraión proyetiva se han realizado pruebas on dos de los represen-
tantes de las dos familias introduidas en § 6.6.3, los que utilizan la matriz fundamental. Con poas
pruebas preliminares se onluye que los métodos que no utilizan reseión (los que realizan ambios
de referenia en el espaio) son ineaes, ya que dan resultados disparatados. Esto se debe a la im-
posibilidad de elegir una verdadera referenia espaial y numériamente estable, pues no hay métria
en P3 que induza un riterio de omparaión.
Además, los resultados varían signiativamente en funión de los puntos que se elijan para realizar el
ambio de referenia y esto es una situaión desagradable. Durante todo el proyeto se pretende elegir
algoritmos que resuelvan problemas independientemente del orden en que sean aportados los datos,
de tal forma que traten todos esos datos por igual, sin que ninguno prevaleza sobre otros.
Así que en esta oasión se evalúa sólo el algoritmo de iniializaión (INIC) basado en la matriz funda-
mental de dos ámaras y la reseión del resto de ámaras. Para la estimaión de la matriz fundamental
se utiliza el algoritmo Gold Standard expliado en § 6.2.3.6 y para la reseión también se emplea
el respetivo Gold Standard § 5.4.2. Ambos algoritmos son rápidos. Además, se utiliza el ajuste de
haes proyetivo (GS − Gold Standard) para optimizar diha alibraión iniial y se omparan los
resultados de ambas reonstruiones.
El riterio de omparaión de los algoritmos es el error de reproyeión, tanto residual (datos ruidosos)
omo de estimaión (datos exatos), en funión del número de puntos y de la varianza del ruido. Este
riterio oinide on el oste propio que minimiza el ajuste de haes (ǫ
res
) y es el perseguido desde la
presentaión de esta memoria (ver § 2.3).
Para las pruebas realizadas se han elegido valores de σ entre 0 y 5 en pasos de 1. El número de ex-
perimentos realizados es 100, suientes para onoer la evoluión del error. El número de puntos que
se han elegido en las simulaiones es: n = {8, 10, 14, 30, 100}. El valor n = 14 es espeialmente intere-
sante, ya que en este punto son aproximadamente iguales el error residual y el error de estimaión,
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según las urvas teórias (gura 6.31).
Comparaión respeto del parámetro de alidad
Al omparar las gráas de las pruebas experimentales (guras 6.32 y 6.33) se apreia el fenómeno
de inversión: según ree el número de puntos n, disminuye la distania a los datos exatos (ǫ
est
) y
aumenta la distania a los datos ruidosos (ǫ
res
). En las gráas están señaladas on ehas las urvas
on los valores medios. Para el algoritmo GS son prátiamente oinidentes las retas on los valores
medio (◦) y mediana (+), en ambio, las urvas on los valores medios del algoritmo INIC no oiniden
on las urvas de las medianas, que son las urvas intermedias no apuntadas por ninguna eha.
Vemos ómo, en la gráa dereha de la gura 6.32, los errores residual y de estimaión son aproxi-
madamente iguales si se utilizan n = 14 puntos y m = 10 ámaras, según predie la teoría.
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Figura 6.32: Geometría multiámara: valores RMS residual y de estimaión del error de reproyeión,
para n = 10 puntos (izquierda) y n = 14 (dereha).
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Figura 6.33: Geometría multiámara: valores RMS residual y de estimaión del error de reproyeión
aproximado, para n = 30 puntos (izquierda) y n = 100 (dereha)
La onlusión que se debe saar de estas gráas es que el método de la alibraión proyetiva iniial
basada en la matriz fundamental seguida de la reseión onstituye una buena aproximaión a la al-
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ibraión proyetiva óptima. Esta aproximaión failita la optimizaión que realiza el ajuste de haes,
que on poas iteraiones del algoritmo de Levenberg-Marquardt onverge a la soluión que minimiza
el error de reproyeión.
Capítulo 7
Autoalibraión
La autoalibraión onsiste en la obtenión los parámetros de las ámaras dada una alibraión proye-
tiva de las mismas, omo ya se dijo en el apítulo de Introduión. Al ontrario que la alibraión,
no se utiliza ningún patrón de alibraión (ej. rejilla del espaio) ni objeto uyas dimensiones sean
onoidas, sólo la informaión ontenida en las imágenes. Una vez que se onoen los parámetros
intrínseos de la ámara es posible obtener una reonstruión métria de la esena 3D.
El término reonstruión métria signia que diere de la reonstruión real en una transforma-
ión de semejanza del espaio, aunque a vees se onfunde on el término reonstruión eulídea,
que diere de la real en una transformaión eulídea.
La hipótesis de partida es que la ámara se mueve de forma rígida, (desrita mediante transformaiones
del grupo eulídeo, ontenido en el grupo de las transformaiones de semejanza) y esto implia que
la ónia absoluta es ja ante transformaiones de semejanza, § 3.4.2. Lo mismo suede on su dual,
§ 3.4.4. Si logramos identiar una ónia del espaio que es ja ante transformaiones de semejanza,
ésta es Ω∞, que dene la estrutura métria del espaio.
En este apítulo primero se expone matemátiamente el objetivo del problema de autoalibraión.
A ontinuaión se detallan las homografías entre las distintas reonstruiones y se desriben varios
métodos de autoalibraión, entre ellos: la hipótesis de ámaras ortogonales, las euaiones de Kruppa,
las horópteras, et.
7.1. Introduión
El dato prinipal de los algoritmos de autoalibraión son las matries de proyeión de las ámaras P
i
en una alibraión proyetiva; no haen falta los puntos 3D. El planteamiento general es el siguiente:
existe una familia de homografías del espaio que haen posible una desomposiión de las matries
de proyeión en la forma de ámaras proyetivas nitas: P
i
H = KiRi[I | ti] que verian restriiones
adiionales. La matriz H se determina si hay suientes datos y restriiones, ya que la mayoría de
los algoritmos de autoalibraión suponen algunas restriiones sobre los parámetros intrínseos y/o
extrínseos para lograr su objetivo. Por ejemplo, es habitual la hipótesis de suponer que todas las
ámaras son iguales, que omparten la misma matriz de parámetros intrínseos K, aunque sea de-
sonoida, lo que hae que se neesiten menos vistas de las generales para estimar K.
Siguiendo el esquema de proesamiento presentado en § 2.4 y dada la limitaión de la alibraión
proyetiva, el objetivo es hallar una homografía H que onvierta la reonstruión proyetiva atual
en una reonstruión en un grupo de transformaiones más restringido: afín o onforme, onservando
las proyeiones:
{Pi,Xj} −→ {PiH, H−1Xj}
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x
i
j ∼ PiXj = (PiH)(H−1Xj) = Pˆ
i
Xˆj .
Existen dos formas de determinar H: de una sola vez o en dos pasos (estratiadamente). En la ali-
braión estratiada el paso ostoso es el primero: determinar los elementos proyetivos de H (el plano
del innito π∞); el resto se obtiene de forma lineal.
7.2. Conversiones entre reonstruiones
Las dos siguientes seiones muestran ómo onstruir las dos homografías del espaio de la alibraión
estratiada: proyetivo −→ afín −→ métrio. En una seión posterior se haen los dos pasos en uno
solo.
7.2.1. Paso de una reonstruión proyetiva a una afín
Para pasar de una alibraión proyetiva a una alibraión afín es neesario onoer la posiión del
plano de innito π∞.
Dadas las oordenadas duales de un plano, π, en P3, es inmediato obtener una homografía que lo
transforma en el plano de oordenadas πe∞ = (0 : 0 : 0 : 1)
⊤
.
H
−⊤π = (0 : 0 : 0 : 1)⊤
Tal homografía es:
H =
[
I | 0
π⊤
]
Si π = π∞, después de apliar esta homografía a las matries de proyeión de las ámaras y a los
puntos 3D lo únio que es seguro es que el plano del innito está orretamente situado. La atual
reonstruión se diferenia de la real (eulídea) en una transformaión proyetiva que deja jo el
plano del innito, es deir, una transformaión afín. Por eso se llama a la reonstruión obtenida
reonstruión afín. Esta reonstruión permite alular osas omo: el punto medio entre dos pun-
tos, el entroide de un onjunto de puntos, retas o planos paralelos a uno dado, et. Más referenias:
apítulo 9, [1, pág. 250℄.
7.2.2. Paso de una reonstruión afín a una eulídea o métria
Una vez que el plano del innito ha sido oloado en su posiión anónia (eulídea πe∞) de tal for-
ma que se dispone de una reonstruión afín, entones también se dispone de una apliaión entre
imágenes, llamada la homografía del innito. Esta apliaión es una homografía de P
2
que transere
puntos de una imagen a otra a través del plano del innito de la siguiente forma: se extiende el rayo
reproyetado de un punto x en una imagen hasta ortar el plano del innito en un punto X; este
punto se proyeta en el punto x
′
de la otra imagen. La homografía de x a x
′
se esribe: x
′ = H∞x.
Igual que en la gura 4.2, pero siendo π = π∞.
Tener una alibraión afín es equivalente a onoer la homografía del innito. Dadas dos ámaras
P = [M |m] y P′ = [M′ |m′] de una reonstruión afín, la homografía del innito está dada por la ex-
presión H∞ = M′M−1. Esto es así porque un punto X = (X˜
⊤
, 0)⊤ en el plano del innito se transforma
en el punto x = MX˜ en una imagen y en x′ = M′X˜ en la otra, así que x′ = M′M−1x para los puntos
del plano del innito. Además, se debe veriar que esto es invariante a una transformaión afín del
espaio apliada a las ámaras. Por lo tanto, la homografía del innito se puede alular explíitamente
dada una alibraión afín y vieversa.
7.2. CONVERSIONES ENTRE RECONSTRUCCIONES 119
El paso que resta es transformar lo afín en lo métrio (determinar K dado π∞). Este paso es muho
más fáil que el paso de lo proyetivo a lo afín. De heho, existe una algoritmo lineal basado en la
transformaión de la IAC y su dual.
Para mejorar la alibraión a una eulídea es neesario onoer la matriz de parámetros intrínseos
K. Muhas vees se obtiene una reonstruión eulídea identiando la DIAC ω∗ = KK⊤, la ónia de
retas dual de la proyeión de la ónia absoluta. La ónia absoluta está en el plano del innito,
así que su proyeión se mapea entre imágenes por medio de H∞. Además, es invariante ante trans-
formaiones de semejanzas (movimientos rígidos más esalados). Estas araterístias produen las
siguientes restriiones en la DIAC:
ω∗i ∼ Hi∞ω∗Hi⊤∞ (7.1)
siendo H
i
∞ la homografía de innito entre la imagen de referenia y la i-ésima y ω
∗i
la DIAC de la
i-ésima imagen.
ωi ∼ (Hi∞)−⊤ω(Hi∞)−1 (7.2)
Las restriiones impuestas en una imagen se pueden transferir fáilmente a otra imagen y de esta
forma juntarlas para estimar ω∗ por métodos lineales. Una vez que se onoe ω∗, se obtiene K mediante
la desomposiión de Cholesky.
7.2.2.1. Soluión para K onstante
Si los parámetros intrínseos son idéntios para todas las m imágenes, entones Ki = K y ω∗i = ω∗
para i = 1, . . . ,m, y la e. (7.1) es
ω∗ ∼ Hi∞ω∗Hi⊤∞ (7.3)
Es importante tener en uenta los fatores de esala en la anterior euaión. Si normalizamos las
homografías de tal forma que sus determinantes sean unitarios det Hi∞ = 1, entones se veria la
ondiión de igualdad.
ω∗ = Hi∞ω
∗
H
i⊤
∞ (7.4)
De esta euaión matriial se obtienen 6 euaiones independientes en los elementos de la matriz
simétria ω∗, para ada homografía Hi∞. Entones, podemos esribir (7.4) en forma de un sistema
homogéneo de euaiones
Ai = 0
siendo Ai una matriz de 6×6 onstruida a partir de Hi∞ y  = [ω∗11, ω∗12, ω∗13, ω∗22, ω∗23, ω∗33]⊤ es la DIAC,
esrita en forma de vetor 6× 1. Si llamamos B = Hi∞, entones ada matriz Ai atiende a la siguiente
expresión:
Ai =


B
2
11 − 1 2B11B12 2B11B13 B
2
12 2B12B13 B
2
13
B21B11 B21B12 +B22B11 − 1 B21B13 +B23B11 B22B12 B22B13 +B23B12 B23B13
B11B31 B11B32 +B12B31 B11B33 +B13B31 − 1 B12B32 B12B33 +B13B32 B13B33
B
2
21 2B21B22 2B21B23 B
2
22 − 1 2B22B23 B
2
23
B21B31 B21B32 +B22B31 B21B33 +B23B31 B22B32 B22B33 +B23B32 − 1 B23B33
B
2
31 2B31B32 2B31B33 B
2
32 2B32B33 B
2
33 − 1


Con una sola euaión matriial no es posible determinar  de forma únia, pues Ai es a lo sumo de
rango 4. Pero si se ombinan euaiones de m ≥ 2 imágenes, de tal forma que se onstruye una matriz
A de 6m× 6 pegando las matries Ai vertialmente y suponiendo que las rotaiones entre las imágenes
son alrededor de distintos ejes, entones en general  está determinada unívoamente.
La estabilidad numéria está relaionada on la uniidad. Si H∞ no es muy preisa, no siempre es
posible obtener una matriz ω (o ω∗) denida positiva, por lo que después no podemos apliar la de-
somposiión de Cholesky para obtener K. Esta sensibilidad se redue si se proporionan múltiples
movimientos y se estima ω ombinando restriiones de múltiples homografías del innito.
Las referenias de este apartado son [6℄, [27℄ y § 18.5.2 de [1℄.
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7.2.3. Paso de una reonstruión proyetiva a una eulídea o métria
Para pasar de una alibraión proyetiva a una alibraión eulídea es neesario onoer la posiión
del plano de innito π∞ y la ónia absoluta Ω∞.
Resultado
Una alibraión proyetiva {Pi,Xj} en la que P1 = [I | 0] se puede onvertir en una alibraión
eulídea {PiH, H−1Xj} mediante una matriz H de la forma
H =
[
K 0
−p⊤K 1
]
(7.5)
donde K es una matriz triangular superior. Más aún:
1. K = K1 es la matriz de parámetros intrínseos de la primera ámara.
2. Las oordenadas del plano del innito en la alibraión proyetiva son π∞ = (p⊤, 1)⊤.
Por tanto, si onoemos el plano del innito en la referenia proyetiva y la matriz de parámetros
intrínseos de la primera ámara, entones la transformaión H que onvierte la reonstruión proye-
tiva en una eulídea viene dada por (7.5).
Demo
Supongamos que tenemos una alibraión proyetiva {Pi,Xj}; entones, basándonos en las restri-
iones de los parámetros intrínseos de las ámaras o restriiones en el movimiento (parámetros
extrínseos) queremos determinar una homografía H que retique la alibraión, tal que {PiH, H−1Xj}
sea una alibraión eulídea.
Partamos de una verdadera situaión métria on ámaras alibradas, y la esena representada en
una referenia eulídea. Tenemos m ámaras PiM que proyetan un punto 3D XM en un punto de la
imagen x
i = PiMXM; uno por ada imagen. El subíndie M india que las ámaras están alibradas
y que la referenia espaial es la eulídea. Podemos esribir las ámaras omo: P
i
M = K
i[Ri | ti], para
i = 1, . . . ,m.
En una alibraión proyetiva obtenemos las ámaras P
i
que están relaionadas on P
i
M según:
P
i
M = P
i
H i = 1, . . . ,m (7.6)
donde H es una homografía del espaio, 4 × 4, desonoida. El objetivo es determinar H. Para ser
preisos, podremos obtener una H que reonstruya salvo una semejanza: no podemos reuperar los
valores absolutos de la rotaión, traslaión y esalado. Elegimos que el sistema de referenia oinida
on el de la primera ámara, tal que R
1 = I y t1 = 0. Entones Ri,ti espeian las transformaiones
eulídeas entre la i-ésima ámara y la primera, y P1M = K
1[I | 0]. Del mismo modo, en la alibraión
proyetiva elegimos la matriz de proyeión anónia para la primera ámara, es deir, P
1 = [I | 0].
Esribiendo H de la forma
H =
[
A t
v
⊤ k
]
la ondiión P
1
M = P
1
H de (7.6) viene a ser [K | 0] = [I | 0]H, lo que implia que A = K1 y t = 0.
Además, omo H es no singular, k debe ser no nulo, así que podemos suponer k = 1 (esto ja la esala
de la reonstruión). Esto muestra que H es de la forma
H =
[
K
1
0
v
⊤ 1
]
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El vetor v, junto on K
1
, espeia el plano del innito en la reonstruión proyetiva, ya que las
oordenadas de π∞ son
π∞ = H−⊤

0
0
0
1
 = [ (K1)−⊤ −(K1)−⊤v
0 1
]
0
0
0
1
 = ( −(K1)−⊤v1
)
Esribiremos π∞ = (p⊤, 1)⊤ para que p = −(K1)−⊤v.
Del resultado anterior se dedue que para transformar una reonstruión proyetiva en una eulídea
basta on espeiar 8 parámetros - los tres elementos de p y los ino elementos de K
1
. Esto onuerda
on la uenta geométria. Enontrar la estrutura métria es equivalente a espeiar el plano del
innito y la ónia absoluta (3 y 5 grados de libertad respetivamente). En una reonstruión métria,
la alibraión K
i
de ada ámara, su rotaión R
i
relativa a la primera ámara, y su traslaión t
i
, relativa
a la primera ámara salvo un fator de proporionalidad omún, t
i 7→ sti, están todos determinados.
7.3. Cámaras ortogonales
Como se omentó en § 2.5, la hipótesis de ámaras ortogonales onsiste en suponer que tienen píxeles
uadrados y punto prinipal en el entro en el origen de oordenadas. Sólo queda determinar la
distania foal, α = αu = αv:
K =
 α 0 00 α 0
0 0 1

El algoritmo de estimaión de la distania foal y el plano del innito onsiste en utilizar las propiedades
de la uádria absoluta dual Q
∗
∞ respeto del ángulo formado por dos planos, § 3.4.4. En onre-
to, reordemos que dos planos son ortogonales sii son onjugados respeto de Q
∗
∞, euaión (3.14):
π⊤1 Q
∗
∞π2 = 0.
Hay tres planos que son mutuamente ortogonales en una ámara omo la onsiderada: el plano prinipal
y los planos axiales, § 5.3. Por eso se llama a estas ámaras ortogonales. Los distintos planos son las
las de la matriz de proyeión:
P =
 P1⊤
P
2⊤
P
3⊤
 =
 π⊤1π⊤2
π⊤3

Y las euaiones de autoalibraión onsisten en estimar la uádria dual que mejor se ajusta a
las ondiiones π⊤i Q
∗
∞πj = 0, ∀i 6= j. El problema de optimizaión que se plantea para m ámaras
ortogonales es:
mı´n
Q
∗
m∑
k=1
3∑
i,j=1
i6=j
(πk⊤i Q
∗πkj )
2
Las ondiiones πk⊤i Q
∗πkj son lineales en los elementos de Q
∗
, y se pueden expresar de la siguiente
forma:
π⊤i Q
∗πj = µ⊤πi πjq
∗ = 0 ∀(i, j)
omo se explia en la e. (7.36) de § 7.8.6. Además, imponemos la restriión ‖Q∗‖F = 1⇔ ‖q∗‖ = 1.
Entones, podemos expresar el problema de minimizaión:
mı´n
Q
∗
m∑
k=1
3∑
i,j=1
i6=j
(πk⊤i Q
∗πkj )
2
sujeto a ‖Q∗‖F = 1⇔ mı´n
q
∗
‖Aq∗‖2 sujeto a ‖q∗‖ = 1
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plano prinipal plano de la imagen
plano de z = 0
plano de x = 0
plano de y = 0
Figura 7.1: Cámaras ortogonales
donde
A =
 A1..
.
Am
 Ai =
 µ⊤π1 π2µ⊤π1 π3
µ⊤π2 π3

es la matriz de diseño. Esto no es otra osa que minimizar la distania algebraia ‖ǫ‖ = ‖Aq∗‖, habitual
de los algoritmos lineales. La soluión es arhionoida: la mínima distania algebraia es el menor valor
singular de A (o la raíz uadrada del menor autovalor de A
⊤
A) y la uádria q
∗
en forma de vetor es el
vetor singular (dereho) asoiado al menor valor singular (el autovetor asoiado al menor autovalor).
Este algoritmo proporiona una uádria que no tiene porqué ser semejante a la uádria absolu-
ta dual, ya que no han sido impuestas las restriiones neesarias. Sin embargo, se puede obtener
una estimaión del plano del innito omo el autovetor asoiado al menor autovalor. En este aso,
Q
∗π = λ4π. El oste asoiado a esta aproximaión es ‖Q∗π‖ = |λ4|, que en el aso ideal (si Q∗ = Q∗∞)
vale |λ4| = 0, ya que la uádria absoluta dual es degenerada.
Para ada ámara, podemos hallar la imagen de la uádria estimada, las que onsideraríamos que
son las DIACs, mediante la euaión ω∗i = PiQ∗∞P
i⊤
. Y una vez onoida la DIAC, utilizar la desom-
posiión de Cholesky para hallar las matries de parámetros intrínseos: ω∗i = KiKi⊤.
El algoritmo queda resumido en los siguientes pasos: dadas m matries de proyeión Pi, i = 1..m:
1. Estimar la uádria absoluta dual:
a) Calular la matriz de diseño A onatenando las matries de diseño de ada ámara Ai
b) Hallar la SVD de A = UDV⊤
) La mínima distania algebraia es: oste = σn = mı´n{diag(D)}
d) La uádria estimada es q
∗ = V(:, n). Pasar de la notaión de vetorial a la matriial
q
∗ 7→ Q∗.
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2. Hallar el plano del innito omo el autovetor asoiado al menor autovalor de Q
∗
. Si se desea se
puede proyetar la uádria Q
∗
sobre el espaio de las uádrias de rango 3, anulando el menor
autovalor.
3. Para ada ámara hallar la DIAC: ω∗i = PiQ∗∞P
i⊤
4. Hallar las matries de parámetros intrínseos mediante la desomposiión de Cholesky: ω∗i =
K
i
K
i⊤
La matriz A tiene 10 olumnas y el sistema homogéneo Aq
∗ = 0 tiene soluión exata sii A es de rango
9, que es la situaión si hay tres ámaras, entones n = 9. Si hay m ≥ 4 ámaras, puede no existir
soluión exata y por eso se busa la soluión mínimo-uadrátia, n = 10.
7.4. Euaiones Kruppa
Las euaiones de Kruppa fueron el primer método de autoalibraión onoido. Son restriiones en
dos imágenes para las que sólo hae falta onoer la matriz fundamental F y onsisten en dos eua-
iones uadrátias independientes para los elementos de la DIAC, ω∗.
x
W
X
x
e e
O
/
/O
C /
/
C
C
pi
Figura 7.2: Euaiones de Kruppa: tangenia epipolar a una ónia
C C
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2
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2
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2
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Figura 7.3: Euaiones de Kruppa: proyeiones de una ónia y sus orrespondenias de retas epipo-
lares tangentes
Las euaiones son la representaión algebraia de las retas epipolares orrespondientes que son tan-
gentes a una ónia. La guras 7.2 y 7.3 ilustran la geometría de esta orrespondenia. Una ónia
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CW en un plano del espaio π se proyeta en un par de ónias orrespondientes C↔ C′, una en ada
imagen. Los dos planos que pasan por los entros óptios y son tangentes a la ónia CW ortan a
los planos de las imágenes en sendas orrespondenias de retas epipolares tangentes a las ónias C
y C
′
. Las retas l1 = e× x1 = [e]× x1 y l2 = e× x2 = [e]× x2 se pueden ombinar en una sola ónia
degenerada de puntos, Ct = [e]× C
∗ [e]×, siendo C
∗
la dual de C. Lo mismo se puede haer en la segunda
imagen y la ónia degenerada es C
′
t = [e
′]× C
∗′ [e′]×. Las retas epipolares son orrespondientes según
mara la homografía induida por el plano π y según diha homografía, la ónia Ct se transforma en
C
′
t = H
−⊤
CtH
−1
. Por último, la matriz fundamental es F = H−⊤ [e]×.
El aso interesante suede uando la ónia CW es la ónia absoluta Ω∞. Entones C∗ = ω∗, C
′∗ = ω∗
′
,
H = H∞ e igualando las expresiones para C′t, se llega a la euaión
[e′]× ω
∗′ [e′]× ∼ Fω∗F⊤ (7.7)
Si las dos ámaras onsideradas tienen los mismos parámetros intrínseos, entones ω∗
′
= ω∗ y las
euaiones de Kruppa son [e′]× ω
∗ [e′]× = Fω
∗
F
⊤
. Al ser una igualdad salvo proporionalidad, se ob-
tienen euaiones uadrátias en los elementos de ω∗.
Las euaiones de Kruppa se pueden expresar de una forma más ómoda omo un produto vetorial. u⊤2 ω∗′u2−u⊤1 ω∗′u2
u
⊤
1 ω
∗′
u1
×
 σ21v⊤1 ω∗v1σ1σ2v⊤1 ω∗v2
σ22v
⊤
2 ω
∗
v2
 = 0 (7.8)
donde ui, vi y σi son las olumnas y los valores singulares de la SVD de F. Esto da lugar a tres
euaiones uadrátias en los elementos ω∗ij de ω
∗
, dos de las uales son independientes.
Demo: La matriz fundamental tiene rango 2 y su SVD es F = U diag(σ1, σ2, 0)V
⊤
. Los epipolos son
e = v3 y e
′ = u3. Sustituyamos en (7.7).
[u3]× ω
∗′ [u3]× ∼ UDV⊤ω∗VDU⊤
U
⊤ [u3]× ω
∗′ [u3]× U ∼ DV⊤ω∗VD
[u2 − u1 0]ω∗′ [u2 − u1 0] ∼
 σ1v1 σ2v2 e
⊤ ω∗
 σ1v1 σ2v2 e

 u⊤2 ω∗′u2 −u⊤2 ω∗′u1 0−u⊤1 ω∗′u2 u⊤1 ω∗′u1 0
0 0 0
 ∼
 σ21v⊤1 ω∗v1 σ1σ2v⊤1 ω∗v2 0σ1σ2v⊤1 ω∗v2 σ22v⊤2 ω∗v2 0
0 0 0

Esta igualdad salvo proporionalidad se puede expresar según (7.8), ya que sólo 3 de los 4 elementos
no nulos en ada matriz son distintos entre sí.
Un algoritmo de autoalibraión inspirado en las euaiones de Kruppa para varias ámaras puede
suponer que todas tienen los mismos parámetros intrínseos y tratar de optimizar la distania alge-
braia de este problema: ómo de bien se verian las euaiones de Kruppa. En presenia de ruido
se puede optimizar la suma de módulos al uadrado del produto vetorial (7.8), esto es:
mı´n
ω∗
∑
k
‖ǫk‖2 = mı´n
ω∗
∑
k
∣∣∣∣∣∣
∣∣∣∣∣∣
 u⊤2kω∗u2k−u⊤1kω∗u2k
u
⊤
1kω
∗
u1k
×
 σ21kv⊤1kω∗v1kσ1kσ2kv⊤1kω∗v2k
σ22kv
⊤
2kω
∗
v2k
∣∣∣∣∣∣
∣∣∣∣∣∣
2
donde k reorre el número de parejas de ámaras para las que se onoe la matriz fundamental F.
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Este problema admite una formulaión en términos de una funión modelo, así que es apliable es
esquema general del algoritmo LM, que funiona muy bien. El vetor de parámetros de la funión
modelo es la DIAC, de 6 elementos (en forma de vetor). Además se deben proporionar las matries
fundamentales de las parejas de ámaras. El vetor de medidas es tal que su módulo al uadrado es
la funión de oste, ya que el vetor de medidas objetivo es el nulo.
f : ω∗ −→ ǫ = [ǫ⊤1 · · · ǫ⊤k · · · ]⊤
Para que la funión de oste trate por igual a todos los pares de ámaras on independenia del fator
de proporionalidad de la matriz fundamental es neesario que todas las matries fundamentales estén
normalizadas a la misma norma Frobenius, por ejemplo la unidad, así los valores singulares están todos
balaneados. Lo mismo es apliable a la DIAC, antes de apliar el produto vetorial (7.8) se debe
normalizar la DIAC, por ejemplo a norma unidad, también. Con estas dos preauiones la funión de
oste es invariante al esalado.
Las euaiones de Kruppa exhiben algunos problemas: movimientos degenerados (si no hay rotaión
entre las ámaras, entones las euaiones de Kruppa no aportan ninguna restriión) y estimaiones
menos ables que otros métodos basados en otros oneptos que impongan restriiones. Por ejemplo
el método de las euaiones de Kruppa on varias imágenes no impone que el plano soporte para la
ónia del espaio de la ual se estiman sus imágenes sea únio. Por eso se estudian otros métodos de
estimaión.
7.5. La restriión unimodular
El plano del innito para ámaras on mismos parámetros intrínseos y movimientos no degenerados
se puede hallar a través de la restriión unimodular, euaión polinómia en las oordenadas de π∞.
La restriión unimodular arma que la homografía de innito H
i
∞ de ámaras on idéntios parámetros
intrínseos es onjugada de una rotaión, salvo proporionalidad, por lo tanto todos sus autovalores son
del mismo módulo. De heho se umple que H
i
∞ = µKRK
−1
, así que los autovalores son {µ, µeiθ, µe−iθ},
omo orresponde a una rotaión y esalado, § 5.2.1.
Para hallar los autovalores hay que alular el polinomio araterístio de la matriz H
i
∞, que ontiene
una parametrizaión del plano del innito, π∞.
det(Hi∞ − λI) = aλ3 + bλ2 + cλ+ d
La restriión unimodular impone que las raíes de esta euaión sean del mismo módulo: |λ1| =
|λ2| = |λ3|(= µ). Desarrollando la expresión anterior, se llega a la euaión:
ac3 = b3d
La restriión unimodular se puede esribir omo una euaión de grado 4 en los elementos del plano
del innito. Cada par de ámaras genera una euaión de este tipo. Busando las soluiones de es-
tas euaiones se obtiene π∞. Para más detalles, se remite al letor a las referenias [27℄ y [1, pág. 458℄.
La funión de oste del algoritmo que se ha desarrollado se resume en los siguientes pasos: dadas m
matries de proyeión P
i
y un plano andidato a ser plano del innito,
1. Calular la homografía de innito de ada ámara, H
i
∞.
2. Hallar los autovalores de H
i
∞.
3. Calular un oste sobre la relaión de módulos de los autovalores. Sumar todos los ostes par-
iales.
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La funión de oste, inspirada en [9℄ al igual que se explia en § 7.22, asigna a un plano andidato el
valor:
c1(plano) =
m∑
k=1
3∑
p,q=1
p6=q
(∣∣∣∣∣λkpλkq
∣∣∣∣∣− 1
)2
(7.9)
Si se expande la expresión anterior para mayor laridad, se obtienen 6 términos para ada k, omo
en (7.23). Este oste es invariante a esalado y admite una funión modelo, similar a la expresada en
(7.8.4.1).
f : plano ≡ P→ X̂ ≡
[
X̂
⊤
1 · · · X̂
⊤
k · · · X̂
⊤
m
]⊤
on
X̂k =
[∣∣∣∣λk1λk2
∣∣∣∣− 1, ∣∣∣∣λk1λk3
∣∣∣∣− 1, ∣∣∣∣λk2λk1
∣∣∣∣− 1, ∣∣∣∣λk3λk1
∣∣∣∣− 1, ∣∣∣∣λk2λk3
∣∣∣∣− 1, ∣∣∣∣λk3λk2
∣∣∣∣− 1 ]⊤ (7.10)
El vetor de medidas objetivo es el nulo, ya que la soluión se obtiene uando el oste vale ero.
Este algoritmo de la restriión unimodular es, omo muhos algoritmos, sesgado en la primera ámara
porque se suele elegir que la primera matriz de proyeión sea P
1 = [I | 0], omo en § 7.2.3. Así se
simplia la homografía que atualizaión la reonstruión.
7.6. Cuádria Absoluta Dual
7.6.1. Algoritmo 1
El algoritmo de Triggs [15℄ es un lásio para estimar la uádria absoluta dual Q
∗
∞ y la DIAC. Se
basa en la propiedad de proyeión de la uádria absoluta dual en el plano de la imagen:
ω∗i ∼ PiQ∗∞Pi⊤ (7.11)
En la itada referenia se proponen dos algoritmos para ámaras on los mismos parámetros intrínse-
os: uno uasi-lineal que requiere m = 4 ámaras y otro no lineal, que funiona on m = 3 o más
ámaras; pero ambos se basan en el mismo prinipio.
Si se desea explotar la euaión (7.6) hay que eliminar el fator de proporionalidad. En los algoritmos
de álulo de homografías y de la matriz de proyeión lo onseguíamos por medio del produto
vetorial x ∼ PX⇒ x× PX = 0. En este aso apliamos el mismo onepto:
ω∗ × (PiQ∗∞Pi⊤) = 0 (7.12)
sin embargo, no tiene signiado de produto vetorial ya que el produto vetorial es una operaión
que sólo existe para vetores en R
3
, aunque la llamaremos así. Desarrollando la anterior euaión en
funión de los elementos de las matries simétrias 3× 3 que intervienen, se llega a:
ω∗AB(PiQ∗∞P
i⊤)CD − ω∗CD(PQ∗∞P⊤)AB = 0 (7.13)
Cada ámara proporiona
(
6
2
)
= 15 euaiones bilineales (5 linealmente independientes) en los 10+6 =
16 elementos de ω∗ y Q∗∞, uyos oeientes son uadrátios en los elementos de las matries de proye-
ión (datos).
Dadas m ámaras, ambos algoritmos utilizan las 15m euaiones, para evitar elegir 5 por ámara y
que se produzan asos degenerados. La soluión es minimizar el oste algebraio que india ómo se
verian las euaiones. El método no lineal utiliza algoritmos de optimizaión numéria on restri-
iones, mientras que el algoritmo lineal utiliza una fatorizaión basada en la SVD. Sólo el método no
lineal impone la ondiión de rango 3 de la uádria absoluta dual (det Q∗∞ = 0) mientras se realiza
la optimizaión, lo que le onere mayor estabilidad que el método lineal. En el algoritmo lineal, es
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posible imponer esta ondiión a posteriori, según se ha expliado en § 7.3.
Una vez que se onoe la DIAC, es inmediato alular la matriz de parámetros intrínseos K me-
diante la desomposiión de Cholesky. También es posible onstruir la homografía que atualiza la
reonstruión en una de semejanza a partir de la desomposiión en autovalores y autovetores de la
matriz de la uádria absoluta dual.
Q
∗
∞ ∼ VΛV⊤ ∼ Hdiag(1, 1, 1, 0)H⊤ (7.14)
donde H = VΛ1/2 es el ambio que hay que apliar: PM = PH y XM = H
−1
X. Las olumnas de H
onstituyen una base eulídea en oordenadas homogéneas (3 direiones ortogonales y un origen de
oordenadas).
Algoritmo lineal
En presenia de ruido la euaión (7.12) no se veriará de forma exata, sino on ierto error,
ǫi = ω
∗ × (PiQ∗∞Pi⊤) ∈ R15. Paree lógio plantear el problema de minimizar la norma del vetor de
error (para todas las ámaras) por mínimos uadrados.
mı´n
ω∗,Q∗
∞
m∑
i=1
‖ǫi‖2 =
m∑
i=1
‖ω∗ × (PiQ∗∞Pi⊤)‖2
Además, para que la anterior funión de oste sea invariante al esalado, se deben normalizar (por
ejemplo a norma Frobenius unidad) las matries ω∗, Q∗∞ y P
i
.
Como ω∗ y Q∗∞ son matries simétrias, podemos quedarnos on las partes triangulares superiores sin
perder informaión y expresarlas en forma de vetores q
∗ ∈ R10 y ω ∈ R6 (de ahí los números 6 y 10).
Como bien se ha indiado, las euaiones (7.13) son bilineales en esos 16 elementos que forman la ω∗
y Q
∗
∞. Esto signia que se pueden expresar de forma lineal en los elementos del produto tensorial de
las dos matries: Q
∗⊗ω∗, que lo expresamos mediante el produto matriial de un vetor olumna por
un vetor la: G = q∗ω⊤ de dimensiones 10 × 6. Esta matriz se puede reordenar en forma de vetor
g ∈ R60, de tal forma que las euaiones (7.13) se expresan en forma estándar Ag = 0, donde A es la
matriz de diseño. Como bien se ha diho y es habitual, si hay ruido el problema se transforma en:
mı´n
g
‖Ag‖2 sujeto a ‖g‖ = 1
Este es el problema lásio, de los poos que sabemos resolver, uya soluión se obtiene mediante
la SVD de A = U
A
D
A
V
⊤
A
: el oste del ajuste es el menor valor singular de A y el g, que odia la
informaión de ω∗ y Q∗∞, es el vetor singular dereho asoiado (última olumna de VA).
Ya se onoe la matriz G, ahora hay que haer que se orresponda on el produto tensorial de q
∗
y
ω⊤, ya que en la optimizaión lineal anterior no se ha impuesto que el vetor soluión g umpla las
restriiones propias de provenir de un produto tensorial omo el onsiderado. Para extraer q
∗
y ω⊤
se toma la matriz de rango 1 que mejor aproxima la matriz G en norma induida. Si no hubiese ruido,
la matriz G sería de rango 1, por eso se toma esta aproximaión. Una medida que india la bondad
del ajuste es el valor del segundo valor singular de G, que omo se ha diho, teóriamente debería ser
ero.
Esto se resuelve mediante la SVD de G = U
G
D
G
V
⊤
G
. El vetor de seis elementos que odia la DIAC
es la primera olumna de la matriz V
G
(vetor singular dereho asoiado al mayor valor singular),
mientras que el vetor de 10 elementos que odia la matriz Q
∗
∞ es la primera olumna de UG (vetor
singular izquierdo asoiado al mayor valor singular).
El ultimo paso del algoritmo onsiste en pasar de notaión vetorial a notaión matriial y mirar
hasta qué punto se umplen las restriiones propias del problema: la singularidad de la uádria dual
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estimada. Una medida de la bondad del umplimiento de la restriión es el menor valor singular de
la uádria estimada.
El algoritmo no está muy bien expliado en el artíulo de referenia y espero haber iluminado un poo
más su desarrollo. Resumamos el itado algoritmo:
1. Construir la matriz de diseño A a partir de las matries de proyeión, siguiendo la estrutura
lineal de las euaiones en los elementos de g = q∗ω⊤
2. Hallar la soluión SVD de A = U
A
D
A
V
⊤
A
. El vetor g soluión es la última olumna de V
A
, el oste
es el menor valor singular, σ
An = mı´n{diag(DA}).
3. Pasar de notaión vetorial a notaión matriial g 7→ G.
4. Hallar la SVD de G = U
G
D
G
V
⊤
G
. La uádria estimada es la la primera olumna de U
G
: q
∗ = U
G
(:, 1).
La DIAC estimada es la primera olumna de V
G
: ω = V
G
(:, 1). El oste del ajuste en este paso
en el segundo valor singular de σ
G2.
5. Pasar de notaión vetorial a euaión matriial ω 7→ ω∗ y q∗ 7→ Q∗.
6. Analizar la uádria: el menor valor singular da una medida de la singularidad de la matriz.
Proyetar la uádria sobre el espaio de las matries de rango 3, anulando el último valor
singular de Q
∗
, para que sea Q
∗
∞.
7. Calular la matriz de parámetros intrínseos K a partir de la DIAC, mediante la desomposiión
de Cholesky: ω∗ = KK⊤.
8. Calular la homografía H que atualiza la reonstruión a una de semejanza a partir de Q
∗
∞.
H = VΛ1/2, siendo Q∗∞ ∼ VΛV⊤ la desomposiión en autovalores y autovetores.
Algoritmo no lineal
El objetivo del algoritmo no lineal es minimizar la misma funión de oste, pero imponiendo una
restriión adiional:
mı´n
ω∗,Q∗
∞
m∑
i=1
‖ǫi‖2 =
m∑
i=1
‖ω∗ × (PiQ∗∞Pi⊤)‖2 sujeto a det Q∗∞ = 0
Este algoritmo también admite una funión modelo, ya que el oste se puede expresar omo la norma
de un vetor de error y el vetor de medidas objetivo es el nulo.
f : (ω∗, Q∗) ≡ P −→ ǫ = [ǫ⊤1 · · · ǫ⊤i · · · ǫ⊤m]⊤
Se debe proporionar a la funión los datos auxiliares (las matries de proyeión P
i
) y la funión de
oste se puede alular a partir de esta funión modelo:
oste = ‖0− f(P)‖2 = ‖ǫ‖2 =
m∑
i=1
‖ǫi‖2
El algoritmo de optimizaión basado en la programaión seuenial uadrátia (SQP) es el enargado
de imponer las restriiones, pero neesita onoer la forma de éstas. Este algoritmo se explia en
§ 7.9.1.1. Además, durante la optimizaión se imponen dos restriiones sobre el fator de esala de la
ónia dual y la uádria absoluta dual estimadas.
Para que los algoritmos de esta seión y la siguiente sean prátios numériamente es indispensable
realizar una normalizaión afín de los datos antes de alular las matries de proyeión P
i
o apliar una
transformaión similar a las matries de proyeión que ya se disponen para equilibrar las euaiones
(7.13). La justiaión se enuentra en el propio artíulo [15℄.
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7.6.2. Algoritmo 2
Hay una forma de onstruir la uádria absoluta dual, imponiendo la restriión de rango 3, si son
onoidos el plano del innito y la matriz de parámetros intrínseos. Esto es posible siguiendo el
resultado de § 7.2.3. Si la primera matriz de proyeión es la anónia P1 = [I | 0], se utiliza la
homografía de la e. (7.5) para atualizar la reonstruión. En una reonstruión proyetiva, la
uádria absoluta dual se puede desomponer de la forma Q
∗
∞ = H diag(1, 1, 1, 0)H
⊤
, (omo se ha visto
en la e. (7.14)). Desarrollando esta expresión:
Q
∗
∞ = Hdiag(1, 1, 1, 0)H
⊤ =
[
K
1
K
1⊤ −K1K1⊤p
−p⊤K1K1⊤ p⊤K1K1⊤p
]
=
[
ω∗1 −ω∗1p
−p⊤ω∗1 p⊤ω∗1p
]
(7.15)
donde π∞ = (p⊤, 1)⊤.
Así que dados un plano y una matriz de parámetros intrínseos, podemos alular la supuesta DIAC
ω∗ = KK⊤ y también la supuesta uádria absoluta dual (7.15). Si disponemos de una alibraión
proyetiva P
i
, podemos minimizar la misma funión de oste que el algoritmo de Triggs, pero on
esta nueva parametrizaión y sin neesidad de utilizar la SQP, sino ténias estándar de optimizaión,
omo el algoritmo de Levenberg-Marquardt. Como estamos suponiendo ámaras iguales, K
1 = K.
mı´n
π∞,K
m∑
i=1
∣∣∣∣∣∣∣∣KK⊤ × (Pi [ KK⊤ −KK⊤p−p⊤KK⊤ p⊤KK⊤p
]
P
i⊤
)∣∣∣∣∣∣∣∣2
El vetor de parámetros tiene 3 oordenadas del plano del innito y los 5 parámetros que denen la
matriz de parámetros intrínseos, K, y omo se ha diho, los 8 parámetros pueden variar libremente y
seguimos imponiendo la restriión de singularidad de la uádria absoluta dual. La funión modelo
tiene la misma salida que el algoritmo anterior, pero distinta parametrizaión:
f : (π, K) ≡ P −→ ǫ = [ǫ⊤1 · · · ǫ⊤i · · · ǫ⊤m]⊤
Este método es muy pareido al que publiaron Heyden y Åström en [23℄.
7.6.3. Algoritmo 3
Una pequeña variaión que se puede haer sobre el anterior algoritmo es onservar el planteamiento,
pero ambiar la funión de oste: minimizar la resta unitaria de DIACs.
Denimos la distania esféria de dos matries A y B del mismo tamaño omo:
de(A, B) = mı´n
{∣∣∣∣ A‖A‖F − B‖B‖F
∣∣∣∣ , ∣∣∣∣ A‖A‖F + B‖B‖F
∣∣∣∣} = mı´n {|UF (A)− UF (B)| , |UF (A) + UF (B)|}
donde el operador unitarizar en norma Frobenius, UF (·), asigna a una matriz su matriz proporional
de norma unidad y orientada en el mismo sentido UF (A) = A/‖A‖F (no UF (A) = −A/‖A‖F ). En general,
la distania esféria se puede apliar a ualquier par de vetores de la misma dimensión. Aquí se ha
partiularizado la deniión para las matries, uyos elementos se pueden disponer en forma de vetor.
Con esta deniión, la funión de oste se expresa:
mı´n
π∞,K
m∑
i=1
d2e
(
KK
⊤, Pi
[
KK
⊤ −KK⊤p
−p⊤KK⊤ p⊤KK⊤p
]
P
i⊤
)
.
En el aso onsiderado, las matries A y B son simétrias, luego se puede restringir la resta a los 6
elementos que forman la parte triangular superior, sin añadir redundania.
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La nueva funión modelo tiene el mismo vetor de parámetros (3 oordenadas de π∞ y 5 parámetros
de K), mientras que el vetor de medidas ya no es de dimensión 15m, sino 9m(resta de matries 3× 3)
o 6m (resta de partes triangular superior). Este método es uno de los reogidos en [1℄.
Generalizaión. Los dos últimos algoritmos no lineales son inmediatamente generalizables al aso de
ámaras on parámetros variables. Si P
1 = [I | 0], entones, las euaiones ω∗i ∼ PiQ∗∞Pi⊤ se pueden
esribir:
K
i
K
i⊤ ∼
(
P
i
[
K
1
K
1⊤ −K1K1⊤p
−p⊤K1K1⊤ p⊤K1K1⊤p
]
P
i⊤
)
Se pueden minimizar las mismas funiones de oste (produtos vetoriales de DIACs o restas unitarias
de DIACs), pero ambiando el vetor de parámetros sobre el que se optimiza, el ual inluye los, a
lo sumo, 5m parámetros de las Ki más los tres parámetros del plano del innito (p). El vetor de
parámetros se puede reduir si se onoen restriiones internas de las ámaras.
7.7. Algoritmo de Hartley
El algoritmo de este apartado se explia en [6℄. Pongamos la funión de oste a minimizar y a ontin-
uaión expliquemos de dónde se dedue:
m∑
i=1
‖αiXi − I‖2 (7.16)
Utilizando una vez más el resultado de § 7.2.3. Si la primera matriz de proyeión es la anónia
P
1 = [I | 0], se utiliza la homografía de la e. (7.5) para atualizar la reonstruión. Supongamos que
las matries de proyeión en la referenia proyetiva se expresan: P
i = [Ai | −Aiti] y queremos llegar
a las matries métrias P
i
M = P
i
H = K[Ri | −RiC˜i]. Realiemos el produto PiH:
P
i
H = [Ai | −Aiti]
[
K 0
−p⊤K 1
]
= [AiK+ Aitip⊤K | −Aiti] = [Ai(I+ tip⊤)K | −Aiti]
e identiquemos elementos on P
i
M. De la última olumna de las matries no se puede extraer informa-
ión alguna en un primer momento, en ambio, la submatriz formada por las tres primeras olumnas
tiene restriiones que se pueden (y deben) explotar.
A
i(I+ tip⊤)K ≈ KRi (7.17)
Ya falta menos: tomemos la desomposiión QR de la submatriz, A
i(I+tip⊤)K ∼ Ki′Ri. A ontinuaión
se alulan las matries Xi = K
−1
K
i′
, ∀i. Para la primera matriz de proyeión es obvio que X1 = I,
para las demás ámaras, si los K y p andidatos umplen la aproximaión (7.17), entones se veriará
Xi ≈ I. Así que una funión de oste puede indiar uánto se alejan las matries Xi respeto de la
identidad y esa es (7.16).
Como se trabaja en oordenadas homogéneas, se inluye el fator de proporionalidad αi. El subíndie
i = 1, . . . ,m podría empezar en la ámara 2, pero se deja así porque en los anteriores algoritmos
tampoo se ha ambiado. La hipótesis de que la primera matriz de proyeión es la anónia y la
homografía H es (7.5) implia que suponemos que la primera ámara no tiene errores: de ahí el sesgo
de estos algoritmos porque no tratan por igual a todas las ámaras. A mi juiio paree más ómodo
minimizar la distania esféria (resta unitaria) de matries, ya que así se evita seguir la pista de los
fatores de proporionalidad αi.
mı´n
p,K
m∑
i=1
d2e(Xi, I) (7.18)
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7.8. Horópteras
Esta seión está dediada a los algoritmos de autoalibraión basados en la urva horóptera que se
dene entre ada par de ámaras. La referenia básia es [9℄.
La seión se estrutura de la siguiente manera: primero se dene la horóptera asoiada a un par de
ameras, después se itan sus propiedades más relevantes, a ontinuaión se ontempla la forma de
parametrizar una horóptera y de relaionarla on las matries de proyeión; se muestra qué efeto
tiene una homografía del espaio sobre una horóptera y por último se explian tres algoritmos de
estimaión de objetos de autoalibraión para reuperar la estrutura eulídea del espaio.
Deniión
Dado un par de matries de proyeión, podemos alular el onjunto de puntos del espaio que se
ven igual desde las dos ámaras (se proyetan en puntos de iguales oordenadas en ambas imágenes
x = x′). Este onjunto de puntos es una horóptera: una urva úbia del espaio, llamada úbia
alabeada (twisted ubi).
7.8.1. Propiedades de la horóptera
Presentamos varias de las propiedades de la horóptera sin demostrarlas; muhas de ellas no servirán
para interpretar la geometría de la disposiión de ámaras y para reuperar la estrutura eulídea del
espaio mediante la estimaión de los objetos de autoalibraión.
Figura 7.4: Cúbia alabeada
La horóptera pasa por los entros de proyeión de las dos ámaras que la denen.
Debido a la propiedad anterior, la proyeión de la horóptera en el plano de la imagen es una
ónia: disminuye un grado (de 3 a 2). Diha ónia es la parte simétria de la matriz fundamental
entre ambas ámaras: F
S
= (F+ F⊤)/2.
Cualquier horóptera orta a un plano en tres puntos, por ser una úbia. Los puntos de orte
provienen de la soluión de una euaión de terer grado.
La horóptera orta al plano del innito π∞ en un punto real y dos omplejos onjugados, de
forma que:
• los puntos omplejos onjugados están sobre la ónia absoluta Ω∞ y el primero es el polo
respeto de ésta de la reta que une a los anteriores.
• El punto real es la direión del eje de rotaión del movimiento entre las dos ámaras.
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• La reta que une los puntos omplejos onjugados (la polar del punto real) da la direión
del haz de planos perpendiulares al eje de rotaión.
• Los parámetros que apliados a la parametrizaión de la horóptera denen estos puntos
tienen el mismo módulo.
La horóptera es asintótia al eje del movimiento y está sobre un ilindro de base irular.
El teorema de Steiner se aplia a la twisted ubi. Es una forma de parametrizar la horóptera.
Supongamos la situaión en la que tenemos dos haes de retas en P3 y estableemos una
homografía que relaiona los dos haes: unas retas on sus transformadas por la homografía.
En general, una reta y su transformada no se ortarán, sino que se ruzarán. Pero hay pares de
retas orrespondientes que sí se ortan en un punto. Diho punto está sobre la úbia alabeada
(horóptera).
Si los haes son los de los rayos que salen de los entros óptios de las dos ámaras y la homo-
grafía es la induida por el movimiento de la ámara, entones hallamos la horóptera de nuestra
apliaión.
Casos degenerados
• En un movimiento de traslaión y rotaión de 0 ó π, la horóptera degenera en el plano del
innito: los puntos que se ven igual desde las dos ámaras son, preisamente, los del plano
del innito.
• Cuando onsideramos ámaras planas (su movimiento es el que tendría si se moviera sobre
una mesa), la horóptera degenera en una reta y una irunferenia. La reta es la denida
por el eje de rotaión del movimiento entre las dos ámaras. La irunferenia onsiderada
omo ompleta, pasa por los entros óptios de las ámaras y está relaionada on el aro
apaz del segmento que une los entros óptios.
7.8.2. Relaión de la horóptera on las matries de proyeión
La representaión paramétria que se ha elegido para una horóptera es el siguiente produto matriial:
X1
X2
X3
X4
 = H

1
θ
θ2
θ3
 =

H11 +H12θ +H13θ
2 +H14θ
3
H21 +H22θ +H23θ
2 +H24θ
3
H31 +H32θ +H33θ
2 +H34θ
3
H41 +H42θ +H43θ
2 +H44θ
3
 (7.19)
Lo podemos resumir en
h(θ) = HΘ (7.20)
La fórmula que alula la matriz de la horóptera H asoiada a un par de proyeiones es.
h(θ) = ker(P1 − θP2) (7.21)
7.8.3. Transformaión proyetiva de una horóptera y orte on pi∞
Los puntos de orte de la horóptera on el plano del innito vienen determinados por los valores del
parámetro θ soluión de la euaión:
π⊤∞h(θ) = 0
Si ahora se aplia una homografía arbitraria G a los datos (matries de proyeión eulídeas), se
obtienen nuevas matries de proyeión y otra expresión de la horóptera:
h˜(θ) = ker(P1G− θP2G) = ker((P1 − θP2)G) = G−1h(θ)
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Figura 7.5: La horóptera asoiada a un par de ámaras
La última igualdad se dedue de la equivalenia
(P1 − θP2)h(θ) = 0⇔ (P1 − θP2)G G−1h(θ) = 0
Sustituimos la nueva expresión de la horóptera, h(θ) = Gh˜(θ), en la euaión de inidenia on el
plano del innito:
π⊤∞h(θ) = π
⊤
∞Gh˜(θ) = π˜
⊤
∞h˜(θ) = 0
donde se dedue que
π˜⊤∞ = π
⊤
∞G π˜∞ = G
⊤π∞
En el maro eulídeo, π∞ = (0, 0, 0, 1)⊤, así que π˜∞ es la uarta la de la matriz G, la homografía que
transforma lo eulídeo en lo proyetivo.
También se podía haber razonado de otro modo, mirando la ondiión de pertenenia de un punto al
plano del innito en las dos referenias. Los puntos 3D se transforman al ontrario que las matries
de proyeión, omo se india en § 6.6.3. Así que
π⊤∞X = π
⊤
∞G G
−1
X = π˜⊤∞X˜ = 0
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7.8.4. Algoritmo 1: horópteras y la Restriión Unimodular
En los algoritmos que utilizan horópteras suponemos que las ámaras son idéntias: mismos parámet-
ros intrínseos K y distintas rotaiones y traslaiones. Partimos de una alibraión proyetiva de las
ámaras y queremos llegar a una alibraión eulídea.
El objetivo de esta seión es disutir el primer algoritmo propuesto en [9℄, que es la versión de la
restriión unimodular expresada mediante la propiedad de los parámetros de los puntos de orte de
las horópteras entre ada par de ámaras on el plano del innito: todos estos parámetros tienen el
mismo módulo.
7.8.4.1. Algoritmo ompleto
Este algoritmo es el primero propuesto en [9℄. Inluye 6 términos de oste por ada terna de puntos
de orte de un plano de prueba on ada horóptera.
Para un plano ualquiera, hallamos los tres instantes de orte on ada horóptera k-ésima: {θk1 , θk2 , θk3}.
Estos tres instantes de orte se obtienen de resolver una euaión de terer grado, que puede tener
tres soluiones reales o una soluión real y dos omplejas onjugadas. Ordenemos las raíes para que
θk1 siempre sea una raíz real y {θk2 , θk3} sean las otras raíes, normalmente omplejas onjugadas. En
aso de tres raíes reales, se ordenan en orden reiente.
Para n ámaras, hay NH =
(
n
2
)
= n(n− 1)/2 horópteras entre pares de ámaras, lo que proporiona(
n
2
)
= n(n− 1)/2 ternas de puntos de orte.
Funión de oste
El plano del innito se obtiene optimizando una funión de oste que asigna a un plano andidato el
valor:
c1(plano) =
NH∑
k=1
3∑
m,n=1
m 6=n
(∣∣∣∣θkmθkn
∣∣∣∣− 1)2 (7.22)
Si se expande la expresión anterior para mayor laridad, se obtienen 6 términos para ada k:
NH∑
k=1
(∣∣∣∣θk1θk2
∣∣∣∣− 1)2+(∣∣∣∣θk1θk3
∣∣∣∣ − 1)2+(∣∣∣∣θk2θk1
∣∣∣∣− 1)2+(∣∣∣∣θk3θk1
∣∣∣∣− 1)2+(∣∣∣∣θk2θk3
∣∣∣∣− 1)2+(∣∣∣∣θk3θk2
∣∣∣∣− 1)2 (7.23)
Funión modelo
Esta funión de oste se puede expresar omo norma de un vetor de error, así que admite una funión
modelo, la ual permite apliar el algoritmo de Levenberg-Marquardt y así failitar la optimizaión.
f : plano ≡ P→ X̂ ≡

X̂1
.
.
.
X̂k
.
.
.
X̂NH

on
X̂k =
[∣∣∣∣θk1θk2
∣∣∣∣− 1, ∣∣∣∣θk1θk3
∣∣∣∣− 1, ∣∣∣∣θk2θk1
∣∣∣∣− 1, ∣∣∣∣θk3θk1
∣∣∣∣− 1, ∣∣∣∣θk2θk3
∣∣∣∣− 1, ∣∣∣∣θk3θk2
∣∣∣∣− 1 ]⊤ (7.24)
El vetor de parámetros P ontiene una parametrizaión de un plano de P3, a partir del ual se
alulan los 3NH puntos de orte on las NH horópteras y sus parámetros, θki , i = 1 . . . 3. Con estos
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parámetros se onstruye el vetor de medidas X̂ de dimensión 6NH , que oinide on el vetor de
error ǫ, puesto que el vetor de medidas objetivo es el vetor nulo. Al denir X̂ de esta forma, su
norma al uadrado es el oste (7.22).
oste = ‖ǫ‖2 = ‖X− X̂‖2 = ‖0− f(P)‖2 = ‖f(P)‖2 =
NH∑
k=1
‖X̂k‖2 =
NH∑
k=1
3∑
m,n=1
m 6=n
(∣∣∣∣θkmθkn
∣∣∣∣− 1)2
Parametrizaiones de un plano de P3
Además de las funiones modelo y de oste, podemos pensar en tres parametrizaiones del plano de
prueba, por lo que en total hay 6 formas distintas de alular el mismo oste. Las parametrizaiones
son las siguientes:
Coordenadas homogéneas. plano = u = (u1, u2, u3, u4)
⊤
, salvo esalado: ‖u‖ = 1.
Coordenadas esférias del plano, es deir, expresar las oordenadas del plano omo un punto
sobre la esfera S3, que es una doble ubierta de P3. plano = ϕ = (ϕ1, ϕ2, ϕ3)
⊤
, on 0 ≤ ϕ1 ≤ 2π,
0 ≤ ϕ2 ≤ π, 0 ≤ ϕ3 ≤ π.
Instantes de orte reales del plano on 3 horópteras (habitualmente, las tres primeras). plano =
t = (t1, t2, t3)
⊤ = (θ11 , θ
2
1, θ
3
1)
⊤
.
Las dos últimas son parametrizaiones mínimas, es deir, que emplean el mínimo número de parámet-
ros (tres números), mientras que la primera es una sobreparametrizaión porque utiliza 4 números,
salvo un grado de libertad por el esalado.
7.8.4.2. Algoritmo simpliado
Este algoritmo es una simpliaión del anterior porque sólo inluye 2 de los 6 términos de oste de
(7.22) por ada horóptera.
Supongamos que los instantes de orte de las horópteras {θk1 , θk2 , θk3} son raíes tales que θk1 siempre
es real y {θk2 , θk3} son omplejas onjugadas: nuna se da el aso de tres raíes reales. Bajo estas
suposiiones, los dos últimos términos de oste de (7.23) son siempre ero. Este algoritmo no penal-
iza el aso de tres instantes de orte reales entre un plano y una horóptera, sin embargo no es una
situaión habitual, ni siquiera si se iniializa suponiendo ámaras ortogonales. Además, se ha ompro-
bado que numériamente basta on minimizar utilizando los dos primeros términos del oste de (7.23).
Funión de oste
La funión de oste (7.22) queda simpliada:
c˜1(plano) =
NH∑
k=1
(∣∣∣∣θk1θk2
∣∣∣∣− 1)2 + (∣∣∣∣θk1θk3
∣∣∣∣− 1)2 (7.25)
Funión modelo
La funión modelo también se simplia. Lo únio que hay que ambiar es el vetor X̂k on los términos
de oste de ada horóptera.
X̂k =
[∣∣∣∣θk1θk2
∣∣∣∣− 1, ∣∣∣∣θk1θk3
∣∣∣∣− 1]⊤
El vetor de medidas X̂ tiene dimensión 2NH . La norma al uadrado del vetor X̂ es el oste (7.25).
oste = ‖ǫ‖2 = ‖X− X̂‖2 = ‖0− f(P)‖2 = ‖f(P)‖2 =
NH∑
k=1
‖X̂k‖2 =
NH∑
k=1
(∣∣∣∣θk1θk2
∣∣∣∣− 1)2 + (∣∣∣∣θk1θk3
∣∣∣∣− 1)2
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Este algoritmo también admite las tres parametrizaiones dadas en § 7.8.4.1 para el plano de prueba
(andidato a plano del innito).
7.8.5. Algoritmo 2: horópteras y la Cónia Absoluta
El segundo algoritmo es el segundo propuesto en [9℄ y onsiste en utilizar las propiedades de los puntos
de orte de las horópteras entre ada par de ámaras on el plano del innito, para hallar éste y la
ónia absoluta. Se neesitan omo mínimo 3 ámaras (2 horópteras).
Para un plano ualquiera y n ámaras hay NH = n(n − 1)/2 ternas de puntos de orte on las
horópteras. Con todos estos puntos y las propiedades de polaridad y pertenenia a la ónia absoluta,
queremos estimar la ónia que mejor se ajusta. Diremos que esta ónia es la andidata a ser ónia
absoluta Ω∞. Además, se deben veriar otras restriiones: la matriz de Ω∞ debe tener todos sus
autovalores del mismo signo (positivos), para que sea semejante a la matriz identidad.
Según se explia en [9℄, en lugar de estimar la ónia absoluta, proyetaremos las ternas de puntos
de orte sobre el plano virtual de la retina a través de las n matries de proyeión (porque todas las
ámaras omparten la misma matriz de parámetros intrínseos). Con todos estos puntos de orte, se
estima la IAC o PAC que mejor se ajusta a las propiedades de pertenenia y polaridad, puesto que
éstas son preservadas por la proyeión. Una araterístia relevante de la geometría del problema es
que la ónia absoluta Ω∞ se proyeta sobre la misma ónia ω independientemente de la matriz de
proyeión. Hay una sola IAC, puesto que hay una sola matriz de parámetros intrínseos.
El problema es: dadas varias ternas de puntos en un plano (uno real y dos omplejos onjugados),
proyetar los puntos sobre el plano virtual de la retina y alular la ónia que mejor se ajusta según
las propiedades que debe veriar ada terna (dos de polaridad y dos de pertenenia). La ónia esti-
mada es la andidata a IAC.
p
q1
q2
C
polar
C p
Figura 7.6: Conguraión básia de una terna de puntos de orte, respeto de la ónia a estimar
El ajuste de la ónia se realiza mediante un algoritmo lineal y se puede haer tanto en su versión de
autovalores omo en la de valores singulares.
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7.8.5.1. Expliaión del ajuste
En P2, una ónia está representada por una matriz C simétria y de 3× 3.
C =
 c11 c12 c13c12 c22 c23
c13 c23 c33

La euaión que veria un punto q que pertenee a la ónia es q
⊤Cq = 0. Las oordenadas de la
polar de un punto p son l = Cp, es deir, l⊤ = p⊤C⊤ = p⊤C y la ondiión que veria un punto q
sobre diha reta l es l
⊤
q = p⊤Cq = 0.
Dados los 3 puntos de la terna, se deben veriar 4 euaiones lineales en los elementos de la ónia.
(p,q1,q2) −→

q
⊤
1 Cq1 = 0
q
⊤
2 Cq2 = 0
p
⊤Cq1 = 0
p
⊤Cq2 = 0
Las dos primeras reejan la pertenenia de los puntos omplejos onjugados a la ónia absoluta Ω∞
y las dos segundas representan la relaión de polaridad entre el punto real y los dos omplejos onju-
gados, respeto de la misma ónia.
Además, omo venimos diiendo, q2 = q
∗
1.
La relaión x
⊤Cy = 0 se puede poner en forma de produto matriial de vetores. Sean x =
(x1, x2, x3)
⊤
, y = (y1, y2, y3)
⊤
y llamemos
µ
xy
≡ µ(x,y) = [x1y1 x1y2 + x2y1 x1y3 + x3y1 x2y2 x2y3 + x3y2 x3y3]⊤
Además, se veria
µ(x∗,y∗) = µ∗(x,y) ≡ µ∗
xy
(7.26)
Entones, las ondiiones se traduen en:
q
⊤
i Cqi = µ
⊤
qi qi
 = 0 i = 1 . . . 2
p
⊤Cqi = µ
⊤
pqi
 = 0 i = 1 . . . 2
 = [c11 c12 c13 c22 c23 c33]
⊤
es la ónia, representada por un vetor de 6× 1.
7.8.5.2. Enfoque basado en autovalores
En el aso de datos ruidosos, las ondiiones anteriores no se veriarán de forma exata y se puede
tratar de enontrar la ónia del siguiente problema de minimizaión:
mı´n
C
NH∑
k=1
2∑
i=1
(|q⊤ikCqik|2 + |p⊤k Cqik|2) = mı´n‖‖=1
NH∑
k=1
2∑
i=1
(
|µ⊤
qik qik
|2 + |µ⊤
pk qik
|2
)
(7.27)
siendo NH el número de horópteras.
Podemos desarrollar la expresión anterior para llegar a la onlusión de que queremos minimizar un
polinomio uadrátio en los elementos de  sujeto a la restriión ‖‖ = 1. Diho problema lo podemos
expresar omo
mı´n
‖‖=1
g() = mı´n
‖‖=1

⊤
M
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siendo M una matriz simétria de 6 × 6. Para hallar dónde se alanza el mínimo hay que utilizar los
multipliadores de Lagrange. La funión de Lagrange es:
F (, z) = g() + z(‖‖2 − 1) = ⊤M+ z(⊤− 1)
Si se iguala a ero su gradiente (respeto a  y a z) se obtiene un sistema de euaiones que india los
puntos rítios andidatos a minimizar g sujeta a la restriión ‖‖2 = 1.
0 = ∇F =

∂F
∂
=
∂
∂
(

⊤
M
)
+ z
∂
∂
(

⊤
− 1) = 2M+ 2z
∂F
∂z
= ⊤− 1
De la primera euaión resulta el sistema
M = −z (7.28)
de donde se dedue que  es un autovetor de M on autovalor λ = −z. ¾Qué autovalor esoger? El
que minimiza el oste, que utilizando la segunda euaión, es:

⊤
M = ⊤(−z) = λ⊤ = λ
Como el oste el autovalor, se elige el menor de todos. Así pues, la soluión es el autovetor de M or-
respondiente al menor autovalor. El oste del ajuste es el menor autovalor de M, omo se ha demostrado.
Al ser M una matriz simétria, es no denida negativa, por lo que g() ≥ 0 ∀ 6= 0.
Demo
Desarrollemos la expresión (7.27) y tengamos en uenta que busamos una ónia de oeientes reales,
por lo que 
∗ = .
NH∑
k=1
2∑
i=1
(
|µ⊤
qik qik
|2 + |µ⊤
pk qik
|2
)
=
NH∑
k=1
2∑
i=1
(
(µ⊤
qik qik
)(µ∗⊤
qik qik
) + (µ⊤
pk qik
)(µ∗⊤
pk qik
)
)
=
NH∑
k=1
2∑
i=1
(
(⊤µ
qik qik
)(µ∗⊤
qik qik
) + (⊤µ
pk qik
)(µ∗⊤
pk qik
)
)
=
NH∑
k=1
2∑
i=1
(

⊤
M
qik qik
+ ⊤M
pk qik

)
=

⊤
(
NH∑
k=1
2∑
i=1
(
M
qik qik
+ M
pk qik
))
 =

⊤
(
NH∑
k=1
Mk
)
 =

⊤
M
Hemos llamado
µ
pk qik
µ∗⊤
pk qik
= M
pk qik
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µ
qik qik
µ∗⊤
qik qik
= M
qik qik
Además, se veria que
M
pk q2k
= M∗
pk q1k
M
q2k q2k
= M∗
q1k q1k
por lo que
Mk =
2∑
i=1
(
M
qik qik
+ M
pk qik
)
= 2Re
[
M
q1k q1k
+ M
pk q1k
]
y la matriz M queda al nal:
M =
NH∑
k=1
Mk =
NH∑
k=1
2Re
[
M
q1k q1k
+ M
pk q1k
]
(7.29)
Interpretaión geométria
Se puede ver M omo la matriz de una uádria en P5. Si esta uádria es degenerada, el oste siempre
es ero. Con los datos exatos, M es semidenida positiva: tiene un autovalor nulo y el resto positivos.
Así que omo uádria real es un únio punto (sólo hay una ónia real que se ajuste a los datos). El
resto de puntos de la uádria son omplejos. Con datos ruidosos, M sigue siendo simétria, pero no
tiene por qué tener un autovalor nulo. En prinipio será denida positiva (todos los autovalores serán
positivos) y, omo ya se ha diho, se toma omo oste del ajuste el menor autovalor.
7.8.5.3. Enfoque SVD
Otro enfoque equivalente onsiste en poner las ondiiones que deben veriarse una a ontinuaión
de otra en forma matriial. Si lo haemos para todas las ternas de puntos, obtendremos la matriz de
diseño A, de tamaño 4NH × 6, del sistema homogéneo A = 0.
Ak =

µ⊤
q1k q1k
µ⊤
q2k q2k
µ⊤
pk q1k
µ⊤
pk q2k
 A =

A1
A2
.
.
.
ANH

En el aso de datos exatos ruidosos, no se veriará la anterior euaión matriial, sino que habrá un
vetor de error o residuo A = ǫ, y sería deseable minimizar la norma de diho vetor de error:
mı´n ‖ǫ‖2 = mı´n
‖‖=1
‖A‖2
El problema y su soluión son lásios, similares a los omentados para la matriz fundamental en §
6.2.3.2. La soluión se obtiene mediante la SVD de A = UDV⊤. La ónia  es la olumna de V or-
respondiente al menor valor singular de A, es deir, la sexta olumna. En la apliaión onreta, la
matriz A es ompleja on las dos a dos onjugadas. La matriz V es real (la matriz U, ompleja), por
lo que  es real y la matriz C también.
Todavía se puede simpliar más la matriz A explotando la propiedad de onjugaión de las las, y así
obtener una matriz equivalente, pero de la mitad de las (2NH) y real, por lo que la SVD es menos
ostosa y real.
AR = Re (las impares de A) = Re (las pares de A)
Cada terna de puntos (ada horóptera) ontribuye on dos las a la matriz AR. Para resolver el sistema
homogéneo haen falta, al menos 5 las, por eso son neesarias 3 horópteras omo mínimo para estimar
la ónia.
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7.8.5.4. Equivalenia de los enfoques
Siguiendo un argumento similar al expuesto en § 6.2.3.2 y razonando sobre ambas matries reales, es
deir, utilizando las simpliaiones A = AR y (7.29), se veria:
M = A⊤A (7.30)
Desarrollemos la expresión (7.27) de una forma similar a la demostraión en § 7.8.5.2, sin perder de
vista la restriión ‖‖ = 1.

⊤
M =
NH∑
k=1
2∑
i=1
(|q⊤ikCqik|2 + |p⊤k Cqik|2) =
NH∑
k=1
2∑
i=1
(
|µ⊤
qik qik
|2 + |µ⊤
pk qik
|2
)
=
NH∑
k=1
‖Ak‖2 =
‖A‖2 =

⊤
A
⊤
A
(7.31)
7.8.6. Algoritmo 3: horópteras y la Cuádria Absoluta Dual
En esta seión se explia el algoritmo dual al de la seión § 7.8.5. Aunque no está desrito en ningún
artíulo, está inspirado en el trabajo de Ronda, Valdés y Jaureguizar sobre las horópteras [9℄.
Se asume, al igual que antes, que se parte de una alibraión proyetiva de las ámaras, todas on los
mismos parámetros intrínseos K y distintos parámetros extrínseos.
En lugar de estimar la ónia absoluta Ω∞, se estima su dual: la uádria absoluta dual, Q∗∞. Los
fundamentos del algoritmo son los mismos: las propiedades de los puntos de orte de las horópteras
entre ada par de ámaras on el plano del innito, pero apliados a la uádria absoluta dual. Las
retas que unen un punto de orte real y uno omplejo, V (p,q1) y V (p,q2) son las bases de sendos
haes de planos perteneientes a la uádria absoluta dual. Además, el plano del innito es el núleo
de la uádria absoluta dual.
Q
∗
∞π∞ = 0 (7.32)
Estimaremos la uádria que mejor se ajusta según las anteriores ondiiones. Además, se debe ver-
iar otra restriión: la matriz de Q
∗
∞ debe ser semidenida positiva (o negativa, según el fator de
esala): un autovalor nulo y el resto, positivos.
El problema es: dado un plano π0 y varias ternas de puntos en él (uno real y dos omplejos onju-
gados), hallar los haes de planos on base las retas V (p,qik), i = 1 . . . 2, k = 1 . . .NH . Calular la
uádria Q
∗
que mejor se ajusta a dihos haes de planos sujeta a la restriión Q
∗π0 = 0.
El ajuste de la uádria es un algoritmo lineal (DLT o SVD) on restriiones, en onreto y omo se
verá más adelante, el enfoque SVD enaja on el algoritmo A3.6, [1, pág. 565℄.
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Figura 7.7: Conguraión básia de una terna de puntos de orte y haes de planos, respeto de la
uádria a estimar
7.8.6.1. Expliaión del ajuste
En P3, una uádria de planos está representada por una matriz Q∗ simétria y de 4× 4.
Q
∗ =

q11 q12 q13 q14
q12 q22 q23 q24
q13 q23 q33 q34
q14 q24 q34 q44

La euaión que veria un plano π1 que pertenee a la uádria es π
⊤
1 Q
∗π1 = 0. Las oordenadas del
punto polar de un plano π1 son X = Q
∗π1, es deir, X⊤ = π⊤1 Q
∗⊤ = π⊤1 Q
∗
y la ondiión que veria
un plano π1 que pasa por diho punto X es X
⊤π1 = π⊤1 Q
∗π1 = 0.
El primer paso es obtener los haes de planos a partir de los puntos de orte de las horopteras on el
plano. No hae falta realizar el paso intermedio de obtener las oordenadas de las retas que son las
bases de los haes, pues se pueden alular diretamente dos planos de ada haz.
Supongamos que tenemos una terna de puntos de orte, (p,q1,q2). La matriz W1 de 2 × 4 on las
oordenadas homogéneas de los puntos p y q1 tiene por núleo dos planos del haz (π11, π12), uya
base es la reta V (p,q1). Estos planos se alulan mediante la SVD de W1 (las dos últimas olumnas
de V en W1 = UDV
⊤
).
W1 =
[
p
⊤
q
⊤
1
]
Es fáil de veriar que los planos perteneen al haz, ya que W1π11 = 0 equivale expresar que el plano
π11 pasa por los puntos p, y q1, es deir, p
⊤π11 = 0 y q⊤1 π11 = 0. El plano π12 también pasa por
ambos puntos, ya que W1π12 = 0.
El mismo razonamiento es apliable al otro haz de planos: el que se genera a partir de los puntos p y
q2. Obtenemos dos planos (π21, π22) del haz a partir del núleo de la matriz
W2 =
[
p
⊤
q
⊤
2
]
Los dos haes de planos se pueden expresar omo ombinaión lineal de los planos obtenidos:
π1 = α1π11 + β1π12
π2 = α2π21 + β2π22
(7.33)
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Todo plano de ada haz pertenee a la uádria que queremos estimar, por lo que se debe veriar:
π⊤1 Q
∗π1 = 0 ∀(α1, β1) 6= (0, 0)
π⊤2 Q
∗π2 = 0 ∀(α2, β2) 6= (0, 0)
(7.34)
Como q2 = q
∗
1, se veria
π21 = π
∗
11
π22 = π
∗
12
(7.35)
Un poo de notaión:
La relaión X
⊤
Q
∗
Y = 0 se puede expresar omo produto matriial de vetores.
Sean X = (X1, X2, X3, X4)
⊤
, Y = (Y1, Y2, Y3, Y4)
⊤
oordenadas de puntos o planos en P3, y llamemos
µ
XY
≡ µ(X,Y) =

X1Y1
X1Y2 +X2Y1
X1Y3 +X3Y1
X1Y4 +X4Y1
X2Y2
X2Y3 +X3Y2
X2Y4 +X4Y2
X3X3
X3Y4 +X4Y3
X4Y4

(7.36)
Además, se veria
µ(X∗,Y∗) = µ∗(X,Y) ≡ µ∗
XY
(7.37)
Entones, las siguientes ondiiones son equivalentes:
π⊤i Q
∗πj = µ⊤πi πjq
∗ = 0 ∀(i, j)
q
∗ = [q11 q12 q13 q14 q22 q23 q24 q33 q34 q44]
⊤
es la uádria, en forma de vetor de 10× 1.
7.8.6.2. Enfoque basado en autovalores
Con datos ruidosos, las ondiiones (7.34) no se veriarán de forma exata, por lo que en un primer
momento se pensó en enontrar la uádria del siguiente problema de minimizaión:
mı´n
Q
∗
(
‖Q∗π0‖2 +
NH∑
k=1
2∑
i=1
|πk⊤i Q∗πki |2
)
⇔ mı´n
q
∗
(
‖A0q∗‖2 +
NH∑
k=1
2∑
i=1
|µ⊤πk
i
πk
i
q
∗|2
)
Sin embargo, es fáil imponer la restriión de que el núleo de la uádria estimada sea el plano de
prueba (Q
∗π0), por lo que la funión de oste a minimizar ambia:
mı´n
Q
∗
NH∑
k=1
2∑
i=1
|πk⊤i Q∗πki |2 sujeto a Q∗π0 = 0⇔ mı´n
q
∗
NH∑
k=1
2∑
i=1
|µ⊤πk
i
πk
i
q
∗|2 sujeto a A0q∗ = 0 (7.38)
Al igual que antes, NH es el número de horópteras. La matriz A0 se onstruye a partir de las oorde-
nadas homogéneas del plano π0 = (π01 , π
0
2 , π
0
3 , π
0
4)
⊤
.
A0 =

π01 π
0
2 π
0
3 π
0
4 0 0 0 0 0 0
0 π01 0 0 π
0
2 π
0
3 π
0
4 0 0 0
0 0 π01 0 0 π
0
2 0 π
0
3 π
0
4 0
0 0 0 π01 0 0 π
0
2 0 π
0
3 π
0
4
 (7.39)
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Desarrollando la ondiión (7.38) para un haz de planos, llegamos a que se obtienen 2 ondiiones de
pertenenia y 2 de polaridad (en realidad una sola, que aparee dos vees) respeto de la uádria.
|π⊤1 Q∗π1|2 = |(α1π11 + β1π12)⊤Q∗(α1π11 + β1π12)|2 = 0 ∀(α1, β1) 6= (0, 0)
equivale proyetivamente a
|π⊤11Q∗π11|2 = 0 si β1 = 0
|π⊤12Q∗π12|2 = 0 si α1 = 0
Las anteriores euaiones expresan que los planos que parametrizan el haz perteneen a la uádria.
Teniendo en uenta estas expresiones, existen además relaiones de polaridad si (α1, β1) ∼ (1, ρ1):
|(π11 + ρ1π12)⊤Q∗(π11 + ρ1π12)|2 = |ρ1|2 |π⊤11Q∗π12 + π⊤12Q∗π11|2 = 4|ρ1|2 |π⊤11Q∗π12|2 = 0
Como se debe veriar ∀ρ1, se dedue que se debe umplir
|π⊤11Q∗π12|2 = 0 (7.40)
En ausenia de ruido, las euaiones se verian de manera exata y no importa que la ondiión de
polaridad π⊤11Q
∗π12 apareza dos vees dentro de π⊤1 Q
∗π1. Sin embargo, en presenia de ruido se ha
deidido tener en uenta esa doble apariión y así minimizar algo pareido a (7.38). Tener en uenta
este fator de una forma u otra es equivalente a modiar el problema para que sea de mínimos
uadrados ponderados.
mı´n
Q
∗
|π⊤1 Q∗π1|2 ∀(α1, β1) 6= (0, 0) mı´n
Q
∗
(|π⊤11Q∗π11|2 + |π⊤12Q∗π12|2 + 2|π⊤11Q∗π12|2)
Y se obtiene algo pareido a la expresión (7.38), pero separable
mı´n
q
∗
NH∑
k=1
2∑
i=1
 2∑
j=1
|µ⊤πk
ij
πk
ij
q
∗|2 + 2|µ⊤πk
i1
πk
i2
q
∗|2

sujeto a A0q
∗ = 0 (7.41)
Al igual que en el algoritmo dual, se puede desarrollar la expresión anterior para onluir que pre-
tendemos minimizar un polinomio uadrátio g(q∗), pero esta vez sujeto a dos restriiones: A0q∗ = 0.
mı´n
‖q∗‖=1
g(q∗) sujeto a A0q∗ = 0⇔ mı´n‖q∗‖=1q
∗⊤
Mq
∗
sujeto a A0q
∗ = 0
Esta vez, M es una matriz simétria de 10×10. Mediante el ambio de variable q∗ = A⊥0 q
′∗
se modia
el problema para que sea uno del estilo del resuelto en § 7.8.5.2. Los detalles de la soluión que viene
a ontinuaión están justiados en la siguiente seión. Al realizar el ambio, la expresión anterior
queda:
mı´n
‖q′∗‖=1
(A⊥0 q
′∗)⊤M(A⊥0 q
′∗) = mı´n
‖q′∗‖=1
q
′∗⊤(A⊥0 )
⊤
MA
⊥
0 q
′∗ = mı´n
‖q′∗‖=1
q
′∗⊤
M
′
q
′∗
siendo M
′ = (A⊥0 )
⊤
MA
⊥
0 . En lugar de M y la restriión de A0 se obtiene una matriz M
′
, que inluye la
restriión.
Este problema ya lo sabemos resolver, pues es omo el de § 7.8.5.2. La funión de Lagrange es:
F (q
′∗, z) = q
′∗⊤
M
′
q
′∗ + z(q
′∗⊤
q
′∗ − 1)
Si se iguala a ero su gradiente, se obtiene un sistema de euaiones que india los puntos rítios.
0 = ∇F =

∂F
∂q′∗
=
∂
∂q′∗
(
q
′∗⊤
M
′
q
′∗
)
+ z
∂
∂q′∗
(
q
′∗⊤
q
′∗ − 1
)
= 2M′q
′∗ + 2zq
′∗
∂F
∂z
= q
′∗⊤
q
′∗ − 1
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De la primera euaión resulta el sistema
M
′
q
′∗ = −zq′∗ (7.42)
de donde se dedue que q
′∗
es un autovetor de M
′
on autovalor λ = −z. Se esoge el autovalor que
minimiza el oste, es deir, el menor autovalor:
q
′∗⊤
M
′
q
′∗ = q
′∗⊤(−zq′∗) = λq′∗⊤q′∗ = λ
Soluión: q
′∗
es el autovetor de M
′
orrespondiente al menor autovalor. El oste del ajuste es el menor
autovalor de M
′
. Una vez obtenido q
′∗
, se alula q
∗
a partir del ambio de variable y queda estimada
la uádria.
Demo
Desarrollemos la segunda parte de la expresión (7.41) y tengamos en uenta que busamos una uádria
de oeientes reales, por lo que el onjugado del vetor q
∗
es él mismo. No onfundir el asteriso del
vetor q
∗
, que signia dual on el asteriso de los vetores µ, que signian onjugado.
NH∑
k=1
2∑
i=1
 2∑
j=1
|µ⊤πk
ij
πk
ij
q
∗|2 + 2|µ⊤πk
i1
πk
i2
q
∗|2
 =
NH∑
k=1
2∑
i=1
 2∑
j=1
(µ⊤πk
ij
πk
ij
q
∗)(µ∗⊤πk
ij
πk
ij
q
∗) + 2(µ⊤πk
i1
πk
i2
q
∗)(µ∗⊤πk
i1
πk
i2
q
∗)
 =
NH∑
k=1
2∑
i=1
 2∑
j=1
(q∗⊤µπk
ij
πk
ij
)(µ∗πk
ij
πk
ij
q
∗) + 2(q∗⊤µπk
i1
πk
i2
)(µ∗⊤πk
i1
πk
i2
q
∗)
 =
NH∑
k=1
2∑
i=1
 2∑
j=1
(q∗⊤Mπk
ij
πk
ij
q
∗) + 2(q∗⊤Mπk
i1
πk
i2
q
∗)
 =
q
∗⊤
NH∑
k=1
2∑
i=1
 2∑
j=1
Mπk
ij
πk
ij
+ 2Mπk
i1
πk
i2

q
∗ =
q
∗⊤
(
NH∑
k=1
Mk
)
q
∗ =
q
∗⊤
Mq
∗
Hemos llamado
µπk
ij
πk
ij
µ∗⊤
πk
ij
πk
ij
= Mπk
ij
πk
ij
µπk
i1
πk
i2
µ∗⊤
πki1 π
k
i2
= Mπk
i1
πk
i2
Además, se veria que,
µπk
2j
πk
2j
= µ∗
πk
1j
πk
1j
µπk
21
πk
22
= µ∗
πk
11
πk
12
que implia
Mπk
2j
πk
2j
= M∗
πk
1j
πk
1j
Mπk
21
πk
22
= M∗
πk
11
πk
12
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por lo que
Mk =
2∑
i=1
 2∑
j=1
Mπk
ij
πk
ij
+ 2Mπk
i1
πk
i2
 = 2Re [Mπk
11
πk
11
+ Mπk
12
πk
12
+ 2Mπk
11
πk
12
]
y la matriz M queda, al nal:
M =
NH∑
k=1
Mk =
NH∑
k=1
2Re
[
Mπk
11
πk
11
+ Mπk
12
πk
12
+ 2Mπk
11
πk
12
]
(7.43)
Aunque es muy difíil de ver, Se puede interpretar geométriamente que M es la matriz de una uádria
en P9. Y seguir on el mismo razonamiento que el dado en § 7.8.5.2.
7.8.6.3. Enfoque SVD
Otro enfoque equivalente onsiste en poner las ondiiones que deben veriarse una a ontinuaión
de otra en forma matriial (ondiiones lineales). Si lo haemos para todas las ternas de puntos,
obtendremos la matriz de diseño A, de tamaño 6NH × 10, del sistema homogéneo Aq∗ = 0.
Ak =

µ⊤
πk
11
πk
11
µ⊤
πk
12
πk
12√
2µ⊤
πk
11
πk
12
µ⊤
πk
21
πk
21
µ⊤
πk
22
πk
22√
2µ⊤
πk
21
πk
22

A =

A1
A2
.
.
.
ANH

En el aso de datos exatos ruidosos, no se veriará la anterior euaión matriial, sino que habrá
un vetor de error o residuo Aq
∗ = ǫ, y sería deseable minimizar la norma de diho vetor de error,
a la vez que imponer la ondiión del núleo de la uádria. Aunque es también una ondiión lineal,
no se añade a las las de la matriz A para minimizar su módulo, sino que queremos que siempre se
verique. El problema on restriiones resultante es:
mı´n
‖q∗‖=1
‖Aq∗‖2 sujeto a A0q∗ = 0
La soluión de este problema enaja on el algoritmo A3.6, [1, pág. 565℄. En este aso, la matriz on
restriiones es A0, 4× 10 y de rango 4. Esta matriz tiene un núleo de dimensión 6, así que para que
se verique la restriión se expresa la soluión q
∗
omo ombinaión lineal de una base de ese núleo:
q
∗ = A⊥0 q
′∗
. La matriz A
⊥
0 es 10×6 y sus olumnas son 6 vetores ortonormales que forman la base del
núleo de A0, generan el llamado omplemento ortogonal de A0 y se obtienen mediante la SVD de A0.
Es de notar que ‖q∗‖ = ‖q′∗‖ porque A⊥0 es una matriz on olumnas ortogonales (A⊥0 )⊤A⊥0 = I6×6,
on lo que el problema tiene todos los ingredientes del lásio:
mı´n
‖q′∗‖=1
‖AA⊥0 q
′∗‖2
La soluión de éste último se obtiene mediante la SVD de AA
⊥
0 = UDV
⊤
. El vetor q
′∗
es la olumna
de V orrespondiente al menor valor singular de AA
⊥
0 . Una vez obtenido q
′∗
, el vetor q
∗
se obtiene a
través de la matriz A
⊥
0 .
Como se ha mostrado, ada matriz Ak es ompleja, on las tres últimas las onjugadas de las tres
primeras. Se puede simpliar más la matriz A explotando esta propiedad de onjugaión, para obtener
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una matriz equivalente AR, pero de la mitad de las (3NH) y real, por lo que la SVD es menos ostosa
y real. Simplemente habría que sustituir Ak en las expresiones anteriores por:
Ak = Re

µ⊤
πk
11
πk
11
µ⊤
πk
12
πk
12√
2µ⊤
πk
11
πk
12

7.8.6.4. Equivalenia de los enfoques
De manera similar a lo expliado en § 7.8.5.4, ambos enfoques para la uádria absoluta dual son
equivalentes. Si se onsideran las matries reales M y A (Ak de 3 las), entones se veria la misma
relaión que para el algoritmo de estimaión de la ónia: (7.30).
La equivalenia de los enfoques se ha utilizado para dar la soluión del enfoque de autovalores una
vez onoida la soluión del enfoque SVD.
7.8.6.5. Otros omentarios
Una ventaja de este algoritmo es que estima la uádria absoluta dual, un objeto propio del espaio
proyetivo P3, utilizando todas las oordenadas de los puntos de orte de las horópteras on el plano
del innito. De los haes de planos obtenidos de estos puntos también se utilizan todas las oorde-
nadas. No es neesario poner oordenadas homogéneas en una variedad de P3 o proyetar los puntos
al plano de la retina, omo se hae al estimar la ónia absoluta o su imagen (IAC), respetivamente.
El objeto que queremos estimar, Q
∗
∞, no está ontenido en ninguna variedad lineal del ambiente, al
ontrario que la ónia absoluta Ω∞ o la IAC ω, que ada una está ontenida en un hiperplano de
P3. A pesar de todo, según se demostrará en las pruebas experimentales, es mejor trabajar en las
imágenes, omo realiza el algoritmo 2, on las IACs.
Se ha omprobado que no es fáil imponer penalizaiones en las funiones de oste y que el algoritmo
LM onverja tan rápidamente omo si no estuvieran. Por ejemplo, en el aso del algoritmo 2 de
estimaión de la PAC, no se penaliza la soluión que no es una matriz denida; ni en el algoritmo 3 se
penaliza una uádria soluión que no sea de rango tres o no tenga todos sus autovalores del mismo
signo.
7.9. Calibration Penil
En esta seión se estudian distintas posibilidades de reuperar la estrutura eulídea del espaio me-
diante el Calibration Penil, uya deniión y araterizaión se enuentran en [10℄. También se hae
referenia al artíulo preedente relaionado, [11℄. La gura 4.3 es un dibujo ilustrativo de las retas
que se utilizan para denir el Calibration Penil.
Prátiamente todo el ontenido de la seión son estudios sobre algoritmos no lineales de estimaión
del Calibration Penil, sin previamente presentar sus araterístias. Se debe menionar que esta se-
ión no es tan frutífera en resultados prátios omo la de las horópteras ya que ninguno de los
algoritmos no lineales propuestos da mejores resultados que el algoritmo lineal de [10℄, sin embargo el
esfuerzo mental invertido en tratar de mejorar la estimaión lineal no es despreiable.
Deniión y restriiones
El Calibration Penil es un haz de uádrias en P5 que ontiene toda la informaión para realizar
una alibraión eulídea a partir de una alibraión proyetiva de al menos 10 imágenes, en el aso de
ámaras on píxeles de forma onoida. Como ya se ha menionado, en [10℄ se expone un algoritmo
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lineal para estimar diho objeto, basado en la soluión por mínimos uadrados sin imponer las restri-
iones sobre iertas propiedades araterístias que debería umplir diho haz de uádrias.
El haz de uádrias lo podemos representar mediante la euaión matriial
Σ′ = aΣ + bΩ (7.44)
siendo Ω la uádria de Klein y Σ una uádria de rango 3. Ambas uádrias ya fueron introduidas
en § 3.4.5 y la euaión (7.44) es la expresión del haz de uádrias en funión de dos de ellas. La
uádria de Klein tiene una matriz onoida, de rango máximo e invariante ante transformaiones en
P5 provenientes del grupo de las transformaiones proyetivas de P3, ergo no hae falta estimarla. Sin
embargo, la uádria degenerada Σ no es invariante ante dihas transformaiones, por lo que sí es
neesario estimarla.
Las restriiones prinipales que debe veriar la uádria Σ es que su rango sea menor o igual que 3 y
que todos sus autovalores no nulos sean del mismo signo (semidenida positiva o negativa). Además,
la uádria de Klein y Σ son ortogonales.
Existen diversas formas de expresar la ondiión de rango 3, omo se india en los dos artíulos antes
itados. Sin embargo, el algoritmo lineal de [10℄ no impone diha restriión, sino que los tres menores
valores singulares son anulados a posteriori. Es bien onoido que esta aión se puede interpretar
omo proyetar la uádria obtenida sobre el espaio de las uádrias de rango 3, en el sentido de
que la uádria resultado es la más erana a la uádria iniial en la norma induida, al igual que se
hae en el algoritmo de los 8 puntos para la matriz fundamental. Esta forma de imponer la ondiión
de rango 3 no tiene senilla interpretaión y no es ierto que la uádria obtenida sea la mejor en el
sentido de mínimos uadrados.
Meree la pena observar que diho algoritmo lineal sí impone la ondiión de ortogonalidad on la
uádria de Klein.
7.9.1. Algoritmos no lineales de estimaión
El paso siguiente onsiste en tratar de mejorar la estimaión de la uádria Σ mediante algún pro-
edimiento no lineal que imponga las restriiones propias del problema. Lo primero que viene a la
mente al pensar en problemas de optimizaión on restriiones es la herramienta matemátia de los
multipliadores de Lagrange. Leyendo otros artíulos [15℄, tropezamos on una ténia llamada Se-
quential Quadrati Programming, en adelante SQP, la ual se emplea para el tipo de problemas que
queremos resolver. Así, pues, en la siguiente seión expliaremos ómo formular nuestro problema de
estimaión del Calibration Penil según el enfoque de la SQP.
7.9.1.1. Algoritmos basados en la SQP
Elementos de un problema que utiliza la SQP
La programaión seuenial uadrátia (SQP) es un esquema general de optimizaión de funiones
de oste no lineales y suaves sujetas a restriiones también no lineales y suaves; es del estilo del
algoritmo de Newton en el sentido de que neesita las segundas derivadas de la funión de oste y
potenialmente ofree onvergenia uadrátia. La versión que daremos sólo impone restriiones de
igualdad, existen versiones más elaboradas que permiten trabajar on restriiones de desigualdad,
además de ofreer estabilidad y esquemas de ontrol del paso. En [15℄, se expone un breve resumen el
algoritmo de optimizaión on restriiones utilizado.
El objetivo es minimizar una funión de oste esalar f(x) sujeta a la euaión vetor de restriiones
(x) = 0. Los multipliadores de Lagrange z proporionan una soluión implíita. La funión de
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Lagrange es:
F (x, z) = f(x) + z⊤(x)
Al igualar su gradiente a ero (respeto a x y a z) se obtiene un sistema de euaiones que india los
puntos rítios andidatos a minimizar f sujeta a las restriiones .
0 = ∇F =

∂F
∂x
= ∇f(x) + z⊤∇(x)
∂F
∂z
= (x)
Es de notar que ∇ es la matriz jaobiana de la funión multidimensional denida por el vetor de
restriiones. Equivalente a lo anterior, pero en una línea:
∇f + z⊤∇ = 0 on (x) = 0
El método onsiste en resolver esto iterativamente, omenzado on una estimaión iniial x0. Se utiliza
la aproximaión uadrátia de Taylor de la funión de oste y la aproximaión lineal de la restriión,
ambas evaluadas en x0, lo que lleva a un subproblema de optimizaión uadrátio on restriiones
lineales:
mı´n
δx
(
δx⊤∇f + 1
2
δx⊤∇2f δx
)∣∣∣∣
+ δx⊤∇ = 0
siendo ∇2f = H el Hessiano de f , evaluado en x0.
Este subproblema tiene una soluión lineal exata:( ∇2f ∇
∇⊤ 0
)(
δx
z
)
= −
( ∇f

)
Resolver para δx, atualizar x0 a x1 = x0 + δx, re-estimar las derivadas e iterar hasta que onverja.
En nuestro aso, la funión de oste a minimizar es el oste algebraio denido por la fórmula (7.45).
No hae falta inluir los términos de oste sobre la uádria de Klein, ya que las oordenadas de
Plüker de una reta en P3 siempre perteneen a la uádria de Klein (rˆ⊤i Ωrˆi = 0).
oste =
N∑
i=1
|rˆ⊤i Σˆrˆi|2 =
N∑
i=1
| r
⊤
i
‖ri‖
Σ
‖Σ‖F
ri
‖ri‖ |
2 =
N∑
i=1
|r⊤i Σri|2
‖ri‖2‖Σ‖F (7.45)
siendo rˆi el vetor unitario on las oordenadas de Plüker de la reta i-ésima, y Σˆ la matriz de la
uádria normalizada a norma Frobenius unidad. Así, el oste es independiente del esalado típio de
las oordenadas homogéneas.
A partir de esta funión de oste deben ser alulado el gradiente y el Hessiano. En la mayoría de las
oasiones se estimarán de forma numéria, no analítiamente, por rapidez en la implementaión.
Los otros elementos neesarios son el vetor de restriiones y su matriz jaobiana. La mayoría de las
restriiones son polinómias, por lo que las derivadas son senillas de alular analítiamente.
Para el Calibration Penil, hay dos restriiones que son omunes a los tres siguientes desarrollos:
La ondiión que elimina el fator de esala, por ejemplo ‖Σ‖2 = 3.
c(1) = ‖Σ‖2 − 3
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La ondiión de ortogonalidad on la uádria de Klein. Ésta es una restriión lineal,Σ16−Σ25+
Σ34 = 0, de la ual se podría despejar alguno de sus elementos en funión de los otros dos, y
sustituir en el problema, para así asegurarse que siempre se veria la ondiión. El signo menos
es debido a que la uádria de Klein tiene los elementos 2 y 5 de su antidiagonal negativos:
Ω =
 0 0 0 0 0 10 0 0 0 −1 00 0 0 1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0

c(2) = Σ16 − Σ25 +Σ34
Lo que diere de una formulaión a otra es la forma de expresar la ondiión de rango 3.
Restriión: SVD
Se impone la restriión de rango 3 de la forma más direta, utilizando la Desomposiión en Valores
Singulares, Σ = UDU⊤, siendo D = diag(σ1 . . . σ6). Los menores tres valores singulares deben ser nulos:
c(3) = σ4
c(4) = σ5
c(5) = σ6
La matriz jaobiana de estas restriiones se evalúa de forma numéria, debido a la ignorania del
autor para alularlas analítiamente. Así que se espera que las restriiones 3 a 5 tengan derivadas
ontinuas de segundo orden, para que enajen dentro de la teoría de la SQP.
Restriión: ΣΩΣ = 0
En [10℄ se demuestra que la ondiión de rango 3 es equivalente a la ondiión ΣΩΣ = 0, de forma que
se puede expresar mediante 21 euaiones uadrátias (grado 2) en los elementos de Σ. Aunque Pone
[11℄ die que sólo hay 12 euaiones linealmente independientes, sin demostrarlo explíitamente. Se
ha deidido inluir las 21 euaiones por si aaso, para evitar situaiones degeneradas. Las segundas
derivadas de las euaiones de las restriiones son ontinuas, pues son nulas, lo que justia que
enajen dentro de la teoría de la SQP.
La matriz jaobiana de las 21 euaiones se alula de forma analítia, lo que hae la ejeuión es más
rápida y exata.
Restriión: menores de orden 4
Iniialmente se pensó en imponer la restriión de rango 3 a lo bruto, es deir, imponiendo que todos
los determinantes de orden 4 de la matriz Σ fuesen nulos. ¾Cuántos menores hay? Los menores se
obtienen de la matriz de 6×6 quitando dos las y dos olumnas, sin importar el orden. Por lo que hay(
6
4
)2
= 225 menores. Explotando la simetría, el número de determinantes distintos se puede reduir
aproximadamente a la mitad: (225− 15)/2 + 15 = 120. Esto es así porque el determinante del menor
formado por las las y olumnas (1, 2, 3, 4)× (1, 2, 3, 5) es el mismo que el menor formado on las las
y olumnas interambiadas: (1, 2, 3, 5)× (1, 2, 3, 4), por lo que se puede presindir de uno de los dos.
En ambio, no se puede presindir de los menores on simetría, por ejemplo (2, 3, 5, 6)× (2, 3, 5, 6), de
los uales hay 15.
Lo poo atrativo de este desarrollo es que hay 120 euaiones de grado 4 (muhas derivadas y más
ompliadas), mientras que en el desarrollo anterior hemos visto que hay 21 euaiones de grado 2.
Debido a esta omparaión, se deidió no implementar las 120 euaiones.
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7.9.1.2. Algoritmos basados en una parametrizaión
La matriz Σ admite una parametrizaión mediante una matriz R de 3×6, tal que Σ = R⊤R. Podemos
pensar en optimizar respeto de los 18 elementos que forman R e imponiendo una restriión que
elimine el fator de esala, por ejemplo ‖R‖F = 1. Tanto R omo su opuesta −R onduen a la misma
Σ. Es más, ualquier matriz R′ = RU, siendo U una matriz ortogonal de 3× 3 ondue a la misma Σ,
por lo que existe una limitaión, pareida a la de la alibraión proyetiva.
El aso es que si variamos los elementos de R jamás podremos salirnos del espaio de las uádrias de
P5 de rango menor o igual que 3. No nos saldremos de esa variedad, ergo el vetor de parámetros que
minimie la funión de oste, umplirá la restriión rango(Σ) ≤ 3.
7.9.2. La restriión τ y θ onoidos
El algoritmo de autoalibraión basado en el Calibration Penil se asienta sobre la suposiión de ono-
er la relaión de aspeto τ y el ángulo θ entre los lados de los píxeles (skew).
Es más, es posible restringir el análisis al aso de píxeles uadrados (τ = 1 y θ = π/2), ya que si
son onoidos τ y θ es apliable una transformaión afín a las imágenes para onvertir los píxeles en
uadrados, antes de realizar la autoalibraión. Diha transformaión afín es
H(τ, θ) =
 1 τ cos θ 00 τ sen θ 0
0 0 1

(7.46)
De tal forma que las oordenadas orregidas xc umplen la restriión de píxeles uadrados:
xc = H(τ, θ)x,
porque
Kc = H(τ, θ)K =
 1 τ cos θ 00 τ sen θ 0
0 0 1
 αu −αu cot θ u00 αv/ sen θ v0
0 0 1
 =
 αu 0 u′00 αu v′0
0 0 1

es una matriz de parámetros intrínseos on píxeles uadrados, donde u′0 = u0 − v0τ cos θ y v′0 =
v0τ sen θ son las nuevas oordenadas del punto prinipal.
7.10. Evaluaión experimental
Después de ver que existen numerosos algoritmos de autoalibraión, el onjunto de pruebas posibles
a realizar es enorme. Por ejemplo, un mismo algoritmo no lineal admite distintas iniializaiones, por
lo que se puede evaluar su rendimiento en funión de diha iniializaión. En la mayoría de las prue-
bas realizadas utilizaremos la suposiión de ámaras ortogonales y su algoritmo orrespondiente para
iniializar el resto de algoritmos más omplejos.
Presentaremos unas pruebas senillas, pero no triviales. Están orientadas a evaluar los prinipales al-
goritmos de estimaión de los parámetros intrínseos de las ámaras en las ondiiones más favorables,
lo que nos proporiona una idea de su rendimiento.
La simulaión onsiste en la generaión de ámaras y puntos 3D de la misma manera que se hizo para
evaluar el rendimiento de la alibraión proyetiva multiámara, que a su vez está basada en los ex-
perimentos de la matriz fundamental. El número de ámaras simulado es m = 5, todas on los mismos
parámetros intrínseos. En un primer onjunto de pruebas, las ámaras poseen una distania foal de
20 mm y punto prinipal en el origen de oordenadas, además de píxeles uadrados (suposiión que
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mantendremos en todos los experimentos). En un segundo onjunto de experimentos ambiaremos la
distania foal a 30 mm. Por último variaremos la distania foal y el punto prinipal.
Los entros óptios de las ámaras están situados sobre una superie esféria de radio 8 m, onén-
tria on una esfera de puntos a la que están apuntando. Los puntos están uniformemente distribuidos
dentro de una esfera de radio 1 m.
El número de puntos (n) utilizado es variable, entre 20 y 100. Sin embargo, se ha observado que
uantos menos puntos se usen peores son las estimaiones de las matries de proyeión y esto es
ausado por los algoritmos de autoalibraión. Por eso y para no marear on demasiadas gráas, sólo
se presentan los resultados obtenidos on n = 100 puntos.
Una vez que se estima la matriz de parámetros intrínseos Kˆ, los parámetros de alidad seleionados
para ompararla on la matriz exata K¯ son:
Error en la distania foal. Comparamos el error relativo
ετ =
∣∣∣∣ α¯− αˆα¯
∣∣∣∣ 100,
medido en tanto por iento.
Error en el punto prinipal. Lo denimos omo el uadrado de la distania eulídea en el
plano de la imagen:
d2 = (u¯0 − uˆ0)2 + (v¯0 − vˆ0)2
Seguimos el mismo onvenio que el que se utiliza para medir el rendimiento de los algoritmos
uyos ostes son distanias geométrias. Si hallamos la raíz uadrada de la media de las distanias
al uadrado, entones es de esperar que el error siga una variaión lineal on la desviaión típia
de ruido.
Error en la relaión de aspeto.Como se ha diho, todos los experimentos generan matries
on píxeles uadrados, así que mediremos el error relativo respeto del valor exato τ¯ = 1:
ετ =
∣∣∣∣ τ¯ − τˆτ¯
∣∣∣∣ 100.
Error en el ángulo entre los lados de los píxeles (skew). También utilizamos el error
relativo, esta vez respeto del valor exato θ¯ = π/2:
εθ =
∣∣∣∣∣ θ¯ − θˆθ¯
∣∣∣∣∣ 100.
Las siglas mediante las uales designaremos los algoritmos que omparamos son:
CO: Cámaras ortogonales. Algoritmo lineal expliado en § 7.3.
KRU: Euaiones de Kruppa, § 7.4.
QLIN: algoritmo uasi-lineal de Triggs de estimaión de la uádria absoluta dual (ver § 7.6.1).
QSQP: algoritmo original de Triggs, basado en la estimaión de la uádria absoluta dual y
optimizaión mediante la SQP e iniializaión mediante el algoritmo lineal, ambos itados en
§ 7.6.1. Es el únio que no se iniializa mediante el algoritmo CO.
QCO: mismo algoritmo que el anterior, pero on la iniializaión de ámaras ortogonales.
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QPV: algoritmo de estimaión de la uádria absoluta dual mediante la minimizaión de la
norma del produto vetorial de DIACs, ver § 7.6.2.
QDE: algoritmo de estimaión de la uádria absoluta dual mediante la minimizaión de la
distania esféria de DIACs. Expliado en § 7.6.3.
QPVR: el mismo que el algoritmo QPV, pero imponiendo la restriión de píxeles uadrados
durante la optimizaión.
QDER: igual que el algoritmo QDE, pero imponiendo la restriión de píxeles uadrados durante
la minimizaión.
CHO: Estimaión de la IAC mediante horópteras, § 7.8.5.
QHO: Estimaión de la uádria absoluta dual mediante horópteras, § 7.8.6.
HA: algoritmo de Hartley, expliado en § 7.6.3.
Los algoritmos seleionados son unos de los muhos posibles, mas el juego de ombinaiones y om-
parativas es explosivo.
La entrada de los algoritmos de autoalibraión son las matries de proyeión resultantes de una
optimizaión mediante un ajuste de haes proyetivo. No sólo eso, sino que se multiplian por una
matriz diagonal que realiza una normalizaión afín de las matries sin ambiar la posiión del punto
prinipal de las ámaras ni la relaión de aspeto ni el skew de los píxeles. La normalizaión afín
habitual sí desplaza el punto prinipal.
En una simulaión en la que el punto prinipal esté a ienia ierta en el origen de oordenadas,
interesa mantenerlo allí para utilizar omo algoritmo de iniializaión del resto de algoritmos el que
utiliza la hipótesis de ámaras ortogonales. La matriz de la anidad que realiza tal normalizaión se
alula a partir de los puntos ruidosos, no a partir de los puntos estimados tras el ajuste de haes.
Tanto la optimizaión de la alibraión proyetiva omo la nueva normalizaión afín (que equilibra
los elementos de las matries de proyeión) persiguen el objetivo de mejorar el rendimiento de los
algoritmos de autoalibraión. Quizá se podría pensar en realizar la normalizaión afín al prinipio,
antes de iniiar la alibraión proyetiva. Algunos autores así lo sugieren. Sin embargo, no se ha he-
ho así porque al normalizar, se pierde el valor absoluto del error de reproyeión: la esala no mide
píxeles, sino píxeles que han sufrido una transformaión afín. Es lo que llamamos oste geométrio
normalizado al hablar del algoritmo Gold Standard de estimaión de la matriz de proyeión.
Las guras 7.8 y 7.9 presentan las urvas de los parámetros de error anteriormente denidos, para los
experimentos on 20 mm de distania foal, punto prinipal en el entro y píxeles uadrados. Pasemos
a omparar los distintos algoritmos entre sí.
En uanto al error en la distania foal, vemos que no superan la ota del 15% para σ = 5. El algorit-
mo de las euaiones de Kruppa (KRU) ofree resultados similares a los dos algoritmos lineales: CO y
QLIN. Éstos son los que produen los mayores errores, seguidos del algoritmo QHO, que está a mitad
amino entre el resto de algoritmos. Los algoritmos QSQP, QDE, QPV, QDER y QPVR dan buenas
estimaiones (error del orden del 3% para σ = 5 píxeles) y muy pareidas, ya que sus urvas de er-
ror son asi oinidentes. Los algoritmos QCO y CHO son todavía mejores y se aeran al 2% de error.
En lo que al punto prinipal se reere, en la gráa dereha de la gura 7.8 está representada la raíz
uadrada del valor medio de las distanias al uadrado,
√
E[
∑
i d
2
i ]. Al ver la gráa, se apreia que
es muho suponer que se onoe la posiión del punto prinipal en un algoritmo de autoalibraión. A
pesar de estar en una situaión muy favorable, los errores medios no bajan de los 100 píxeles (σ = 5).
El algoritmo QHO no se ha inluido en esta gráa porque sus resultados están en lara desventaja
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Figura 7.8: Autoalibraión. Izquierda: errores en la distania foal (20 mm). Dereha: errores en el
punto prinipal (origen de oordenadas). En ambos, n = 100 puntos.
frente al resto. Podemos deir que es bueno estimando la distania foal, pero malo estimando el
resto de parámetros. Después, los algoritmos KRU, CO y QLIN son los que produen los mayores er-
rores, aunque no son muy grandes en relaión al resto: todos están por debajo de los 200 píxeles para
σ = 5. Los algoritmos QSQP, QCO y CHO también produen estimaiones pareidas entre sí. Por últi-
mo, los mejores respeto de este parámetro de alidad son los algoritmos QPVR, QPV, QDER y QDE.
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Figura 7.9: Autoalibraión. Izquierda: errores en la relaión de aspeto (τ = 1). Dereha: errores en
el skew (θ = π/2), para n = 100 puntos.
En lo referente al error en la relaión de aspeto y en el skew, la mayoría de los algoritmos produen
buenos resultados, salvo el algoritmo QHO. Reordemos que estamos en la situaión favorable de
píxeles uadrados. En general, los algoritmos QSQP, QCO, QDE y QPV son los que menores errores
onsiguen. Los algoritmos que imponen las restriiones de píxeles uadrados, QPVR y QDER, tienen
errores nulos en estos parámetros, omo es lógio.
Las siguientes gráas (guras 7.10 y 7.11) muestran los experimentos realizados en las mismas ondi-
iones que antes, pero ambiando la distania foal a 30 mm y la distania de la ámaras a la esfera
de puntos.
Los errores en la estimaión de la distania foal y en el punto prinipal se han inrementado. La
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Figura 7.10: Autoalibraión. Izquierda: errores en la distania foal (30 mm). Dereha: errores en el
punto prinipal (origen de oordenadas). En ambos, n = 100 puntos.
jerarquía de algoritmos se sigue umpliendo: los dos algoritmos lineales (QLIN y CO) son los que
mayores errores ometen, junto on el algoritmo de las euaiones de Kruppa (KRU). El siguiente en
la esala es el algoritmo QHO, on un error del 12% para σ = 5. En un error un poo superior al
4% oiniden los algoritmos QSQP,QCO, QDE,QPV,QDER y QPVR. Los uatro últimos siguen una
variaión más lineal que los dos que utilizan la SQP. Por último, El algoritmo CHO es el que mejor
estima la distania foal, on un error un poo inferior al 4% para σ = 5.
Los puntos prinipales estimados dieren del real en más de 250 píxeles (σ = 5). Al igual que antes,
los algoritmos KRU, CO y QLIN son los que más se equivoan, rondando los errores entre 400 y
500 píxeles. Por ontra, los algoritmos QDE y QPV son los que menos se equivoan. En una zona
intermedia están los algoritmos que imponen restriiones (QDER y QPVR) y los algoritmos basados
en la SQP (QSQP y QCO).
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Figura 7.11: Autoalibraión. Izquierda: errores en la relaión de aspeto (τ = 1). Dereha: errores en
el skew (θ = π/2). En ambos, n = 100 puntos.
Para los uatro parámetros de error, las urvas de los algoritmos QDE, QDER, QPV y QPVR son
las más lineales, lo que signia que los errores (en la distania foal, el punto prinipal, et.) son
proporionales a la desviaión típia de ruido, σ.
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Como se puede apreiar, los errores en la relaión de aspeto y el skew siguen siendo pequeños, salvo
para el algoritmo QHO. Al igual que antes, los algoritmos QPVR y QDER tienen un error nulo, ya
que imponen las restriiones de píxeles uadrados.
Si ahora variamos la distania foal y movemos la posiión del punto prinipal de la ámara (una
vez más, la misma K para todas las imágenes), la iniializaión mediante la suposiión de ámaras
ortogonales deja de ser eiente. Los algoritmos no lineales produen mejores resultados si se utiliza
previamente el algoritmo uasi-lineal expliado en § 7.6.1, ya que éste no realiza ninguna suposiión
sobre la matriz de parámetros intrínseos. El algoritmo de ámaras ortogonales (CO) están en desven-
taja respeto a éste (QLIN) si hay uatro o más ámaras on los mismos parámetros intrínseos. En
ambio, hay que deir que el algoritmo CO da resultados on m ≥ 3 ámaras, aunque tengan distintos
parámetros intrínseos.
Variamos los parámetros de la siguiente forma: la distania foal tiene un valor medio de 20 mm
(α0 = 3,7796 · 103) y el valor medio del punto prinipal es el entro de la imagen. La distania foal
sigue una distribuión uniforme en el intervalo α ∈ [α0−∆α, α0+∆α], on ∆α = 0,1α0. El punto prin-
ipal también sigue una distribuión uniforme, pero dentro del retángulo de semilados A = 2560/4
y B = 1920/4 píxeles, entrado en el origen de oordenadas. Para ada experimento se elige una
onguraión de ámaras distinta, un onjunto de puntos 3D distintos y una matriz de parámetros
intrínseos distinta.
Las guras 7.12 y 7.13 sintetizan los resultados de las pruebas realizadas on la anteriores modia-
iones de los parámetros intrínseos.
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Figura 7.12: Autoalibraión. Izquierda: errores en la distania foal (valor medio: 20 mm). Dereha:
errores en el punto prinipal (valor medio: origen de oordenadas). En ambos, n = 100 puntos.
El algoritmo CO no se enuentra en dihas gráas, pero sus resultados son, a grandes rasgos: errores
en la distania foal superiores al 80%, errores en el punto prinipal superiores a los 1000 píxeles,
errores en la relaión de aspeto omprendidos en el intervalo 2,5%− 4% y errores en el skew en el
intervalo 0,85%− 1,5%. Los resultados son malos a pesar de que no exista ruido en los datos, porque
las hipótesis que maneja el algoritmo no se umplen (punto prinipal en el entro). En ambio el
algoritmo QLIN proporiona la soluión exata si el ruido es nulo: σ = 0, omo reogen las gráas.
De auerdo on la expliaión anterior, se ha eliminado de la omparativa los algoritmos CO y QCO.
También se deseha el algoritmo QHO, puesto que también da malos resultados. En su lugar se ha
inluido el algoritmo HA, que proporiona unos resultados exelentes.
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A pesar de que la distania foal varía en un ±10%, la mayoría de los algoritmos se equivoan en
menos de un 5% para σ = 5, lo que son muy buenos resultados. El mejor, on diferenia, es el algorit-
mo HA, que se equivoa en menos de un 3%, mas los algoritmos QDE, QPV, QDER, QPVR y CHO
también son muy buenos respeto de este parámetros de alidad.
Al omparar el error en el punto prinipal no se debe perder de vista las dimensiones del retángulo
donde puede variar. La mitad de la diagonal de diho retángulo vale
√
(2560/4)2 + (1920/4)2) =
800 píxeles, por lo que los errores que reeja la gráa dereha de la gura 7.12 no son muy grandes:
están omprendidos entre 100 y 200 píxeles para σ = 5. El rango de los errores es pareido al de la
gura 7.8, a pesar de no estar el punto prinipal en el origen de oordenadas. Los mejores algoritmos
son: HA, QDE, QPV y KRU, aunque éste último no sea bueno estimando la distania foal.
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Figura 7.13: Autoalibraión. Izquierda: errores en la relaión de aspeto (τ = 1). Dereha: errores en
el skew (θ = π/2). En ambos, n = 100 puntos.
Los errores en la relaión de aspeto y en el skew siguen siendo pequeños, aproximadamente menores
que el 1%. Los algoritmos QPVR y QDER mantienen el error nulo, omo es de esperar.
En ninguna de las pruebas se ha medido el error en la matriz de rotaión ni en la traslaión que
aompañan a la matriz de parámetros intrínseos en la matriz de proyeión ya que, aunque éstos
errores sean pequeños, el error de reproyeión de las matries eulídeas orrespondientes se dispara.
Las pruebas realizadas son muy ostosas y podríamos seguir presentando más, ya que hay multitud
de algoritmos implementados, sin embargo, éste no es el objetivo prinipal. Es más interesante pasar
a la optimizaión eulídea, que seguro no es un tema habitual en la literatura.
Volviendo sobre las pruebas de este apítulo, no se ha hablado de los algoritmos que realizan la al-
ibraión estratiada omenzando por la restriión unimodular. Para más pruebas experimentales
se pueden onsultar las realizadas por los distintos inventores de los algoritmos en sus respetivos
artíulos.
Capítulo 8
Reonstruión eulídea
El último bloque del esquema de proesamiento introduido en § 2.4 es el enargado de optimizar la
reonstruión eulídea que proporiona el algoritmo de autoalibraión (posiiones de los puntos 3D
y los parámetros de las matries de proyeión).
El apítulo está organizado en dos partes: la primera india ómo obtener una reonstruión eulídea
iniial y la segunda trata la optimizaión de diha reonstruión mediante la ténia del ajuste de
haes.
8.1. Reonstruión iniial
Reordemos que para llegar a una reonstruión eulídea hae falta identiar el plano del innito π∞
y la ónia absoluta Ω∞ (o sus proyeiones ω o la matriz de parámetros intrínseos de una ámara).
Es posible obtener una reonstruión eulídea a falta de una transformaión de semejanza (rotaión,
traslaión y esalado), para ser preisos deberíamos utilizar el término reonstruión métria.
Supongamos que ya se ha realizado la autoalibraión, entones la la situaión de partida está formada
por las matries de proyeión modiadas por la homografía que transforma lo proyetivo en lo
eulídeo, junto on los puntos 3D asoiados. La onstruión de esta homografía se explia en § 7.2.3.
En realidad estas matries todavía no son eulídeas: hay que aproximarlas por las eulídeas más
eranas. Hay dos formas de haer esto:
1. Utilizar la desomposiión QR para desomponer las tres primeras olumnas de la matriz de
proyeión P en una matriz de rotaión y una triangular superior.
2. Desomponer las tres primeras olumnas de P en la matriz triangular superior dada por el
algoritmo de autoalibraión (K parámetros intrínseos) y en la matriz de rotaión que mejor se
aproxima a la matriz.
Una vez que se sabe on erteza que las matries son eulídeas, se puede pasar a optimizar la alibraión
eulídea.
8.2. Ajuste de Haes Eulídeo
La ténia habitual para renar la soluión obtenida tras la autoalibraión es el ajuste de haes,
que en esta aso llamaremos Ajuste de Haes Eulídeo, tema sobre el ual trata esta seión. No es
ompliado programar un ajuste de haes eulídeo on distorsión radial una vez que se onoen ambos
elementos por separado, sin embargo no se ha realizado. Como observaión, menionaremos que el
ajuste de haes se ha partiularizado para el aso de ámaras on píxeles de forma onoida (τ y θ).
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8.2.1. Parametrizaión de las matries de proyeión
Reordemos que una matriz de proyeión métria se puede desomponer de la forma
P
j
M = K
j [Rj | −RjC˜j ]
El primer paso onsiste en obtener una parametrizaión de las matries de proyeión que permita
optimizar sin salirse del espaio de soluiones que son matries de proyeión eulídeas.
Matries de parámetros intrínseos. En el aso partiular de utilizaión del Calibration Penil
omo algoritmo de autoalibraión, se suponen onoidos la relaión de aspeto τ = αu/αv y el
ángulo θ entre los lados de los píxeles (skew). En las matries de parámetros intrínseos (e. 4.2)
debemos onservar estas restriiones y no optimizar respeto a estos parámetros, sólo respeto
a los que faltan: la distania foal odiada en αv y el punto prinipal (u0, v0).
Se puede asumir, sin pérdida de generalidad que los píxeles son uadrados (τ = 1 y θ = π/2),
omo se india en § 7.9.2, y así se simplian las operaiones y los álulos de las derivadas, si
proeden. La matriz de parámetros intrínseos bajo esta suposiión es:
K =
 αv 0 u00 αv v0
0 0 1

(8.1)
Matries de rotaión. Existen muhas formas de parametrizar las matries de rotaión (§ 5.2.1),
ada una on sus ventajas e inonvenientes. Una matriz de rotaión tiene 3 grados de libertad,
por lo que el número mínimo de parámetros para onstruir una es 3. Después de probar varias
opiones se ha deidido utilizar la matriz exponenial de una matriz antisimétria omo método
de generaión de la matriz de rotaión. El vetor w que dene la matriz antisimétria es el que
parametriza la rotaión:
R = exp( [w]×) = exp( [ωˆ]× θ)
Vetores de traslaión. Los vetores de traslaión o entros óptios de las ámaras, C˜, están for-
mados por las 3 oordenadas que denen la posiión de un punto en R3, así que poseen otros 3
grados de libertad.
Reopilando todo lo anterior, bajo la suposiión de píxeles uadrados, ada matriz de proyeión
eulídea depende de 9 parámetros, aj .
aj =

αjv
uj0
vj0
w
j
C˜
j
 −→
 Kj
R
j
C˜
j
 −→ PjM
Toda esta disusión de la parametrizaión también está justiada porque hay que proporionar al
algoritmo de optimizaión (Levenberg-Marquardt) un punto de partida de la búsqueda. Ya se dispone
de las oordenadas anes de los puntos 3D del vetor P, falta a partir de ada matriz de proyeión
retiada obtener los parámetros a
j
que la aproximan. De las dos opiones expliadas en § 8.1 sólo
ha sido probada la primera opión y funiona.
8.2.2. Funiones modelo y de oste
Respeto del ajuste de haes proyetivo, § 6.6.4, ambia la desripión de las matries de proyeión,
es deir, la estrutura de la parte a del vetor de parámetros P en el maro omún de los algoritmos
de Levenberg-Marquardt. Ahora, la dimensión de P es M = 9m + 3n, en lugar de M = 12m + 3n.
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También ambia la matriz jaobiana, de dimensiones dim(X̂)× dim(P) = (2mn)× (9m+ 3n).
Veamos las funiones que desriben el problema en el maro omún de apliaión del algoritmo LM.
Funión modelo:
f :
[
a
b
]
=

a1
.
.
.
am
b1
.
.
.
bn

=

a1
.
.
.
am
XˆM a1
.
.
.
XˆM an

≡ P→ X̂ ≡

 xˆ
1
a1
.
.
.
xˆ
m
a1

.
.
. xˆ
1
a n
.
.
.
xˆ
m
an


=
 X̂a1..
.
X̂an

El vetor de parámetros P, está dividido en dos partes: los parámetros de las matries de proyeión
métrias y los parámetros de los puntos 3D. El vetor de medidas se onstruye on las oordenadas
anes de los puntos proyetados y pertenee a un espaio de dimensión N = 2mn. La funión de oste
es el error de reproyeión de los n puntos en las m imágenes (distania geométria).
oste = ‖X− X̂‖ = ‖X− f(P)‖ =
√√√√ m∑
i=1
n∑
j=1
d(Pˆ
i
Xˆj ,xij)
2
En estos algoritmos de grandes dimensiones se reomienda alular la matriz jaobiana de forma
exata, ya que es muho más rápida que la evaluaión numéria de la misma (requiere muhas menos
evaluaiones de la funión). La obtenión de diha matriz se explia a ontinuaión.
8.2.3. Interpretaión: omposiión de funiones
Para apliar el algoritmo LM on rapidez, neesitamos onoer la matriz jaobiana Jf de la funión
modelo del ajuste de haes eulídeo f (llamada así en § 8.2.2). Lo mejor (ejeuión más rápida y pre-
isa) es proporionar las derivadas exatas, en lugar de estimarlas numériamente. Al alular dihas
derivadas se obtienen unas expresiones muy ompliadas (obtenidas simbóliamente, on Maple), prob-
lema que resolvemos en esta seión.
El primer paso haia la resoluión onsiste en darse uenta de que la funión f la podemos expresar
omo omposiión de dos funiones, de las uales una de ellas, h es familiar y se onoe la expresión
de su matriz jaobiana.
f = h ◦ g (8.2)
La funión h se orresponde on la funión modelo del ajuste de haes proyetivo (§ 6.6.4). Y la funión
g es la que transforma los parámetros de las matries eulídeas en los elementos de dihas matries.
Esto se reoge en el siguiente diagrama.
RL
g−−−−−−−−−→ RM h−−−−−−−−−→ RN
P Z X
a1
.
.
.
am
XˆM a1
.
.
.
XˆM a n


P
1
M
.
.
.
P
m
M
XˆM a1
.
.
.
XˆM a n


 xˆ
1
a1
.
.
.
xˆ
m
a1

.
.
. xˆ
1
an
.
.
.
xˆ
m
an


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En el aso onsiderado, las dimensiones de los diferentes espaios son
L = 9m+ 3n
M = 12m+ 3n
N = 2mn
La ventaja de expresar f omo omposiión de estas dos funiones es que podemos apliar la regla
de la adena y onluir que la matriz jaobiana de la omposiión de funiones es el produto de las
matries jaobianas de ada funión individual.
R
L g−−−−−−−−−→ RM h−−−−−−−−−→ RN
P Z X
Jg =
[
∂Z
∂P
]
Jh =
[
∂X
∂Z
]
M × L N ×M
Por la regla de la adena:
Jf = JhJg (8.3)[
∂X
∂P
]
=
[
∂X
∂Z
] [
∂Z
∂P
]
N × L = (N ×M)(M × L)
Para el ajuste de haes, todas las matries jaobianas onsideradas son dispersas. La matriz Jg es
diagonal a bloques. De heho, la funión g sólo se enarga de obtener las matries de proyeión a
partir de sus parámetros, no modia las oordenadas anes de los puntos 3D, por lo que la parte de
la Jg orrespondiente a dihos puntos es la identidad.
Jg =

J
1
g
J
2
g
.
.
.
J
m
g
0
0
I3
I3
.
.
.
I3

=
[
diag(Jig) 0
0 I
]
En nuestro aso, debido a la parametrizaión elegida para las matries de proyeión eulídeas (§
8.2.1), ada matriz J
i
g tiene dimensiones 12 × 9. El número de olumnas es el número de variables
independientes de la ámara: de los 11 grados de libertad se restan 2 al onsiderar píxeles uadrados.
Además, onsideremos la matriz Jh, uya estrutura de matriz dispersa en términos de las submatries
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jaobianas Aij y Bij es la siguiente:
Jh =

A11 B11
A12 B12
.
.
.
.
.
.
A1m B1m
A21 B21
A22 B22
.
.
.
.
.
.
A2m B2m
An 1 Bn 1
An 2 Bn 2
.
.
.
.
.
.
Anm Bnm

La matriz Jf , empleando la regla de la adena (8.3), posee la misma estrutura dispersa que Jh, pero
ada submatriz A
′
ij = AijJ
j
g es de 2 × 9, en lugar de 2 × 12, según la parametrizaión elegida. Las
submatries Bij no ambian ya que la funión g no modia los puntos 3D.
Jh =

A11J
1
g B11
A12J
2
g B12
.
.
.
.
.
.
A1mJ
m
g B1m
A21J
1
g B21
A22J
2
g B22
.
.
.
.
.
.
A2mJ
m
g B2m
An 1J
1
g Bn 1
An 2J
2
g Bn 2
.
.
.
.
.
.
AnmJ
m
g Bnm

En resumen:
Jg =
{
J
i
g
I3
Jh =
{
Aij
Bij
 −→ Jf =
{
A
′
ij = AijJ
j
g
B
′
ij = BijI3 = Bij
Toda la informaión de la variaión de las matries de proyeión según sus parametrizaiones (on-
tenida en la matriz Jg) queda reejada en las matries J
i
g, de las uales sólo hay m distintas, no hae
falta alular más, aunque haya mn matries Aij distintas. Veamos a ontinuaión ómo alular una
de las matries jaobianas J
i
g.
8.2.3.1. Derivadas respeto de los parámetros eulídeos
Supongamos que se elige una ámara eulídea ualquiera P
i
M = K
i
R
i[I | −C˜i] y se desea onoer la
matriz jaobiana J
i
g. Esribamos la matriz de proyeión eulídea en funión de ada elemento de K,
R y C˜ = (t1, t2, t3)
⊤
.
P =

αvR11+u0R31 αvR12+u0R32 αvR13+u0R33 −[(αvR11+u0R31)t1+(αvR12+u0R32)t2+(αvR13+u0R33)t3]
αvR21+v0R31 αvR22+v0R32 αvR23+v0R33 −[(αvR21+v0R31)t1+(αvR22+v0R32)t2+(αvR23+v0R33)t3]
R31 R32 R33 −(R31t1+R32t2+R33t3)

162 CAPÍTULO 8. RECONSTRUCCIÓN EUCLÍDEA
La matriz jaobiana J
i
g de los elementos de una matriz de proyeión eulídea pij respeto de los
parámetros que la denen a = (αv, u0, v0,w, C˜) es de tamaño 12 × 9 y se puede dividir en tres
submatries:
Jg =
[
J
K
J
R
J
C˜
]
Derivadas de de la matriz de proyeión P respeto de los parámetros intrínseos:
J
K
=

αv u0 v0
p11 R11 R31 0
p12 R12 R32 0
p13 R13 R33 0
p14 −r⊤1⋆C˜ −r⊤3⋆C˜ 0
p21 R21 0 R31
p22 R22 0 R32
p23 R23 0 R33
p24 −r⊤2⋆C˜ 0 −r⊤3⋆C˜
p31 0 0 0
p32 0 0 0
p33 0 0 0
p34 0 0 0

=

r1⋆ r3⋆ 03
−r⊤1⋆C˜ −r⊤3⋆C˜ 0
r2⋆ 03 r3⋆
−r⊤2⋆C˜ 0 −r⊤3⋆C˜
04 04 04

siendo r
⊤
i⋆ = (Ri1, Ri2, Ri3) la la i-esima de R. La estrella ⋆ se sitúa en el índie donde va la
olumna, para mantener notaión de subíndies.
Derivadas de la matriz de proyeión P respeto de la rotaión.
Notemos las derivadas pariales de los elementos de la matriz de rotaión respeto de el vetor
w = (w1, w2, w3)
⊤
que la parametriza mediante la siguiente expresión:
Rkmn =
∂Rmn
∂wk
Sea
dR
k = (Rk11, R
k
12, R
k
13, R
k
21, R
k
22, R
k
23, R
k
31, R
k
32, R
k
33)
⊤
Así, obtenemos la siguiente matriz 9× 3 de derivadas pariales.
dR =
[
dR
1
dR
2
dR
3
]
=
 r11⋆ r21⋆ r31⋆
r
1
2⋆ r
2
2⋆ r
3
2⋆
r
1
3⋆ r
2
3⋆ r
3
3⋆

siendo r
k
i⋆ = (R
k
i1, R
k
i2, R
k
i3)
⊤
(i india la la de R y k señala la omponente del vetor w). Es
fáil expresar la submatriz J
R
en funión de esta última matriz.
J
R
=

αvr
1
1⋆ + u0r
1
3⋆ αvr
2
1⋆ + u0r
2
3⋆ αvr
3
1⋆ + u0r
3
3⋆
−C˜⊤J
R
(1 : 3, 1) −C˜⊤J
R
(1 : 3, 2) −C˜⊤J
R
(1 : 3, 3)
αvr
1
2⋆ + v0r
1
3⋆ αvr
2
2⋆ + v0r
2
3⋆ αvr
3
2⋆ + v0r
3
3⋆
−C˜⊤J
R
(5 : 7, 1) −C˜⊤J
R
(5 : 7, 2) −C˜⊤J
R
(5 : 7, 3)
r
1
3⋆ r
2
3⋆ r
3
3⋆
−C˜⊤J
R
(9 : 11, 1) −C˜⊤J
R
(9 : 11, 2) −C˜⊤J
R
(9 : 11, 3)

En esta última expresión ha sido utilizada la notaión de MATLAB : para matries, por sim-
pliidad de esritura.
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Para no marear la argumentaión on engorrosas fórmulas se ha dejado para el nal de este
apartado la obtenión explíita de dR (ya se apreiará el porqué).
Fijémonos en la fórmula de Rodrigues R = exp( [w]×), y sea el ángulo θ = ‖w‖ la norma de w.
Nótese que θ = θ(w1, w2, w3), no se añaden más parámetros a los ya existentes. La matriz de la
rotaión es la siguiente:
cos θ +
w21(1− cos θ)
θ2
w1w2(1− cos θ)− θw3 sen θ
θ2
θw2 sen θ + w1w3(1 − cos θ)
θ2
θw3 sen θ + w1w2(1− cos θ)
θ2
cos θ +
w22(1 − cos θ)
θ2
−θw1 sen θ + w2w3(1− cos θ)
θ2
−θw2 sen θ + w1w3(1 − cos θ)
θ2
θw1 sen θ + w2w3(1− cos θ)
θ2
cos θ +
w23(1− cos θ)
θ2

(Obviamente, si θ = 0, la matriz es la identidad).
Si por ejemplo, derivamos el elemento R11 respeto de w1, queda una fórmula no trivial a simple
vista:
∂R11
∂w1
= −w1 2(θ
2 + w21)(1− cos θ) + (θ2 − w21)θ sin θ
θ4
.
Lo mismo suede on el resto de derivadas pariales. La mejor soluión es alular las expresiones
simbóliamente (on Maple) y luego inluirlas en un hero en MATLAB que devuelva dR para
una matriz de rotaión dada, R.
Sólo hay que tener uidado en aso de ver la variaión si la rotaión es la identidad (ondiión
que se suele utilizar para la primera ámara). En esta situaión se debe hallar el límite de las
expresiones Rkij uando wk → 0 y las otras omponentes de w se anulan. Dihos límites salen
nitos, a pesar de la indeterminaión 0/0 típia de las esondidas sins que hay en las fórmulas.
Esta es la forma de tratar los avisos de división por ero que pudieran apareer si no se llevara
uidado. Para la rotaión identidad, la matriz de derivadas pariales dR es:
dR =

0 0 0
0 0 −1
0 1 0
0 0 1
0 0 0
−1 0 0
0 −1 0
1 0 0
0 0 0

Derivadas de de la matriz de proyeión P respeto de la traslaión son muy fáiles:
J
C˜
=

t1 t2 t3
p11 0 0 0
p12 0 0 0
p13 0 0 0
p14 −(αvR11 + u0R31) −(αvR12 + u0R32) −(αvR13 + u0R33)
p21 0 0 0
p22 0 0 0
p23 0 0 0
p24 −(αvR21 + v0R31) −(αvR22 + v0R32) −(αvR23 + v0R33)
p31 0 0 0
p32 0 0 0
p33 0 0 0
p34 −R31 −R32 −R33

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8.3. Evaluaión experimental
Para probar el rendimiento del ajuste de haes eulídeo se han heho experimentos ompletos de al-
ibraión: partiendo de los datos sintétios ruidosos, se realiza una alibraión proyetiva optimizada
mediante el ajuste de haes. A ontinuaión se obtienen los elementos de autoalibraión y se onstruye
la homografía para onvertir la reonstruión proyetiva en una eulídea. Por último se optimiza la
alibraión eulídea.
El número de ámaras elegido es m = 5, y el número de puntos es variable. Debido a que los algorit-
mos de autoalibraión son muy sensibles al ruido, se utiliza un número de puntos omprendido entre
50 y 100, suientemente grande para que las matries de proyeión produzan buenos resultados
de alibraión. Las ámaras poseen todas la misma matriz de parámetros intrínseos, desonoida,
aunque en las pruebas todas poseen píxeles uadrados. Los parámetros tienen los siguientes valores
medios: 20 mm de distania foal (α0 = 3,7796 · 103) y punto prinipal situado en el entro de la
imagen. La distania foal varía uniformemente dentro de un margen del ±10% (∆α = 0,1α0), es
deir, α ∈ [α0 −∆α, α0 +∆α] mientras que el punto prinipal sigue una distribuión uniforme dentro
del retángulo de semilados A = 2560/4 y B = 1920/4 píxeles, entrado en el origen de oordenadas.
El número de experimentos realizados es 100, suiente para que las medias sean signiativas.
El algoritmo de autoalibraión elegido es el de estimaión de la uádria absoluta dual mediante la
ténia de programaión uadrátia seuenial (SQP), propuesto por Triggs (ver § 7.6.1). El algoritmo
no impone restriiones sobre los parámetros: aunque en la simulaión se onoza que los píxeles son
uadrados, no se utiliza en la determinaión de las matries de parámetros intrínseos. Este algoritmo
se iniializa mediante el algoritmo uasi-lineal del mismo autor [15℄, que proporiona un mejor punto
de partida para la optimizaión no lineal que el algoritmo de ámaras ortogonales.
A ontinuaión del algoritmo de autoalibraión se onstruye la homografía H que atualiza la reon-
struión proyetiva en una eulídea (ver § 7.2.3) y se prueban las dos estrategias de iniializaión del
ajuste de haes eulídeo presentadas en § 8.1. La mejor alternativa es la primera.
Reordemos que en la segunda opión se impone que la submatriz formada por las tres primeras
olumnas de la matriz de proyeión PH se obtenga omo produto de la matriz de parámetros in-
trínseos que devuelve el algoritmo de autoalibraión por la matriz de rotaión más erana al resto
de la desomposiión. En la prátia, debido al ruido, la matriz de parámetros intrínseos estimada
Kˆ diere (sobre todo en lo que a la estimaión del punto prinipal se reere) de la matriz exata K,
por lo que al intentar desomponer la matriz de proyeión on esa matriz Kˆ, el resultado es que no
enaja bien. Esto se observa en que el error de reproyeión de los puntos 3D a través de las matries
eulídeas toma valores muy grandes omparados on los que abría esperar debido al ajuste de haes
proyetivo realizado.
En la primera alternativa, se desompone ada submatriz de la matriz de proyeión en una matriz
de rotaión y una matriz de parámetros intrínseos (la que sea − no tiene porqué oinidir on la
estimada en la autoalibraión, salvo para la primera ámara, debido a la homografía H). Esto es
muho mejor, ya que tiene mayor libertad: ada matriz de proyeión se ajusta por separado.
Con pruebas experimentales se ha omprobado esta armaión de que la primera iniializaión de § 8.1
es mejor que la segunda. En las pruebas no se ha realizado la normalizaión afín de los puntos ruidosos
para dar un signiado de píxeles (absolutos) a los errores (distanias geométrias) obtenidos en ada
paso de la adena de proesamiento. Cabe todavía la esperanza de que la segunda iniializaión fun-
ione mejor si se trabaja en un mundo de oordenadas normalizadas (afínmente), ya que la rotaión
más próxima que se ajusta a la matriz Kˆ y a la matriz de proyeión atualizada, PH, minimiza la
norma matriial induida, que al igual que se estudió en el aso de la matriz fundamental, funiona
mejor si se trabaja de tal forma que las oordenadas de los puntos (y por tanto los elementos de las
matries de proyeión) estén equilibradas.
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Tras la anterior justiaión, se proede a evaluar experimentalmente sólo la primera iniializaión. Las
gráas de la gura 8.1 muestran los resultados de las pruebas. En ellas se omparan uatro resultados
de la adena de proesamiento (ver § 2.4): la reonstruión proyetiva iniial (INIC−CP) obtenida,
omo se explió en § 6.6.3, mediante la matriz fundamental y reseión; el resultado del ajuste de
haes proyetivo (AHP); la reonstruión eulídea iniial (INIC−CE) imponiendo la restriión de
píxeles uadrados y el resultado del ajuste de haes eulídeo (AHE).
Como es habitual, las líneas disontinuas representan el error de estimaión (distania de los puntos
estimados a los puntos exatos) y las líneas ontinuas representan el error residual (distania a los
datos ruidosos).
Como se puede omprobar en la gura, la reta de la reonstruión eulídea iniial más píxeles
uadrados (INIC−CE) tiene una pendiente onsiderablemente mayor que la del resto de alibraiones.
Los errores son mayores uantos menos puntos se utilien para estimar las matries de proyeión. Si
sólo se ajustasen las matries de proyeión a unas de ámaras proyetivas nitas (sin imponer que
los píxeles sean uadrados), la urva del oste de la reonstruión iniial oinidiría on la del ajuste
de haes proyetivo, aproximadamente.
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Figura 8.1: Ajuste de haes eulídeo: valores RMS residual y de estimaión del error de reproyeión,
para n = 50 puntos (izquierda) y n = 100 (dereha).
El ajuste de haes eulídeo en verdad es ventajoso, ya que optimiza la alibraión eulídea y onsigue
que el error de reproyeión se mantenga era de los valores mínimos teórios. Prátiamente, la
urva AHE oinide on la urva del ajuste de de haes proyetivo, AHP. Esto era de esperar, pues
del análisis teório realizado en § 6.7.5 sabemos que las superies de error proyetivas y métrias son
asintótiamente onvergentes según reen el número de puntos n y el número de ámaras m.
En ambas gráas se observan las dos prediiones de las urvas teórias (ver gura 6.31): (1) on-
forme ree el número de puntos, el error residual aumenta y el error de estimaión disminuye; (2) la
variaión de ambos errores de reproyeión on la desviaión típia de ruido es lineal.
Queda un detalle por omentar: el ajuste de haes diseñado no impone que todas las matries de
parámetros intrínseos sean iguales. Está pensado para el aso de ámaras on píxeles uadrados y
parámetros intrínseos variables, aunque lo hallamos utilizado para ámaras on parámetros jos. El
algoritmo funiona igual de bien si se utilizan ámaras on parámetros variables.
Como datos omplementarios sobre el algoritmo de autoalibraión, para n = 100 puntos los errores
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en la distania foal se mantienen por debajo del 4,5% (para σ = 5 píxeles), el error medio en el punto
prinipal está por debajo de 200 píxeles, el error en la relaión de aspeto es inferior al 0,5% y el error
en el ángulo del skew es también inferior al 0,5%. Para n = 50 puntos, el error en la estimaión de
la distania foal es menor que el 7,5%, el error en el punto prinipal es inferior a 250 píxeles y los
errores en la relaión de aspeto τ y ángulo θ entre los lados de los píxeles son inferiores al 1% y al
0,8%, respetivamente.
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Figura 8.2: Ajuste de haes eulídeo: detalle de los valores RMS residual y de estimaión del error de
reproyeión, para n = 50 puntos (izquierda) y n = 100 (dereha).
8.4. Un ejemplo ompleto
Con una ámara digital doméstia modelo Nikon Coolpix
r
3700 se tomaron 23 fotografías del Patio
de los Reyes en el interior del Monasterio de San Lorenzo de el Esorial. Todas las imágenes fueron
adquiridas sin utilizar el zoom de la ámara, así que se supone que los parámetros intrínseos son on-
stantes, salvo variaiones debidas al auto-enfoque. Se desonoe la matriz de parámetros intrínseos.
La gura 8.3 muestra dos imágenes de la seuenia.
Se onoe un poo más de la ámara: la distania foal equivalente empleada durante la adquisiión
de las imágenes fue de 35 mm (la ámara permite variar la distania foal entre 35 y 105 mm). Sin
embargo, no utilizaremos este onoimiento a durante la alibraión.
El objetivo es obtener una reonstruión eulídea de la esena y una alibraión eulídea de las
ámaras minimizando el error de reproyeión, según se presentó en § 2.3. Seguiremos el esquema de
proesamiento de § 2.4. Los pasos son los siguientes:
1. Obtener la alibraión proyetiva de las dos ámaras extremas (la N
◦
1 y la N
◦
23) y los puntos
3D mediante el algoritmo Gold Standard para la matriz fundamental (§ 6.2.3.6).
2. Estimar las matries de proyeión de las ámaras intermedias (números 2 a 22) mediante el
algoritmo Gold Standard de la ténia que hemos llamado reseión (§ 5.4.2).
3. Optimizar la alibraión proyetiva existente mediante el ajuste de haes proyetivo, minimizan-
do el error de reproyeión (§ 6.6.4).
4. Utilizar un algoritmo de autoalibraión para alular el plano del innito y la matriz de parámet-
ros intrínseos. En el ejemplo se ha utilizado el algoritmo de estimaión de la uádria absoluta
dual expliado en § 7.6.3.
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Figura 8.3: Ejemplo on datos reales: imágenes 12 (izquierda) y 21 (dereha) de la seuenia del Patio
de los Reyes situado en el interior del Monasterio de San Lorenzo de el Esorial, on las orrespon-
denias de puntos superpuestas (rues).
5. Atualizar la reonstruión: onstruir la homografía del espaio que retia los puntos 3D y
las matries de proyeión, es deir, los onvierte en datos métrios (§ 7.2.3).
6. Optimizar la alibraión eulídea atual mediante el ajuste de haes eulídeo, imponiendo la
restriión de píxeles uadrados, minimizando el error de reproyeión (§ 8.2).
Tras el ajuste de haes eulídeo faltaría representar la reonstruión, pero eso no forma parte del
proyeto. Tampoo forma parte del proyeto la extraión de araterístias, que se realizó semi-
automátiamente, on una herramienta que deteta esquinas en un entorno que determina el usuario.
El error de reproyeión normalizado por el número de medidas se alula según la expresión habitual:
ǫ2
res
=
‖X̂−X‖2
N
=
m∑
i=1
n∑
j=1
d(Pˆ
i
Xˆj ,x
i
j)
2
2mn
.
India el error medio por ada oordenada de los puntos observados. Los errores RMS de reproyeión
tras ada etapa signiativa del método son los mostrados en la tabla 8.1. Los números de los ajustes
de haes señalan que la desviaión típia presente en los puntos observados es inferior a 1 píxel. Una
vez más, se observa lo que predie la teoría: los errores residuales de los ajustes de haes proyetivo y
eulídeo son asi iguales, siendo mayor el error en la reonstruión eulídea. Aunque se ha impuesto la
ondiión de píxeles uadrados en la última etapa, el error sigue siendo muy pequeño, lo que justia
la hipótesis de píxeles uadrados.
Etapa Error reproyeión RMS (píxeles)
Calibraión proyetiva iniial 0,7399
Tras el ajuste de haes proyetivo 0,5508
Calibraión eulídea iniial (píxeles uadrados) 1,5878
Tras el ajuste de haes eulídeo 0,5528
Cuadro 8.1: Ejemplo on datos reales: errores de reproyeión en ada etapa signiativa del esquema
de proesamiento.
Sólo haen falta 7 iteraiones del algoritmo de Levenberg-Marquardt en ada uno de los ajuste de
haes proyetivo y eulídeo para onverger a la soluión deseada, lo que india que el punto de partida
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es muy bueno: ae dentro del pozo de atraión del mínimo.
Considérense las dimensiones del problema: m = 23 ámaras y n = 162 puntos implian que la
optimizaión de la alibraión proyetiva (ajuste de haes) se hae on una funión modelo
f : R762 −→ R7452,
es deir, se busa el mínimo en R762 y ½sólo se hae en 7 iteraiones del algoritmo LM! Por su parte,
el ajuste de haes eulídeo no se queda atrás, el espaio de medidas es el mismo, pero el espaio de
parámetros es de dimensión un poo menor
f : R693 −→ R7452.
La salida del ajuste de haes eulídeo son las matries de proyeión y los puntos 3D métrios que
minimizan el error de reproyeión. De las matries de proyeión podemos extraer las matries de
parámetros intrínseos de ada imagen (en ellas se umple que los píxeles son uadrados, omo impone
el ajuste de haes).
Las matries de parámetros intrínseos de las ámaras N
◦
12 y N
◦
21 son:
K
12 =
 1157,9 0 21,40 1157,9 −13,3
0 0 1
 , K21 =
 1173,7 0 −21,60 1173,7 −29,9
0 0 1
 .
En ambas matries, el punto prinipal está expresado respeto del entro de la imagen, es deir, el
píxel de oordenadas [512, 384] respeto del sistema de referenia habitual de las imágenes (esquina
superior izquierda).
Además, se ha probado el ajuste de haes proyetivo on distorsión radial y el error de reproyeión
obtenido es: ǫ
res
= 0,5367 píxeles, menor que el error de reproyeión sin distorsión radial, omo era
de esperar, pero la mejora no es espetaular. Los parámetros de distorsión de las ámaras 12 y 21
están reogidos en la tabla 8.2. Para ada ámara, se han utilizado uatro oeientes en el polinomio
de distorsión radial y las dos oordenadas del entro de distorsión.
Como se apreia en el error de reproyeión y en los parámetros de la ámara, la distorsión radial
asi no tiene importania. Por ejemplo, para la ámara N
◦
12 hay que situar muy lejos del entro de
la imagen el entro de distorsión para disminuir el error de reproyeión. En ambio, para la imagen
N
◦
21, el entro de distorsión radial no está tan alejado del entro de la imagen y los oeientes son
mayores que los de la otra ámara, aunque siguen siendo pequeños.
No se debe olvidar que se está evaluando en el punto más propenso a la distorsión, ya que si las
imágenes hubiesen sido adquiridas on ualquier otra distania foal de las que admite la ámara, la
distorsión observada sería menor.
Parámetro Cámara N
◦
12 Cámara N
◦
21
xc −706,17 −145,90
yc 110,60 −130,95
κ1 8,246 · 10−6 2,934 · 10−6
κ2 1,167 · 10−8 −5,700 · 10−8
κ3 −1,564 · 10−11 −1,043 · 10−10
κ4 4,745 · 10−15 1,936 · 10−13
Cuadro 8.2: Ejemplo on datos reales: parámetros de distorsión radial de las dos ámaras onsideradas.
También se pueden omparar las diferenias del error de reproyeión en las distintas etapas del esque-
ma de proesamiento y la situaión exepional de inluir la distorsión radial mediante los histogramas
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del error de reproyeión residual. El error de la alibraión proyetiva iniial es muy diferente de los
otros tres (los tres tipos de ajustes de haes implementados), que son prátiamente iguales. El ruido
real no es exatamente gaussiano, omo se ha onsiderado a lo largo de todo el proyeto, pero se paree
bastante.
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Figura 8.4: Ejemplo on datos reales: histogramas de los errores de reproyeión residual. De izquierda
a dereha: alibraión proyetiva iniial, después del ajustes de haes proyetivo, tras el ajuste de haes
proyetivo on distorsión radial (4 oeientes) y después del ajuste de haes eulídeo. Las respetivas
desviaiones típias del error son: 0,7375, 0,5509, 0,5368 y 0,5529.
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Capítulo 9
Resumen y trabajo futuro
Resumen
A lo largo de esta densa memoria se han desrito e implementado numerosos algoritmos de alibraión
proyetiva, lasiados es tres tipos: lineales, no lineales y robustos. Proporionan diversidad de om-
binaiones para obtener la alibraión proyetiva de las ámaras a partir de las oordenadas de los
puntos y/o retas en las imágenes.
Diha alibraión proyetiva se puede optimizar mediante un ajuste de haes: una ténia muy ben-
eiosa para etapas posteriores (autoalibraión, et.). Desarrollando este tema se han desrito algo-
ritmos de ajuste de haes proyetivo y ajuste de haes proyetivo on distorsión radial. Un poo más
ompliado es extender el ajuste de haes a un maro eulídeo, debido a la parametrizaión de las
matries de proyeión, sin embargo también se ha desarrollado esta idea, dando omo resultado un
ajuste de haes eulídeo on una parametrizaión onreta y píxeles uadrados, aunque también se
han dado las bases para utilizar otras parametrizaiones de los elementos del problema.
Los algoritmos lineales se basan en la resoluión de un sistema de euaiones por mínimos uadrados,
apoyándose en el álgebra matriial. Dan buenos resultados si se normalizan los datos del problema,
para evitar inestabilidades numérias. Se utilizan omo iniializaión de algoritmos no lineales, los
uales persiguen la minimizaión de una funión de oste mediante esquemas iterativos, basados en
la hipótesis de que diha funión es loalmente lineal. La ventaja que tienen frente a los lineales es la
posibilidad de expresar ostes geométrios que guardan relaión on medidas realizables en las imá-
genes.
Los últimos algoritmos en la jerarquía son los robustos, que tratan de mejorar las estimaiones de los
algoritmos no lineales senillos. La alternativa elegida ha sido el esquema RANSAC (desehando otros
omo mínimos uadrados ponderados, M-estimadores, Least Median of Squares . . .), ya que es senilla
de entender e implementar, además de proporionar resultados exelentes de auerdo on los parámet-
ros de diseño del estimador (umbral de lasiaión, proporión de outliers esperada, desviaión típia
de ruido).
Las simulaiones realizadas on datos sintétios prueban elmente la relaión de los algoritmos de-
sritos on los resultados teórios esperados y enseñan uáles son los mejores aminos para alanzar
el objetivo nal de la reonstruión, desehando los métodos menos afortunados.
Trabajo futuro
Sólo resta apliar los algoritmos a datos reales, igual que se ha heho en el ejemplo visto en § 8.4,
pero en lugar de seleionar las araterístias semi-automátiamente, se debe poder realizar de forma
automátia, por lo que es más fáil utilizar seuenias de vídeo para extraer las araterístias, ya que
171
172 CAPÍTULO 9. RESUMEN Y TRABAJO FUTURO
el desplazamiento de los puntos de una imagen a la siguiente es pequeño.
De la experienia adquirida tras realizar pruebas on dihas seuenias de vídeo, se onluye que el
algoritmo de extraión de araterístias y seguimiento es muy importante, pues el problema suele
radiar en las inorretas orrespondenias de puntos (outliers), no el ruido de las medidas. En la
atualidad se dispone de un algoritmo de extraión de araterístias y seguimiento de puntos ajeno
al proyeto, el ual debería ser revisado para mejorar su rendimiento, aunque no es una labor tan
grata omo la alibraión.
Los puntos fuertes del proyeto son, sobre todo, los algoritmos de ajustes de haes, además de los algo-
ritmos de alibraión proyetiva y autoalibraión implementados. Dihos algoritmos de optimizaión
mejoran muho el rendimiento de otras etapas y onstituyen un paso esenial haia la onseuión de
buenos resultados en la alibraión y en la reonstruión nal, respetivamente. También podemos
deir que el problema de la alibraión proyetiva está resuelto, no en vano se ha expliado ese tema
en uno de los apítulos más extensos. La distorsión radial también es otro tema que también queda
senteniado, sobre todo porque se ha omprobado que las ámaras doméstias apenas tienen distorsión
radial (ejemplo § 8.4), así que sólo debe tenerse en uenta en situaiones exepionales. El modelo de
proyeión lineal es una muy buena aproximaión a la realidad.
A pesar de que el proyeto es bastante amplio, todavía quedan muhos asuntos por mejorar. Por
ejemplo, habría que rear un interfaz gráo y unirlo on los dos bloques extremos del esquema de
proesamiento dado en § 2.4. Todavía queda un largo amino hasta poder onstruir un sistema om-
pleto de reonstruión a partir de seuenias de vídeo. El bloque de presentaión de la reonstruión
es muy importante porque ofree resultados visuales de toda la adena de proesamiento y es el que
uanto antes se debería implementar, ya que en la atualidad se aree del mismo.
Un algoritmo de autoalibraión puede ser bueno, pero a ojos de una persona no entendida en el
tema, el algoritmo es muho mejor si le ofrees un modelo tridimensional de la esena reonstruida,
on texturas extraídas de las imágenes. Desgraiadamente no he podido presentar tales resultados
vistosos, aunque espero onseguirlo en un futuro no muy lejano.
Una vez que se dispone de un esquema ompleto de proesamiento se puede dar una segunda pasada al
esquema y renar más algunas partes. Por ejemplo, habría que evaluar si es posible atajar el problema
de la alibraión eulídea desde el prinipio: en lugar de estableer los bloques separados, tratar de
realizar en un esquema onjunto la alibraión proyetiva y la autoalibraión eulídea.
Deseo nal.
Durante el proyeto, a medida que se iban implementando más y más algoritmos surgió la idea de
dar forma y sentido al onjunto, ompletarlo para así rear una librería de rutinas de alibraión que
sirviera omo base sólida para futuros proyetos en el ampo de la visión por ordenador, espeialmente
dentro del Grupo de Tratamiento de Imágenes (GTI). Me gustaría que el trabajo realizado sea útil a
otras personas más que el propio autor.
Apéndie A
Notaión
Para failitar la letura y entendimiento del presente doumento se inluyen a ontinuaión algunos
riterios de notaión seguidos.
Generalidades: habitualmente los vetores están representados mediante letras en negrita, ej. a, y las
matries en letras mayúsulas de fuente teletipo, ej. A.
Cuerpos, espaios y anillos:
R Cuerpo de los números reales
C Cuerpo de los números omplejos
P Espaio proyetivo
S Esfera
Mp×q Espaio vetorial de las matries de orden p× q
Mp×p Anillo de las matries de orden p× p
Variedades lineales del plano y del espaio proyetivo
X Punto del espaio
XM Punto del espaio en una referenia métria
π Plano del espaio
r, ℓ Reta del espaio
x Punto del plano
x
i
j El j-esimo punto del espaio proyetado en la i-ésima ámara
Generalidades sobre vetores y matries:
I Matriz identidad
H Matriz de una homografía
[u]× Matriz antisimétria asoiada al vetor u
C Matriz de una ónia (en un plano)
Q
∗
Matriz de una uádria dual
‖ · ‖ Norma 2 de un vetor o induida de una matriz
‖ · ‖F Norma Frobenius de una matriz
UF (A) = A/‖A‖F Unitarizar una matriz en norma Frobenius
A
⊤
Transpuesta de A
A
⊥
Complemento ortogonal de A
A
−1
Inversa de A
A
+
Pseudoinversa de A
A⊗ B Produto tensorial de matries
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Otras generalidades.
n, npuntos Número de puntos
m, nam Número de ámaras
Re Parte real
Im Parte imaginaria
∼ Igualdad salvo proporionalidad
λ, k Constante de proporionalidad proyetiva
d(x1,x2) Distania eulídea entre los puntos de oordenadas homogéneas x1 y x2
∇ Primera derivada: gradiente o matriz jaobiana
∇2 Segunda derivada o matriz hessiana (Hessiano)
F Funión de Lagrange o Lagrangiano
Contexto de las matries de proyeión
P Matriz de proyeión
PM Matriz de proyeión métria
K Matriz de parámetros intrínseos
R Matriz de rotaión
C˜ Coordenadas anes del entro óptio
κ Parámetros de distorsión radial
τ Relaión de aspeto
θ Skew o ángulo de una rotaión
Contexto de los algoritmos lineales, la desomposiión en valores singulares (SVD), autovalores y
autovetores.
A Matriz de diseño
Aˆ Matriz de medida reduida
σi Valor singular i-ésimo
U Matriz izquierda de la SVD
D Matriz diagonal de la SVD, on los valores singulares
V Matriz dereha de la SVD
λ Autovalor
Λ Matriz de autovalores
V Matriz de autovetores
E Matriz de restriiones
Contexto de las geometrías epipolar, trifoal y uadrifoal.
e Epipolo
F Matriz fundamental
F
S
Parte simétria de la matriz fundamental
E Matriz esenial
T Tensor trifoal
Ti Tensor trifoal en forma de matries 3× 3
t Tensor trifoal en forma de vetor
ǫijk Tensor de permutaión
Q Tensor uadrifoal
Qˆ Tensor uadrifoal reduido
q Tensor uadrifoal en forma de vetor
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Contexto de los elementos de autoalibraión
π∞ Plano del innito
Ω∞ Cónia absoluta en el plano del innito
Q
∗
∞ Cuádria absoluta dual
H∞ Homografía de innito
ω IAC o PAC, proyeión de la ónia absoluta
ω∗ Dual de la proyeión de la ónia absoluta
Ω Cuádria de Klein
Σ Cuádria degenerada del Calibration Penil
h(θ) Horóptera parametrizada
θ Parámetro de una horóptera
Contexto de optimizaión Levenberg-Marquardt
f Funión modelo
M Dimensión del espaio de parámetros: número de variables independientes
N Dimensión del espaio de medidas: número de variables dependientes
P Vetor de parámetros
X Vetor de medidas objetivo
Σ
X
Matriz de ovarianzas del vetor de medidas
X̂ Vetor de medidas estimado
ǫ Vetor de error o residuo
J Matriz jaobiana
A Parte izquierda de una matriz jaobiana
B Parte dereha de una matriz jaobiana
U Parte de la matriz J
⊤
J dependiente de las ámaras
V Parte de la matriz J
⊤
J dependiente de los puntos 3D
W Parte de la matriz J
⊤
J dependiente de ámaras y puntos 3D
H Matriz hessiana (Hessiano)
Contexto de ruido
σ Desviaión típia
ǫ
res
Error residual (distania de los datos estimados a los datos ruidosos)
ǫ
est
Error de estimaión (distania de los datos estimados a los datos exatos)
d Grados de libertad, número de parámetros en la fórmula de Cramer-Rao
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Apéndie B
Desomposiión en Valores Singulares
(SVD)
El objetivo de este apítulo es reopilar la informaión básia neesaria para entender la Desom-
posiión en Valores Singulares (SVD). Empezamos dando la deniión de la SVD para una matriz
retangular genéria A, y disutiendo algunos oneptos relaionados [28℄. Después ilustramos tres
importantes apliaiones de la SVD:
Resoluión de sistemas de euaiones lineales no homogéneos.
Resoluión de sistemas de euaiones lineales homogéneos de rango deiente.
Garantizar que los elementos de una matriz estimada numériamente satisfaen alguna restri-
ión dada (por ejemplo, ortogonalidad).
B.1. Deniión
Singular Value Deomposition (SVD)
Cualquier matriz retangular de m× n se puede esribir omo el produto de tres matries:
A = UDV ⊤. (B.1)
Las olumnas de la matriz uadrada U de m × m son vetores unitarios mutuamente ortogonales,
así omo las olumnas de la matriz V de n × n. (Las matries U y V son ortogonales: U⊤U = Im y
V ⊤V = In). La matriz D de m × n es diagonal. Los elementos de su diagonal, σi, son los llamados
valores singulares, y son tales que σ1 ≥ σ2 ≥ . . . σn ≥ 0.
Para el aso de sistemas sobredeterminados on los que solemos trabajar m > n, queda:
D =

σ1 0
σ2
.
.
.
σn−1
0 σn
0
.
.
.
0

Aunque U y V no son únias, los valores singulares σi están ompletamente determinados por A.
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B.2. Propiedades de la SVD
Propiedad 1
Los valores singulares dan informaión valiosa aera de la singularidad de una matriz uadrada. Una
matriz uadrada, A, es regular (o no singular) si y sólo si todos sus valores singulares son no nulos.
Más aún, los σi también dan informaión de uan próxima está una matriz de ser singular: la razón
C =
σ1
σn
,
llamada número de ondiión, mide el grado de singularidad de A. Cuando 1/C es omparable on
la preisión aritmétia del ordenador, la matriz A está débilmente ondiionada, y para todos los
propósitos prátios puede ser onsiderada singular.
Propiedad 2
Si A es un matriz retangular, el número de σi no nulos es igual al rango de la matriz A. Así, dada
una tolerania ja, ǫ, el número de valores singulares mayores que ǫ es igual al rango efetivo de la
matriz.
Propiedad 3
Si A es una matriz uadrada no singular, su inversa se puede esribir omo:
A−1 = V D−1U⊤
Sea A singular o no, la pseudoinversa de A, A+, se puede esribir omo
A+ = V D−10 U
⊤, (B.2)
on D−10 igual a D
−1
para todo valor singular no nulo y ero en aso ontrario. Si A es regular,
entones D−10 = D
−1
y A+ = A−1.
Propiedad 4
Las olumnas de U orrespondientes a los valores singulares no nulos forman una base ortonormal del
reorrido de A. Las olumnas de V orrespondientes a los valores singulares nulos forman una base
ortonormal para el núleo de A.
Propiedad 5
Los uadrados de los valores singulares no nulos son los autovalores no nulos de las matries A⊤A de
n× n y AA⊤ de m×m. Las olumnas de U son los autovetores de AA⊤, las olumnas de V son los
autovetores de A⊤A. Además,
A⊤uk = σkvk
Avk = σkuk,
donde uk y vk son las olumnas de U y V asoiadas a σk.
Para ver la onexión de los valores singulares de A on autovalores de A⊤A, haemos el siguiente
razonamiento: si A = UDV ⊤, entones A⊤A = V DU⊤UDV ⊤ = V D2V ⊤ porque U es ortogonal y
D diagonal. Como V también lo es, V ⊤ = V −1, así que A⊤A = V D2V −1. Esta es la euaión de
deniión de los autovalores, que india que los elementos de D2 son los autovalores de A⊤A y las
olumnas de V son los autovetores de A⊤A. En resumen: los valores singulares son la raíz uadrada
de los autovalores de A⊤A.
No hay que olvidar que A⊤A es simétria y semidenida positiva, así que sus autovalores son reales y
no negativos. Conseuentemente, los valores singulares son reales y no negativos.
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Propiedad 6
Una posible medida de distania entre matries puede obtenerse a partir de la norma Frobenius. La
norma Frobenius de una matriz A es, simplemente, la raíz uadrada de la suma de los uadrados de
los elementos aij de A:
‖A‖F =
√∑
i
∑
j
a2ij . (B.3)
Sustituyendo la Desomposiión en Valores Singulares (B.1) en (B.3) y dado que el produto por
matries unitarias preserva la norma eulídea de ada la o olumna, y por tanto preserva ‖ · ‖F , se
llega a:
‖A‖F =
√∑
i
σ2i .
Ejemplo
Consideremos la matriz
A =
 1 12 2
2 2

Calulamos
A⊤A =
[
9 9
9 9
]
,
uyos autovalores son:
det(A⊤A− λI) = (9 − λ)2 − 92 = λ2 − 18λ = 0
λ1 = 18, λ2 = 0
Comprobamos que ambos autovalores son no negativos porque A⊤A es semidenida positiva. Por la
propiedad 5, los valores singulares son:
σ1 =
√
18, σ2 = 0
Los dos autovetores normalizados (de norma unidad) de A⊤A son:
v1 =
[ √
2
2
√
2
2
]⊤
v2 =
[ √
2
2
−
√
2
2
]⊤
Con estos vetores podemos onstruir la matriz V = [v1 v2]. A ontinuaión, proedemos a alular
la matriz U , mediante el álulo de los autovetores normalizados de AA⊤.
AA⊤ =
 2 4 44 8 8
4 8 8

Los autovalores son:
det(AA⊤ − λI) = λ3 − 18λ2 = 0
λ1 = 18, λ2 = 0, λ3 = 0.
Vemos que λ1 = σ
2
1 y λ2 = σ
2
2 . Los autovetores normalizados son:
u1 =
[
1
3
2
3
2
3
]⊤
u2 =
[
−2
√
5
5
√
5
5
0
]⊤
u3 =
[
−2
√
5
5
0
√
5
5
]⊤
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on los uales se forma U = [u1 u2 u3]. Ahora podemos omprobar que A = UDV
⊤
:
UDV ⊤ =

1
3
−2
√
5
5
−2
√
5
5
2
3
√
5
5
0
2
3
0
√
5
5

 3√2 00 0
0 0


√
2
2
√
2
2√
2
2
−
√
2
2
 =
 1 12 2
2 2
 = A
También omprobamos que Avi = σiui y que A
⊤
ui = σivi, siendo i = 1, 2 (propiedad 5). Para i = 2,
ambos resultados son el vetor ero porque σ2 = 0, en ambio, para i = 1, obtenemos:
Av1 =
[√
2 2
√
2 2
√
2
]⊤
=
√
18
[
1
3
2
3
2
3
]⊤
= σ1u1
y
A⊤u1 = [3 3]
⊤
=
√
18
[√
2
2
√
2
2
]⊤
= σ1v1.
B.3. Apliaiones de la SVD
B.3.1. Mínimos Cuadrados
Supongamos que tenemos que resolver un sistema de m euaiones lineales,
Ax = b, (B.4)
donde la inógnita es el vetor n-dimensional x. La matriz A de tamaño m×n ontiene los oeientes
del sistema y el vetor m-dimensional b son los datos. Si no todos los elementos del vetor b son
nulos, la soluión se puede obtener multipliando ambos lados de la euaión por A⊤, llegando a las
Euaiones Normales:
A⊤Ax = A⊤b. (B.5)
La soluión viene dada por
x = (A⊤A)+A⊤b.
Esta soluión es óptima en el sentido de mínimos uadrados. Minimiza la norma del vetor ‖Ax−b‖,
llamado residuo; por eso se la llama soluión mínimo-uadrátia del sistema.
Normalmente es una buena idea alular las pseudoinversa de A⊤A a través de la SVD. En el aso de
más euaiones que inógnitas la pseudoinversa tiende a oinidir on la inversa de A⊤A, pero no hay
que perder de vista el número de ondiión de A⊤A (Propiedad 1).
Casos partiulares y algoritmos
Sistemas de rango ompleto
Si la matriz A, de tamaño m × n, umple rango(A) = n y no existe una soluión exata al sistema,
busamos un vetor soluión x tal que minimie ‖Ax− b‖.
Busamos un x que minimie ‖Ax − b‖ = ‖UDV ⊤x − b‖. Por la propiedad de preservar la norma
de las matries ortogonales, ‖UDV ⊤x − b‖ = ‖DV ⊤x − U⊤b‖, y ésta es la antidad que queremos
minimizar. Esribiendo y = V ⊤x y b′ = U⊤b, el problema se onvierte en minimizar ‖Dy−b′‖. Este
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sistema es de la forma 
σ1 0
σ2
.
.
.
σn−1
0 σn
0
.
.
.
0


y1
y2
.
.
.
yn
 =

b′1
b′2
.
.
.
b′n−1
b′n
b′n+1
.
.
.
b′m

.
Vemos laramente que el vetor Dy más erano a b′ es el vetor [b′1, b
′
2, . . . , b
′
n, 0, . . . , 0]
⊤
. Esto se
onsigue haiendo yi = b
′
i/σi, para i = 1, . . . , n. Reordemos que, al haber supuesto que rango(A) = n,
esto asegura que ningún valor singular es nulo (σi 6= 0). Finalmente se deshae el ambio y = V ⊤x,
para despejar: x = V y. El algoritmo ompleto es:
Objetivo
Enontrar la soluión mínimo-uadrátia del sistema Ax = b, donde A es de tamañom×n,
on m > n (sobredeterminado), y rango(A) = n.
Algoritmo
1. Hallar la SVD A = UDV ⊤
2. Haer el ambio b
′ = U⊤b
3. Hallar el vetor y denido por yi = b
′
i/σi, siendo σi el i-ésimo valor singular de A.
4. La soluión es x = V y.
Sistemas de rango deiente
Sea A de tamaño m×n y se umple r = rango(A) < n. Es posible que por efeto del ruido la matriz A
tenga rango mayor que n, pero queremos forzar la restriión de rango r por onsideraiones teórias
del problema partiular que estemos onsiderando. En este aso habrá una familia de soluiones al
sistema de euaiones, la ual depende de (n− r) parámetros. Podemos obtener fáilmente la familia
mediante la SVD:
Objetivo
Enontrar la soluión general del sistema Ax = b, donde A es de tamaño m× n (m > n)
(sobredeterminado) y rango(A) = r < n. Soluión en el sentido de minimizar ‖Ax− b‖.
Algoritmo
1. Hallar la SVD A = UDV ⊤ (on los valores singulares en el orden habitual: desen-
dente).
2. Haer el ambio b
′ = U⊤b.
3. Hallar el vetor y, de dimensión n, denido por
yi =
{
b′i/σi i = 1, . . . , r
0 resto
Siendo σi el i-ésimo valor singular de A.
4. La soluión partiular x0 de mínima norma ‖x‖ es x0 = V y.
5. La soluión general es x = V y+ λr+1vr+1 + · · ·+ λnvn, donde vr+1, . . . ,vn son las
últimas n− r olumnas de V .
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Se puede esribir más ompatamente deniendo una matriz que ontrole el paso 3. Sea D la matriz
diagonal de m×n que resulta de la SVD. Por ser diagonal y de rango deiente umple: Dij = 0 para
i 6= j y Dii = σi para todo i; en donde σi 6= 0 para 1 ≤ i ≤ r y σi = 0 para r + 1 ≤ i ≤ n. Entones,
D−10 es aquella matriz de n×m (nótese la inversión de índies) uyos únios elementos no nulos son
D−10 ii = 1/σi para 1 ≤ i ≤ r. Esta matriz es la que vimos en la propiedad 3 de la SVD (euaión B.2).
Con esta notaión, la soluión de mínima norma ‖x‖ que minimiza ‖Ax−b‖ es x0 = V D−10 U⊤b, que
omo ya vimos es el produto de la matriz pseudoinversa A+ = V D−10 U
⊤
por el vetor b.
x0 = V D
−1
0 U
⊤
b = A+b
El algoritmo da una familia de soluiones, parametrizadas por los (n− r) parámetros λi.
Ejemplo
Consideremos el problema de mínimos uadrados Ax = b: 1 12 2
2 2
[ x1
x2
]
=
 1515
−30
 .
De la matriz A ya onoemos la Desomposiión en Valores Singulares porque la hemos heho en el
ejemplo anterior. Siguiendo el algoritmo, se alula b
′ = U⊤b, y = D−10 b
′
y entones x = V y.
b
′ =

1
3
2
3
2
3
−2
√
5
5
√
5
5
0
−2
√
5
5
0
√
5
5


15
15
−30
 =

−5
−3√5
−12√5
 ,
y =
 13√2 0 0
0 0 0


−5
−3√5
−12√5
 =
 −5
√
2
6
0
 ,
x =

√
2
2
√
2
2√
2
2
−
√
2
2

 −5
√
2
6
0
 =
 −
5
6
−5
6
 .
También se puede alular la pseudoinversa A+ = V D−10 U
⊤
:
A+ =

√
2
2
√
2
2√
2
2
−
√
2
2

 13√2 0 0
0 0 0


1
3
2
3
2
3
−2
√
5
5
√
5
5
0
−2
√
5
5
0
√
5
5
 =

1
18
1
9
1
9
1
18
1
9
1
9

Entones se alula x diretamente omo x = A+b:
x =

1
18
1
9
1
9
1
18
1
9
1
9


15
15
−30
 =
 −
5
6
−5
6
 ,
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al igual que antes. Todas las demás soluiones son de la forma:
x =
 −
5
6
−5
6
− λ2

√
2
2
−
√
2
2
 .
Sistemas de rango desonoido
Si el rango del sistema de euaiones no es onoido (no tiene ninguna restriión), es apropiado
poner a ero los valores singulares que sean pequeños omparados on el mayor valor singular. Así, si
σi/σ1 < δ, donde δ es una onstante del orden de la preisión del ordenador
1
, entones se pone yi = 0.
Se obtiene una soluión mínimo-uadrátia al igual que el aso anterior: x = V y.
B.3.2. Sistemas Homogéneos
Supongamos que queremos resolver un sistema homogéneo de m euaiones y n inógnitas
Ax = 0, (B.6)
onm > n y rango(A) = n−1. Desartando la soluión trivial x = 0, una soluión, a falta de un fator
de esala, se puede obtener fáilmente mediante la SVD. Esta soluión es proporional al autovetor
orrespondiente al únio autovalor nulo de A⊤A (el resto de autovalores son estritamente positivos
porque rango(A) = n− 1).
Demostraión
Debido a que la norma de la soluión de un sistema de euaiones homogéneo es arbitraria, busamos
una soluión de norma unidad y en el sentido de mínimos uadrados. Por lo tanto, queremos minimizar
‖Ax‖2 = (Ax)⊤Ax = x⊤A⊤Ax,
sujetos a la restriión
‖x‖2 = x⊤x = 1.
Introduiendo el multipliador de Lagrange λ, esto es equivalente a minimizar sin restriiones el
llamado Lagrangiano
L(x) = x⊤A⊤Ax− λ(x⊤x− 1).
Igualando a ero la derivada del Lagrangiano respeto de x (el gradiente) resulta
A⊤Ax− λx = 0.
Esta euaión nos india que λ es un autovalor de A⊤A, y la soluión, x = eλ, el autovetor asoiado.
Reemplazando x por eλ, y A
⊤Aeλ por λeλ el Lagrangiano queda:
L(eλ) = e⊤λ λeλ = λe⊤λ eλ = λ.
Por lo tanto, el mínimo se alanza en λ = 0, el menor autovalor de A⊤A. Pero de las propiedades 4 y
5, se sigue que esta soluión podría haber sido estableida de forma equivalente omo la olumna de
V orrespondiente al únio valor singular nulo de A (el núleo de A).
Se suele apliar a sistemas de rango deiente en los que A no es singular por errores numérios o
ruido, pero debería serlo (ej: matriz F). En este aso la soluión es la olumna de V orrespondiente
al menor valor singular de A (última olumna de V porque los valores singulares están ordenados).
1
La preisión de una máquina es el mayor valor en oma otante ǫ tal que 1,0 + ǫ = 1,0.
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B.3.3. Imposiión de restriiones
Freuentemente se generan estimaiones numérias de una matriz, A, uyos elementos no son todos
independientes, sino que satisfaen alguna restriión algebraia. Este es el aso, por ejemplo, de las
matries ortogonales o la matriz fundamental. Lo que suele ourrir es que los errores introduidos por
ruido y operaiones numérias alteran la matriz estimada. Esto puede ausar serios problemas si los
posteriores algoritmos que utilien la matriz asumen que ésta satisfae exatamente las restriiones.
Primer problema de minimizaión on restriiones
Supongamos que queremos resolver el sistema homogéneo Ax = 0, y que podemos desribir las
restriiones que se deben satisfaer mediante el sistema Cx = 0. El problema que se plantea es
⋄ Enontrar el x que minimiza ‖Ax‖ sujeto a las restriiones ‖x‖ = 1 y Cx = 0.
Este problema se puede resolver transformándolo en uno del que ya onoemos su soluión: un sistema
homogéneo de euaiones sin restriiones. La ondiión de que x satisfae Cx = 0 signia que x
es perpendiular a todas las las de C. El onjunto de todos estos x es el espaio vetorial llamado
omplemento ortogonal del espaio generado por las las de C.
Primero, si C tiene menos las que olumnas, entones la extendemos hasta onvertirla en una matriz
uadrada, simplemente añadiendo las on eros. Esto no tiene efeto en el onjunto de restriiones
Cx = 0.
Sea C = UDV ⊤ la Desomposiión en Valores Singulares de C, donde D es una matriz diagonal on r
elementos no nulos. En este aso, C tiene rango r y el espaio la de C es el generado por las primeras
r las de V ⊤. El omplemento ortogonal del espaio la de C se genera on las restantes las de V ⊤.
Denamos C⊥ omo la matriz V sin sus primeras r olumnas. Entones CC⊥ = 0, y el onjunto de
vetores x que satisfaen Cx = 0 es el generado por las olumnas de C⊥ y podemos esribir ualquier
vetor omo x = C⊥x′, para ierto x′. Como C⊥ tiene sus olumnas ortogonales (C⊥ es ortogonal), se
observa que ‖x‖ = ‖C⊥x′‖ = ‖x′‖. Ya podemos formular el problema de minimizaión que onoemos:
⋄ Enontrar el x′ que minimiza ‖AC⊥x′‖ sujeto a la restriión ‖x′‖ = 1 (para no obtener
la soluión trivial).
Es deir, se han inluido las restriiones dentro de la norma del vetor uyo módulo queremos mini-
mizar. La soluión, x, se obtiene en dos pasos:
1. Mediante la SVD de AC⊥ = UDV ⊤, hallamos x′: el vetor olumna de V orrespon-
diente al menor valor singular de AC⊥, es deir, la última olumna de V .
2. Deshaemos el ambio: x = C⊥x′
Segundo problema de minimizaión on restriiones
Llamemos Aˆ a la matriz uyas entradas no satisfaen las restriiones dadas. Una vez más, la SVD
resulta ser una herramienta útil; nos permite enontrar la matriz más próxima a Aˆ, en el sentido de la
norma induida (propiedad 6), que satisfae las restriiones de forma exata. Esto se logra alulando
la SVD de la matriz estimada, Aˆ = UDV ⊤, y estimando A omo UD′V ⊤, on D′ obtenida ambiando
los valores singulares de D por los esperados uando se satisfaen las restriiones. 2 Entones, los
elementos de A = UD′V ⊤ satisfaen las restriiones de forma exata por propia onstruión.
B.4. Complejidad omputaional de la SVD
La omplejidad omputaional de la Desomposiión en Valores Singulares depende de uánta infor-
maión queramos obtener. Ya hemos indiado que puede que sólo nos interese el vetor olumna de V
asoiado al menor valor singular. En este aso, la matriz U no se usa y no neesitamos alularla. Si,
2
Si Aˆ es una buena estimaión numéria, sus valores singulares no estarán muy alejados de los esperados.
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por el ontrario, queremos la desomposiión ompleta, aumenta la arga omputaional. Los sistemas
de euaiones sobredeterminados (la matriz del sistema tiene más las que olumnas) el esfuerzo extra
que requiere alular la matriz U es onsiderable.
Demos algunas expresiones para el número de operaiones en oma otante (ops) neesarias para
alular la SVD de una matriz de m × n. Para hallar las matries U , V y D, se neesitan un total
de 4m2n + 8mn2 + 9n3. Si sólo se neesita onoer las matries V y D, entones sólo son neesarias
4mn2 + 8n3 ops. Esta distinión es importante porque la última expresión no ontiene términos en
m2 (m ≫ n). El número de operaiones neesarias para alular U varía según el uadrado de m, el
número de las. Por el ontrario, la omplejidad de alular D y V es lineal on m. En los asos en
que hay muhas más las que olumnas (sistemas sobredeterminados), es importante evitar alular
U, a menos que sea impresindible.
Para ampliar onoimientos sobre este tema, se puede onsultar [1, pág. 557-558℄.
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Apéndie C
Rutinas de Optimizaión del
Numerial Reipes in C
C.1. Introduión
En el presente apítulo se omentan las rutinas del apítulo 10 de [31℄, Minimization or Maximization
of Funtions, las uales han sido traduidas a MATLAB para su posible utilizaión: para no estar
vendidos a lo que dite el paquete de optimizaión de MATLAB (Optimization Toolbox).
El planteamiento es el siguiente: nos dan una funión que depende de una o más variables indepen-
dientes f : RM → R. Queremos enontrar el valor de esas variables donde f toma una valor mínimo
o máximo, junto on este valor. Se trata, pues, de una optimizaión sin restriiones (unonstrained
optimization): la búsqueda se efetúa sobre todo el espaio de parámetros o variables independientes.
Úniamente se onsidera el aso de minimizaión, pues la maximizaión de f es lo mismo que la min-
imizaión de −f .
El itado apítulo onstituye una seleión de los algoritmos mejor estableidos para minimizaión
sin restriiones. Algunos algoritmos están relaionados entre sí, por lo que no se pueden onsiderar
rutinas aisladas. Desgraiadamente, no existe el algoritmo perfeto de minimizaión, por lo que no se
debe uno limitar a utilizar una sola rutina, sino que se pueden omparar varias. La eleión iniial del
algoritmo puede estar basada en las siguientes onsideraiones:
Se debe elegir entre métodos que neesitan sólo evaluaiones de la funión a minimizar o métodos
que también requieren evaluaiones de la derivada de la funión. En el aso multidimensional,
diha derivada es el gradiente. Los métodos que utilizan la derivada son, de alguna forma, más
poderosos que los que sólo onoen la funión, pero a vees no tanto omo para ompensar el
oste del álulo de derivadas.
Para una minimizaión unidimensional (minimizar una funión de una variable) sin álulo de
la derivada, lo reomendable es aotar el intervalo donde se enuentra el mínimo on mnbrak y
después utilizar el método de Brent programado en brent. Si la derivada segunda de la funión
(o la primera derivada) es disontinua, entones, las interpolaiones parabólias del método de
Brent no suponen ninguna ventaja, y se puede utilizar la forma más senilla de la búsqueda por
la razón áurea (golden setion searh).
Para una minimizaión unidimensional on álulo de la derivada, dbrent implementa una vari-
ante del método de Brent que hae un uso limitado de la informaión de la derivada. Se desestima
la posibilidad de utilizar la derivada para onstruir polinomios interpoladores de la funión de
orden superior a 2.
Pasamos al aso multidimensional, on y sin álulo de la derivada. f : RM → R.
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Se debe elegir entre los métodos que requieran almaenamiento (memoria) de ordenM2 y los que
sólo lo neesitan de orden M . Para valores moderados de M y memorias de tamaño razonable
esta no es una limitaión seria. Habrá, sin embargo, oasiones en las que el gasto de memoria
sea rítio.
Se implementa el método del símplex uesta abajo (downhill simplex method) de Nelder y Mead
en amoeba. En algunos asos puede ser extremadamente lento, pero es muy robusto. Es muy
útil uando el álulo del mínimo es una osa aesoria (sin importania) dentro del problema
general. El gasto de memoria requerido es de orden M2 y no neesita álulo de la derivada.
También se inluye, en powell, el método de Powell, prototipo de los métodos que utilizan un
onjunto de direiones. Son los métodos a elegir uando no se pueden alular fáilmente la
derivada y tampoo se deberían despreiar en aso ontrario. A pesar de que no se neesita pro-
porionar una rutina que indique la derivada, el método neesita una subrutina de minimizaión
unidimensional omo el método de Brent. El almaenamiento es de orden M2.
Existen dos grandes familias de algoritmos de minimizaión multidimensional on álulo de las
primeras derivadas. Ambas familias neesitan un sub-algoritmo de minimizaión unidimensional, el
ual puede a su vez utilizar o no la informaión de la derivada, según se juzgue onveniente (dependi-
endo del esfuerzo neesario para alular la funión y su gradiente). Son distintas alternativas: ninguna
familia domina sobre la otra.
La primera familia se onoe bajo el nombre de métodos del gradiente onjugado (onjugate gra-
dient methods), según representa el algoritmo de Flether-Reeves y el estrehamente relaionado
y probablemente superior algoritmo de Polak-Ribiere. Estos métodos requieren almaenamiento
de orden poas vees M , álulo de la derivada y sub-minimizaiones unidimensionales.
La segunda familia se onoe bajo el nombre de métodos de métria variable o uasi-Newton,
omo representa el algoritmo de Davidon-Flether-Powell (DFP) o el estrehamente relaionado
algoritmo de Broyden-Flether-Goldfarb-Shanno (BFGS). Estos métodos requieren memoria de
orden M2, álulo de la derivada y sub-minimizaiones unidimensionales.
De la segunda familia no se ha programado ninguna rutina, sin embargo, se ha implementado un
algoritmo que se aleja un poo del resto: el algoritmo de temple o enfriamiento simulado (simulated
annealing). Esta familia es relativamente nueva y ha resuelto algunos problemas que previamente se
pensaba eran irresolubles; enfoan el problema de enontrar un mínimo global en presenia de muhos
mínimos loales no deseados.
C.2. Métodos unidimensionales
C.2.1. Búsqueda mediante la Razón Áurea
Se onsidera que en un intervalo hay un mínimo si para tres puntos a < b < c se umple que f(b) es
menor que f(a) y que f(c). En este aso, sabemos que la funión (si no es singular) tiene un mínimo
en el intervalo (a, c).
El método de búsqueda onsiste en iterar on el anterior esquema: a partir de una tupla [a, b, c] se
elige un nuevo punto x entre a y b o entre b y c, y se atualiza la tupla a [a, x, b] o [b, x, c] en funión de
f(x). En ada iteraión, se ordena la tupla para que el valor entral de la misma ontenga la absisa
uya ordenada es el mejor mínimo hasta el momento. El proeso ontinua hasta que la distania entre
las absisas extremas de la tupla alane una tolerania.
Sea ∆ = c − a la anhura del intervalo (a, c). Se demuestra que el intervalo óptimo [a, b, c] es aquel
uyo punto b dista de 0,38197∆ de un extremo, y 0,61803∆ del otro extremo. Estos números están
relaionados on la onoida razón o seión áurea, uyas supuestas propiedades estétias se remontan
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hasta los antiguos Pitagórios.
Resumen del método: Dados, en ada iteraión, una tupla de puntos que sitúa el mínimo, el siguiente
punto a probar es aquel que está en el mayor de los dos segmentos (a, b) o (b, c), a una distania
de 0.38197 vees la anhura de diho segmento (medido desde la absisa entral de la tupla) ?. Si se
empieza on una tupla uyos segmentos no umplen la razón áurea, el proedimiento de elegir puntos
suesivos en la media áurea del segmento mayor rápidamente onvergerá a que los segmentos de la
tupla nal lo umplan. La búsqueda mediante la razón áurea garantiza que ada nueva evaluaión de
la funión sitúa el mínimo en un intervalo de tamaño 0.61803 vees el tamaño del intervalo preedente.
Esto es omparable on el 0.5 del método de la biseión para enontrar raíes. Es un algoritmo seguro,
pero lento.
El método programado en la rutina mnbrak sirve para situar el mínimo (Routine for Initially Braketing
a Minimum), previamente a la búsqueda del mismo.
Entrada: una funión y distintos puntos iniiales: a, b, esta rutina busa el intervalo donde hay un
mínimo en la direión uesta abajo entre f(a) y f(b).
Salida: tres nuevos puntos ax, bx, x que delimitan el intervalo donde hay un mínimo de la funión,
y el valor de la funión en estos 3 puntos.
La rutina golden realiza la búsqueda del mínimo por el método de la razón áurea antes desrito.
Entrada: una funión unidimensional f y tres absisas que delimitan el intervalo de un mínimo a, b, c
(tales que b está entre a y c, y que f(b) es menor que f(a) y que f(c)).
Salida: la absisa del mínimo (xmin) y el valor del mínimo (fmin).
Ambas rutinas admiten pasar parámetros diretamente a la funión f mediante la variable varargin,
su último argumento de entrada.
C.2.2. Interpolaión Parabólia y el método de Brent
El método de la razón áurea está pensado para manejar el peor aso de minimizaión de la funión,
en la que el mínimo es esurridizo. Mas no hay porqué asumir lo peor, si la funión es parabólia
era del mínimo (aso genério de una funión suientemente suave) entones, la parábola ajustada
a tres puntos ualesquiera nos india en un sólo paso la posiión del mínimo, o al menos nos sitúa
muy era del mismo. Como se quiere enontrar una absisa en lugar de una ordenada, el método se
onoe téniamente omo interpolaión parabólia inversa.
Desripión del método de Brent: en ualquier iteraión se lleva uenta de seis puntos (no neesaria-
mente todos distintos), a, b, u, v, w y x, denidos de la siguiente forma: el mínimo está en el intervalo
(a, b), x es el último punto on el menor valor de la funión hasta el momento, w es el punto on el
segundo valor más pequeño; v es el anterior valor de w; u es el punto de evaluaión de la funión más
reiente. Dentro del algoritmo se onsidera el punto xm, el punto medio entre a y b, aunque aquí no
se evalúe la funión.
Se intenta la interpolaión parabólia entre los puntos x, v, y w. Para que sea aeptada, la absisa
del mínimo de la parábola ajustada debe (i) estar en el intervalo (a, b), y (ii) suponer un desplaza-
miento desde el mejor valor atual x que sea menor que la mitad del paso anterior. Este segundo
riterio asegura que los pasos parabólios están onvergiendo a algo, en lugar de rebotar en un ilo
no onvergente. En el peor de los asos, en el que los pasos parabólios son aeptados pero inútiles, el
método aproximadamente alternará entre ajustes parabólios y búsqueda mediante seiones áureas,
onvergiendo en virtud del último método.
La funión brent implementa el método de Brent. Reibe y devuelve lo mismo que golden.
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C.2.3. Utilizando la primera derivada
Aquí se pretende onseguir lo mismo que en los dos apartados anteriores (enontrar el mínimo de una
funión que está delimitado por una tupla de absisas [a, b, c]), pero utilizando la apaidad adiional
de evaluar la derivada de la funión.
El esquema a seguir no es el que abría esperar - mirar los puntos en los que la derivada se anula
(ondiión de punto rítio)-, sino mantener la informaión de la tupla que sitúa el mínimo y utilizar
la derivada para elegir nuevos puntos de prueba dentro del intervalo.
El signo de la derivada de la funión en el punto entral de la tupla [a, b, c] india si el siguiente punto
de prueba se debe tomar en (a, b) o en (b, c). El valor de diha derivada y el de la derivada en el
segundo mejor punto indian el siguiente punto de prueba (método de la seante - interpolaión lineal
inversa), que es onvergente (superlinealmente) de orden 1.618. Se imponen las mismas restriiones
que en el método de Brent para este nuevo punto de prueba.
La funión dbrent implementa el algoritmo de este apartado. Tiene asi la misma abeera que
brent, salvo que además neesita, omo argumento de entrada, el nombre de la funión que devuelve
la derivada de la funión a minimizar.
C.3. Métodos multidimensionales
C.3.1. Método del Simplex Cuesta Abajo
Se onsidera el tema de la minimizaión multidimensional, es deir, enontrar el mínimo de una fun-
ión de varias variables independientes. Este apartado se sigue una estrategia distinta respeto de los
dos siguientes: no utiliza una funión que explíitamente realie minimizaiones unidimensionales, sino
que se basa en un prinipio distinto, en el ual no guran este tipo de minimizaiones en una dimensión.
El método del Simplex Cuesta abajo (Downhill Simplex Method) es idea de Nelder y Mead. El método
sólo neesita evaluaiones de la funión, no de la derivada. No es muy eiente en términos del número
de evaluaiones de la funión que requiere. El método de Powell (§ C.3.2) es, asi on seguridad, más
rápido en la mayoría de apliaiones. Sin embargo, el método del Simplex Cuesta Abajo es freuente-
mente el mejor método a utilizar si la gura de mérito es onseguir algo que funione rápidamente
para un problema omputaionalmente no muy ostoso.
El método tiene unos fundamentos geométrios que lo haen atrativo de estudiar. Un simplex en un
espaio RM es una gura geométria onsistente en M +1 puntos (o vérties) y todos los segmentos y
aras poligonales que los unen. En dos dimensiones, un simplex es un triángulo. En tres dimensiones,
un simplex es un tetraedro, no neesariamente regular. En general, estamos interesados en simplexes
no degenerados, es deir, que enierran un volumen interno nito M−dimesional. Si ualquier punto
de un simplex no degenerado se toma omo origen de oordenadas, los otros M puntos denen dire-
iones de vetores que son base del espaio R
M
.
La rutina amoeba implementa el nombrado algoritmo. Se debe pasar, además de la funión a minimizar,
un simplex iniial omo argumento de entrada. La iniializaión no onsiste en un solo punto, sino en
M + 1. Si tenemos un punto P0 y queremos onstruir los otros M , se puede haer así:
Pi = P0 + λei (C.1)
siendo ei los vetores de la base anónia de R
M
, y λ es una onstante que depende del fator de
esala del problema onsiderado y estima el mismo.
A ontinuaión, el método realiza una serie de pasos, la mayoría de los uales mueven el punto del sim-
plex on mayor valor de la funión (el punto más alto) a través de la ara opuesta del simplex haia
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un valor menor. Estos pasos se onoen omo reexiones y se onstruyen para onservar el volumen del
simplex (mantenerlo no degenerado). Cuando puede, expande el simplex en una u otra direión para
tomar pasos más grandes. Cuando alanza el omienzo de un valle o depresión, el método ontrae el
simplex en la direión transversal y trata de ir valle abajo. Si hay una situaión en la que el simplex
esta tratando de pasar a través del ojo de una aguja, se omprime en todas las direiones alrededor
del punto más bajo (mejor).
La funión amoeba devuelve: una matriz p on el simplex nal, el vetor y on los valores de la funión
en los puntos del simplex nal (M + 1 las de p), el número de evaluaiones de la funión (nfunk).
El valor del mínimo está en y(1) y la posiión del mismo en la primera olumna de p (p(:,1)), pues
asume que se sigue el riterio habitual de vetores olumna, en lugar de la.
Criterios de terminaión multidimensional
Determinar un riterio de terminaión puede ser deliado en ualquier minimizaión multidimensional.
Sin intervalos y on más de una variable independiente, ya no se puede apliar el riterio de imponer
ierta tolerania a una sola de ellas.
A primera vista hay dos posibles lugares donde mirar un riterio de terminaión: (i) en el espaio de
partida RM o (ii) en el uerpo de llegada R. En RM , se puede terminar uando la distania del de-
splazamiento en una iteraión del algoritmo es menor, inrementalmente, que ierta tolerania (tol).
En R, se podría exigir que el deremento en el valor de la funión en el paso nal sea menor que ierta
tolerania (ftol).
Mientras que tol no debería ser menor que la raíz uadrada de la preisión de la omputadora, es
perfetamente orreto que ftol sea del orden de la preisión de la misma (o quizá un poo mayor
para evitar errores de redondeo).
Cualquiera de los riterios anteriores falla por un únio paso anómalo que, por una u otra razón, no
lleva a ninguna parte. Entones, es una buena idea reiniiar la rutina de minimizaión multidimen-
sional desde el punto donde die haber enontrado un mínimo.
En el método del Símplex Cuesta Abajo, se deben reiniializar M de los M + 1 vérties del simplex
mediante la euaión (C.1), situando en el vértie P0 el mínimo atual. Reiniiar la búsqueda no
debería ser ostoso, pues el algoritmo una vez onvergió a un mínimo y ahora arranamos desde allí
el algoritmo (punto de reiniio).
C.3.2. Métodos de un onjunto de direiones
Sabemos ómo minimizar una funión de una variable. Si empezamos en un punto P de RM y pro-
edemos en ierta direión indiada por un vetor n, entones ualquier funión de M variables
f(P) puede ser minimizada a lo largo de la reta n por alguno de los métodos de minimizaión
unidimensional. Se pueden pensar varios métodos de minimizaión multidimensional onsistentes en
suesivas minimizaiones unidimensionales. Los distintos métodos se difereniaran por ómo, en ada
iteraión, elijan la próxima direión n de prueba. Todos estos métodos suponen la existenia de un
sub-algoritmo en una aja negra, que llamaremos linmin, uya deniión puede ser:
Dados los vetores P,n y una funión f , enontrar el esalar λ que minimiza f(P+ λn).
Reemplazar P por P+ λn. Reemplazar n por λn
Los métodos de este apartado y el siguiente siguen este esquema general de suesivas minimizaiones
a lo largo de una reta. En este apartado onsideramos una lase de métodos uya eleión de las sue-
sivas direiones no implia el álulo explíito del gradiente de la funión, en el siguiente apartado
sí es neesario el álulo de diho gradiente. No es neesario espeiar si linmin utiliza informaión
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del gradiente o no. Esa eleión depende de uno mismo y su optimizaión depende de la funión en
partiular que tengamos entre manos. De todas formas, sería absurdo utilizar el gradiente en linmin
y no haerlo en la eleión de las direiones, ya que esto último puede reduir drástiamente el oste
omputaional total.
Pero si en nuestra apliaión onreta, el álulo del gradiente está fuera de lugar, podríamos pensar
en este senillo método: tomar los vetores unitarios de la base anónia de R
M
, e1, e2, . . . , eM omo
un onjunto de direiones . Utilizando linmin, moverse a lo largo de la primera direión hasta su
mínimo, desde allí, moverse a lo largo de la segunda direión hasta su mínimo, y así suesivamente,
íliamente minimizando según las direiones, hasta que que la funión deja de dereer.
Este senillo método no es malo para muhas funiones. Inluso es más interesante el porqué es pési-
mo e ineiente para determinadas funiones. En general, si las segundas derivadas de la funión son
muho más grandes en magnitud en unas direiones que en otras (valles muy estrehos), entones
serán neesarios muhos ilos de minimizaiones a lo largo de los M vetores de la base.
Obviamente, lo que neesitamos es un onjunto de direiones mejor que los ei. Todos los métodos que
utilizan un onjunto de direiones son reetas para atualizar ese onjunto según el método avanza,
tratando de llegar a uno que (i) inluya varias direiones muy buenas que nos llevarán lejos en valles
estrehos, o inluso (ii) inluya un número de direiones no interferentes on la propiedad espeial
de que la minimizaión realizada a lo largo de una de ellas no sea estropeada por subsiguientes
minimizaiones a lo largo de otras, para evitar interminables ilos de minimizaión a lo largo del
onjunto de direiones.
C.3.2.1. Direiones onjugadas
Vale la pena expliitar matemátiamente este onepto de direiones no interferentes, onvenional-
mente llamadas direiones onjugadas.
Primero, notar que si minimizamos una funión a lo largo de una direión u, entones, el gradiente
de la funión debe ser perpendiular a u en el mínimo; si no, todavía existirá una derivada direional
según u no nula.
A ontinuaión tomar un punto P omo origen de un sistema de oordenadas, uyas oordenadas son
x. Entones, ualquier funión puede ser aproximada por su desarrollo en serie de Taylor
f(x) = f(P) +
∑
i
∂f
∂xi
xi +
1
2
∑
i,j
∂2f
∂xi∂xj
xixj + · · · ≈ c− b⊤x+ 1
2
x
⊤
Ax (C.2)
donde
c ≡ f(P) b = −∇f |
P
[A]i,j =
∂2f
∂xi∂xj
∣∣∣∣
P
(C.3)
La matriz A es el Hessiano de f partiularizado en P. En la aproximaión (C.2), el gradiente se alula
fáilmente:
∇f = Ax− b (C.4)
Esto implia que el gradiente se anulará (la funión alanzará un extremo) para el valor de x obtenido
de resolver Ax = b.
¾Cómo ambia el gradiente ∇f según nos movemos en una direión? Evidentemente,
δ(∇f) = A(δx). (C.5)
Supongamos que nos hemos movido en ierta direión u hasta un mínimo y ahora nos proponemos
mover según una nueva direión v. La ondiión de que el desplazamiento según v no estropee la
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minimizaión según u es que el gradiente permaneza perpendiular a u, esto es, que el ambio en el
gradiente sea perpendiular a u. Por la euaión (C.5) esto se india:
0 = u⊤δ(∇f) = u⊤Av (C.6)
Cuando se umple (C.6) para dos vetores u y v, se die que son onjugados. Cuando la relaión se
umple por parejas para todos los miembros de un onjunto de vetores, se die que son un onjunto
onjugado. Si se realizan suesivas minimizaiones de una funión a lo largo de un onjunto onjugado
de direiones, entones no hae falta volver a minimizar en ninguna de dihas direiones.
Un triunfo para un método de un onjunto de direiones es enontrar un onjunto de M direiones
linealmente independientes y mutuamente onjugadas. Entones, una pasada de M minimizaiones a
lo largo de dihas direiones llegará al mínimo de la forma uadrátia dada en (C.2). Para funiones
f que no son exatamente uadrátias, no se alanzará el mínimo exatamente, pero repetidos ilos
de M minimizaiones onvergerá, a su tiempo, uadrátiamente haia el mínimo.
C.3.2.2. El método uadrátiamente onvergente de Powell
Powell fue el primero que desubrió un método que produe M direiones mutuamente onjugadas
sin usar el Hessiano. Es el siguiente: Iniializar el onjunto de direiones ui a los vetores de la base:
ui = ei i = 1, . . . ,M (C.7)
A ontinuaión repetir la siguiente seuenia de pasos (proedimiento básio) hasta que la funión
deje de dereer:
◦ Guardar el punto de omienzo omo P0
◦ Para i = 1, . . . ,M , desplazar Pi−1 al mínimo a lo largo de ui y llamar a este punto Pi
◦ Para i = 1, . . . ,M − 1, asignar ui ← ui+1
◦ Asignar la nueva direión uM = (PM −P0)
◦ Desplazar PM al mínimo a lo largo de la direión uM y llamar a este punto P0
En 1964, Powell mostró que, para una forma uadrátia omo (C.2), k iteraiones del anterior pro-
edimiento básio produe un onjunto de direiones ui uyos últimos k elementos son mutuamente
onjugados. Por lo tanto,M iteraiones del proedimiento básio, sumandoM(M+1) minimizaiones
unidimensionales, minimizarán exatamente una forma uadrátia.
Desafortunadamente existe un inonveniente en el algoritmo uadrátiamente onvergente de Powell.
El paso de despreiar u1 en favor de PM −P0 tiende a produir onjuntos de direiones linealmente
dependientes. Una vez que esto suede, el proedimiento enuentra el mínimo de la funión f sólo en
un subespaio del ambiente R
M
, en otras palabras, proporiona una respuesta inorreta. Por lo tanto
no hay que utilizar el algoritmo tal y omo está esrito.
Existen varias formas de resolver el problema de la dependenia lineal de las direiones en el algoritmo
de Powell, entre ellas:
1. Se puede reiniializar el onjunto de direiones ui a los vetores de la base ei ada M o M + 1
iteraiones del proedimiento básio. Este es un método útil, que es interesante si la funión se
asemeja a una forma uadrátia y se desea muha exatitud.
2. Brent señala que una eleión para reiniializar el onjunto de direiones tan buena omo
los vetores de la base anónia es utilizar las olumnas de ualquier matriz ortogonal. En
lugar de desperdiiar la informaión de direiones onjugadas onseguidas hasta el momento,
él reiniializa el onjunto de direiones a las direiones prinipales de la matriz A (da un
proedimiento para determinarlas). El álulo se basa en la desomposiión en valores singulares
(SVD). Brent tiene otros truos esondidos bajo su manga y su modiaión del método de
Powell es, probablemente, la mejor hasta la feha. Desafortunadamente, es demasiado elaborada
omo para inluirla en [31℄.
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3. Podemos abandonar la propiedad de onvergenia uadrátia en favor de un esquema más heurís-
tio (debido a Powell) que trata de enontrar unas poas direiones buenas en valles estrehos
en lugar de M direiones onjugadas. Este es el método que está implementado en la rutina
powell y del que hablaremos un poo a ontinuaión.
C.3.2.3. Desartando la direión de máximo dereimiento
Ahora que vamos a abandonar de la propiedad de onvergenia uadrátia, ¾por qué es tan importante
después de todo? Eso depende de la funión que estemos minimizando. Algunas apliaiones produen
funiones on largos y retoridos valles. La onvergenia uadrátia no es partiularmente ventajosa
para un programa que debe explorar por un valle que se retuere de una a otra direión (½hay M
dimensiones!). A lo largo de la direión más anha del valle, un método uadrátiamente onvergente
está tratando de saltar al mínimo de una parábola que (todavía) no está allí, mientras que se estropea
la onjugaión de las M − 1 direiones transversales a ausa de los giros y reoveos.
De todas formas, tarde o temprano llegamos a un mínimo aproximadamente elipsoidal (euaión C.2
uando b, el gradiente, es ero). Entones, dependiendo de uanta exatitud queramos, un método on
onvergenia uadrátia nos puede ahorrar varias vees M2 minimizaiones unidimensionales extra,
ya que la onvergenia uadrátia dobla el número de ifras en ada iteraión.
La idea básia de la modiaión del método de Powell de [31℄ es mantener PM − P0 omo nueva
direión, ya que es, después de todo, la direión media desplazada tras probar M posibles dire-
iones. Para valles uya direión anha se está retoriendo lentamente, abe esperar que la nueva
direión proporione un gran desplazamiento a lo largo de la nueva direión anha. El ambio on-
siste en desartar la antigua direión a lo largo de la ual la funión f ha dereido más. Esto paree
paradójio, ya que esa direión fue la mejor de la anterior iteraión. Sin embargo, también tendrá
una gran omponente en la nueva direión que se está añadiendo, así que su desarte nos da la mejor
opión de evitar onstruir un onjunto linealmente dependiente.
Hay una serie de exepiones a esta idea básia. A vees es mejor no añadir ninguna direión.
Denamos
f0 = f(P0) fM = f(PM ) fE = f(2PM −P0)
Aquí fE es el valor de la funión más allá del punto extrapolado en la nueva direión. Sea ∆f la
magnitud del mayor dereimiento a lo largo de una direión partiular de la atual iteraión del
proedimiento básio (∆f es un número positivo). Entones:
1. Si fE ≥ f0, se debe mantener el antiguo onjunto de direiones para la siguiente iteraión, ya
que direión media PM −P0 está gastada, ha sido probada.
2. Si 2(f0 − 2fM + fE)[(f0 − fM ) −∆f ]2 ≥ (f0 − fE)2∆f , se debe mantener el antiguo onjunto
de direiones para la siguiente iteraión, porque o bien (i) el dereimiento a lo largo de la
direión media no era debido a ningún dereimiento en una sola direión, o bien (ii) hay una
substanial segunda derivada a lo largo de la direión media y paree que estamos era del
fondo de su mínimo.
El hero powell.m ontiene la funión prinipal powell y las subfuniones para la minimizaión
unidimensional linmin.
powell
Entrada:
P punto iniial de evaluaión de la funión: P0 ∈ RM
fun funión f : RM → R a minimizar
varargin matriz Xi uyas olumnas son los vetores de una base de RM .
Indian las primeras direiones en que se minimiza la funión, llamando al método linmin.
Salida:
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p el mejor vetor de parámetros enontrado (posiión del mínimo)
fret Valor del mínimo
xi el onjunto de direiones atuales de evaluaión
iter número de iteraiones realizadas
Subfunión o rutina seundaria linmin
Entrada:
P0 punto en RM
Xi direión de RM a lo largo de la ual minimizar
fun funión f : RM → R a minimizar
Realiza: mueve y ambia P0 por el punto donde fun alanza el mínimo según la direión Xi, desde
P0. Cambia Xi por el vetor del desplazamiento que hemos heho desde P0. Es deir, la misión de la
aja negra que se india al prinipio de (C.3.2). Para ello llama a las rutinas mnbrak y golden.
Salida:
p parámetros donde se alanza el mínimo en la direión Xi
xi desplazamiento en R
M
desde el punto P0 a p
xmin absisa del mínimo que devuelve golden
fret valor del mínimo
A la hora de programar, quizá lo más interesante sea ómo onstruir en linmin la funión unidimen-
sional que hay que pasar a las funiones 1D (f1dim de [31℄). Se hae on un poo de astuia graias
a los omandos inline y sprintf.
C.3.3. Métodos del gradiente onjugado
Consideremos el aso en el que somos apaes de alular, en un punto P ∈ RM dado, no sólo el valor
de la funión f(P), sino también el gradiente (vetor de primeras derivadas pariales) ∇f |
P
≡ ∇f(P).
Utilizar el gradiente es ventajoso. Supongamos que la funión puede ser aproximada por una forma
uadrátia omo en la euaión (C.2).
f(x) ≈ c− b⊤x+ 1
2
x
⊤
Ax (C.8)
El número de parámetros desonoidos de f es igual al número de parámetros libres de A y b, que es
M(M+1)/2, de ordenM2. Cambiar ualquiera de estos parámetros puede suponer un desplazamiento
de la posiión mínimo. Por lo tanto, no podemos esperar ser apaes de enontrar el mínimo hasta
que hallamos reogido una antidad de informaión equivalente, del orden de M2 números.
En los métodos de un onjunto de direiones de § C.3.2, se reoge la informaión neesaria ha-
iendo del orden de M2 minimizaiones unidimensionales separadas, ada una de las uales requería
unas poas evaluaiones de la funión. Ahora, ada evaluaión del gradiente proporiona M nuevas
omponentes de informaión. Si las utilizamos sabiamente, sólo neesitaremos haer del orden de M
minimizaiones unidimensionales separadas. Es el aso de los algoritmos de esta seión.
No siempre implia una mejora por un fator de M en veloidad omputaional. Como una burda
aproximaión, podríamos imaginar que el álulo de ada omponente del gradiente onsume tanto
tiempo omo una evaluaión de la funión. En ese aso, habrá del orden de M2 evaluaiones equiva-
lentes de la funión on y sin la informaión del gradiente. Aunque la mejora no sea de orden M , es
aún así, onsiderable: (i) ada omponente del gradiente típiamente ahorrará no sólo una evaluaión
de la funión, sino varias, equivalente a deir una minimizaión unidimensional ompleta. (ii) Hay
normalmente una alto grado de redundania en las fórmulas para las distintas omponentes del gra-
diente; uando esto se umple, espeialmente uando hay redundania en la evaluaión de la funión,
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entones el álulo del gradiente es signiativamente menos ostoso queM evaluaiones de la funión.
Un error freuente de prinipiante es suponer que ualquier manera razonable de inorporar la infor-
maión del gradiente es tan buena omo ualquier otra. Esta línea de pensamiento ondue al siguiente
algoritmo (no muy bueno), llamado the steepest desent method, que se tradue omo método de la
máxima pendiente.
Steepest Desent Method : Empezar en un punto P0. Tantas vees omo sea neesario,
desplazarse del punto Pi al punto Pi+1 mediante una minimizaión a lo largo de la reta
que pasa por Pi y sigue la direión uesta abajo del gradiente loal −∇f |Pi .
Existe un inonveniente on el método anterior (que se remonta a Cauhy). En un valle muy largo
y ahatado, el método realizará muhos pasos pequeños, inluso si el valle es una forma uadrátia
perfeta.
Al igual que en la disusión que ondujo a la fórmula (C.6), queremos una forma de proeder no haia
abajo según el nuevo gradiente, sino que preferimos una direión que sea onstruida de tal forma
que sea onjugada respeto del antiguo gradiente y, siempre que sea posible, respeto de todas las
direiones ruzadas. Los métodos que versan sobre esta onstruión se llaman métodos del gradiente
onjugado.
Comenzando on un vetor iniial g0 y haiendo h0 = g0, el método del gradiente onjugado onstruye
dos seuenias de vetores a partir de las euaiones reurrentes:
gi+1 = gi − λiAhi hi+1 = gi+1 + γihi i = 0, 1, 2, . . . (C.9)
Los vetores satisfaen las ondiiones de ortogonalidad y onjugaión:
g
⊤
i gj = 0 h
⊤
i Ahj = 0 gi = hj = 0 j < i (C.10)
Los esalares λi y γi vienen dados por las fórmulas:
λi =
g
⊤
i gi
h
⊤
i Ahi
=
g
⊤
i hi
h
⊤
i Ahi
(C.11)
γi =
g
⊤
i+1gi+1
g
⊤
i gi
(C.12)
Se supone que el Hessiano o matriz Hessiana A es simétrio. Supongamos que onoemos A en (C.8),
entones podríamos utilizar la onstruión (C.9) para enontrar suesivamente direiones onjugadas
hi a lo largo de las uales minimizar. Después de M de éstas, habremos eientemente alanzado el
mínimo de la forma uadrátia. Mas desonoemos A. He aquí un notable teorema que viene en nuestra
ayuda:
Teorema 1 Supongamos que gi = −∇f |Pi , para ierto punto Pi, donde f es de la forma (C.8).
Supongamos que se proede desde Pi a lo largo de la direión hi hasta el mínimo loal de f situado
en algún punto Pi+1 y hágase gi+1 = −∇f |Pi+1 . Entones, este gi+1 es el mismo vetor que se hubiera
onstruido según (C.9). (½Y se ha onstruido sin onoimiento de A!).
Tenemos, pues, la base de un algoritmo que no requiere el onoimiento del Hessiano A ni de la memo-
ria neesaria para almaenar diha matriz. Una seuenia de direiones hi es onstruida, utilizando
sólo minimizaiones 1D, evaluaiones del gradiente de la funión y un vetor auxiliar para almaenar
el último de la seuenia de vetores g.
El algoritmo desrito hasta ahora es la versión original de Flether-Reeves del algoritmo del gradiente
onjugado. Más tarde, Polak y Ribiere introdujeron un pequeño, pero a vees signiativo, ambio.
Propusieron utilizar la forma:
γi =
(gi+1 − gi)⊤gi+1
g
⊤
i gi
(C.13)
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en lugar de la euaión (C.12). Ambas γi son iguales por las ondiiones de ortogonalidad (C.10). Son
iguales para formas uadrátias exatas. En el mundo real, sin embargo, la funión normalmente no
es exatamente una forma uadrátia: a pesar de llegar al mínimo de una forma uadrátia, todavía
habrá que seguir iterando. La fórmula de Polak y Ribiere onsigue una mejor transiión haia estas
iteraiones: uando la búsqueda no mejora tiende a reiniiar el proedimiento del gradiente onjugado.
La rutina frprmn implementa la variante de Polak-Ribiere, que es la reomendada en [31℄, mas on
sólo ambiar una línea de ódigo ambia a la variante Flether-Reeves. Permite elegir la forma de al-
ular el gradiente partiularizado en el punto pasado a la rutina (p): (i) mediante una funión que le
pasemos explíitamente, dfun(p) (ontenida en varargin) o (ii) numériamente, mediante la rutina
fdja en aso de que varargin sea vaío.
Entrada:
p punto en RM
fun funión f : RM → R a minimizar
varargin nombre de la rutina para alular el gradiente
Salida:
p parámetros donde se alanza el mínimo en la direión Xi
fret valor del mínimo
iter número de iteraiones realizadas
El hero frprmn.m tiene varias funiones loales (sólo aesibles desde la rutina prinipal del mismo
nombre - frprmn): dlinmin y linmin. A vees llamo a las funiones loales subfuniones o rutinas
seundarias.
La funión loal dlinmin realiza las minimizaiones 1D en el aso (i) de pasar a frprmn el nombre de
la rutina que devuelve el gradiente, y emplea informaión del mismo para realizar las minimizaiones,
es deir, llama a la rutina dbrent en lugar de golden o brent. Si no se india nombre de la rutina que
devuelve el gradiente (aso (ii)), las minimizaiones 1D se haen sin informaión del mismo (llamando
a golden o brent).
C.3.4. Método de enfriamiento simulado
El método enfriamiento simulado (Simulated Annealing) es una ténia que ha atraído muha aten-
ión porque es adeuado para grandes problemas de optimizaión, espeialmente aquellos en los que
un mínimo global está esondido entre muhos mínimos loales de mayor valor. A efetos prátios,
el enfriamiento simulado ha resuelto el famoso problema del vendedor ambulante (travelling sales-
man). También se aplia on éxito para diseñar omplejos iruitos integrados. Las dos apliaiones
anteriores son ejemplos de minimizaión ombinatoria. Hay una funión objetivo a minimizar, omo
siempre; pero el espaio sobre el ual está denida la funión no es el senillo espaio de parámetros de
variaión ontinua, sino más bien un espaio disreto muy grande on todas las posibles ombinaiones
de posiiones de iruitos u orden de las iudades.
Sin embargo, también se puede apliar a espaios de parámetros de variaión ontinua, omo venimos
haiendo hasta ahora. Como veremos, el enfriamiento simulado prueba pasos aleatorios; mas en un
valle muy estreho y largo, asi todos esos pasos son uesta arriba. Es neesario expliarlo un poo más.
En el orazón del método del enfriamiento simulado existe un paralelismo on la termodinámia, es-
peíamente on la manera en que los líquidos se ongelan y ristalizan, o los metales se enfrían. A
altas temperaturas, las moléulas de un líquido se mueven libremente. Si el líquido es enfriado lenta-
mente, se pierde la movilidad o agitaión térmia. Los átomos suelen ser apaes de alinearse entre
sí y formar un ristal puro que está ompletamente ordenado en ualquier direión hasta distanias
de un billón de vees el tamaño de un átomo. El ristal es el estado de mínima energía del sistema.
El heho sorprendente es que para sistemas lentamente enfriados, la naturaleza es apaz de enontrar
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este estado de mínima energía. De heho, si un metal líquido es enfriado rápidamente, no alanza este
estado, sino que termina en un estado poliristalino o amorfo, de mayor energía.
Así que la esenia del proeso es enfriar lentamente, permitiendo tiempo suiente para que los átomos
se redistribuyan según pierden movilidad. Esta es la deniión ténia de enfriamiento (annealing), y
es esenial para asegurar que se alanza un estado de baja energía.
Aunque la analogía no es perfeta, en ierto sentido todos los algoritmos de minimizaión vistos en
este apítulo se orresponden on enfriamiento rápido. En todos los asos hemos tratado de llegar
rápidamente a la soluión: desde el punto iniial vamos inmediatamente uesta abajo tanto omo
podamos. Esto ondue, habitualmente a un mínimo loal, no a uno global. El propio algoritmo de
minimizaión de la naturaleza está basado en un proedimiento bastante diferente. La onoida funión
densidad de probabilidad (f.d.p.) de Boltzmann,
Prob(E) ∼ exp(−E/kT )
expresa la idea de que un sistema en equilibrio térmio a temperatura T tiene su energía distribuida
probabilístiamente distribuida entre todos los posibles estados E. Inluso a baja temperatura, existe
una posibilidad, aunque muy pequeña, de que un sistema está en un estado de alta energía. Por lo
tanto, existe la orrespondiente posibilidad de que un sistema salga de un mínimo loal de energía en
favor de enontrar uno mejor, global. La antidad k (onstante de Boltzmann) es una onstante de la
naturaleza que relaiona temperatura y energía. En otras palabras, el sistema a vees va uesta arriba
así omo uesta abajo; pero uanto menor es la temperatura, menos probable es ualquier exursión
uesta arriba signiativa.
En 1953, Metropolis y olaboradores fueron los que primero inorporaron estos prinipios en álulo
numério. Dadas varios posibles ambios, supusieron que un sistema termodinámio simulado am-
biaba su onguraión de la energía E1 a la energía E2 on probabilidad p = exp[−(E2 − E1)/kT ].
Nótese que si E2 < E1, esta probabilidad es mayor que la unidad; en tales asos, se asigna al ambio
un probabilidad p = 1, es deir, el sistema siempre ambia. Este esquema general, de siempre tomar
un paso uesta abajo y de vez en uando uno uesta arriba, se onoe omo el algoritmo de Metropolis.
Para utilizar el algoritmo de Metropolis para sistemas distintos de los termodinámios se deben pro-
porionar los siguientes elementos:
1. Una desripión de las posibles onguraiones del sistema.
2. Un generador de ambios aleatorios en las onguraiones; estos ambios son las opiones pre-
sentadas al sistema.
3. Una funión objetivo E (análoga a la energía) uya minimizaión es la meta del proedimiento.
4. Un parámetro de ontrol T (análogo a la temperatura) y un esquema de enfriamiento que
india ómo disminuye, es deir, después de uántos ambios aleatorios en la onguraión es T
derementado y en qué antidad o proporión. En este ontexto, el signiado de alto o bajo
T y la asignaión de un esquema de enfriamiento suele requerir del método de ensayo y error.
C.3.4.1. Minimizaión ontinua por enfriamiento simulado
Las ideas básias del enfriamiento simulado son apliables a problemas de optimizaión on espaios
M -dimensionales de parámetros de ontrol de variaión ontinua, esto es, enontrar el mínimo (global)
de una funión f(x), en presenia de muhos mínimos loales, siendo x ∈ RM . Los uatro elementos
del algoritmo de Metropolis son los siguientes: la funión objetivo f ; el estado del sistema es x; el
parámetro de ontrol es algo pareido a una temperatura, on un esquema de enfriamiento que la va
disminuyendo gradualmente; y debe existir un generador de ambios aleatorios en la onguraión, es
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deir, un proedimiento para tomar un paso aleatorio desde x hasta x+∆x.
El último de estos elementos es el más problemátio. La literatura hasta la feha desribe diferentes
esquemas de elegir ∆x, ninguno de los uales inspira ompleta onanza a los autores de [31℄. Es un
problema de eienia: un generador de ambios aleatorios es ineiente uando, existiendo un paso
uesta abajo, él a pesar de ello asi siempre propone un paso uesta arriba. Un buen generador no
debería volverse ineiente en valles estrehos, ni tampoo debería volverse más y más ineiente a
medida que se aera la onvergenia a un mínimo.
En [31℄, la manera de implementar el enfriamiento simulado sobre espaios de parámetros ontinuos
es utilizar una modiaión del método del Simplex Cuesta Abajo (§ C.3.1). Esto implia ambiar la
desripión del estado del sistema: en lugar de un punto x, un simplex de M + 1 puntos. Los pasos
o movimientos son los mismos que los desritos en § C.3.1, o sea, reexiones, expansiones y ontra-
iones del simplex. La implementaión del algoritmo de Metropolis es un poo sutil: se suma una
variable aleatoria positiva, logarítmiamente distribuida, proporional a la temperatura T , al valor
de la funión asoiado a ada vértie del simplex, y se resta una una variable aleatoria similar al
valor de la funión de ada nuevo punto que es probado omo sustituto de un vértie. Al igual que
el proedimiento normal de Metropolis, este método siempre aepta un verdadero paso uesta abajo,
pero a vees aepta uno uesta arriba. En el límite T −→ 0, este algoritmo se redue al método del
simplex uesta abajo y onverge a un mínimo loal.
Para un valor nito de T , el simplex se expande a una esala que aproxima el tamaño de la región
que es posible alanzar a esta temperatura, y entones ejeuta un movimiento estoástio, browniano
dentro de esa región, probando nuevos y aproximadamente aleatorios parámetros. La eienia on
que una región es explorada no depende de su anhura u orientaión. Si se redue la temperatura on
suiente lentitud, paree bastante probable que el simplex se ontraiga en la región que ontiene el
menor mínimo relativo enontrado.
El esquema de enfriamiento programado onsiste en reduir T a (1− ǫ)T ada m pasos. El generador
de números aleatorios es rand, de MATLAB.
El hero amebsa.m ontiene la rutina prinipal amebsa y la rutina loal amotsa. Veamos la rutina
prinipal:
Entrada:
P matriz del simplex iniial
Y vetor on los valores de la funión en los puntos del simplex iniial
Pb,Yb mejor punto y su ordenada enontrados. Aunque en realidad es lo que devuelve
el método, se utiliza para no perder el mínimo de una iteraión a otra.
ftol tolerania que imponemos
funk funión a minimizar
temptr temperatura de ontrol
Iter el número de iteraiones que realizamos a esa temperatura
Realiza: Iter evaluaiones de la funión a la temperatura temptr, después termina. Una vez he-
ho esto, desde fuera (xamebsa) se debe disminuir temptr de auerdo on el esquema de enfriamiento,
reiniiar iter y volver a llamar a la rutina (dejando el resto de parámetros inalterados entre llamadas).
Si iter es devuelta on un valor positivo, entones signia que se ha alanzado la onvergenia de
la tolerania impuesta. Si se iniializa yb a un valor muy grande en la primera llamada, entones yb
y pb devolverán el mejor valor de la funión y posiión enontrados hasta el momento (inluso si no
es un punto del simplex).
Salida:
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p matriz del simplex nal
y vetor on los valores de la funión en los puntos del simplex nal (M + 1 olumnas de p)
pb,yb posiión del mínimo enontrado y su ordenada.
iter parámetro de ontrol de la rutina xamebsa
La rutina xamebsa está saada del libro de ejeriios del Numerial Reipes in C y realiza las vees de
enapsulado: es a la que hay que llamar si se dispone de la funión a minimizar y el punto iniial.
Entrada:
tfunk funión a minimizar f : RM → R
xoff parámetros iniiales de búsqueda (punto iniial P0 ∈ RM )
temptr temperatura iniial T . La temperatura disminuye en ada iteraión
iiter numero de iteraiones a ada valor de la temperatura
En el libro de ejeriios de [31℄ se realizan varias pruebas para la determinaión de los valores de T
e Iter. Un valor bajo de temperatura (T = 103) e iter = 20 puede no ser suiente para enontrar
un mínimo global si el punto iniial (o semilla) está situado en un mínimo loal abrupto. En ambio,
para una temperatura de T = 106 y 10 o 20 evaluaiones por temperatura asi siempre se alanza el
mínimo global independientemente de la semilla.
Si se realizan 2 evaluaiones de la funión a ada temperatura, se está implementando un enfriamiento
rápido y dependiendo de la semilla, puede que se alane el mínimo global o no. Hay zonas de onver-
genia asegurada y otras en las que no suede así.
Realiza: Implementa el esquema de enfriamiento exponenial de razón (1− ǫ), iniializa el simplex a
partir del punto iniial de búsqueda y para ada valor de temperatura T llama a amebsa, informa de la
iteraión en urso, la temperatura atual, el mínimo valor hasta el momento y el vetor de parámetros
donde se alanza.
En el libro de ejeriios se utiliza ǫ = 0,2, es deir, que la temperatura se redue en un 20% de una
iteraión a otra.
Salida:
p Simplex nal
y valores de la funión en los vérties del simplex
pb posiión del mínimo
ybb valor del mínimo
nit número de iteraiones realizadas
La temperatura india la media de la utuaión térmia que se suma o se resta a los valores de la
funión en ada vértie del simplex. Esta utuaión z sigue la distribuión de una variable aleatoria
(v.a.) exponenial y es reada a partir de una v.a. uniforme u.
Hay dos formas de ver la relaión de u y z: el problema direto y el problema inverso.
1. Problema inverso: (el de la persona que analiza la rutina que le dan y la intenta omprender)
Dada la transformaión de v.a. z = −T ln(u), y sabiendo que u son muestras de una v.a.
uniforme en (0, 1), ¾Qué distribuión sigue la v.a. z y uál es su media?
Modelamos el problema on una transformaión no lineal: z = g(u) = −T ln(u) por la que entran
las muestras un de una v.a. uniforme y salen las muestras zn de otra v.a., la ual queremos
araterizar.
un
✲ g(·) ✲zn
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La v.a. uniforme tiene una funión densidad de probabilidad (f.d.p.)
fU (x) =
{
1 0 < x < 1
0 resto
Para, a partir de esta, hallar la f.d.p. de la v.a. z neesitamos un Teorema Fundamental:
Teorema 2 Teorema Fundamental de álulo de la f.d.p. de una transformaión de v.a.
Este teorema se puede apliar si U es una v.a. ontinua (no puede ser disreta o mixta); la
trasformaión g(u) es ontinua, derivable y no onstante en el dominio de U , ΩU . Llamamos ui
a las raíes soluión de la euaión z = g(u), i = 1, . . . ,numero de raies.
Siendo g′ la derivada de g, entones:
fZ(z) =
∑
∀ui
fU (ui)
|g′(ui)|
Veamos que es líito apliar el teorema, ya que se umplen los requisitos: una v.a. uniforme U
tiene una f.d.p. ontinua; la funión g(u) = −T ln(u) es ontinua y no onstante en ΩU = (0, 1),
on derivada g′(u) = −T/u. La euaión z = −T ln(u) sólo tiene una raíz, u1 = u = e−z/T .
fZ(z) =
∑
∀ui
fU (ui)
|g′(ui)| =
fU (e
−z/T )
|g′(e−z/T )| =
fU (e
−z/T )
| − T |
|e−z/T |
=
1
T
e−z/T fU (e−z/T )
Y fU (e
−z/T ) es un pulso de altura unidad en z ∈ (0,∞) = ΩZ , por lo que
fZ(z) =
{
1
T e
−z/T z > 0
0 resto
Observamos que z es una v.a. exponenial de parámetro a = 1T :
fe(z) = ae
−az a > 0, z > 0
La media de una v.a. de este estilo es bien onoida:
E[Z] =
1
a
= T
Hemos llegado a la interpretaión del parámetro temperatura, T : la media de la utuaión
térmia que se suma o se resta a los valores de la funión f en ada vértie del simplex para
explorar aleatoriamente el espaio de parámetros, RM .
2. Problema direto: (el del programador de la rutina)
Si dispongo de un generador de números aleatorios, rand, que genera muestras de un v.a. uni-
forme en (0, 1) y quiero generar muestras de una v.a. exponenial de media T , ¾Cómo lo hago?
La inógnita, en este aso, es la transformaión que hae que las muestras de una v.a. uniforme
se onviertan en muestras de una v.a. exponenial.
El método de la transformaión inversa sirve para generar v.a. distintas de la uniforme, a partir
de ésta. Se hae en dos pasos:
a) Generar un número aleatorio u de una v.a. uniforme en (0, 1).
b) Generar la v.a. omo z = F−1Z (u), donde FZ(z) representa la funión de distribuión au-
mulada de la v.a. a generar.
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Ejemplo: v.a. exponenial;
fZ(x) = ae
−az ⇒ FZ(z) = 1− e−az ⇒ F−1Z (z) = −
1
a
ln(1 − FZ(z))
El algoritmo de generaión según el método de la funión inversa queda omo:
a) Generar un número aleatorio u de una v.a. uniforme en (0, 1).
b) z = − 1a ln(1− u) = −T ln(u).
En el último paso se ha sustituido a y se ha empleado la observaión de que el numero (1 − u)
sigue también una distribuión uniforme en (0, 1).
Apéndie D
Manual de referenia
Este apítulo reoge las prinipales espeiaiones de las rutinas más importantes programadas en
MATLAB para el proyeto, salvo las omentadas en apítulo aparte sobre optimizaión según [31℄.
Los algoritmos ya han sido desritos en apítulos anteriores, ahora sólo se hará referenia a ellos y se
expliarán algunos detalles de la implementaión.
Algunas no son espeías de la visión artiial, sino que son rutinas de manipulaión de matries, et.
Hay iertas rutinas que tienen su equivalente o rutina similar dentro de las programadas en el proyeto
ADREP-3D (TIC2001−3069), ya que fueron programadas antes de revisar las rutinas proporionadas
o simplemente porque la aión de programarlas era un ejeriio instrutivo.
D.1. Optimizaión de Levenberg-Marquardt
La presente seión está, en su mayoría, basada en el apéndie 4 de [1℄. He programado distintas
versiones del algoritmo LM, según iba leyendo el itado apéndie. Los algoritmos están desritos en
orden reiente de omplejidad debida a la explotaión de araterístias propias del enuniado del
problema que se pretende resolver: el maro desriptivo omún § 4.3. La nomenlatura seguida para
nombrar las funiones de MATLAB que implementan los algoritmos es la siguiente:
Letra Signiado
LM Levenberg-Marquardt
B Básio
P Partiionado o Proyeión
S Disperso (Sparse)
I Supone matriz de ovarianzas Σ
X
= Id
H Matriz de la Homografía
F Matriz Fundamental
T Tensor Trifoal
BA Ajuste de Haes (Bundle Adjustment)
Podemos lasiar los algoritmos, a parte de la omplejidad, por su propósito: si es de propósito gen-
eral o es espeío de una apliaión. Siguiendo la notaión, los algoritmos ordenados y de propósito
general son:
LMB Algoritmo LM Básio
LMPB Algoritmo LM Partiionado Básio
LMPSI Algoritmo LM Partiionado Sparse (Disperso) [ suponiendo: Σ
X
= Id ℄
LMPSI BA Algoritmo LM apliado al ajuste de haes en general [ suponiendo: Σ
X
= Id ℄
LMSI Algoritmo LM Sparse (Disperso) [ suponiendo: Σ
X
= Id ℄
Se podría llamar al algoritmo LMPSI BA on el nombre de algoritmo partiionado y doblemente disper-
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so, sin embargo se le ha puesto el apellido de la apliaión general para la que se utiliza. Los algoritmos
apliados y ordenados son los de la siguiente tabla:
LMBPI Algoritmo LMB apliado al álulo de la matriz de proyeión
LMPSHI afin Algoritmo LMPSI apliado al álulo de homografías 2D, H
LMPSFI Algoritmo LMPSI apliado al álulo de la matriz Fundamental, F
LMPSTI Algoritmo LMPSI apliado al álulo del Tensor Trifoal, T
LMPSBAI Algoritmo LM apliado al ajuste de haes proyetivo
LMPSBAI E Algoritmo LM apliado al ajuste de haes Eulídeo
Todos los algoritmos anteriores neesitan onoer la funión modelo f : P → X̂. No es neesario
pasarles la funión de oste, porque es inmediata si se onoe f . Basándome en [31℄, programé otro
algoritmo LM, LMBhi2 , pero que sólo neesita onoer la funión de oste, no el modelo (al igual que
la rutina fminun, propia de MATLAB). Esta rutina supone que la funión era del mínimo se puede
aproximar mediante los dos primeros términos del desarrollo en serie de Taylor, por lo que se neesita
una rutina de propósito general que alule el Hessiano, omo puede ser hessiano o hessianofd.
D.1.1. Algoritmo básio según la funión modelo
En esta seión se detalla el algoritmo de Levenberg-Marquardt Básio, según [1, pág. 569℄.
Dados un vetor de medidas X on matriz de ovarianzas Σ
X
, una estimaión iniial del vetor de
parámetros P y una funión: f : P → X̂ que transforma el vetor de parámetros en una estimaión
del vetor de medidas.
Objetivo Enontrar el vetor de parámetros P que minimiza ‖ǫ‖2Σ
X
= ǫ⊤Σ−1
X
ǫ donde ǫ = X− X̂.
Algoritmo
(i) Iniializar una onstante λ = 0,001 (valor típio) y alular Σ−1
X
.
(ii) Calular la matriz jaobiana J, el vetor de error ǫ = X− f(P) y el oste ‖ǫ‖2Σ
X
.
(iii) Crear las euaiones normales J
⊤Σ−1
X
Jδ = J⊤Σ−1
X
ǫ, es deir, Nδ = ε
(iv) Aumentar las euaiones normales: N
∗δ = ε
(v) Resolver δ = (N∗)−1ε
(vi) Calular el nuevo vetor de error ǫ
P+δ y su oste ‖ǫP+δ‖2Σ
X
.
(vii) Si el nuevo oste es menor que el antiguo, ‖ǫ
P+δ‖2Σ
X
< ‖ǫ‖2Σ
X
, se atualiza el vetor
de parámetros P = P+ δ, se disminuye λ en un fator de 10 y se empieza de nuevo
en (ii) o se termina.
(viii) Si el nuevo oste es mayor que el antiguo, ‖ǫ
P+δ‖2Σ
X
≥ ‖ǫ‖2Σ
X
, se utiliza el antiguo P,
se inrementa λ en un fator de 10 y se vuelve a (iv).
La ondiión de terminaión que he puesto es dejar de iterar en la terera oasión seguida que el
oste deree en una antidad insigniante, es deir, si se umplen tres vees seguidas el inremento
fraional es menor que 10−4. ∣∣∣∣1− ostenew
oste
old
+ 10−10
∣∣∣∣ < tol = 10−4
El término 10−10 del denominador está para evitar indeterminaiones si el oste es todavía más pe-
queño. oste
old
es el mínimo oste hasta la nueva evaluaión y no se permiten más de MaxNumiter
iteraiones (normalmente 100) en aso de que sea una ondiión difíil de ser satisfeha.
Otra tendenia que puede sueder es que el algoritmo llegue a un mínimo y no onsiga alanzar la tol-
erania fraional impuesta, en esta situaión el parámetro λ ada vez se hae más grande y ya nuna
vuelve a dereer. Para evitar esta situaión, se detiene el algoritmo uando λ ≥ λma´x, típiamente
λma´x = 10
5
.
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La rutina LMB es la implementaión del algoritmo desrito. Su entrada-salida es la siguiente:
Entrada:
X vetor de medidas u observaiones objetivo
Ex (opional) matriz de ovarianzas del vetor de medidas
P0 estimaión iniial del vetor de parámetros P
fun nombre de la funión modelo f : P 7→ X̂
varargin argumentos opionales que neesite la funión fun. fun(P,varargin:);
Salida:
P0 vetor de parámetros del mínimo
oste min valor del mínimo (de la funión de oste)
X min valor del vetor de medidas en el mínimo
Ep (opional) matriz de ovarianzas de los parámetros estimados (P0)
Si al llamar a la rutina se pide el último argumento de salida, se alula la matriz de ovarianzasdel
mejor vetor de parámetros Σ
P
, en aso ontrario no se gasta esfuerzo en realizar diha tarea innee-
sariamente. Los pasos son:
(i) Hallar la matriz jaobiana J, partiularizada en el mejor P
(ii) Calular Σ
P
= (J⊤Σ−1
X
J)+
No es neesario proporionar una rutina para la funión de oste puesto que es onoida dentro de la
propia rutina de minimizaión:
‖X− f(P)‖2Σ
X
= ‖ǫ‖2Σ
X
= ǫ⊤Σ−1
X
ǫ
También lleva otro atajo interno: si al llamar a la rutina no se proporiona la matriz de ovarianzas
en Ex, o se pasa la matriz identidad, la rutina se da uenta y no alula la inversa de la matriz de
ovarianzas identidad ni tampoo realiza operaiones inneesarias de multipliaión por diha matriz
al alular el oste.
Además, la rutina permite optimizar sólo respeto a iertos parámetros de la funión. Para indiárse-
lo, el argumento de entrada P0 debe tener dos olumnas: la primera es la estimaión iniial para la
búsqueda y la segunda es un vetor binario uyos elementos on valor 1 indian los parámetros re-
speto de los uales optimizar, manteniendo jo el resto. Esta opión sólo es posible en esta rutina y
en LMSI.
En la gura D.1 se intenta ilustrar el funionamiento del algoritmo de optimizaión en el aso partiular
de que la matriz de ovarianzas Σ
X
sea la identidad. Una justiaión de porqué utilizar un parámetro
interno de ontrol λ se realizará en la próxima seión, § D.1.2.
D.1.2. Algoritmo básio según la funión de oste
Aún en el aso de que una funión de oste no admita una expresión en términos de una funión
modelo f es posible desarrollar el algoritmo LM. La próxima rutina está basada en [31℄, seión 15.4,
y supone que la funión (de oste) g : RM → R uyo mínimo estamos busando admite, era del
mínimo, una aproximaión uadrátia mediante los dos primeros términos del desarrollo en serie de
Taylor. Tal desarrollo alrededor del punto P es:
g(P+ δ) ≈ g(P) + δ⊤ ∇g|
P
+
1
2
δ⊤Hδ (D.1)
siendo ∇g|
P
el gradiente y H el Hessiano (matriz de segundas derivadas pariales) de g partiularizados
en P. (∇g)i =
∂g
∂xi
∣∣∣∣
P
, [H]i,j =
∂2g
∂xi∂xj
∣∣∣∣
P
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Figura D.1: Algoritmo de optimizaión Levenberg-Marquardt (LM)
Método de Newton
En el método de Newton se elige δ de tal forma que el gradiente en el siguiente punto de iteraión,
P+ δ, sea ero (ondiión de extremo relativo). Tomamos el gradiente de la expresión D.1
∇g|
P+δ = ∇g|P + Hδ = 0
El sistema en forma estándar (Ax = b) es:
Hδ = − ∇g|
P
(D.2)
Cuya soluión es
δ = H−1(− ∇g|
P
) (D.3)
En ésta última expresión se apreia que el paso δ es el produto de dos términos: el inverso del Hes-
siano y el vetor opuesto al gradiente, es deir, la direión de máximo dereimiento de la funión g.
Método de Levenberg-Marquardt
Si la aproximaión D.1 es buena, on el método de Newton sabemos ómo llegar al mínimo en un sólo
paso (obtiene el paso δ que lleva de los parámetros atuales a los minimizantes).
Pmı´n = Patual + H
−1(− ∇g|
Pactual
) (D.4)
En ambio, si D.1 es una mala aproximaión a la forma de la funión g en P
atual
, lo mejor es explorar
en la direión opuesta al gradiente, omo método de máxima pendiente (Steepest desent method).
P
siguiente
= P
atual
+ te (− ∇g|
Pactual
) (D.5)
donde la onstante es suientemente pequeña para no agotar la direión uesta abajo.
La modiaión que Levenberg-Marquardt haen al método de Newton es, dada la semejanza de las
euaiones que denen los pasos en ambos asos, uniarlas en una sola, on un parámetro λ. En la
euaión D.2, se multiplia la diagonal prinipal de H por (1 + λ).
H
∗
ii = Hii(1 + λ) diagonal prinipal
H
∗
ij = Hij si i 6= j
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Y las euaiones (D.4) y (D.5) quedan:
Pmı´n = Patual + (H
∗)−1(− ∇g|
Pactual
) (D.6)
Así, uando λ → 0, el método LM es el de Newton (también llamado Método del inverso del Hes-
siano) y uando λ es muy grande, la matriz Hessiana aumentada H∗ es diagonalmente dominante y el
método LM se onvierte en el método de máxima pendiente. La onstante λ sirve para variar suave-
mente entre estos dos extremos, utilizándose el último método lejos del mínimo (fase de exploraión)
y ambiando al de Newton a medida que se aera al mínimo (fase de explotaión). Una justiaión
similar se puede enontrar en [1, pág. 570℄.
Dada una estimaión iniial de los parámetros P y una funión (de oste) a minimizar: g : P→ R.
Objetivo Enontrar el vetor de parámetros P que minimiza la funión g.
Algoritmo
(i) Iniializar una onstante λ = 0,001 (valor típio).
(ii) Calular g(P), el gradiente y el Hessiano de la funión en P.
(iii) Crear la euaión a resolver: Hδ = − ∇g|
P
, es deir, Nδ = ε
(iv) Aumentar la euaión: H
∗δ = − ∇g|
P
(v) Resolver δ = (H∗)−1(− ∇g|
P
)
(vi) Calular el nuevo valor g(P+ δ).
(vii) Si g(P+ δ) < g(P), se atualiza el vetor de parámetros P = P+ δ, se disminuye λ
en un fator de 10 y se empieza de nuevo en (ii) o se termina.
(viii) Si g(P+ δ) ≥ g(P), se inrementa λ en un fator de 10 y se vuelve a (iv) (se onserva P).
Programaión del algoritmo en LMBhi2:
Entrada:
P0 estimaión iniial del vetor de parámetros P
foste nombre de la funión de oste g : P 7→ R
varargin argumentos opionales que neesite la funión foste. foste(P,varargin:);
Salida:
P0 vetor de parámetros del mínimo
oste min valor del mínimo (de la funión de oste)
Observaiones
El sujo hi2 del nombre de la rutina lo puse para reordar que es el algoritmo LM programado
al que hay que pasarle la funión a minimizar, no el modelo. En [31℄, apítulo 15, simbolizan diha
funión omo χ2, la funión de mérito.
Sin duda alguna, el paso más ostoso es el álulo del Hessiano de la funión (aproximaión numéri-
a). Se pueden utilizar omo subrutinas para esta tarea hessiano o hessianofd. En general, no
ofree resultados tan buenos omo los proporionados por las rutinas que minimizan explotando el
onoimiento de una funión modelo. En tales rutinas, se utiliza la matriz jaobiana, que requiere
menos evaluaiones de la funión para estimarla numériamente. Además, si la rutina va a ser aplia-
da a un problema onreto del que se onoe exatamente el modelo, el álulo del Hessiano es menos
ostoso porque se puede obtener analítiamente y de forma exata, sin aproximaiones por diferenias
nitas.
D.1.3. Cuando el vetor de medidas objetivo es el nulo
La pregunta que ha inspirado este apartado es: ¾Qué suede en el desarrollo si el vetor de medidas
objetivo que se desea alanzar es X = 0?
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En este apartado se pretende relaionar el problema lineal
mı´n
x
‖b− Ax‖2
on el problema no lineal
mı´n
P
‖X− f(P)‖2
Este último se redue al primero si P = x, X = b y la funión f es lineal f(P) = AP.
Hasta ahora se ha visto la soluión del algoritmo LM al problema en el que tenemos una funión
modelo no lineal:
f : RM −→ RN
P 7→ X̂
Y busamos el vetor P ∈ RM , tal que X = f(P) + ǫ, on mínimo error ‖ǫ‖2. Es equivalente a
mı´n
P
‖X− f(P)‖2 = mı´n ‖ǫ‖2
Los pasos del algoritmo son:
1. Elegir un punto iniial P0
2. Calular el error en la aproximaión: ǫ0 = X− f(P0)
3. Suponer un que la funión modelo es loalmente lineal, para obtener una expresión de la variaión
de la salida uando varía la entrada: f(P0 +∆) = f(P0) + J∆, siendo J = ∂f(P)/∂P la matriz
jaobiana de la funión, evaluada en P0.
4. Busamos un vetor de parámetros P1 = P0 +∆ que minimiza
‖X− f(P1)‖2 = ‖X− f(P0)− J∆‖2 = ‖ǫ0 − J∆‖2
5. Esta última expresión tiene soluión lineal porque hemos supuesto que la funión modelo es
loalmente lineal, por dos métodos diretos: las euaiones normales y la pseudoinversa .
a) Euaiones Normales: J
⊤
J∆ = J⊤ǫ0
b) Pseudoinversa: ∆ = J+ǫ0
El algoritmo de LM modia las euaiones normales, así que no utiliza la pseudoinversa. Eua-
iones Normales modiadas (ampliadas): (J⊤J)λ∆ = J⊤ǫ0
6. Se atualiza el vetor de parámetros y se ontinua iterando, en funión del nuevo oste obtenido,
según el parámetro λ.
Pensemos otra versión del algoritmo LM, en la que la funión modelo es una apliaión del vetor de
parámetros P al vetor de error o residuo ǫ. Esto es equivalente a la formulaión anterior si el vetor
de medidas es nulo X = 0.
f : RM −→ RN
P 7→ ǫ
Y busamos el vetor P ∈ RM , tal que 0 = f(P) + ǫ, on mínimo error ‖ǫ‖2. Es deir, tal que
ǫ = −f(P), on mínimo error ‖ǫ‖2. Esto equivale a
mı´n
P
‖0− f(P)‖2 = mı´n
P
‖ − f(P)‖2 = mı´n ‖ǫ‖2
Veamos ómo se modian los pasos del algoritmo:
1. Elegir un punto iniial P0
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2. Calular el error en la aproximaión: ǫ0 = −f(P0)
3. Suponer un que la funión modelo es loalmente lineal, para obtener una expresión de la variaión
de la salida uando varía la entrada: f(P0 +∆) = f(P0) + J∆, siendo J = ∂f(P)/∂P la matriz
jaobiana de la funión, evaluada en P0. La matriz J no depende del vetor de medidas objetivo
(anterior X).
4. Busamos un vetor de parámetros P1 = P0 +∆ que minimiza
‖ − f(P1)‖2 = ‖ − f(P0)− J∆‖2 = ‖ǫ0 − J∆‖2
5. Esta última expresión tiene soluión lineal porque hemos supuesto que la funión modelo es
loalmente lineal. Las Euaiones Normales modiadas (ampliadas) son: (J⊤J)λ∆ = J⊤ǫ0
6. Se atualiza el vetor de parámetros y se ontinua iterando, en funión del nuevo oste obtenido,
según el parámetro λ.
Esta segunda formulaión es la que emplea la rutina lsqnonlin: se le pasa el nombre de una funión
que devuelve un residuo ǫ dado un vetor de parámetros . Así que ya sabemos programar una rutina
omo lsqnonlin: basta emplear alguna de las LM que tenemos, ambiando la funión modelo para
que el vetor de medidas objetivo sea el vetor nulo. Esta versión es la que se utiliza en la minimizaión
iterativa de la distania algebraia en la matriz fundamental, el tensor trifoal o el tensor uadrifoal.
D.1.4. Cálulo de la matriz jaobiana
fdja
Es una rutina adaptada de [31℄, seión 9.7 e implementa una difereniaión numéria mediante el
método de las diferenias nitas (haia delante). Dada una funión f : x ∈ RM → RN , la matriz
jaobiana es
J(f) =

∂f1
∂x1
∂f1
∂x2
· · · ∂f1∂xM
∂f2
∂x1
∂f2
∂x2
· · · ∂f2∂xM
.
.
.
.
.
.
.
.
.
.
.
.
∂fN
∂x1
∂fN
∂x2
· · · ∂fN∂xM

Tiene dimensiones M ×N : tantas olumnas omo variables independientes (en el vetor x) y tantas
las omo variables devuelva la funión.
En MATLAB, se puede alular esta matriz por olumnas on un únio bule for. En ada pasa-
da se inrementa una variable independiente, xi, en una antidad h, se evalúa la funión vetorial
f(x˜i) = f(x1, x2, . . . , xi + h, . . . , xm) para esa entrada y se obtiene la olumna i-ésima de J omo
(f(x˜i)− f(x))/h. Buenos valores de h están entre 10−8 y 10−4.
En resumen, se puede onstruir una aproximaión a la matriz jaobiana on M +1 evaluaiones de la
funión (vetorial). En nuestro ontexto, esta funión vetorial es la funión modelo, f : P ∈ RM →
X̂ ∈ RN .
fdja seletivo
Calula la matriz jaobiana mediante la aproximaión por diferenias nitas haia delante, pero sólo
las olumnas indiadas en su llamada. Apliaión: si tenemos un vetor de parámetros y sólo se desea
optimizar respeto a iertos elementos (queremos dejar jos varios parámetros), esta rutina alula la
matriz jaobiana respeto de los parámetros que varían, evitando álulos inneesarios de las olumnas
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de eros debidas a los parámetros jos. Esto se utiliza en la rutina LMB (§ D.1.1).
dja
Además, se ha profundizado en el tema y omo resultado han sido implementadas otras dos rutinas,
que realizan la misma funión de aproximaión de la matriz jaobiana que fdja, pero mediante difer-
enias nitas entrales (extrapolaión de Rihardson): dja y dja 5point , por lo que el error de
aproximaión es menor a osta de realizar más evaluaiones.
La rutina dja utiliza la fórmula de los 3 puntos en diferenias entrales:
f ′(x) =
f(x+ h)− f(x− h)
2h
+ error
error = f (3)(ξ)
h2
6
= O(h2), on ξ ∈ [x− h, x+ h]
dja 5point
Aproxima la derivada por la fórmula de los 5 puntos en diferenias entrales:
f ′(x) =
−f(x+ 2h) + 8f(x+ h)− 8f(x− h) + f(x− 2h)
12h
+ error
error = f (5)(ξ)
h4
30
= O(h4), on ξ ∈ [x− h, x+ h]
D.1.5. Cálulo del gradiente y del Hessiano
El gradiente es la matriz jaobiana de una funión de RM → R, es deir, omo una la de diha
matriz (aunque según el onvenio de utilizar vetores olumna, hay que transponer diha la). Así,
para alular el gradiente se utiliza la misma rutina que para alular la matriz jaobiana, fdja.
∇g =
[
∂g
∂x1
∂g
∂x2
· · · ∂g
∂xm
]⊤
El Hessiano es la matriz de segundas derivadas pariales de una funión g : x ∈ RM → R, tiene
dimensiones M ×M .
Hessiano(g) =

∂2g
∂x2
1
∂2g
∂x1∂x2
· · · ∂2g∂x1∂xM
∂2g
∂x2∂x1
∂2g
∂x2
2
· · · ∂2g∂x2∂xM
.
.
.
.
.
.
.
.
.
.
.
.
∂2g
∂xM∂x1
∂2g
∂xM∂x2
· · · ∂2g
∂x2
M

≡

gx1x1 gx1x2 · · · gx1xM
gx2x1 gx2x2 · · · gx2xM
.
.
.
.
.
.
.
.
.
.
.
.
gxMx1 gxMx2 · · · gxMxM

Para alular el Hessiano estamos suponiendo que la funión g es de lase C2 (on primera y se-
gunda derivada ontinua). Basta que g sea de lase C1 para que el Hessiano sea simétrio, por lo que
sólo hae falta alularM(M+1)/2 derivadas segundas (la mitad de los elementos, aproximadamente).
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Se proponen dos rutinas para alular diho Hessiano:
hessianofd
Es la más ingeniosa de las dos y se basa en la observaión de que el Hessiano es la matriz jaobiana
del gradiente de la funión. Hessiano(g) = J(∇g). La programaión se hae en una línea: llama a la
rutina de álulo de la matriz jaobiana (fdja) on dos niveles de anidamiento: el primero alula el
gradiente de la funión y el segundo alula la matriz jaobiana del gradiente.
Utiliza diferenias nitas haia delante y no explota la simetría del Hessiano. En ambio, se puede
deir que es la rápida de las dos programadas, ya que neesita (M + 1)2 evaluaiones de la funión
para aproximar el Hessiano. Expliaión: para obtener el gradiente, se neesitan (M +1) evaluaiones
de la funión y para alular la matriz jaobiana del gradiente, se realizan (M + 1) evaluaiones del
gradiente. Como no se explota la simetría del Hessiano, se realizan aproximadamente el doble de eval-
uaiones de las neesarias: (M + 1)2 ≈ 2 (M(M + 1)/2).
hessiano
Obtiene los elementos del Hessiano de despejar en el desarrollo en serie de Taylor de la funión g.
Supongamos una funión de dos variables: g(xi, xj), diho desarrollo en serie es:
g(xi +∆xi, xj +∆xj) = g(xi, xj) + [gxi(xi, xj)∆xi + gxj (xi, xj)∆xj ]
+
1
2!
[gxixi(xi, xj)(∆xi)
2 + 2gxixj (xi, xj)∆xi∆xj + gxjxj (xi, xj)(∆xj)
2]
+
1
3!
[gxixixi(xi, xj)(∆xi)
3 + 3gxixixj (xi, xj)(∆xi)
2∆xj
+ 3gxixjxj (xi, xj)∆xi(∆xj)
2 + gxjxjxj (xi, xj)(∆xj)
3] + . . .
Para los elementos de la diagonal prinipal haen falta 2 evaluaiones de la funión además de la
evaluaión en el punto de partiularizaión del Hessiano y el error residual es aproximadamente de
O(h3) (h = ma´x {∆x,∆y}) porque se anelan todas las tereras derivadas pariales.
gxixi(xixj) =
g(xi +∆xi, xj) + g(xi −∆xi, xj)− 2g(xi, xj)
(∆xi)2
Para ada elemento no situado en la diagonal prinipal se requieren 4 evaluaiones de la funión y el
error residual es también de O(h3).
gxixj (xixj) =
g(xi +∆xi, xj +∆xj) + g(xi −∆xi, xj −∆xj)− g(xi +∆xi, xj −∆xj)− g(xi −∆xi, xj +∆xj)
4∆xi∆xj
Las fórmulas también son válidas en el aso de una funión de más de dos variables, ya que para alular
el elemento Hessiano(g)i,j no inuyen más variables que xi y xj . En total haen falta, explotando la
propiedad de simetría de la matriz, (2M + 1) + 4(M2 −M)/2 = 2M2 + 1. Utiliza diferenias nitas
entrales. Para el mismo valor de h, la aproximaión es mejor (error residual de orden superior:
O(h3) en lugar de O(h2)), aunque tarda asi el doble debido al número de evaluaiones de la funión:
2M2 + 1 ≈ 2(M + 1)2. Para pasar de un error O(h2) a uno O(h3) se uadruplia el número mínimo
de evaluaiones neesarias, aproximadamente.
D.1.6. Algoritmo partiionado
Nos referimos al algoritmo de Levenberg-Marquardt Partiionado Básio, algoritmo A4.1 de [1, pág.
572-575℄. Está bien desrito en esas páginas, las uales son una letura reomendada si se quiere en-
tender el ódigo de la rutina LMPB, que es la que lo implementa.
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Básiamente, se deide del enuniado del problema que el vetor de parámetros P se puede dividir en
dos partes P = (a⊤,b⊤)⊤ y se reformula el algoritmo LMB de tal forma que inluya las modiaiones
oportunas para saar proveho de la situaión: las matries a invertir y los sistemas a resolver son de
menor dimensión (menos ostosos omputaionalmente y rápidos).
Los argumentos de entrada y salida son los mismos que los de la rutina LMB, salvo que se debe pro-
porionar un argumento de entrada más respeto a los de aquella y es na, el número de variables del
vetor a dentro de P. Las mismas onsideraiones son apliables al álulo de la matriz de ovarianzas
Σ
P
.
Internamente, llama la rutina fdja para alular la matriz jaobiana numériamente y luego la divide
en dos partes J = [A | B] según el valor de na.
Apliaión: se puede utilizar para estimar homografías entre imágenes, la matriz fundamental, el ajuste
de haes (Bundle Adjustment) en la alibraión proyetiva, et. En estas situaiones, a suele denir
la transformaión y b las orreiones de los puntos del ajuste (en la primera imagen o en el espaio).
D.1.7. Algoritmo partiionado y disperso
La rutina LMPSI es la implementaión del algoritmo de Levenberg-Marquardt Partiionado Disperso
(Sparse) on Σ
X
= Id, algoritmo A4.3 de [1, pág. 575-577℄.
Está pensado para problemas en los que el vetor de parámetros P se puede dividir de la forma
P = (a⊤,b⊤1 , . . . ,b
⊤
n )
⊤
, el vetor de medidas X = (X⊤1 , . . . ,X
⊤
n )
⊤
y se veria la ondiión de dis-
persión (yo la llamaría de independenia), en la que ada X̂i sólo depende de a y bi, NO depende de
otros bj , es deir, ∂X̂i/∂bj = 0 para i 6= j.
Debido a esta división, la matriz jaobiana J = [∂X̂i/∂P] = [A | B] es una matriz dispersa a bloques
(B es diagonal a bloques) y se ambia el algoritmo LMPB para aprovehar esa estrutura, tanto de J
omo de J
⊤Σ−1
X
J si también se asume una estrutura dispersa partiular para Σ
X
. Todo ello hae que
en ada paso del algoritmo el tiempo de ómputo sea lineal on n. Sin la ondiión de dispersión, la
omplejidad es de orden n3.
Citemos la entrada-salida:
Entrada:
X vetor de medidas u observaiones objetivo
P0 estimaión iniial del vetor de parámetros P
fun nombre de la funión modelo f : P 7→ X̂
na número de variables del vetor a dentro de P
tam bi tamaño de ada omponente bi del vetor de parámetros
tam Xi tamaño de ada omponente X̂i del vetor de medidas
Salida:
P0 vetor de parámetros del mínimo
oste min valor del mínimo (de la funión de oste)
X min valor del vetor de medidas en el mínimo
Ep (opional) matriz de ovarianzas de los parámetros estimados (P0)
Como se apreia, se deben proporionar tres argumentos de entrada más respeto a los de LMB: na,
tam bi y tam Xi.
Internamente, llama la rutina fdja para alular la matriz jaobiana. A ontinuaión seleiona las
submatries de ésta donde no es seguro que existan eros debido a la ondiión de dispersión.
D.2. MANIPULACIÓN DE MATRICES 213
Las rutinas LMPSHI afin y LMPSFI son partiularizaiones de esta rutina y lo únio que las distingue
es la onstruión de la matriz jaobiana: en éstas últimas se onstruyen de forma exata a partir de
los datos ya que se utilizan en una apliaión onreta, no son de propósito general. Las derivadas
exatas son más rápidas y preisas para apliaiones onretas.
La subrutina de álulo de la matriz de ovarianzas Σ
P
es un poo diabólia para saar partido de la
estrutura dispersa a bloques de J
⊤
J (hemos supuesto Σ
X
= Id).
D.2. Manipulaión de matries
Matries de 3 dimensiones
La funión matriz3dim2matriz2dim onvierte una matriz M de 3 dimensiones n1 × n2 × n3 en una
matriz de 2 dimensiones, onatenando las matries de la terera dimensión vertial u horizontalmente,
según se indique. Devuelve un error si el tipo de onatenaión no es 'h' ni 'v'.
Y = matriz3dim2matriz2dim(M,'h') produe la matriz [M(:, :, 1), M(:, :, 2), . . . , M(:, :, n3)]
Y = matriz3dim2matriz2dim(M,'v') produe

M(:, :, 1)
M(:, :, 2)
.
.
.
M(:, :, n3)

Se utiliza en LMPSFI y LMPSHI afin para onstruir la parte A de la matriz jaobiana en la subrutina
loal del álulo de la matriz de ovarianzas.
La funión que se puede utilizar omo rutina inversa a la anterior es matriz2dim2matriz3dim , la ual
onvierte una matriz de 2 dimensiones M en una matriz de 3 dimensiones, vertialmente en bloques
de bloques de n × size(y,2) u horizontalmente en bloques de size(y,1)× n elementos. También
devuelve un error si el tipo de esisión no es 'h' ni 'v'.
Matries diagonales a bloques
La funión matriz3dim2blkdiag onvierte una matriz Bi de 3 dimensiones n1×n2×n3 en una matriz
2D diagonal por bloques.
B = matriz3d2blkdiag(Bi) produe

Bi(:, :, 1) 0 · · · 0
0 Bi(:, :, 2) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · Bi(:, :, n3)

También se proporiona la rutina inversa: blkdiag2matriz3dim , que onvierte una matriz diagonal
por bloques B de n1 × n2 en un array Bi de 3 dimensiones n1 × n2 × n3. Devuelve un error si las
dimensiones n1 y n2 no son el mismo divisor de las orrespondientes dimensiones de B.
Se utilizan en LMPSI, LMPSFI y LMPSHI afin para omponer y desomponer informaión de las ma-
tries V y B, que son diagonales a bloques.
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Matries a bloques
blokmatrix2matrix onvierte una matriz de 4 dimensiones Mij en una matriz de 2 dimensiones M
on la siguiente estrutura:
M =

Mij(:, :, 1, 1) Mij(:, :, 1, 2) · · · Mij(:, :, 1, nb)
Mij(:, :, 2, 1) Mij(:, :, 2, 2) · · · Mij(:, :, 2, nb)
.
.
.
.
.
.
.
.
.
.
.
.
Mij(:, :, nbf, 1) Mij(:, :, nbf, 2) · · · Mij(:, :, nbf, nb)

Su rutina inversa, matrix2blokmatrix, onvierte una matriz de 2 dimensiones M en una matriz de 4
dimensiones Mij en bloques de tamaño indiado: nf× n, por las y olumnas.
D.3. Anidades
El punto de partida en el esquema global de un sistema ompleto de autoalibraión y reonstruión
3D es una seuenia de imágenes. El onvenio que se utiliza en el tratamiento digital de imágenes es
poner el sistema de oordenadas en la esquina superior izquierda de la imagen, on el eje horizontal
haia la dereha omo eje x positivo, y el eje vertial haia abajo omo eje y positivo. Dadas las imá-
genes de la seuenia, obtenemos los puntos araterístios (esquinas), los uales han sido detetados
y seguidos mediante el algoritmo de seguimiento (traking). Estos puntos están referidos al sistema
de oordenadas de la imagen. Si las imágenes son de 576 las y 720 olumnas, las oordenadas de
los puntos estarán en los intervalos: 0 ≤ x ≤ 720, 0 ≤ y ≤ 576. Las oordenadas homogéneas de un
punto de la imagen serán, en media (360, 288, 1)⊤. Así pues, tenemos todos los puntos loalizados
en el primer uadrante de R2 y existe una gran diferenia entre los órdenes de magnitud de las dos
primeras oordenadas y la terera. Además existe un oset intrínseo debido a que los puntos no
están entrados en el sistema de referenia: en términos elétrios diríamos que hay una omponente
ontinua (el entroide de los puntos en el plano).
Para mejorar la estabilidad numéria - ondiionamiento de los sistemas de euaiones, se realiza una
normalizaión afín de las oordenadas de los puntos en las imágenes, que onsiste en una traslaión
más un esalado: se trasladan los puntos para que su entroide sea el origen de oordenadas (así se
elimina la omponente ontinua del resto de los álulos), y a ontinuaión se esalan los puntos para
que su distania media al origen sea la raíz uadrada de la dimensión del espaio al que perteneen:
Pn ⇒ √n. La razón de estos dos riterios es onseguir que las oordenadas homogéneas de los puntos
resultantes estén equilibradas. Para los puntos en las imágenes, los puntos normalizados resultantes
son del orden del (1, 1, 1)⊤, omo orresponde a puntos de P2.
Este ambio lo hizo popular R. Hartley en su algoritmo normalizado de los 8 puntos para el álulo
de la matriz fundamental. También está itado en su libro [1, pág. 92℄. No sólo se aplia allí, sino en
la mayor parte de los algoritmos posteriores de otros autores.
A ontinuaión, se proede a ver ómo afeta este ambio al resto de los objetos, en espeial a los
que sirven para alibrar: proyeión de la ónia absoluta, su dual, uádria absoluta dual, plano del
innito, et.
Sea el modelo de proyeión lineal: x ∼ PX. Si se realiza un ambio de oordenadas del tipo xn = Tx
sobre los puntos proyetados, ¾Cómo atúa en el resto de los elementos? Para responder a esta pre-
gunta se utilizarán relaiones ya desarrolladas en el apítulo 3.
Para preservar la relaión de inidenia entre puntos y retas de P2, x⊤l = l⊤x = 0 es inmediato om-
probar que las retas se transforman de la forma ln = T
−⊤
l, ya que x
⊤
l = (T−1xn)⊤l = x⊤n T
−⊤
l =
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x
⊤
n ln ⇒ T−⊤l = ln.
Insertando el ambio de oordenadas en la euaión de la proyeión x ∼ PX, onluimos que sólo
ambia la matriz de proyeión, no las oordenadas de los puntos 3D (de P3) que se proyetan sobre
los puntos en las imágenes. xn = Tx ∼ TPX ∼ PnX, siendo Pn = TP.
Suponiendo que se trabaja en un sistema de referenia métrio (o eulídeo) de P
3
, la matriz de proye-
ión admite una desomposiión: P = KR[I | −C˜]. Por lo que la matriz de proyeión tras el ambio de
oordenadas es Pn = TKR[I | −C˜] = KnR[I | −C˜], siendo Kn = TK la matriz de parámetros intrínseos
tras el ambio.
Estamos en ondiiones de ver ómo se transforma la DIAC, dual de la proyeión de la ónia absolu-
ta. La DIAC respeto de los datos originales es ω∗ = KK⊤. Y tras el ambio: ω∗n = KnK
⊤
n = TK(TK)
⊤ =
TKK
⊤
T
⊤ = Tω∗T⊤.
La dual de la DIAC, la IAC o proyeión de la ónia absoluta es ω = (ω∗)−1. Una vez realizado el
ambio, ωn = (ω
∗
n)
−1 = (Tω∗T⊤)−1 = T−⊤(ω∗)−1T−1 = T−⊤ωT−1.
Queda por ver ómo se transforman los elementos del espaio: la uádria absoluta dual, la ónia
absoluta y el plano del innito. Como el ambio de oordenadas del plano sólo inuye en la matriz
de proyeión (multipliando por la izquierda) y los puntos 3D no ambian, el resto de objetos del
espaio tampoo sufren ambio alguno debido al ambio de oordenadas en el plano de la imagen.
Comprobémoslo:
La DIAC se obtiene de la uádria absoluta dual y las matries de proyeión mediante la fórmula:
ω∗ = PQ∗∞P
⊤
. Para la DIAC tras el ambio, ω∗n = PnQ
∗
∞nP
⊤
n ⇔ Tω∗T⊤ = TPQ∗∞n(TP)⊤ = TPQ∗∞nP⊤T⊤
Multipliando en ambos miembros a la izquierda por T
−1
y a la dereha por T
−⊤
, resulta: ω∗ = PQ∗∞nP
⊤
y omparando on la expresión al prinipio de este párrafo, onluimos que Q
∗
∞n = Q
∗
∞. La uádria
absoluta dual queda invariante a transformaiones en los planos de las imágenes.
Como la uádria absoluta dual no ambia, tampoo lo hae su núleo, el plano del innito π∞. Y la
ónia absoluta Ω∞ (dual de Q∗∞) tampoo ambia, por la misma razón. Resumimos los resultados en
siguiente tabla D.1.
Punto de la imagen xn = Tx x = T
−1
xn
Matriz de Proyeión Pn = TP P = T
−1
Pn
Matriz de parámetros intrínseos Kn = TK K = T
−1
Kn
DIAC ω∗n = Tω
∗
T
⊤ ω∗ = T−1ω∗nT
−⊤
IAC ωn = T
−⊤ωT−1 ω = T⊤ωnT
Punto 3D Xn = X X = Xn
Cuádria absoluta dual Q
∗
∞n = Q
∗
∞ Q
∗
∞ = Q
∗
∞n
Plano del innito π∞n = π∞ π∞ = π∞n
Cónia absoluta Ω∞n = Ω∞ Ω∞ = Ω∞n
Cuadro D.1: Efeto de una normalizaión afín de los puntos en las imágenes sobre el resto de elementos
relaionados on la alibraión
La normalizaión realizada tiene ventajas sobre la IAC y la DIAC, porque onsigue que sus 3 autoval-
ores sean del mismo orden de magnitud. Como es sabido, la IAC y la DIAC tienen matries denidas
(positivas o negativas). En los algoritmos que estimen estos elementos, a vees la soluión puede ser
una matriz próxima a ser singular. En estos asos, se pueden inluir términos de penalizaión dentro
de la funión de oste, de tal forma que se impongan las restriiones propias de estos objetos. Tiene
más sentido penalizar uando los datos están normalizados que uando no, ya que en el primer aso
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hay mayor estabilidad numéria.
El esquema de utilizaión de las relaiones de normalizaión es el siguiente: se normalizan los puntos
observados en las imágenes, se realiza una alibraión proyetiva seguida del algoritmo de autoali-
braión, se desnormalizan los elementos de auerdo on la segunda olumna de la tabla D.1, se proede
a la reonstruión 3D de los puntos en el maro de referenia métrio dado por la alibraión y por
último se visualiza la reonstruión.
D.3.1. Normalizaión afín
normaliza
Entrada: una matriz P, uyas olumnas son oordenadas de puntos anes en Rn.
Realiza: una normalizaión afín de las oordenadas.
1. Se realiza una traslaión de los puntos para que su entroide sea el origen de oordenadas.
2. Se esalan los puntos para que la distania media desde el origen sea
√
n.
Sirve para puntos del plano afín si P tiene 2 las, puntos del espaio afín si P tiene 3 olumnas, et.
Salida: las oordenadas anes normalizadas de los puntos Pn y la transformaión afín T que trans-
forma las oordenadas P en las oordenadas normalizadas Pn.
NormalizAfin
Entrada: una matriz P, uyas olumnas son oordenadas homogéneas de puntos en Pn.
Realiza: una transformaión afín sobre las oordenadas homogéneas. A partir de P, alula sus
oordenadas anes (mediante la rutina proy2afin) y llama a normaliza para normalizar las mismas.
Después vuelve a pasar a oordenadas homogéneas.
Salida: las oordenadas homogéneas normalizadas y la anidad.
D.3.2. Homogeneizar y deshomogeneizar las oordenadas
proy2afin
Entrada: una matriz x, uyas olumnas son oordenadas homogéneas de puntos en Pn.
Realiza: el paso de oordenadas homogéneas a oordenadas anes dividiendo por la ultima oorde-
nada de ada punto. Matriialmente, es muy fáil de programar en MATLAB mediante repmat en
lugar de un bule for.
Salida: ada olumna de la matriz y son las oordenadas anes de un punto.
La rutina DeshomogeneizaCoords del proyeto ADREP-3D realiza lo mismo, salvo que devuelve o-
ordenadas anes dentro de las oordenadas homogéneas. (La terera la de la matriz devuelta es toda
ella de unos).
HomogeneizaCoords
Entrada: una matriz x, uyas olumnas son oordenadas anes de puntos en Rn.
Realiza: el paso a oordenadas homogéneas añadiendo un 1 omo última oordenada.
Salida: ada olumna de la matriz xh son las oordenadas homogéneas de un punto de Pn.
D.4. Homografías de P
2
HDLT B
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Implementa el algoritmo lineal de § 4.2 sin normalizaión afín de los datos. También es el algoritmo 3.1
de [1, pág. 73℄. Se le onoe omo The basi Diret Linear Transformation (DLT) for 2D homograes
y sirve para alular transformaiones proyetivas en P2. Como se puede intuir, la B es de básio, para
distinguir esta rutina de la que utiliza una normalizaión afín de los puntos (HDLT NA).
Ofree básiamente dos proedimientos de álulo del vetor soluión h: mediante la SVD de A = UDV⊤
o mediante los autovalores y autovetores de A
⊤
A = VD2V−1.
Entrada:
P oordenadas homogéneas de los puntos de la primera imagen
Q oordenadas homogéneas de los puntos de la segunda imagen
tipoSol seleiona el tipo de optimizaión de la funión de oste
verb india si se imprimen o no en la ventana de omandos el ostes del ajuste
Salida:
H matriz de la homografía
oste mínima distania algebraia
La variable tipoSol seleiona el tipo de álulo empleado para hallar la matriz de la homografía
estimada: si vale 1, mediante el omando eig, el ual alula todos los autovalores y autovetores
de A
⊤
A; si vale 2, mediante el omando eigs, que alula los autovalores mayor y menor de A
⊤
A y
sus respetivos autovetores; si vale 0 y la opión por defeto, mediante la SVD de la matriz de diseño A.
Observaión. Para onstruir la matriz de diseño A se puede realizar on un bule for que reorra
las parejas de puntos y utilie la siguiente observaión: la matriz Ai se puede poner omo el produto
tensorial siguiente:
Ai =
 0⊤ −w′ix⊤i y′ix⊤iw′ix⊤i 0⊤ −x′ix⊤i
−y′ix⊤i x′ix⊤i 0⊤
 =
 0 −w′i y′iw′i 0 −x′i
−y′i x′i 0
⊗ x⊤i = [x′i]× ⊗ x⊤i
El produto tensorial está implementado en MATLAB mediante el omando kron y el paso de vetor
a matriz antisimétria es una rutina útil de programar, llamada Cross2Matrix en la implementaión
ADREP-3D.
HDLT NA
Implementa el algoritmo lineal on normalizaión afín de los datos. También es el algoritmo 3.2 de [1,
pág. 92℄, onoido omo The normalized Diret Linear Transformation (DLT) for 2D homograes.
Las siglas NA signian Normalizaión Afín. Posee la misma entrada-salida que HDLT B.
Realiza una normalizaión afín (§ D.3) de las oordenadas de los puntos en ambas imágenes, después
llama a HDLT B y a ontinuaión, desnormaliza la homografía soluión.
HDLT G
Es la variaión del algoritmo lineal expliada en § 4.2. El interfaz y la salida son idéntios a los de
HDLT B. También tiene dos maneras de alular la soluión. El oste que devuelve se dene de manera
análoga a omo se desribió para HDLT B, pero en lugar de valores singulares de A, se toman los valores
singulares de M. También utiliza menos memoria que HDLT B, ya que las matries son más pequeñas.
En denitiva, los algoritmos HDLT B y HDLT G se pueden utilizar en las mismas ondiiones.
HDLT NAG
Este algoritmo es la versión que emplea una normalizaión afín de los puntos previa a la llamada de la
funión HDLT G y después deshae las transformaiones. Son apliables las mismas omparaiones del
apartado anterior, pero respeto de HDLT NA y utiliza las mismas rutinas para realizar la normalizaión
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que ésta.
homograa2D
Enapsula los algoritmos de álulo de una homografía del plano omentados en el apítulo 4, sin
utilizar RANSAC.
Entrada:
x1 oordenadas homogéneas de los puntos de la primera imagen
x2 oordenadas homogéneas de los puntos de la segunda imagen
tipoFCoste seleiona la funión de oste a minimizar
tipoSol seleiona el tipo de optimizaión de la funión de oste
verb india si se imprimen o no en la ventana de omandos el ostes del ajuste
Salida:
H matriz de la homografía que minimiza la funión de oste elegida
x1 puntos orregidos y normalizados (norma unidad) en la primera imagen en aso
de elegir la funión de oste del error de reproyeión. En aso ontrario se devuelven
los puntos de entrada.
x2 ídem para los puntos orregidos en la segunda imagen
oste mínimo oste alanzado
Ep matriz de ovarianzas Σ
p
de los parámetros estimados, en el aso de utilizar el
algoritmo de Levenberg-Marquardt.
Funiones de oste. La opión reomendada entre las distanias algebraias es HDLT NA y la funión
de oste reomendada entre las distanias geométrias es minimizar el error de reproyeión.
tipoFCoste Funión de Coste
Distania Algebraia
0 HDLT B
1 HDLT NA
2 HDLT G
3 HDLT NAG
Distania Geométria
4 Error en la segunda imagen
5 Error de transferenia simétrio
6 Error de reproyeión (Gold Standard)
Los algoritmos de optimizaión que seleiona tipoOpt están ordenados: de los más generales a los
más espeíos (rápidos). No todas las ombinaiones on tipoFCoste son posibles.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMPB
3 LMPSI
4 LMPSHI afin: opión reomendada
5 lsqnonlin
6 LMBChi2
Se asume que la matriz de ovarianzas Σ
X
es la matriz identidad, para el aso de optimizaión de
alguna de las funiones de oste de distania geométria y utilizaión del algoritmo de Levenberg-
Marquardt.
El maro desriptivo omún LM apliado al error en una imagen ha sido desrito en § 4.3.1. La
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funión de oste está programada en Coste Error1img. La funión modelo es Error1img. Para el
error de transferenia simétrio § 4.3.2, la funión modelo es ErrorTS y la funión de oste se llama
Coste ErrorTS.
En el aso del error de reproyeión § 4.3.3, la funión modelo es ErrorReproyAfin, que llama a la
rutina Parametros2MatriesEnReproy para traduir el vetor de parámetros P→ (H, xˆi). La funión
de oste es Coste ErrorReproyAfin. El sujo Afin en el nombre de las rutinas reuerda que la
ontribuión de ada punto en ada imagen a X̂ son 2 dos oordenadas anes y no 3 oordenadas
homogéneas. Probé minimizando on P de dimensión 3n+9 yX también en oordenadas homogéneas,
dimX = 6n, y los resultados eran peores que minimizando la distania geométria anterior.
En oordenadas homogéneas las fórmulas de U, Vi,Wi . . . según las reetas de los algoritmos de
Levenberg-Marquardt de [1℄ quedaban más sintétias que en oordenadas anes, por eso pareían
más atrativas. El únio problema es que la funión de oste no es una distania geométria en el
plano de la imagen porque X son oordenadas homogéneas, no anes. Se minimiza la suma de uadra-
dos de distanias entre oordenadas homogéneas.
Derivadas exatas. La rutina LMPSHI afin alula la matriz jaobiana exata del álulo de Ho-
mografías 2D mediante el Gold Standard. Las siglas signian: Levenberg - Marquardt Partiionado
Sparse (Disperso) apliado a Homografías suponiendo que la matriz de ovarianzas del vetor de me-
didas es la Identidad: Σ
X
= Id (Suposiión habitual si se desonoe a priori). Es una adaptaión del
algoritmo A4.3 de [1, pág. 577℄ y sigue la estrutura general del LMB.
Optimizaiones. De las siete optimizaiones que se pueden elegir sólo faltan por omentar las dos que
utilizan rutinas propias de MATLAB 6. Todavía aben más posibilidades, omo utilizar las rutinas del
Numerial Reipes in C que he traduido a MATLAB, o explotar un poo más las rutinas propias
de MATLAB (pasando informaión de las derivadas...), pero por ahora ya hay suientes.
La funión fminun es la dediada a la minimizaión sin restriiones de una funión de RM → R, es
deir, que hay que pasarle la funión de oste, no el modelo. Se puede utilizar para las tres funiones
de oste de distania geométria. Todos los parámetros respeto a los uales minimizar deben estar
en un mismo vetor o matriz, no más. También se pueden pasar, diretamente a través de fminun,
argumentos opionales a la funión de oste, omo el vetor de medidas, X.
Existe la posibilidad de pasar algo pareido a la funión modelo, en lugar de la funión de oste. La
rutina de MATLAB: lsqnonlin resuelve problemas de mínimos uadrados no lineales. Busa
mı´n
P
∑
(FUN(P))2
Dentro de la rutina se realiza implíitamente el uadrado y la suma, por lo que hay que proporionar
una funión que devuelva el vetor FUN(P) = X− f(P). Así,
mı´n
P
∑
(FUN(P))2 = mı´n
P
‖X− f(P)‖2
Tal funión es funReproyAfin y está programada sólo para implementar el error de reproyeión, así
que el tipo de optimizaión 5 sólo vale para diha funión de oste.
La minimizaión se hae según el algoritmo de Levenberg-Marquardt interno de MATLAB si se india
en las opiones ontenidas en optimset y pasadas a lsqnonlin de la forma:
options = optimset('LevenbergMarquardt','on');
H RANSAC
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Estima homografías del plano entre pares de imágenes mediante la ténia robusta RANSAC, según
está expliado en § 4.4.
Entrada: una matriz on las orrespondenias de puntos entre imágenes (xi,x
′
i), en oordenadas
homogéneas.
Salida:
Hopt matriz de la homografía
x orrespondenias de puntos orregidos en las imágenes (xˆi, xˆ
′
i)
oste mínima distania geométria (error de reproyeión) de los inliers
maxnuminliers numero máximo de inliers
Soporte índies de las olumnas de x que identia a los inliers
mindist vetor de distanias del modelo a los puntos ajustados
epsilon estimaión de la proporión de outliers
La distania d⊥ de ada punto al modelo es el error de transferenia simétrio y lo alula la rutina
Distania ErrorTS .
Otra parte del algoritmo que es mejorable es la seleión de los puntos de la muestra aleatoria (a): omo
se sugiere, se podría dividir la imagen en regiones y tomar en ada muestra puntos suientemente
alejados. El omando lusterdata de MATLAB failita esa agrupaión de los puntos en regiones.
D.5. Matriz de rotaión
Se han implementado distintas rutinas para manejar on failidad la informaión de una rotaión
del espaio; en onreto, las onversiones entre las distintas representaiones: matriz, uaterniones,
ángulos de Euler, junto on eje y ángulo.
Matriz - eje y ángulo
Las rutinas VeAngle2Rot de ADREP-3D y dof2rotaion alulan la matriz de rotaión dados el
eje y el ángulo del movimiento. La rutina Rot2VeAngle realiza la funión inversa: alula el eje y el
ángulo de una matriz de rotaión dada. Los fundamentos matemátios se detallan en § 5.2.1.
Antes de onoer la fórmula de Rodrigues y la rutina VeAngle2Rot, programé dof2rotaion , (de-
grees of freedom to rotaión) la ual onstruye la matriz de rotaión según la euaión 5.1, uyo únio
paso ompliado es hallar los puntos irulares I y J. La rutina Plano2PtosCirulares es la enar-
gada de hallar esos puntos: dadas las oordenadas duales, a = (a1, a2, a3, a4)
⊤
, de un plano en P3
que pasa por el origen de oordenadas (a4 = 0), halla los dos puntos de orte del plano on la ónia
absoluta en la referenia anónia.
Matriz - uaterniones
La rutina Quat2Rotation de ADREP-3D alula la matriz de rotaión asoiada a un uaternión, mien-
tras que Rotation2Quat realiza la funión inversa: alula el uaternión de una matriz de rotaión
dada.
Cuaterniones - eje y ángulo
Es posible pasar de la representaión de uaternión a la de eje y ángulo de forma senilla. Las rutinas
para esta onversión son: Quat2VeAngle, que devuelve el eje y ángulo de rotaión asoiado a un
uaternión y VeAngle2Quat, que realiza la onversión inversa: devuelve el uaternión asoiado un eje
y ángulo de rotaión.
El uaternión q = (qx, qy, qz, qw)
⊤
odia una rotaión de ángulo θ = 2 arc cos(qw) radianes alrededor
del eje de direión unitaria u = 1sen(arc cos(qw)) (qx, qy, qz)
⊤
.
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En otras palabras, se puede odiar una rotaión de ángulo θ radianes alrededor del eje de direión
unitaria u ∈ R3 mediante el siguiente uaternión:
q = (qx, qy, qz, qw)
⊤ = (sen(θ/2)u, cos(θ/2))⊤
Matriz - ángulos de Euler
La rutina AngulosEuler2Rotation onstruye una matriz de rotaión a partir de los ángulos de Euler,
según las fórmulas indiadas en § 5.2.1.
Aproximaión de una rotaión
También se inluye la rutina NearestRotMatrix, que aproxima una matriz por una de rotaión uti-
lizando la desomposiión en valores singulares.
D.6. Matriz de proyeión
Primero se presentan las rutinas relaionadas on la desomposiión de la matriz de una ámara
proyetiva nita y luego las funiones de MATLAB que implementan los algoritmos de estimaión.
Fatorizaión
CameraMatrix2KRC
Desompone una matriz de proyeión P para obtener las matries K, R y vetor vetor C˜ tal que
P = K[R | t] = KR[I | −C˜] = [M | −MC˜] siendo M = KR. Como referenia se propone el ejemplo 5.2 de [1,
pág. 150℄. El algoritmo realiza la desomposiión RQ de M mediante la desomposiión QR (omando
qr de MATLAB).
CameraMatrix2KRC RQ
Es una rutina equivalente a la anterior, que realiza la desomposiión RQ de M mediante una rutina
propia: DesomposiionRQ.
DesomposiionRQ
Realiza: la desomposiión de una matriz A (3×3) de la forma A = RQ, siendo R una matriz triangular
superior y Q una matriz ortogonal , Q
⊤
Q = I.
Referenia: [1, pág. 552℄: A3.1.1 Givens Rotations and RQ deomposition.
A = RQ⊤z Q
⊤
y Q
⊤
x
Entrada: una matriz A (3× 3)
Salida: las matries R, triangular superior 3×3, Q matriz de rotaión 3×3 y los tres ángulos de Euler
θx, θy, θz que parametrizan la rotaión.
NormalizaKR
Tras una desomposiión RQ o QR de una matriz M = KR, todavía es neesario realizar un esalado de
la matriz K devuelta por el algoritmo de desomposiión para que represente una anidad: K(3, 3) = 1
(normalizaión afín) y además unos ambios de signo para que su diagonal prinipal sea positiva
(αu, αv > 0). Así K es una matriz de parámetros intrínseos. Las modiaiones afetan a la matriz
ortogonal R para que se onserve el produto: M ∼ KR.
KRC2CameraMatrix
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Construye la matriz de proyeión P = K[R | −RC˜] a partir de: K, R y C˜. No sólo hae falta desomponer
una matriz de proyeión eulídea, también hae falta rearla a partir de sus elementos, por ejemplo
en el ajuste de haes eulídeo.
Algoritmos de estimaión
En este apartado no sólo se inluyen los algoritmos lineal y óptimo desritos en § 5.4, para ámaras
proyetivas generales, sino que también han sido programados los respetivos algoritmos para ámaras
anes.
PDLT B
Realiza: la parte de iniializaión (lineal) del algoritmo 6.1 de [1, pág. 170℄ y se le podría denominar
The basi Diret Linear Transformation (DLT) for the Camera Matrix P.
Entrada: una matriz, x, on las oordenadas homogéneas de los puntos de la imagen, otra matriz,
X, on los puntos 3D (misma idea que x) y dos variables más: tipoSol, la ual seleiona el tipo de
método empleado para hallar la matriz de proyeión estimada (SVD o EIG) y verb, que india la
verbosidad (si hay que esribir por pantalla resultados intermedios o no).
Salida: la matriz de la proyeión P, 3 × 4, el oste del ajuste al minimizar la distania algebraia
y A˜, la matriz de diseño reduida ([1, pág. 175℄, que umple ‖Ap‖ = ‖A˜p‖. Sólo se devuelve en aso
de tipoSol=0 (SVD).
También realiza uatro omprobaiones previas a ualquier álulo: mirar si hay puntos sin orre-
spondenia, si hay suientes puntos para alular la matriz de proyeión (al menos 6), si x ontiene
puntos de P2 y si X ontiene puntos de P3.
El algoritmo lineal on normalizaión afín de los datos (puntos proyetados y puntos 3D) está progra-
mado en: PDLT NA. Es el algoritmo 6.1 de [1, pág. 170℄, que se onoe omo The normalized Diret
Linear Transformation (DLT) for the Camera Matrix P.
Tiene la misma entrada-salida (salvo la matriz de diseño reduida) que PDLT B. Calula el oste omo
la distania algebraia de la matriz de diseño onstruida on los datos normalizados. No se olvida
de desnormalizar el vetor soluión (matriz de proyeión según las inversas de las transformaiones
anes apliadas a los datos). Proporiona un mejor punto de partida de la búsqueda no lineal que
PDLT B.
PADLT
Realiza: los pasos (ii) y (iii) del algoritmo 6.2 de [1, pág. 174℄ y a estos pasos los podríamos llamar:
The basi Diret Linear Transformation (DLT) for an ane Camera Matrix.
Entrada: una matriz, x, on las oordenadas homogéneas de los puntos de la imagen, otra matriz,
X, on los puntos 3D (misma estrutura que x). Deben ser oordenadas homogéneas ompatibles on
las anes: última oordenada unitaria.
Salida: la matriz de la proyeión PA, 3× 4 que mejor se ajusta a los datos.
Realiza las mismas uatro omprobaiones previas que PDLT B y dos más para omprobar que las
oordenadas homogéneas son ompatibles on las anes. Se utiliza omo iniializaión del Gold Stan-
dard para ámaras anes.
GoldStandardProyMatrix
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Es algoritmo 6.1 de [1, pág. 170℄, llamado The Gold Standard algorithm for estimating P from world
to image point orrespondenes in the ase that the world points are very aurately known.
Entrada:
x oordenadas homogéneas de los puntos de la imagen
X oordenadas homogéneas de los puntos 3D
tipoOpt Seleiona el tipo de optimizaión de la funión de oste
Salida:
P matriz de la proyeión que minimiza el error de reproyeión
oste mínima distania geométria alanzada, on los datos normalizados
A mi juiio veo peligrosa la normalizaión afín que se realiza sobre los puntos 3D. Esto no tiene
peligro en una reonstruión afín o de semejanza, sin embargo en una reonstruión proyetiva no
tiene sentido realizar una normalizaión afín de las oordenadas de los puntos del espaio. Se podría
implementar un algoritmo que sólo normalie los datos en las imágenes.
Las funiones modelo y de oste se llaman, respetivamente, ProjErrorReproyy Coste ProjErrorReproy.
La búsqueda del mínimo se puede realizar mediante uno de varios algoritmos de optimizaión, según
el valor de la variable tipoOpt. Si no se pasa este argumento a la rutina, se emplea tipoOpt=4.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt (LM)
1 LMBhi2
2 LMB
3 LMSI
4 LMBPI
Los dos primeros algoritmos de optimizaión se basan en evaluaiones de la funión de oste, mientras
que los tres siguientes optimizan mediante la funión modelo. Los uatro primeros tipos de opti-
mizaión son de propósito general, por lo que si utilizan derivadas, las estiman de forma numéria. La
rutina LMBPI es la partiularizaión del algoritmo LM para este problema onreto y alula la matriz
jaobiana de forma exata, a partir del vetor de parámetros P y el vetor de medidas estimado f(P),
según se india en § 5.4.2.
GoldStandardProyMatrixAfin
El algoritmo Gold Standard para estimar la matriz de proyeión afín, PA. Es algoritmo 6.2 de [1, pág.
174℄, llamado The Gold Standard algorithm for estimating an ane Camera Matrix PA from world
to image point orrespondenes.
Entrada: una matriz, x, on las oordenadas homogéneas de los puntos de la imagen, otra matriz, X,
on los puntos 3D (misma idea que x). Deben ser oordenadas homogéneas ompatibles on las anes:
última oordenada unitaria.
Realiza: una normalizaión de los datos mediante NormalizAfin (D.3.1), y obtiene la soluión me-
diante el algoritmo lineal PADLT; no neesita iterar. Por último desnormaliza la soluión.
Salida: la matriz de la proyeión PA, 3 × 4 que minimiza la distania geométria del error de
reproyeión suponiendo ámara afín y el valor del mínimo en oste.
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D.7. Matriz fundamental
Antes de ver los algoritmos de estimaión de F omentemos un par de rutinas relaionadas: ómo
obtener la matriz fundamental a partir de dos matries de proyeión y ómo alibrar proyetivamente
dos ámaras.
Relaión de la matriz fundamental F on las matries de proyeión
CameraMatrix2F
Calula la matriz fundamental F onsistente on dos dos matries de proyeión P y P
′
dadas, según
lo expliado en § 6.2.5.1. En forma onisa:
(P, P′)→ F
F2CanonialCameraMatrix
Calula dos matries de proyeión ompatibles on una matriz fundamental F dada, según lo visto
en § 6.2.5.2. De forma resumida:
F→ (P, P′)
Algoritmos de estimaión
F 7puntos
Implementa el algoritmo para alular la matriz fundamental exata a partir de 7 parejas de puntos,
según está desrito en § 6.2.3.1.
Entrada:
x(3,7,2) oordenadas homogéneas de las parejas de puntos entre las 2 imágenes.
Salida:
F(3,3,[1 o 3℄) matriz fundamental. Puede haber 1 o 3 soluiones.
NumRaiesReales número de soluiones reales (soluiones del polinomio úbio (6.7)).
Internamente realiza omprobaiones internas de si las orrespondenias pasadas son puntos de P2, si
son entre dos imágenes y si hay 7 puntos.
FDLT B
Implementa el algoritmo de los 8 puntos e imposiión a posteriori de la ondiión de singularidad de
F (det(F) = 0), sin normalizaión afín de los datos.
Entrada:
P(3,npuntos) puntos en la primera imagen (oords. homogéneas)
Q(3,npuntos) puntos en la segunda imagen (en el mismo orden de olumnas que P)
tipoSol seleiona el método empleado para hallar F: svd o eig
verb verbosidad (si hay que esribir por pantalla resultados intermedios o no)
Salida:
F matriz fundamental
oste menor valor singular de la matriz de diseño A
Si sólo se pasan los dos primeros argumentos de entrada, se deide que se resuelve el sistema mediante
la desomposiión en valores singulares (SVD) en lugar de mediante autovalores y no se imprime
ningún resultado en la ventana de omandos.
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Internamente llama a F2SingularF de ADREP-3D para imponer a posteriori la ondiión det(F) = 0
(proyeión de F sobre el onjunto de las matries singulares de 3 × 3). FDLT B es equivalente a
LinFundMatrix de ADREP-3D.
FDLT NA
Implementa el algoritmo de los 8 puntos e imposiión a posteriori de la ondiión de singularidad de
F (det(F) = 0) y on normalizaión afín de los datos, tal omo se desribe en § 10.2 de [1, pág. 265℄.
Posee los mismos argumentos de entrada y salida que FDLT B.
La normalizaión afín de los puntos la realiza llamando a la rutinaNormalizAfin . La justiaión de
tal normalizaión la realiza en su artíulo [5℄. También está reogida en [30℄, § 3.2.5. Hay una revisión
de este algoritmo en [43℄, donde se da una justiaión más de la normalizaión de los datos, se om-
paran estadístiamente varios algoritmos normalizados de los 8 puntos, se hae una lasiaión de las
ténias de estimaión en un maro omún, situando entre ellas este algoritmo. Hay otra omparaión
de métodos de estimaión en [44℄.
F MinAlgebraiDistane
Implementa el algoritmo de § 6.2.3.5, enerrado entre bloques de normalizaión de los datos y desnor-
malizaión de la matriz fundamental, omo en la rutina FDLT NA.
Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
tipoOpt seleiona el algoritmo de optimizaión a utilizar
NumMaxFunEvals número máximo de evaluaiones de la funión de oste en los algoritmos
propios de MATLAB: fminun, fminsearh, lsqnonlin
Salida:
F matriz fundamental que minimiza la distania algebraia
oste menor valor singular de la matriz de diseño on los datos normalizados
La optimizaión se puede realizar sobre la funión modelo FundErrorAlgebrai o sobre la funión de
oste diretamente, Coste FundErrorAlgebrai.
El problema de limitar en R9 la búsqueda de la matriz fundamental al subespaio generado por las
olumnas de E se resuelve mediante la rutina ConstrainedMin2. El epipolo desde el ual iniiar la
búsqueda es obtenido mediante NumKernel a partir de la estimaión iniial de F obtenida mediante
FDLT NA.
Optimizaiones. Se han programado distintas optimizaiones, dependiendo del valor de tipoOpt.
tipoOpt Tipo de Optimizaión
0 fminun
1 fminsearh
Levenberg-Marquardt
2 lsqnonlin
3 LMB
4 LMBhi2
Las rutinas fminun, fminsearh y LMBhi2 atúan sobre la funión de oste, las otras dos, sobre la
funión modelo suponiendo que el vetor de medidas objetivo es el nulo, omo aplia en este problema.
Dan buenos y rápidos resultados las optimizaiones 0 y 3. El resto tarda un poo más. Ninguna de las
opiones alula derivadas exatas.
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GoldStandardMatrizFund
Es la implementaión del algoritmo expliado en § 6.2.3.6.
Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
tipoOpt seleiona el algoritmo de optimizaión a utilizar
Salida:
F matriz fundamental
oste distania geométria mínima alanzada
x(3,npuntos,2) orrespondenias de puntos orregidos en las imágenes (xˆi, xˆ
′
i)
P(3,4,2) matries de proyeión (P, P′)
X3d(4,npuntos) oordenadas homogéneas de los puntos 3D Xˆi para la distania geométria mínima
La funión modelo es FundErrorReproy, la ual llama internamente a FundParametros2MatriesEnReproy
para traduir el vetor de parámetros. La funión de oste es Coste FundErrorReproy.
Optimizaiones. Existen 7 posibles algoritmos de optimizaión programados, según el valor de
tipoOpt.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMPB
3 LMPSI
4 LMPSFI
5 lsqnonlin
6 LMBChi2
La opión de minimizar la funión de oste on fminun no es reomendable, ya que a vees se queda
olgado MATLAB o no onsigue ostes muy bajos. Tampoo es reomendable utilizar la opión
LMBhi2, pues puede tardar muho en alular el Hessiano si hay muhos puntos. Las opiones LMB,
LMPB, LMPSI y LMPSFI dan buenos resultados porque explotan el onoimiento del modelo. De entre
ellas la última es más rápida y es la que por defeto está seleionada. Existe la opión de utilizar la
rutina lsqnonlin , a la ual hay que pasar la funión que devuelve el vetor FUN(P) = X − f(P):
funFundReproy.
En la rutina LMPSFI está programado el algoritmo de Levenberg - Marquardt Partiionado Sparse
(Disperso) apliado al álulo de la matriz Fundamental suponiendo que la matriz de ovarianzas del
vetor de medidas es la Identidad: Σ
X
= Id. Es una adaptaión del algoritmo A4.3 de [1, pág. 577℄.
Sigue la estrutura general del LMB.
F RANSAC
Esta rutina alula la matriz fundamental de forma robusta, según lo diho en § 6.2.3.7.
Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
Salida:
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Fopt matriz fundamental
oste mínima distania geométria (error de reproyeión) de los inliers
x(3,npuntos,2) orrespondenias de puntos orregidos en las imágenes (xˆi, xˆ
′
i)
P(3,4,2) matries de proyeión (P, P′)
X3d(4,npuntos) oordenadas homogéneas de los puntos 3D Xˆi
maxnuminliers numero máximo de inliers
Soporte índies de las olumnas de x que identia a los inliers
mindist vetor de distanias del modelo a los puntos ajustados
epsilon estimaión de la proporión de outliers
La proporión outliers estimada es de ǫ
jo
= 0,2. Las dimensiones máximas de las imágenes inuyen
en la desviaión típia de ruido esperado, σ = mı´n{∆x,∆y, 10}. Para medir el tamaño de las imá-
genes de las que proeden las orrespondenias de puntos se utiliza él máximo rango dinámio ∆ de
las oordenadas x e y de las orrespondenias de puntos pasadas. En ningún aso se espera que los
puntos sean detetados en las imágenes on más de 10 píxeles de desviaión típia de ruido.
GoldStandardFundAfin
Esta rutina pertenee al apítulo de geometría epipolar afín de [1℄ y es el algoritmo 13.1, pág. 340:
The Gold Standard algorithm for estimating FA from n images orrespondenes over 2 views.
Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
Salida:
FA matriz fundamental afín, FA
Cámaras anes. En ontadas oasiones en las que la geometría de la esena no presente muha per-
spetiva, es posible utilizar la aproximaión de ámaras anes en sustituión de las ámaras proye-
tivas. La ámara afín es una buena aproximaión en muhas situaiones prátias. Su gran ventaja
es que debido a su linealidad, es posible resolver muhos de los algoritmos óptimos mediante álgebra
lineal, mientras que en el aso de ámaras proyetivas las soluiones involuran polinomios de alto
grado (omo la triangulaión) o sólo es alanzable a través de optimizaión numéria (omo el Gold
standard para la matriz fundamental).
D.8. Triangulaión
Este apartado reoge las dos rutinas de triangulaión expliadas en § 6.3 y en el apítulo 11 de [1℄.
TriangulaionLineal
Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
P(3,4,2) matries de proyeión (P, P′)
Salida:
X(4,npuntos) oordenadas homogéneas de los puntos 3D
ostes vetor on el oste de ajuste de ada punto 3D 3D
La rutina LinearTriangulation de ADREP-3D realiza lo mismo, pero sólo para 1 punto.
TriangulaionOptima
Implementa el algoritmo 11.1 de [1, pág. 304℄.
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Entrada:
x(3,npuntos,2) oordenadas homogéneas de las orrespondenias de puntos entre imágenes
M Si M es de 3× 3, es la matriz fundamental, F, entre ambas proyeiones.
Si M es de 3× 4× 2, son las matries de proyeión P.
Salida:
X(4,npuntos) oordenadas homogéneas de los puntos 3D
xe(3,npuntos,2) oordenadas homogéneas de los puntos proyetados orregidos.
Esta funión se utiliza para proporionar una iniializaión del Gold Standard para F, en el ual se
estima a la vez la matriz fundamental y los puntos 3D Xi a partir de las orrespondenias de puntos
en las imágenes xi y x
′
i.
La rutina OptimalTriangulation de ADREP-3D realiza lo mismo, pero sólo para 1 punto y pasándole
la matriz fundamental .
D.9. Tensor trifoal
Primero se indiarán las rutinas para onstruir el tensor trifoal a partir de las matries de proyeión
y vieversa: extraer las matries de proyeión de un tensor trifoal dado. A ontinuaión se verán las
rutinas que he programado sobre los algoritmos desritos en § 6.4.
Relaión del tensor trifoal T on las matries de proyeión
P2Trifoal
Dadas tres matries de proyeión P = A, P′ = B y P′′ = C, alula el tensor trifoal T asoiado a
la primera matriz de proyeión. Se basa en la fórmula (6.13). En este aso no hae falta estimar T ,
ya que se onstruye de forma direta a través de las matries de proyeión. Una forma onisa de
expresarlo:
(P, P′, P′′)→ T
Trifoal2F P
Calula tres matries de proyeión ompatibles on un tensor trifoal T dado, según § 6.4.4. De forma
onisa:
T → (P, P′, P′′)
Utilizando la notaión matriial para el tensor trifoal, los produtos del tensor por un vetor, del
tipo [T1, T2, T3]e y [T
⊤
1 , T
⊤
2 , T
⊤
3 ]e se alulan mediante la rutina TrifoalxVet.
Algoritmos de estimaión
TrifoalDLT B
Implementa el algoritmo lineal para estimar el tensor trifoal a partir de orrespondenias de puntos
y/o orrespondenias de retas, sin normalizaión de los datos, § 6.4.3.1. Referenia: paso (iii) del
algoritmo 15.1 de [1, pág. 383℄.
No utiliza orrespondenias mixtas puntos-retas. Como no se impone ninguna restriión sobre los
elementos del tensor, la soluión puede no ser un tensor trifoal válido.
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Entrada: matriz x on las orrespondenias de puntos entre imágenes (x, x′, x′′) y/o una matriz r
on las orrespondenias de retas entre imágenes (l, l′, l′′), ambas en oordenadas homogéneas.
Realiza: Para ada orrespondenia de puntos llama a la rutina pto pto pto, obtiene las 9 eua-
iones de esa orrespondenia, y las añade a la matriz de diseño, A. Para ada orrespondenia de
retas llama a la rutina line line line, obtiene las 3 euaiones de esa orrespondenia, y las añade
a la matriz de diseño , A. Esta matriz es de tamaño (9n + 3nrectas) × 27 y tiene ierta estrutura
dispersa.
Salida:
Ti tensor trifoal
oste menor valor singular de la matriz de diseño, es deir, la distania algebraia
A red matriz de medida reduida
A matriz de diseño
Observaión. Si no se utilizan retas, omo mínimo haen falta 7 puntos, por lo que A es de 63×27; se
utiliza la SVD barata de MATLAB (que sólo alula las 27 primeras olumnas de U) y no perdemos
informaión del oste ni el vetor t soluión. No se han tomado 4 euaiones linealmente independi-
entes por orrespondenia de puntos puesto que omputaionalmente no es muho más ostoso hallar
la SVD de una matriz 9npuntos × 27 que una 4npuntos × 27 y además tampoo es reomendable
quitar euaiones, por si hay situaiones degeneradas. Lo mismo es apliable a las orrespondenias
de retas, por ada una de ellas se inluyen tres las en la matriz de diseño, aunque sólo dos sean
linealmente independientes.
TrifoalDLT NA
Es la programaión del algoritmo lineal para alular el tensor trifoal a partir de orrespondenias
de puntos y/o orrespondenias de retas, on normalizaión afín de los datos. Es el algoritmo 15.1
de [1, pág. 383℄. Posee los mismos argumentos de entrada y salida que TrifoalDLT B.
La normalizaión afín de los puntos y/o las retas se realiza llamando a la rutina NormalizAfin en
aso de tener dos o más orrespondenias de puntos, si no se utiliza una matriz de normalizaión pre-
jada para tratar de equilibrar las oordenadas homogéneas. La desnormalizaión del tensor trifoal
la realiza la rutina TensorTransformationRule.
Este algoritmo tampoo onsidera las restriiones que deberían apliarse al tensor estimado. Dihas
restriiones deberían imponerse antes de la desnormalizaión, o mejor aún, en la propia estimaión
SVD del tensor, omo se verá en el siguiente método.
Trifoal MinAlgebraiDistane
Entrada:
x(3,npuntos,3) orrespondenias de puntos entre imágenes (x, x′, x′′), en oords. homogéneas
tipoOpt seleiona el algoritmo de optimizaión a utilizar
NumMaxFunEvals número máximo de evaluaiones de la funión de oste en los algoritmos
propios de MATLAB: fminun, fminsearh, lsqnonlin
r orrespondenias de retas entre imágenes (l, l′, l′′), en oords. homogéneas
Salida:
Ti tensor trifoal geométriamente válido
oste menor valor singular de la matriz de diseño, es deir, la distania algebraia
La funión de oste es Coste TrifoalErrorAlgebrai. La funión modelo TrifoalErrorAlgebrai
llama internamente a epipolos2E para onstruir la matriz de restriiónE, de 27× 18, a partir de los
epipolos. El problema de limitar en R27, la búsqueda del tensor trifoal al subespaio generado por las
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olumnas de E se resuelve mediante la rutina ConstrainedMin2. Los epipolos son obtenidos mediante
Trifoal2epipolos a partir de una estimaión del tensor.
Optimizaiones. Se han programado distintas optimizaiones, dependiendo del valor de tipoOpt.
tipoOpt Tipo de Optimizaión
0 fminun
1 fminsearh
Levenberg-Marquardt
2 lsqnonlin
3 LMB
4 LMBhi2
Dan buenos y rápidos resultados las optimizaiones 0 y 3. El resto tarda un poo más. Como fminun
es de las mejores y no da problemas, es la opión reomendada.
GoldStandardTensorTrifoal
Es la programaión del algoritmo de § 6.4.3.3, o el algoritmo 15.3 de [1, pág. 386℄.
Entrada:
x(3,npuntos,3) orrespondenias de puntos entre imágenes (x, x′, x′′), en oords. homogéneas
Salida:
Ti tensor trifoal geométriamente válido
oste distania geométria mínima alanzada
x(3,npuntos,3) puntos orregidos en las imágenes
P(3,4,3) matries de proyeión
X3d(4,npuntos) oordenadas homogéneas de los puntos 3D que minimizan la distania geométria
La funión de oste Coste TrifoalErrorReproy alula la distania geométria del error de reproye-
ión llamando internamente a la funión modelo TrifoalErrorReproy para alular la estimaión
f(P).
Iniializaión.
La rutina Trifoal MinAlgebraiDistane se utiliza para generar una estimaión iniial de
un tensor trifoal válido, evaluando un máximo de 50 vees la funión de oste de distania
algebraia y on tipoOpt=1 (fminun), que es bastante rápido. Bastaría on evaluar una sola
vez para obtener un tensor trifoal válido, denido por sus matries de proyeión.
Hay que llevar uidado en el paso (ii b) de estimaión de los puntos 3D mediante la triangulaión
óptima. Se debe tener en uenta que si pasamos F(:,:,1) a TriangulaionOptima, las matries
de proyeión en forma anónia aluladas dentro no oinidirán on las ya halladas, P. Existe
un ambio de referenia que relaiona las dos parejas de matries de proyeión y las oordenadas
de los puntos 3D.
[X3d2,xe℄ = TriangulaionOptima(x(:,:,1:2),F(:,:,1));
H=ChangeBaseMatrix X2Y(X3d2(:,1:5),X3d(:,1:5));
Se veria la proporionalidad X3d ∼ inv(H)*X3d2.
Conlusión. Los puntos 3D y las matries de proyeión siempre van juntos porque una mis-
ma proyeión se puede obtener de muhas formas, proyetivamente equivalentes: x = PX =
(PH)(H−1X).
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En la prátia, se utiliza el algoritmo TriangulaionLineal, aunque se ha modiado la rutina
TriangulaionOptima para que pueda reibir la matriz fundamental o dos matries de proye-
ión de una alibraión proyetiva y también se podría utilizar en este aso.
No hae falta realizar el apartado (ii ) según [1℄, ya que no se utilizan xˆi, xˆ
′
i, xˆ
′′
i para nada en
la estimaión iniial.
Optimizaiones. Hay 9 posibles optimizaiones programadas:
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMPB
3 LMPSI
4 LMPSTI
5 LMSI
6 lsqnonlin
7 LMBChi2
8 fminsearh
9 xamebsa (Simulated Annealing)
La opión reomendada es utilizar la rutina LMPSTI ya que onstruye la matriz jaobiana de forma
exata a partir de los datos, no numériamente. La siguiente reomendada es LMSI, en la ual MAT-
LAB aproveha la estrutura dispersa mediante su sparse toolbox. Cualquiera de las opiones 1 a 5
obtienen resultados pareidos.
La opión de minimizar la funión de oste on fminun no es reomendable. Tampoo es reomend-
able utilizar la opión LMBhi2, pues puede tardar muho en alular el Hessiano. Existe la opión de
utilizar la rutina lsqnonlin, a la ual se debe proporionar el nombre de la funión que devuelve el
vetor de error FUN(P) = X − f(P): funTrifoalReproy. También se ofree la posibilidad de opti-
mizar on otras rutinas basadas en simplex's, aunque tardan más y no suelen alanzar un oste tan
bajo omo las rutinas LM: fminsearh implementa el Downhill Simplex Method de Nelder y Mead
(determinista) y xamebsa implementa la versión estoástia (enfriamiento simulado).
La rutina LMPSTI realiza el algoritmo A4.3 de [1, pág. 577℄, (LMPSI) inluyendo la modiaión de
alulo exato de la matriz jaobiana. Sigue la estrutura general del LMB.
ReProy 6puntos
Calula una reonstruión proyetiva en m ≥ 3 imágenes o proyeiones a partir de 6 orresponden-
ias de puntos. Es importante resaltar que sirve para los dos asos: 3 ámaras o más de 3 ámaras.
Referenia: § 19.2.4 y § 19.2.5 de [1, pág. 492-493℄. Se basa en la dualidad Carlsson-Weinshall.
Entrada: una matriz on las orrespondenias de 6 puntos entre las m imágenes, en oordenadas
homogéneas.
Salida: los elementos de una alibraión proyetiva,
P(3,4,nam,NumRaiesReales) matries de proyeión
s X3d(4,6,NumRaiesReales) puntos 3D de la reonstruión proyetiva
Si m = 3, hay una o tres posibles soluiones reales NumRaiesReales. En ambio, si m > 3, sólo hay
una soluión. Utiliza las funiones SeleionaBase y GeneralChangeBaseMatrix, junto on otras
subfuniones o funiones loales.
Trifoal exato
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Construye un tensor trifoal válido a partir de las matries de proyeión devueltas por ReProy 6puntos,
para ada una de las soluiones reales halladas.
Entrada: una matriz on las orrespondenias de 6 puntos entre las 3 imágenes, en oordenadas
homogéneas.
Salida: los elementos de una alibraión proyetiva,
Ti(3,3,3,NumRaiesReales) tensor(es) trifoal(es)
P(3,4,nam,NumRaiesReales) matries de proyeión
X3d(4,6,NumRaiesReales) puntos 3D de la reonstruión proyetiva
NumRaiesReales 1 o 3, porque hay 3 ámaras
Trifoal RANSAC
Calula el tensor trifoal mediante el algoritmo robusto expliado en § 6.4.3.5. La proporión outliers
estimada es de ǫ
jo
= 0,2 y la desviaión típia de ruido esperado es σ = mı´n{∆x,∆y, 10}, según lo
expliado para la rutina F RANSAC.
Entrada: una matriz on las orrespondenias de puntos entre imágenes (xi,x
′
i,x
′′
i ), en oordenadas
homogéneas.
Salida:
Ti opt tensor trifoal
oste mínima distania geométria (error de reproyeión) de los inliers
x orrespondenias de puntos orregidos en las imágenes (xˆi, xˆ
′
i)
P opt matries de proyeión (P, P′)
X3dh opt oordenadas homogéneas de los puntos 3D Xˆi
maxnuminliers numero máximo de inliers
Soporte índies de las olumnas de x que identia a los inliers
mindist vetor de distanias del modelo a los puntos ajustados
epsilon estimaión de la proporión de outliers
La distania d⊥ de ada punto al modelo la alula la rutina Distania TrifoalErrorReproy. Como
su nombre india, alula el error de reproyeión .
D.10. Tensor uadrifoal
En esta seión se desriben las rutinas relaionadas on la estimaión del tensor uadrifoal y la
alibraión proyetiva de las 4 ámaras que enierra.
P2Quadrifoal
Esta rutina no estima el tenor uadrifoal, sino que lo onstruye dadas 4 matries de proyeión, sigu-
iendo la fórmula (6.17). También sirve para alular un tensor uadrifoal reduido de forma eiente:
sólo alula los 36 determinantes no nulos.
QuadrifoalDLT B
Implementa el algoritmo lineal de § 6.5.2.1 para alular el tensor uadrifoal a partir de 6 o más
orrespondenias de puntos en 4 imágenes o proyeiones. Sin embargo, no normaliza los datos (puntos
proyetados) ni el tensor estimado es geométriamente válido, ya que no se imponen las restriiones
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propias. Realiza los pasos básios
1. Construir la matriz de diseño A del sistema (6.18).
2. Hallar la desomposiión en valores singulares de ésta: A = UDV⊤.
3. Calular el tensor uadrifoal que minimiza la distania algebraia: q es la última olumna de
V.
4. Calular el oste o distania algebraia mínima: el menor valor singular de A.
5. Construir la matriz de medida reduida: Aˆ, para una posible minimizaión iterativa posterior.
Cada orrespondenia de puntos da lugar a 81 euaiones lineales (las de la matriz A). La rutina
pto pto pto pto alula la matriz Ai on las 81 euaiones de una orrespondenia de puntos. La
matriz A se obtiene juntando al menos 6 matries Ai vertialmente.
En la implementaión onreta en MATLAB, el onvenio que se ha elegido para pasar de la estrutura
de datos vetor q a la estrutura matriz de 4 dimensiones Q (tensor uadrifoal) es seguir el amino
más ómodo y rápido: Q=reshape(q,3,3,3,3); y q=Q(:);. Con este onvenio, la matriz Ai tiene la
asombrosa estrutura dispersa de la gura D.2. Los puntos negros indian donde las euaiones tienen
oeientes no nulos, en prinipio. Esas imágenes reuerdan el fratal de Koh. Se distinguen 4 niveles
de reursividad en A, los mismos que índies del tensor uadrifoal.
QuadrifoalDLT NA
Es la programaión del algoritmo lineal de § 6.5.2.1 para alular el tensor uadrifoal a partir de 6 o
más orrespondenias de puntos en 4 imágenes o proyeiones, normalizando los datos (puntos proye-
tados). Pero el tensor estimado no es geométriamente válido, ya que no se imponen las restriiones
propias. Realiza una normalizaión afín previa a la llamada a QuadrifoalDLT B y otro posterior de
desnormalizaión.
No se ha enontrado en la literatura la forma de desnormalizar un tensor uadrifoal que no sea redui-
do, así que esta rutina sólo informa de uál es la mínima distania algebraia on datos normalizados
si se deja variar el vetor on los elementos de Q en todo el ambiente R81. Este número sirve para
ompararlo on los que dan las rutinas de minimizaión iterativa del error algebraio (ostes mayores
que éste).
Quadrifoal Heyden
Implementa el algoritmo lineal de Heyden de estimaión del tensor uadrifoal y las matries de
proyeión, desrito en § 6.5.2.2. Se ha inluido el algoritmo dentro de unos bloques de normalizaión
y desnormalizaión afín de los puntos proyetados y los resultados obtenidos, respetivamente, para
que numériamente sea mejor (omo en el algoritmo de los oho puntos [5℄).
Una vez estimado el tensor uadrifoal reduido, se utiliza la funión Q red2Q para obtener el tensor
uadrifoal ompleto y sin normalizaión afín, todo en un únio paso mediante la euaión (6.22), pero
ombinando las dos transformaiones T y H en una sola.
P
x
= H−1TPˆ = CPˆ =⇒ Qijkl = QˆabcdCiaC
′j
b C
′′k
c C
′′′l
d
Entrada:
x(3,npuntos,4) orrespondenias de puntos entre las 4 imágenes, en oordenadas homogéneas
Salida:
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Ai =


A =

.
.
.

Figura D.2: Estrutura de la matriz de diseño A y submatries Ai de ada orrespondenia de puntos.
Q(3,3,3,3) tensor Cuadrifoal
oste menor valor singular de la matriz de diseño
P(3,4,4) matries de proyeión onsistentes on el tensor
Quadrifoal MinAlgDist 1iter
Estima el tensor uadrifoal y las matries de proyeión siguiendo el algoritmo lineal de § 6.5.2.3.
El método desrito, trata de enontrar el vetor q que minimiza la distania algebraia a la vez que
proviene de una onguraión de 4 ámaras. Es deir, busar el mínimo dentro de la variedad de los
tensores uadrifoales geométriamente válidos, ontenida en R81. Para ello utiliza el algoritmo de
minimizaión on restriiones lineales programado en la rutina ConstrainedMin2.
Entrada:
x(3,npuntos,4) orrespondenias de puntos entre las 4 imágenes, en oordenadas homogéneas
Salida:
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Figura D.3: Fratal de Koh de 6 puntas y 4 niveles
Q(3,3,3,3) tensor Cuadrifoal
oste menor valor singular de la matriz de diseño on los datos normalizados
y umpliendo las restriiones
P(3,4,4) matries de proyeión onsistentes on el tensor
Internamente llama a otras rutinas para realizar pasos intermedios:
QuadrifoalRestritionMatrix onstruye la matriz de restriiones E 81× 36 tal que q = Eqˆ
a partir de las transformaiones T, T′, . . ., siendo qˆ ∈ R36 el vetor on el tensor uadrifoal
reduido.
Q red2a obtiene el vetor a ∈ R18 on las entradas diagonales de las matries de proyeión 2 a
4, dado un tensor uadrifoal reduido Qˆ, mediante la resoluión de las euaiones (6.23).
a2M alula la matriz M tal que qˆ = Ma′, onstruida a partir de a.
aap2P onstruye las matries de proyeión reduidas de (6.21) dados los vetores a y a
′
.
Las rutinas qp2Q red y Q red2qp sirven para onvertir la estrutura de almaenamiento del tensor
uadrifoal, de vetor en array 4D y vieversa, respetivamente.
Quadrifoal MinAlgDistR9
Estima el tensor uadrifoal y las matries de proyeión siguiendo el primer algoritmo iterativo de
§ 6.5.2.4. Utiliza la funión modelo f : R9 7→ R81.
Entrada:
x(3,npuntos,4) orrespondenias de puntos entre las 4 imágenes, en oordenadas homogéneas
tipoOpt seleiona el algoritmo de optimizaión a utilizar
NumMaxFunEvals número máximo de evaluaiones de la funión de oste en los algoritmos
propios de MATLAB: fminun, fminsearh, lsqnonlin
Salida:
Q(3,3,3,3) tensor Cuadrifoal
oste menor valor singular de la matriz de diseño on los datos normalizados
y umpliendo las restriiones
P(3,4,4) matries de proyeión onsistentes on el tensor
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Quadrifoal MinAlgDistR27
Calula el tensor uadrifoal y las matries de proyeión mediante el segundo algoritmo iterati-
vo de § 6.5.2.4, es deir, la funión modelo f : R27 7→ R81. Tiene la misma entrada y salida que
Quadrifoal MinAlgDistR9. Es la segunda mejor, en estimaión, por detrás del ajuste de haes para
la minimizaión del error Geométrio § 6.5.2.5 (Gold Standard).
Para veriar la relaión 6.16 se ha programado la funión CosteAlgP81, que alula la suma de
uadrados del tensor uiu′ju′′ku′′′lǫipwǫjqxǫkryǫlszQpqrs, dados un tensor Q y unas orrespondenias de
puntos u,u′,u′′ y u′′′.
D.11. Geometría multiámara
D.11.1. Reonstruión proyetiva iniial
Las rutinas de este apartado se reeren a los algoritmos expuestos en § 6.6.3 sobre la obtenión de
una alibraión proyetiva iniial de varias ámaras. Han sido programadas varias rutinas:
IniNViewLinProjMatrix
Realiza la alibraión proyetiva iniial de varias ámaras según el primer método en § 6.6.3.
Entrada:
x(3,npuntos,nam) oords. homogéneas de los puntos observados en las imágenes
Salida:
P(3,4,nam) matries de proyeión
x(3,npuntos,nam) oords. homogéneas de los puntos orregidos en las imágenes
X3d oordenadas homogéneas de los puntos 3D
F(3,3) matriz fundamental de la primera a la última ámara
En realidad los únios resultados que interesan son P y X3d. El resultado en x no es able, es mejor
proyetar los puntos X3d mediante P.
IniNView
Calula una alibraión proyetiva iniial de varias ámaras según el uarto método en § 6.6.3, pero on
una ligera modiaión respeto del guión que allí se ita: en lugar de alular la matriz fundamental
entre ada par de ámaras seguidas se alulan las matries fundamentales de todas las ámaras on
la primera.
Como la alibraión proyetiva de dos ámaras se realiza mediante la rutina GoldStandardMatrizFund,
la ual también devuelve los puntos orregidos en ambas imágenes xˆ
i
j , se guardan estos valores y se
devuelven en la variable de salida xc, aunque no hay que arse de ellos.
La matriz del ambio de referenia se onstruye mediante la rutina ChangeBaseMatrix X2Y, que uti-
liza dos llamadas a ChangeBaseMatrix: una para pasar de la referenia R∗ a la anónia y otra para
pasar de ésta a R.
IniNViewSeuenia
Estima una alibraión proyetiva iniial de varias ámaras según el uarto método en § 6.6.3, que
está suientemente detallado en el guión.
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No hay ningún problema si el número de ámaras es par. En ambio, si hay un número impar 2q + 1
de ámaras, on las 2q primeras se sigue el guión anterior, y en un último paso se halla la matriz
fundamental de la última imagen on la penúltima, se obtiene el ambio de referenia y se modia
sólo la segunda matriz de proyeión (la de la última ámara).
También se realiza la alibraión proyetiva de las dos ámaras mediante el algoritmo Gold Standard
para F. La matriz del ambio de referenia también se onstruye mediante la rutina ChangeBaseMatrix X2Y:
R∗ −→ anónia −→ R.
La diferenia y posible ventaja de esta rutina respeto a IniNView es que se alulan menos matries
fundamentales.
IniNViewTrifoal
Estima una alibraión proyetiva iniial de varias ámaras según el quinto método en § 6.6.3. Esta
rutina se programó para omparar los resultados on las dos rutinas anteriores, sin embargo los re-
sultados no son signiativamente mejores y dado que se tarda más en estimar el tensor trifoal que
la matriz de proyeión y que sus resultados sólo se neesita omo punto iniial de la búsqueda de la
alibraión proyetiva óptima, no se utiliza regularmente.
D.11.2. Ajuste de haes proyetivo
BundleAdjustment
Realiza un ajuste de haes proyetivo de varias ámaras y puntos 3D a partir de una alibraión
proyetiva iniial y las oordenadas de los puntos observados. Esto lo enapsulado para que sea ómo-
do de utilizar: a partir de los datos, ofree distintos aminos de optimizaión.
Una preauión que se tomó al programar la rutina es que se utilizan oordenadas anes en lugar
de oordenadas homogéneas en los argumentos de entrada, así no hay peligro de ometer error en la
parametrizaión de los puntos 3D.
Entrada:
P(3,4,nam) matries de proyeión
X3d(3,npuntos) oordenadas anes de los puntos 3D
x(2,npuntos,nam) oordenadas anes de los puntos proyetados
tipoOpt tipo de optimizaión
Salida:
X3dmin(3,npuntos) oordenadas anes de los puntos 3D
pmin(3,4,nam) matries de proyeión
x(2,npuntos,nam) oordenadas anes de los puntos proyetados orregidos
oste distania geométria mínima alanzada, medida en píxeles
La funión de oste Coste BundleAdjustment alula el error de reproyeión de los npuntos puntos
en las nam imágenes llamando a la funión modelo BundleErrorReproy. Ésta última llama a la
rutina BundleP2Matries para traduir el vetor de parámetros a sus elementos P→ (Pi, . . . ,Xaj).
Optimizaiones. Según el valor de la variable tipoOpt se seleiona uno de los siguientes algoritmos,
ordenados de los más generales a los más espeíos (rápidos) y por último nuevas inorporaiones.
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tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMPB
3 LMPSI
4 LMPSBAI
5 lsqnonlin
6 LMBhi2
7 fminsearh
La opión reomendada es la 4, LMPSBAI, que alula las derivadas exatas de la funión modelo. Si
no se india un valor para tipoOPt, se esoge este amino. Las siglas de LMPSBAI signian algorit-
mo de Levenberg-Marquardt Partiionado Disperso (Sparse) adaptado al Bundle Adjustement, on
Σ
X
= Id. Está expliado en [1, pág. 582℄. Es un algoritmo doblemente disperso.
La optimizaión mediante lsqnonlin se realiza sobre la funión funBundleReproy, que es la que de-
vuelve el vetor FUN(P) = X− f(P).
Se ha inluido la posibilidad de utilizar el omando fminsearh, que implementa el método del Sim-
plex Cuesta Abajo (Downhill Simplex Method § C.3.1), interno de MATLAB. Al igual que fminun
y LMBhi2, sólo neesita onoer la funión de oste, y por lo general es más lento que utilizar infor-
maión del modelo o su gradiente, tanto más uanto mayor sea la dimensión del vetor de medidas.
FatorizaionAfin
El algoritmo de ajuste de haes equivalente, pero para ámaras anes es el algoritmo de fatorizaión
para determinar la estimaión de máxima verosimilitud en una reonstruión afín de m ámaras a
partir de n orrespondenias entre sus imágenes, bajo la suposiión de ruido gaussiano habitual. En
[1℄ lo explian en el algoritmo 17.1 pág 426. Es un algoritmo no iterativo que se resuelve mediante la
SVD el siguiente problema:
Dadas n ≥ 4 orrespondenias de puntos en m imágenes, xij , j = 1, . . . , n; i = 1, . . . ,m, determinar las
matries de proyeión anes {Mi, ti} y puntos 3D {Xj} tales que minimizan el error de reproyeión∑
i,j
(xiaj − (MiX˜j + t˜
i
))2
donde M
i
es una matriz 2× 3, X˜j es un vetor de 3 omponentes, xiaj = (xij , yij)⊤ son las oordenadas
anes de las observaiones y t˜
i
es un vetor de dos omponentes.
Entrada:
x oordenadas anes de las orrespondenias de puntos en las imágenes
Salida:
M partes anes de las matries de proyeión
t vetores de traslaión a los entroides
X oordenadas anes de los puntos 3D reonstruidos
D.11.3. Ajuste de haes proyetivo on distorsión radial
BundleAdjustmentRadialDist
Realiza un ajuste de haes proyetivo de varias ámaras y puntos 3D a partir de una alibraión
proyetiva iniial y las oordenadas de los puntos observados. El modelo de proyeión ahora inluye
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una etapa no lineal de distorsión radial. Todo se enapsula para que sea fáil de utilizar.
Entrada:
P(3,4,nam) matries de proyeión
X3d(3,npuntos) oordenadas anes de los puntos 3D
x(2,npuntos,nam) oordenadas anes de los puntos proyetados
tipoOpt tipo de optimizaión
M número de oeientes del polinomio de distorsión radial
noef = 3⇒ L(r) = 1 + κ1r + κ2r2 + κ3r3
o valores iniiales de los parámetros
Salida:
X3dmin(3,npuntos) oordenadas anes de los puntos 3D
pmin(3,4,nam) matries de proyeión
x(2,npuntos,nam) oordenadas anes de los puntos proyetados orregidos
oste distania geométria mínima alanzada, medida en píxeles
kdmin(noef+2,nam) parámetros de distorsión radial de ada ámara
Si M es un número, se interpreta omo el valor noef, los parámetros iniiales de la distorsión radial
para la búsqueda no se ponen a ero para evitar que la matriz jaobiana salga nula en las olumnas de
los oeientes de distorsión. En realidad reo que bastaría on dar un valor iniial a los κi1, aunque
los entros de distorsión y resto de oeientes fuesen ero. En la prátia se da un valor aleatorio
a los entros de distorsión, dentro del uadrado de lado 5 píxeles y entrado en el (0, 0). También se
iniializan los κi1 a un valor aleatorio entre ±5 · 10−6. Por otro lado, si M es una matriz, se interpreta
omo valores iniiales de los parámetros de distorsión radial.
La funión de oste Coste BARadialDist alula el error de reproyeión de los npuntos puntos en
las nam imágenes llamando a la funión modelo BARadialDist ErrorReproy. La funión modelo
realiza los siguientes pasos:
1. Llama a la rutina BARadialDistP2Matries para traduir el vetor de parámetros a sus ele-
mentos P→ (Pi,κi, . . . ,Xaj)
2. Calula las proyeiones de las oordenadas anes 3D Xaj en las imágenes, según el modelo de
proyeión lineal habitual.
3. Distorsiona las oordenadas anes de los puntos proyetados según el modelo de distorsión radial,
resultando xˆ
i
adj . Esto lo hae la rutina DistorsionRadial.
4. Construir el vetor de medidas X̂, on las oordenadas anes distorsionadas de los puntos.
Optimizaiones. Según el valor de la variable tipoOpt se seleiona uno de los siguientes algoritmos.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMSI
3 LMPB
4 LMPSI
5 LMPSI BA
6 lsqnonlin
7 fminsearh
Las opiones reomendadas son LMSI y LMPSI BA. La optimizaión mediante lsqnonlin se realiza
sobre la funión funBARadialDistReproy, que es la que devuelve el vetor FUN(P) = X− f(P).
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También es posible utilizar el omando fminsearh, que implementa el método del Simplex Cuesta
Abajo (§ C.3.1), interno de MATLAB. Sólo neesita onoer la funión de oste, y es bastante lento,
al igual que fminun, si hay muhas ámaras y puntos.
A pesar de que la expresión analítia de la matriz jaobiana es onoida, no se ha programado una
rutina LM que inluya las derivadas exatas, prinipalmente porque las derivadas son ompliadas
y había osas más interesantes que programar, ya que en la prátia la distorsión radial no es muy
severa, sino que el modelo de proyeión lineal es bastante bueno.
Todos las opiones antes presentadas alulan la matriz jaobiana de forma numéria y esto puede
requerir un número onsiderable de evaluaiones de la funión, dependiendo del tamaño del vetor de
parámetros P (número de ámaras y número de puntos), omo se explia en D.1.4.
D.12. Autoalibraión
D.12.1. Cámaras ortogonales
CalibOrtCam
Implementa el algoritmo de ámaras ortogonales de § 7.3. Produe soluión exata de autoalibraión
si las ámaras son ortogonales, aunque lo habitual es que se utilie omo iniializaión de la mayoría
de algoritmos de autoalibraión no lineales. Esta rutina es del proyeto ADREP-3D.
Entrada:
P(3,4,nam) matries de proyeión de la alibraión proyetiva
Salida:
C(4,4) uádria absoluta dual (en las oordenadas de la alibraión proyetiva dada)
pinf oordenadas del plano del innito
K(3,3,nam) matries de parámetros intrínseos
D.12.2. Euaiones Kruppa
CalibKruppa 01
Implementa el algoritmo de autoalibraión expliado en § 7.4. Es una modiaión de una rutina
previa del proyeto ADREP-3D. Se ha adaptado a la formulaión en el maro omún del algoritmo
LM, según una funión modelo, modelo kruppa. La funión de oste es oste kruppa. Los datos
auxiliares de la optimizaión son la desomposiión en valores singulares de la matriz fundamental y
se pasan a la funión modelo mediante variables globales.
Entrada:
P(3,4,nam) matries de proyeión de la alibraión proyetiva
tipoOpt (opional) tipo de optimizaión
K0(3,3) (opional) estimaión iniial de la matriz de parámetros intrínseos
Salida:
K(3,3) matriz de parámetros intrínseos
oste oste algebraio mínimo alanzado
Si no se proporiona un valor iniial de la matriz de parámetros intrínseos, se toma el que devuelve
el algoritmo de autoalibraión de ámaras ortogonales.
Dado que la entrada son las matries de proyeión de una alibraión proyetiva, el algoritmo alula
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todas las matries fundamentales distintas posibles entre parejas de ámaras, alula el oste alge-
braio y lo aumula. Si hay m ámaras, el número de parejas distintas es
(
m
2
)
= m(m− 1)/2.
Optimizaiones. La rutina admite varios algoritmos de optimizaión, según el valor de tipoOpt. Por
defeto está seleionada la primera, tipoOpt=0.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMSI
3 fminsearh
D.12.3. Restriión unimodular
Se han programado dos versiones del algoritmo: la simpliada y la ompleta, ambas basadas la misma
propiedad del módulo de los autovalores de la homografía del innito.
Calib ModulusConstr all
Es la programaión del algoritmo de autoalibraión expliado en § 7.5, que inluye 6 términos de
oste por ada ámara en el vetor de medidas.
Entrada:
P(3,4,nam) matries de proyeión de la alibraión proyetiva
tipoOpt (opional) tipo de optimizaión
plano inf0 (opional) estimaión iniial del plano del innito
Salida:
plano inf oordenadas del plano del innito
oste suma de uadrados de oste en ada ámara
Si no se proporiona un valor iniial del plano del innito, se toma el que resuelve el algoritmo de
autoalibraión de ámaras ortogonales.
Utiliza las funiones modelo Modelo ModulusConstr all y de oste oste ModulusConstr all.
Antes de llamar a ualquiera de estas funiones según el esquema de optimizaión seleionado, se
hae un ambio de referenia proyetivo para que la primera matriz de proyeión P
1
sea la anónia
en aso de no serlo previamente. Después de la optimizaión se deshae el ambio, apliándolo a las
oordenadas del plano del innito estimado. El vetor de parámetros objetivo es el nulo.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMSI
3 lsqnonlin
4 LMBhi2
5 fminsearh
Calib ModulusConstr
Es la programaión del algoritmo de autoalibraión expliado en § 7.5, pero sólo inluyendo 2 térmi-
nos de oste por ada ámara en el vetor de medidas. En la situaión esperada, el algoritmo ordena
los autovalores de la homografía del innito y halla las relaiones de módulo del autovalor real on los
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autovalores omplejos onjugados.
Es muy pareido al algoritmo Calib ModulusConstr all, salvo la anterior modiaión. La nueva fun-
ión modelo es Modelo ModulusConstr, que aompaña a la funión de oste oste ModulusConstr.
D.12.4. Cuádria Absoluta Dual
QuasiLinear Qinf
Implementa el algoritmo expliado en § 7.6.1, que es el método uasi-lineal de Bill Triggs para autoal-
ibrar basándose en las restriiones de la proyeión de la uádria absoluta dual. Todas las ámaras
on los mismos parámetros intrínseos.
Entrada:
P(3,4,nam>=4) matries de proyeión de la alibraión proyetiva
Salida:
Qinf(4,4) uádria absoluta dual (en las oordenadas de la alibraión proyetiva dada)
DIAC(3,3) matriz de la DIAC
ost 3 ostes de los distintos pasos que da el algoritmo
Internamente llama a MatrizDisenno QwT para alular la matriz de diseño A a partir de las matries
de proyeión. Esta rutina veria que el número de ámaras es suiente (≥ 4) antes de onstruir esa
matriz, de dimensiones 15m× 60 y dimensiones mínimas 60× 60.
CalibTriggs
Implementa el algoritmo no lineal expliado en § 7.6.1, para autoalibrar ámaras on los mismos
parámetros intrínseos utilizando las euaiones de la proyeión de la uádria absoluta dual.
Entrada:
P(3,4,nam) matries de proyeión de la alibraión proyetiva
Qinf(4,4) (opional) estimaión iniial de la uádria absoluta dual
DIAC(3,3) (opional) estimaión iniial de la matriz de la DIAC
Salida:
Qinf(4,4) uádria absoluta dual
DIAC(3,3) matriz de la DIAC
K(3,3) matriz de parámetros intrínseos
ost ostes de los distintos pasos que da el algoritmo
Si no se proporionan alguno de los argumentos de entrada opionales, se utilizan los que devuelve
el algoritmo uasi-lineal. Aunque el algoritmo pueda trabajar on 3 ámaras, a efetos prátios se
exigen 4 omo mínimo.
La funión CosteAlgebraio Kfija wQ alula el oste omo la norma del vetor de error que devuelve
la funión modelo ModeloAlgebraio Kfija wQ. La funión que devuelve el vetor de restriiones
que utiliza la rutina de programaión dinámia seuenial SQP es frest Qinfw y la que devuelve sus
derivadas exatas es frest Grad Qinfw.
Cross Rn
Se utiliza para alular el produto vetorial de los vetores ω∗ y PiQ∗∞P
i⊤
, resultado ontenido en
R15. Sirve omo generalizaión del produto vetorial: dados dos vetores w y v de Rn, alula el
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vetor u de Rm, m =
(
n
2
)
, mediante las fórmulas
uij = wivj − wjvi i = 1 . . . n− 1, j = i+ 1 . . . n
CalibTriggsHartley
Implementa el algoritmo no lineal expliado en § 7.6.2, para autoalibrar ámaras on los mismos
parámetros intrínseos utilizando las euaiones de la proyeión de la uádria absoluta dual y una
parametrizaión mediante el plano del innito y la matriz de parámetros intrínseos.
Entrada:
P(3,4,nam) matries de proyeión de la alibraión proyetiva
K0(3,3) (opional) estimaión iniial de la matriz de parámetros intrínseos
plano inf0 (opional) estimaión iniial del plano del innito
tipoOpt (opional) tipo de optimizaión
tipoFoste (opional) tipo de funión de oste
Salida:
K(3,3) matriz de parámetros intrínseos
plano inf plano del innito
oste oste algebraio mínimo alanzado
H1(4,4) matriz de la homografía tal que P
1
H1 = [I | 0]
Si no se proporionan alguno de los argumentos de entrada opionales, se utilizan los que devuelve
el algoritmo uasi-lineal. Aunque el algoritmo pueda trabajar on 3 ámaras, a efetos prátios se
exigen 4 omo mínimo.
DIAC TriggsAutoal Kfija
Enapsula los algoritmos expliados en § 7.6, que estiman la uádria absoluta dual Q∗∞ y la DIAC ω∗
para ámaras on los mismos parámetros intrínseos.
Entrada:
P(3,4,nam>=4) matries de proyeión de la alibraión proyetiva
K0(3,3) (opional) estimaión iniial de la matriz de parámetros intrínseos
plano inf0 (opional) estimaión iniial del plano del innito
q(5,1) (opional) vetor binario que india los parámetros jos de K0
tipoParam tipo de parametrizaión de la optimizaión
tipoOpt tipo de optimizaión
Salida:
K(3,3) matriz de parámetros intrínseos
plano inf plano del innito
oste oste algebraio mínimo alanzado
H1(4,4) matriz de la homografía tal que P
1
H1 = [I | 0]
Las posiiones del vetor q(5,1) haen referenia a los parámetros intrínseos q = [αv; u0; v0; τ ; θ℄.
Se utiliza para imponer restriiones durante la estimaión, evitando que varíen algunos parámetros.
Por ejemplo, q = [11100] es la restriión de píxeles de forma onoida (uadrados), q = [10011] es
la restriión de punto prinipal onoido.
Si tipoParam=0, entones se utiliza el enfoque de Trigss, en el que el vetor de parámetros es P =
(q∗⊤,ω⊤)⊤ y además se utiliza la SQP para imponer las restriiones. En ambio, si tipoParam=1,
se busa la soluión variando el plano del innito y la matriz de parámetros intrínseos.
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D.12.5. Algoritmo de Hartley
CalibHartley
Implementa el algoritmo expliado en § 7.7, que realiza la estimaión simultanea del plano del innito
y la matriz de parámetros intrínseos, para ámaras on mismos parámetros intrínseos.
Entrada:
P(3,4,nam>=4) matries de proyeión de la alibraión proyetiva
tipoOpt tipo de optimizaión
plano inf0 (opional) estimaión iniial del plano del innito
K0(3,3) (opional) estimaión iniial de la matriz de parámetros intrínseos
Salida:
K(3,3) matriz de parámetros intrínseos
plano inf plano del innito
oste oste algebraio mínimo alanzado
H1(4,4) matriz de la homografía tal que P
1
H1 = [I | 0]
R(3,3,nam) matries de rotaión, en la referenia en que P
1 = [I | 0]
Al igual que en rutinas anteriores, si no hay algún dato del punto iniial de la búsqueda (valores del
plano del innito o la matriz de parámetros intrínseos), se utiliza el dato orrespondiente obtenido
on el algoritmo uasi-lineal de Triggs.
La funión modelo se llama ModeloIdentidad Kfija y alula el vetor de error dada una alibraión
proyetiva de las ámaras, junto on un vetor de parámetros: plano π y matriz K.
f : (π, K) ≡ P −→ ǫ = [ǫ⊤1 · · · ǫ⊤i · · · ǫ⊤m]⊤
En onreto se ha elegido que ǫi sea la resta unitaria de las matries Xi e Identidad, en forma de
vetor olumna de 9 elementos. El vetor de medidas es de tamaño N = 9m. La funión de oste es
CosteIdentidad Kfija.
Se pueden apliar varios algoritmos de optimizaión, pues las restriiones propias del problema han
sido impuestas por una adeuada parametrizaión. Entre las distintas posibilidades están las rutinas
fminun, LMB, LMSI, lsqnonlin y fminsearh.
D.12.6. Horópteras
al horop
Calula la matriz de la horóptera H asoiada a un par de proyeiones, según la relaión (7.21).
Entrada: las matries de proyeión P1 y P2 (3× 4).
Salida: la matriz de la horóptera Ho de 4× 4.
Calib ModulusConstr Ho all
Implementa el algoritmo de autoalibraión desrito en § 7.8.4. Se han programado dos versiones del
algoritmo de la restriión unimodular: la simpliada y la ompleta. Esta rutina es el algoritmo om-
pleto.
Entrada:
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P(3,4,nam) matries de proyeión
tipoOpt (opional) tipo de optimizaión
tipoParam (opional) tipo de parametrizaión del plano del innito
plano inf0(4,1) (opional) estimaión iniial del plano del innito
Salida:
plano inf(4,1) plano del innito
oste oste dado por la e. (7.22)
La variable tipoOpt permite seleionar una de las distintas rutinas de optimizaión, que son: fminun,
LMB, LMSI, lsqnonlin, LMBChi2 y fminsearh.
Hay varias rutinas que alulan el oste, dependiendo de la parametrizaión elegida para el plano
andidato, todas empiezan por oste unimodular plano all y omo datos auxiliares neesitan
el plano y las matries de las horópteras on las que intersear. Las funiones modelo se llaman
Modelo unimodular plano all y son las que realmente ejeutan los álulos. Devuelven vetores de
error X̂.
El terer argumento de entrada, tipoParam, permite elegir una de las tres parametrizaiones del plano
de prueba dadas en § 7.8.4.1 durante la optimizaión. Las rutinas que permiten las onversiones entre
las tres parametrizaiones del plano de prueba son las siguientes:
Las rutinas Spherial2Cartesian, Cartesian2Spherial y normaliza spherial sirven para
onvertir entre oordenadas homogéneas u y oordenadas esférias ϕ. Estas tres rutinas son de
propósito general, aunque se apliquen a este problema.
Mientras que las rutinas Plano2ParamCubias y ParamCubias2Plano onvierten oordenadas
homogéneas u en instantes de orte reales on las horópteras t y vieversa, respetivamente.
Calib ModulusConstr Ho
Implementa el algoritmo de autoalibraión simpliado. Posee la misma entrada-salida que el algo-
ritmo ompleto, Calib ModulusConstr Ho all, pero el oste es el de la e. (7.25).
Las funiones modelo y de oste ambian, se les quita el sujo all. Empiezan, respetivamente, por
Modelo unimodular plano y oste unimodular plano.
Calib Cinf Ho
Rutina prinipal de autoalibraión basada en el algoritmo de estimaión de la IAC expliado en
§ 7.8.5. Su entrada-salida es la siguiente:
Entrada:
P(3,4,nam) matries de proyeión
tipoOpt (opional) tipo de optimizaión
tipoParam (opional) tipo de parametrizaión del plano del innito
plano inf0(4,1) (opional) estimaión iniial del plano del innito
Salida:
IAC(3,3) Proyeión de la Cónia Absoluta
plano inf(4,1) plano del innito, en oords. homogéneas
oste la suma al uadrado de ostes dados por la e (7.27), para ada proyeión
El segundo parámetro de entrada, tipoOpt, permite elegir el tipo de optimizaión y on ello deidir si
se desea minimizar el oste a través de la funión de oste o a través de la funión modelo mediante al
algoritmo de Levenberg-Marquardt. La funión de oste se puede optimizar on las rutinas fminun,
fminsearh y LMBshi2. La opión reomendada es utilizar fminun (tipoOpt = 0). La utilizaión
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de la funión modelo no supone ventaja alguna.
El terer argumento de entrada, tipoParam, permite elegir una de las tres parametrizaiones del plano
de prueba dadas en § 7.8.4.1 durante la optimizaión.
El uarto parámetro de entrada, plano inf0, proporiona una iniializaión de la búsqueda no lineal
del plano del innito, parametrizado en oordenadas homogéneas. En aso de no proporionar vetor
de parámetros iniial de la búsqueda, se utiliza el plano del innito alulado bajo la suposiión de
ámaras ortogonales (CalibOrtCam): punto prinipal en el origen de oordenadas y píxeles uadrados.
Las rutinas modelo Conia plano y oste Conia plano implementan las funiones modelo y de
oste para la parametrizaión de oordenadas homogéneas, respetivamente. A su vez, llaman a otras
rutinas: model ajuste onia y ost ajuste onia, respetivamente. Por último, ambas llaman
a MatrizDisennoConia para onstruir la matriz de diseño del enfoque SVD on A = AR.
Calib Qinf Ho
Todo el desarrollo expliado en § 7.8.6 se puede programar en poas líneas de ódigo. La rutina prin-
ipal de alibraión del este algoritmo es Calib Qinf Ho. La entrada es la misma que la del algoritmo
de ajuste de la ónia.
Entrada:
P(3,4,nam) matries de proyeión
tipoOpt (opional) tipo de optimizaión
tipoParam (opional) tipo de parametrizaión del plano del innito
plano inf0(4,1) (opional) estimaión iniial del plano del innito
Salida:
Qinf(4,4) Cuádria Absoluta Dual
plano inf(4,1) plano del innito, en oords. homogéneas
oste oste algebraio del ajuste, es deir, menor valor singular
Las rutinas modelo Cuadria plano y oste Cuadria plano implementan las funiones modelo y
de oste para la parametrizaión de oordenadas homogéneas, respetivamente. A su vez, llaman a
otras rutinas: model ajuste uad y ost ajuste uad, respetivamente. Por último, ambas llaman
a Ptos2HazPlanos para alular dos planos base del haz por ada pareja de punto de orte real y
omplejo, junto on la rutina MatrizDisennoCuadria para onstruir la matriz de diseño del enfoque
SVD on A = AR.
La salida inluye Q
∗
∞, propio de este algoritmo de estimaión, junto on su núleo π∞ y su oste
asoiado. El ajuste de la uádria es un algoritmo lineal (DLT o SVD) on restriiones, en onreto, el
enfoque SVD enaja on el algoritmo A3.6, pág 565 de [1℄, programado en la rutina ConstrainedMin1.
D.13. Ajuste de haes eulídeo
BundleAdjustmentEulideo
Optimiza una reonstruión eulídea minimizando el error de reproyeión, según se desribe en § 8.2.
Realiza un enapsulado similar a BundleAdjustment: a partir de los datos, ofree distintos aminos
de optimizaión, según el valor de la variable de entrada tipoOpt. Los otros argumentos de entrada
son los puntos observados en las imágenes, las matries de proyeión tras la homografía resultado de
la autoalibraión y los puntos 3D asoiados.
Entrada:
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P matries de proyeión `eulídeas'
X3d oordenadas anes de los puntos 3D `eulídeos'
x oordenadas anes de los puntos observados
tipoOpt tipo de optimizaión
Salida:
X3dmin oordenadas anes de los puntos 3D eulídeos
pmin matries de proyeión eulídeas
x oordenadas anes de los puntos proyetados orregidos
oste distania geométria mínima alanzada, medida en píxeles
La funión de oste Coste BAEulideo alula el error de reproyeión de los npuntos puntos en las
nam imágenes llamando a la funión modelo, BAEulideo ErrorReproy, que a su vez llama a la
rutina BAEulidP2Matries para traduir el vetor de parámetros a matries de proyeión y puntos
3D, P→ (PiM, . . . ,XM aj). Una vez que onstruye las matries de proyeión a partir de los parámetros
eulídeos de las mismas, aplia el modelo de proyeión lineal.
La ventaja de esta rutina es que permite emplear distintas parametrizaiones de las matries de
proyeión, no sólo la desrita en § 8.2.1. Basta on espeiar dentro de la rutina:
1. El nombre de la funión que realiza el paso inverso: dada una matriz de proyeión eulídea, ob-
tiene sus parámetros a
j
. Neesaria para iniializar la búsqueda del mínimo en un punto erano.
2. El nombre de la funión que transforma el vetor de parámetros eulídeos a
j
de ada ámara
en la matriz de proyeión. Neesaria para traduir el vetor de parámetros del mínimo a las
matries de proyeión.
3. El tamaño del vetor de parámetros de ada ámara, a
j
.
Las funiones que permiten la paremetrizaión y desparametrizaión atual son ParametrosEulid2P 2
para pasar de los parámetros eulídeos a las matries de proyeión, y P2ParametrosEulid 2,
para realiza el paso inverso. El tamaño del vetor de parámetros de ada ámara es 9. Aunque la
parametrizaión atual funiona, faltaría probar otras y omparar resultados y rendimiento.
Optimizaiones. Siendo onsientes de la existenia de múltiples parametrizaiones de las matries
de proyeión, se deidió implementar una versión del algoritmo LM que fuera apliable a ualquier
ajuste de haes. El resultado fue la rutina LMPSI BA, que omo es un aso general, estima la matriz
jaobiana numériamente.
Además, la rutina LMSI es apliable a ualquier problema disperso y utiliza las funiones propias de
MATLAB del sparse toolbox. Esta también estima numériamente la matriz jaobiana y luego la on-
vierte a una estrutura de matriz dispersa de MATLAB. El propio MATLAB se enarga de realizar
las operaiones, manteniendo la estrutura dispersa mientras pueda.
Según el valor de la variable tipoOpt se seleiona uno de los siguientes algoritmos.
tipoOpt Tipo de Optimizaión
0 fminun
Levenberg-Marquardt
1 LMB
2 LMSI
3 LMPB
4 LMPSI
5 LMPSI BA
6 LMPSBAI E
7 lsqnonlin
8 fminsearh
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La opión reomendada es LMPSBAI E porque alula la matriz jaobiana de forma exata. Si se quiere
evaluar de forma numéria la matriz jaobiana, las opiones reomendadas son LMSI y LMPSI BA.
La optimizaión mediante lsqnonlin se realiza sobre la funión funBAEulideoReproy, que es la que
devuelve el vetor FUN(P) = X− f(P). También se ha inluido la posibilidad de utilizar el omando
fminsearh, que implementa el método del Símplex Cuesta Abajo (§ C.3.1), interno de MATLAB,
mas no es una buena idea utilizarlo.
Las derivadas exatas se alulan en varios pasos. La funión Jaob MProjEulidea alula la matriz
jaobiana J
i
g de una ámara eulídea y para onstruir las derivadas respeto de los parámetros de la
rotaión llama a la rutina DerivadasRotaion. Ésta alula la matriz 9 × 3 de derivadas pariales
dR (de ada elemento de una matriz de rotaión R, respeto de ada elemento del vetor u que la
parametriza, según la matriz exponenial).
D.14. Rutinas Varias
Ajustar una ónia a unos puntos del plano
ajustar onia
Es una funión que implementa un algoritmo lineal (DLT o SVD) para ajustar una ónia a unos
puntos proyetivos dados.
Fundamentos del algoritmo
Siguiendo on el algoritmo de § 3.2.5, ino puntos denen una ónia C unívoamente. Si hay n > 5
puntos nos planteamos el siguiente problema de optimizaión : enontrar la ónia C tal que
mı´n
C
n∑
i
|p⊤i Cpi|2
Siguiendo la misma idea que entones: se ponen las ondiiones de ada punto una a ontinuaión de
otra y así se forma la matriz de diseño A, de n× 6, el problema se formula de la siguiente manera
mı´n
C
n∑
i
|p⊤i Cpi|2 = mı´n

n∑
i
|q⊤i |2 ≡ mı´n

‖A‖ sujeto a ‖‖ = 1
El sistema homogéneo asoiado es: A = 0, siendo
A =
 q
⊤
1
.
.
.
q
⊤
n

El problema y su soluión son lásios, similares a los omentados en el aso del algoritmo de los oho
puntos para la matriz fundamental. La soluión se obtiene mediante la SVD de A = UDV⊤. La ónia
 es la olumna de V orrespondiente al menor valor singular de A, es deir, la sexta olumna. Si los
puntos son omplejos y se proporionan onjugados 2 a 2, la matriz C es real.
AjusteCuadria
Es una rutina del proyeto ADREP-3D que realiza un ajuste similar, pero inluye más posibilidades:
ajuste en Pn y la búsqueda del mínimo en un subespaio del ambiente. En el proyeto se ha modiado
la rutina para inluir ondiiones de onjugaión respeto de la uádria (ortogonalidad de retas si
se desea apliar a la estimaión de la matriz Σ del Calibration Penil, § 3.4.5).
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Cálulo del núleo de una matriz
La rutina NuleoDha alula el núleo por la dereha de una matriz A, es deir, el vetor e tal que
Ae = 0 (si es posible). Es igual que la rutina NumKernel de ADREP-3D, la ual devuelve un vetor
unitario asoiado al menor valor singular de la matriz A y el menor valor singular omo medida del
ajuste. La únia diferenia es que NuleoDha sólo devuelve el vetor, no el valor singular.
La rutina es muy útil, pues sirve para hallar epipolos si A es una matriz Fundamental F. El epipolo
en la primera imagen veria Fe1 = 0 y el epipolo en la segunda imagen, F
⊤
e2 = 0. También sirve
para alular el entro óptio de una ámara dada una matriz de proyeión P 3× 4, ya que el entro
óptio es el vetor que veria PC = 0.
Normalizaión de las oordenadas homogéneas
NormaUnidadxCol
Entrada: matriz P , uyas olumnas son las oordenadas homogéneas de puntos en Pn.
Realiza: una normalizaión de las olumnas de P a norma unidad. Matriialmente, es muy fáil de
programar en MATLAB mediante repmat.
Salida: las oordenadas homogéneas normalizadas.
Es equivalente a la rutina UnitarizaCoords del proyeto ADREP-3D. Sirve para normalizar las o-
ordenadas homogéneas de los puntos de Pn, haerlas de módulo unidad.
randmuestra
Genera un vetor de m números naturales aleatorios distintos, seleionados entre los naturales del
intervalo 1 . . . N ; para ello llama a la rutina randperm de MATLAB y se queda on m elementos.
IsVetInMatrix
Comprueba si un vetor la está en una de las las de una matriz, sin importar el orden de los ele-
mentos del vetor. Sirve para llevar la uenta de las muestras de puntos probadas en los algoritmos
RANSAC, y así no repetir ninguna.
Momentos de una distribuión de puntos 3D
CovarianeMoments
Calula la matriz de varianzas-ovarianzas de una distribuión uniforme Q de elementos de 3 ompo-
nentes: ∑
i
 x2i xiyi xiziyixi y2i yizi
zixi ziyi z
2
i

(D.7)
Calula la SVD de (D.7) para diagonalizarla, obtener los momentos prinipales y el ambio de base
de los puntos, Q′ = R−1Q tal que tal que los nuevos momentos prinipales estén alineados on los
ejes oordenados. Esta rutina se utiliza para failitar la omparaión del error de reonstruión 3D
entre la distribuión de puntos 3D original y la reonstruida.
PrinipalMoments
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Realiza lo mismo pero respeto del tensor de ineria:
∑
i
 y2i + z2i −xiyi −xizi−yixi z2i + x2i −yizi
−zixi −ziyi x2i + y2i

(D.8)
Este tensor no sirve para transformaiones de semejanza que inluyan esalado. Reordemos de § 3.3.3
que las transformaiones que sólo inluyen rotaión y traslaión reiben el apellido de Eulídeas. Es
deir, el algoritmo no sirve para omparar distribuiones de puntos que tengan distintas esalas (trans-
formaiones de semejanza).
Obtenión de la matriz de parámetros intrínseos
CholeskyKKT
Realiza la desomposiión de Cholesky mediante la SVD y la desomposiión RQ. Su funión onsiste
en desomponer una matriz A de 3 × 3 simétria y denida positiva según la fórmula A = KK⊤ =
(KQ) ∗ (Q⊤K⊤), siendo K una matriz triangular superior y Q una matriz ortogonal. Más detalles en [1,
pág. 556℄. Resultado A3.5. Positive-denite symmetri real matrix.
Por preauión, se hae la desomposiión SVD sobre la parte simétria de Re (A), que todavía puede
no ser denida positiva, mas la rutina devuelve resultado aunque no se umpla.
DIAC2K
Obtiene la matriz de parámetros intrínseos a partir de la DIAC. El método empleado es realizar
la desomposiión de Cholesky mediante SVD, seguida de la desomposiión RQ, es deir, llamar a
CholeskyKKT, omo se india en [1℄.
IAC2K
Obtiene la matriz de parámetros intrínseos a partir de la IAC o PAC. El método empleado on-
siste en emplear la desomposiión de Cholesky y/o la desomposiión en autovalores y autovetores
de MATLAB. Existen dos alternativas. Además, la rutina devuelve para ada matriz pasada (omo
andidata a IAC) un ag que india si es denida positiva (1), no denida (0), o denida negativa (-1).
Cambios de referenia
ApliaCambio
Aplia una homografía del espaio a las matries de proyeión y puntos 3D de una alibraión
proyetiva, onservando los puntos proyetados. En un ambio de referenia dado por la homografía
de matriz C, se veria
λx = PX = (PC)(C−1X) = P˜X˜
Si los puntos 3D se transforman de auerdo a X˜ = C−1X, las matries de proyeión lo haen según
P˜ = PC.
AbsQuad2H
Obtiene la matriz de la homografía del espaio que transforma una alibraión proyetiva en una
alibraión métria. Está basada en el resultado 18.1 de [1, pág. 444-447℄ y para ello la primera matriz
de proyeión debe ser la anónia P
1 = [I | 0].
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GeneralChangeBaseMatrix
Calula la matriz de la apliaión proyetiva de dimensión n que lleva ada punto de la referen-
ia anónia a las olumnas de la matriz pasada omo argumento. La rutina ChangeBaseMatrix de
ADREP-3D realiza lo mismo, pero sólo para P3.
SeleionaBase
Busa entre un onjunto de puntos dados, aquellos que no estén aproximadamente alineados (∼
linealmente dependientes). Todavía no está muy depurada la ondiión de alineamiento en forma
numéria.
Coordenadas de retas de P3
La rutina PermutaPluker sirve para pasar de oordenadas de Plüker de plano de una reta a oor-
denadas de Plüker de punto de la misma, a través de las matries antisimétrias que las representan.
Optimizaión lineal on restriiones
ConstrainedMin1
Implementa el algoritmo A3.6 de [1, pág. 565℄, que resuelve el problema
mı´n
x
‖Ax‖ sujeto a ‖x‖ = 1 y Cx = 0
ConstrainedMin2
Resuelve el problema
mı´n
x
‖Ax‖ sujeto a ‖x‖ = 1 y x = Ea
La soluión está detallada en [1, pág. 566℄, algoritmo A3.7. La rutina aepta omo terer argumento
de entrada, rankE, el rango teório de la matriz de restriión E, en aso de no proporionar este dato,
se toma el rango del omando rank de MATLAB.
ConstrainedMin3
Implementa el algoritmo A3.8 de [1, pág. 567℄, que resuelve el problema
mı´n
x
‖Ax‖ sujeto a ‖Cx‖ = 1
Programaión uadrátia seuenial
SQP
Esta rutina (Sequential Quadrati Programming) implementa algoritmo de optimizaión general o-
mo puede ser LMBhi2, pero on los ingredientes propios del problema del que reibe el nombre. Las
indiaiones sobre la implementaión se obtuvieron de [15℄.
Entrada:
P0 Estimaión iniial del vetor de parámetros P
foste funión de oste a minimizar g(P)
arg foste argumentos opionales que neesite la funión foste
frest funión vetorial de las restriiones (P)
frest grad funión que devuelve la matriz jaobiana exata de las restriiones (P)
252 APÉNDICE D. MANUAL DE REFERENCIA
En aso de no proporionar un nombre para la rutina que devuelve la matriz jaobiana exata, esta
se alula de forma numéria.
Objetivo: enontrar el vetor de parámetros P que minimiza la funión de oste y veria las re-
striiones , siguiendo el algoritmo de Newton.
Salida:
P0min vetor de parámetros del mínimo
oste min valor del mínimo (de la funión de oste anterior)
SQP LM
Es una variaión sobre la rutina anterior, la ual inluye la modiaión de Levenberg-Marquardt del
Hessiano. Como todas las rutinas LM tiene un parámetro λ que ontrola las dos fases de exploraión
y explotaión, mejorando el esquema de Newton. Posee la misma entrada-salida que la rutina SQP.
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Pliego de Condiiones
Este doumento ontiene las ondiiones legales que guiarán la implementaión, en este proyeto, de
los módulos que realien la autoalibraión y la reonstruión 3D. En lo que sigue se supondrá que
el proyeto ha sido enargado por una empresa liente a una empresa onsultora, on la nalidad de
llevar a abo el desarrollo omentado. Diha empresa ha debido desarrollar una línea de investigaión
on objeto de elaborar el proyeto onsiderado. Esta línea de investigaión, junto on el posterior
desarrollo de los programas, está amparada por las ondiiones partiulares del siguiente pliego.
Supuesto que la utilizaión industrial de los métodos reogidos en el presente proyeto ha sido deidida
por parte de la empresa liente o de otras, la obra a realizar se regulará por las siguientes:
Condiiones generales
1. La modalidad de ontrataión será el onurso. La adjudiaión se hará, por tanto, a la
proposiión más favorable sin atender exlusivamente al valor eonómio, dependiendo de
las mayores garantías ofreidas. La empresa que somete el proyeto a onurso se reserva
el dereho a delararlo desierto.
2. El montaje y meanizaión ompleta de los equipos que intervengan será realizado total-
mente por la empresa liitadora.
3. En la oferta se hará onstar el preio total por el que se ompromete a realizar la obra y
el tanto por iento de baja que supone este preio en relaión on un importe límite si éste
se hubiera jado.
4. La obra se realizará bajo la direión ténia de un Ingeniero Superior de Teleomuniaión,
auxiliado por el número de Ingenieros Ténios y Programadores que se estime preiso para
el desarrollo de la misma.
5. Aparte del Ingeniero Diretor, el ontratista tendrá dereho a ontratar al resto del personal,
pudiendo eder esta prerrogativa a favor del Ingeniero Diretor, quien no estará obligado a
aeptarla.
6. El ontratista tiene dereho a saar opias a su osta de los planos, pliego de ondiiones y
presupuestos. El Ingeniero autor del proyeto autorizará on su rma las opias soliitadas
por el ontratista después de onfrontarlas.
7. Se abonará al ontratista la obra que realmente ejeute on sujeión al proyeto que sirvió
de base para la ontrataión, a las modiaiones autorizadas por la superioridad o a las
órdenes que on arreglo a sus faultades le hayan omuniado por esrito al Ingeniero
Diretor de obras, siempre que diha obra se haya ajustado a los preeptos de los pliegos
de ondiiones, on arreglo a los uales, se harán las modiaiones y la valoraión de las
diversas unidades, sin que el importe total pueda exeder de los presupuestos aprobados.
Por onsiguiente, el número de unidades que se onsignan en el proyeto o en el presupuesto
no podrá servirle de fundamento para entablar relamaiones de ninguna lase, salvo en los
asos de resisión.
8. Tanto en las ertiaiones de obras omo en la liquidaión nal se abonarán los trabajos
realizados por el ontratista a los preios de ejeuión material que guran en el presupuesto
para ada unidad de la obra.
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9. Si, exepionalmente, se hubiera ejeutado algún trabajo que no se ajustase a las ondiiones
de la ontrata, pero que sin embargo fuera admisible a juiio del Ingeniero Diretor de
obras, se dará onoimiento a la Direión, proponiendo a la vez la rebaja de preios que el
Ingeniero estime justa, y si la Direión resolviera aeptar la obra, quedará el ontratista
obligado a onformarse on la rebaja aordada.
10. Cuando se juzgue neesario emplear materiales o ejeutar obras que no guren en el pre-
supuesto de la ontrata, se evaluará su importe a los preios asignados a otras obras o
materiales análogos si los hubiere, y uando no, se disutirán entre el Ingeniero Diretor y
el ontratista, sometiéndolos a la aprobaión de la Direión. Los nuevos preios onvenidos
por uno u otro proedimiento se sujetarán siempre a lo estableido en el punto anterior.
11. Cuando el ontratista, on autorizaión del Ingeniero Diretor de obras, emplee materi-
ales de alidad más elevada o de mayores dimensiones de lo estipulado en el proyeto, o
sustituya una lase de fabriaión por otra que tenga asignado mayor preio, o ejeute on
mayores dimensiones ualquier otra parte de las obras, o en general, introduza en ellas
ualquier modiaión que sea beneiosa a juiio del Ingeniero Diretor de obras, sólo
tendrá dereho, sin embargo, a lo que le orrespondería si hubiera realizado la obra on
estrita sujeión a lo proyetado y ontratado.
12. Las antidades aluladas para obras aesorias, aunque guren por partida alzada en el
presupuesto nal (general), no serán abonadas sino a los preios de la ontrata, según las
ondiiones de la misma y los proyetos partiulares que para ellas se formen, o en su
defeto, por lo que resulte de su mediión nal.
13. El ontratista queda obligado a abonar al Ingeniero autor del proyeto y diretor de obras,
así omo a los Ingenieros Ténios, el importe de sus respetivos honorarios faultativos
por formaión del proyeto, direión ténia y administraión en su aso, on arreglo a las
tarifas y honorarios vigentes.
14. Conluida la ejeuión de la obra será reonoida por el Ingeniero Diretor que a tal efeto
designe la empresa.
15. La garantía denitiva será del 4% del presupuesto, y la provisional del 2%.
16. La forma de pago será por ertiaiones mensuales de la obra ejeutada, de auerdo on
los preios del presupuesto, deduida la baja si la hubiera.
17. La feha de omienzo de las obras será a partir de los 15 días naturales del replanteo oial
de las mismas, y la denitiva, al año de haber ejeutado la provisional, proediéndose, si
no existe relamaión alguna, a la relamaión de la anza.
18. Si el ontratista, al efetuar el replanteo, observase algún error en el proyeto, deberá
omuniarlo en el plazo de quine días al Ingeniero Diretor de obras, pues transurrido ese
plazo será responsable de la exatitud del proyeto.
19. El ontratista está obligado a designar una persona responsable que se entenderá on el
Ingeniero Diretor de obras, o on el delegado que éste designe, para todo lo relaionado
on ella. Al ser el Ingeniero Diretor de obras el que interpreta el proyeto el ontratista
deberá onsultarle ualquier duda que surja en su realizaión.
20. Durante la realizaión de la obra se girarán visitas de inspeión por personal faultativo de
la empresa liente para haer las omprobaiones que se rean oportunas. Es obligaión del
ontratista la onservaión de la obra ya ejeutada hasta la reepión de la misma, por lo
que el deterioro parial o total de ella, aunque sea por agentes atmosférios u otras ausas,
deberá ser reparado o reonstruido por su uenta.
21. El ontratista deberá realizar la obra en el plazo menionado a partir de la feha del
ontrato, inurriendo en multa por retraso de la ejeuión, siempre que éste no sea debido a
ausas de fuerza mayor. A la terminaión de la obra se hará una reepión provisional previo
reonoimiento y examen por la direión ténia, el depositario de efetos, el interventor
y el jefe de serviio o un representante, estampando su onformidad el ontratista.
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22. Heha la reepión provisional se ertiará al ontratista el resto de la obra, reservándose
la administraión el importe de los gastos de onservaión de la misma hasta su reepión
denitiva y la anza durante el tiempo señalado omo plazo de garantía. La reepión
denitiva se hará en las mismas ondiiones que la provisional, extendiéndose el ata orre-
spondiente. El Diretor Ténio propondrá a la Junta Eonómia la devoluión de la anza
al ontratista de auerdo on las ondiiones eonómias legales estableidas.
23. Las tarifas para la determinaión de honorarios, reguladas por orden de la Presidenia
del Gobierno el 19 de Otubre de 1961, se apliarán sobre el denominado en la atualidad
"Presupuesto de Ejeuión de Contrata", anteriormente llamado "Presupuesto de Ejeuión
Material"que hoy designa otro onepto.
Condiiones partiulares La empresa onsultora que ha desarrollado el presente proyeto lo
entregará a la empresa liente bajo las ondiiones generales ya formuladas, debiendo añadirse
las siguientes ondiiones partiulares:
1. La propiedad inteletual de los proesos desritos y analizados en el presente trabajo
pertenee por entero a la empresa onsultora representada por el Ingeniero Diretor del
Proyeto.
2. La empresa onsultora se reserva el dereho a la utilizaión total o parial de los resultados
de la investigaión realizada para desarrollar el siguiente proyeto, bien para su publiaión,
bien para su uso en trabajos o proyetos posteriores para la misma empresa liente o para
otra.
3. Cualquier tipo de reproduión aparte de las reseñadas en las ondiiones generales, bien
sea para uso partiular de la empresa liente, o para ualquier otra apliaión, ontará
on autorizaión expresa y por esrito del Ingeniero Diretor del Proyeto, que atuará en
representaión de la empresa onsultora.
4. En la autorizaión se ha de haer onstar la apliaión a que se destinan sus reproduiones,
así omo su antidad.
5. En todas las reproduiones se indiará su proedenia, expliitando el nombre del proyeto,
nombre del Ingeniero Diretor y de la empresa onsultora.
6. Si el proyeto pasa la etapa de desarrollo, ualquier modiaión que se realie sobre él
deberá ser notiada al Ingeniero Diretor del Proyeto, y a riterio de éste la empresa
onsultora deidirá aeptar o no la modiaión propuesta.
7. Si la modiaión se aepta la empresa onsultora se hará responsable al mismo nivel que
el proyeto iniial del que resulta el añadirla.
8. Si la modiaión no es aeptada, por el ontrario, la empresa onsultora delinará toda
responsabilidad que se derive de la apliaión o inuenia de la misma.
9. Si la empresa liente deide desarrollar industrialmente uno o varios produtos en los que
resulte parial o totalmente apliable el estudio de este proyeto deberá omuniarlo a la
empresa onsultora.
10. La empresa onsultora no se responsabiliza de los efetos laterales que se puedan produir en
el momento en que se utilie la herramienta objeto del presente proyeto para la realizaión
de otras apliaiones.
11. La empresa onsultora tendrá prioridad respeto a otras en la elaboraión de los proye-
tos auxiliares que fuese neesario desarrollar para diha apliaión industrial, siempre que
no haga explíita renunia a este heho. En este aso, deberá autorizar expresamente los
proyetos presentados por otros.
12. El Ingeniero Diretor del presente proyeto será el responsable de la direión de la apli-
aión industrial, siempre que la empresa onsultora lo estime oportuno. En aso ontrario
la persona designada deberá ontar on la autorizaión del mismo, quien delegará en él las
responsabilidades que ostente.
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Presupuesto
Ejeuión Material
− Compra de un ordenador de sobremesa (software inluido) . . . . . . . . . . . . . . . . . . . . . . .2.500 e
− Compra de una ámara fotográa digital (Sony Cyber-shot DSC-F717) . . . . . . . . . . . 850 e
− Alquiler de una impresora láser durante 1 mes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180 e
− Material de oina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 e
− Subtotal de ejeuión material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.680 e
Gastos Generales
− 16 % sobre Ejeuión Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 589 e
Beneio Industrial
− 6 % sobre Ejeuión Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221 e
Gastos de personal
− 8 h/día · 20 días/mes · 8 meses = 1280 horas
− gasto (direto e indireto) por hora de trabajo de ingeniero: 23 e/hora . . . . . . . . . 29.440 e
Material Fungible
− Gastos de impresión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30 e
− Enuadernaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 e
− Subtotal de material fungible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180 e
Subtotal del presupuesto
− Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34.110 e
I.V.A. apliable
− 16 % Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5.458 e
Total Presupuesto
− Total Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39.568 e
Madrid, a 23 de febrero de 2004.
El Ingeniero Jefe del Proyeto
Fdo: Guillermo Gallego Bonet
Ingeniero de Teleomuniaión
