We present a new efficient way to perform hybrid density functional theory (DFT) based electronic structure calculation. The new method uses an interpolative separable density fitting (ISDF) procedure to construct a set of numerical auxiliary basis vectors and a compact approximation of the matrix consisting of products of occupied orbitals represented in a large basis set such as the planewave basis. Such tor formalism, which reduces the number of times the exchange operator needs to be updated, the resulting ACE-ISDF method significantly reduces the computational cost associated with the exchange operator by nearly two orders of magnitude compared to existing approaches for a large silicon system with 1000 atoms. We demonstrate that the ACE-ISDF method can produce accurate energies and forces for insulating and metallic systems, and that it is possible to obtain converged hybrid functional calculation results for a 1000-atom bulk silicon within 10 minutes on 2000 computational cores. We also show that ACE-ISDF can scale to 8192 computational cores for a 4096-atom bulk silicon system. We use the ACE-ISDF method to geometrically optimize a 1000-atom silicon system with a vacancy defect using the HSE06 functional and computes its electronic structure. We find that that the computed energy gap from the HSE06 functional is much closer to the experimental value compared to that produced by semilocal functionals in the DFT calculations.
Introduction

Kohn-Sham density functional theory (KSDFT)
1,2 is the most widely used electronic structure theory in condensed matter physics and quantum chemistry. The fidelity of the results produced by a KSDFT calculation often depends on the choice of the exchange and correlation functional. 3 Hybrid exchange-correlation functionals, such as B3LYP, 4 PBE0 5 and HSE 6,7 are known to be more reliable in producing high fidelity results for a wide range of systems over calculations that make use of local and semi-local exchange-correlation functionals, such as the local density approximation (LDA), [8] [9] [10] the generalized gradient approximation (GGA), [11] [12] [13] and meta-GGA functionals. [14] [15] [16] However, hybrid functionals include a fraction of the Fock exchange operator. Applying V X [{ψ i }](r, r
. Applying such an operator to a set of n orbitals Ψ = [ψ 1 (r), . . . , ψ n (r)], which is often used in an iterative method for solving the Kohn-Sham equations, requires solving O(N 2 e ) Poisson-like equations, with effective charges taking the form of ψ i (r)ψ j (r)(1 ≤ i, j ≤ n). Here n ∼ O(N e ) and N e is the number of electrons. This is costly, especially for calculations performed in a large basis set such as planewaves and finite elements. In these calculations, an iterative diagonalization procedure is used solve the KS equations and the multiplication of V X with Ψ, which has the complexity of O(N 3 e ) with a large pre-constant, needs to be performed in each iteration. These multiplications alone often constitutes more than 95% of the overall computational time in a conventional approach.
There are two main routes to reducing the computational cost of hybrid functional calculations. The first route is to reduce the cost of multiplying V X with Ψ. This can be done through efficient parallelization over a large number of processors, [17] [18] [19] or the use of linear scaling methods (i.e. O(N e ) methods). [20] [21] [22] [23] [24] [25] For large systems with a substantial band gap, linear scaling methods use the nearsightedness property 26 to construct a sparse approximation to the exchange operator, thereby reducing the cost of computing V X Ψ. 27 The second route is to reduce the frequency of computing V X Ψ, and this route is much less explored until recently. [28] [29] [30] [31] The adaptively compressed exchange (ACE) operator formalism 30, 31 replaces the dense and full rank exchange operator by a low rank operator that is constructed on the fly. The low rank operator is only updated once every few iterations. The ACE operator fully agrees with V X in the subspace spanned by orbitals in Ψ. The reduced rank of the ACE operator lowers the cost of V X Ψ calculation without losing accuracy. The ACE formulation is applicable to insulators, semiconductors and metals. Recently we have proved that such a low rank compression of the exchange operator is uniquely determined through the ACE formulation, and that the updating scheme for the ACE operator converges in the selfconsistent field (SCF) iteration both locally and globally for the linearized Hartree-Fock-like equations. 32 The ACE formulation can enable hybrid functional calculations in a planewave basis set for more than a thousand atoms, 31 and has recently been integrated 19 into software packages such as Quantum ESPRESSO.
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In this paper, we develop a new method that combines the strength of both approaches mentioned above to accelerate large scale hybrid functional calculations. By using an interpolative separable density fitting (ISDF) method first proposed by Lu and Ying in Ref.
, 34 we construct a numerical auxiliary basis for {ψ i (r)ψ j (r)}(1 ≤ i, j ≤ n) that contains only cN e basis vectors for a small constant c. As a result, applying V X to a set of O(N e ) orbitals only requires solving O(N e ) instead of O(N 2 e ) Poisson-like equations. Compared to the widely used density fitting techniques [35] [36] [37] in quantum chemistry, the main feature of the ISDF decomposition is that the fitting coefficient tensor, which is usually written as a three way tensor, can be analytically separated into the product of two matrices. This is the key to achieving O(N 3 e ) scaling, and avoiding the O(N 4 e ) computational complexity that appears in many other density fitting schemes. The ISDF decomposition is closely related to the recently developed tensor hypercontraction (THC) approach.
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The ISDF decomposition replaces {ψ i (r)ψ j (r)}(1 ≤ i, j ≤ n) with the product of two matrices. One of the matrices, which can be viewed as a matrix of fitting coefficients, simply consists of {ψ i ψ j } evaluated at a set of carefully chosen interpolation pointsr µ , for µ = 1, ..., N µ and N µ = cN e . The other matrix contains numerical auxiliary basis vectors that we will also refer to as the interpolating vectors. In this paper, these two matrices are determined separately. The matrix containing the fitting coefficients, which depends solely on the choice of interpolation points, is determined first. The matrix containing the interpolating vectors is subsequently obtained through a least squares fitting procedure. This approach is different from the decomposition proposed in Ref., 34 where the numerical auxiliary basis and the fitting coefficients are determined simultaneously through a randomized QR factorization with column pivoting (QRCP) applied to {ψ i (r)ψ j (r)} directly. We find that using randomized QRCP at each SCF iteration is costly, and does not speed up hybrid functional calculations. By separating the treatment of the interpolation points from the construction of the matrix containing the interpolating vectors in ISDF, we can use the relatively expensive randomized QRCP procedure to find the interpolation points in advance, and only recompute the interpolation vectors whenever {ψ i (r)ψ j (r)} has been updated using an efficient least squares procedure that exploits the separable nature of the matrix to be approximated. As a result, we can significantly accelerate hybrid functional calculations using the ISDF decomposition in all but the first SCF iteration.
The ISDF decomposition can be used in the construction of ACE operator to reduce the number of Poisson solves required in the construction. In fact, the decomposition itself yields a low-rank approximation of the Fock exchange operator. However, symmetry is not strictly preserved in the ISDF decomposition. The lack of symmetry can introduce numerical stability issues in the convergence of the SCF iteration. We will demonstrate how to combine the ISDF decomposition with the ACE formulation in a numerically stable manner by maintaining the symmetry of the compressed exchange operator. The resulting ACE-ISDF method does not rely on the nearsightedness property, and is applicable to insulators, semiconductors and metals. The computational complexity of our new approach is still O(N 3 e ), but the pre-constant is significantly reduced. The ACE-ISDF method can be efficiently parallelized on high performance supercomputers. Using this technique, we can perform hybrid functional calculations for a bulk silicon system with 1000 atoms in less than 10 wall clock minutes on 2000 computational cores. We find that the cost associated with the exchange operator is reduced by nearly two orders of magnitude compared to conventional approaches.
Furthermore, this method can also scale to 8192 computational cores for a 4096-atom bulk silicon system.
As an example, we use the ACE-ISDF method to optimize the geometry and compute the electronic structure of a bulk 1000-atom silicon system that contains a single vacancy, at the level of the HSE06 hybrid functional calculations.
7 Our calculation reveals three defect states within the intrinsic energy gap of the silicon. The computed energy gap is much closer to the experimental value compared to GGA functional calculations.
The rest of the paper is organized as follows. In section 2 we introduce the density fitting approximation in the context of hybrid functional calculations, and the interpolative separable density fitting approximation. In section 3 we develop a new method to efficiently compute the interpolative separable density fitting approximation, and to combine with the adaptively compressed exchange formulation. We describe an efficient parallelization strategy in section 4. The numerical results are given in section 5, followed by conclusion and discussion in section 6.
Preliminaries
Density fitting approximations in hybrid functional calculations
For simplicity, we consider isolated, gapped systems and omit spin degeneracy. In hybrid functional calculations, the exchange operator is an integral operator defined in terms of the occupied orbitals {ϕ i } Ne i=1 with kernel
where K is either the Coulomb potential K(r, r ′ ) = When a large basis set such as the planewave basis set is used to discretize the KS equations, it is generally more efficient to perform V X [{ϕ i }]ψ j , j = 1, 2, ..., n on the fly in an iterative diagonalization procedure without explicitly constructing or storing
In many cases, n = N e , but {ϕ i } and {ψ i } may be different sets of orbitals when used in a self-consistent field (SCF) iteration. It is also possible to have n > N e when some unoccupied orbitals are also to be computed. So we deliberately use different notation and to distinguish the occupied orbitals {ϕ i } from generic orbitals {ψ i } that can be either occupied or unoccupied. In order to reach self consistency for the occupied orbitals {ϕ i }, a common practice is to separate the self-consistent field (SCF) iteration into two sets of SCF iterations. In the inner SCF iteration, the exchange operation V X defined by the orbitals {ϕ i } is fixed and the Hamiltonian operator only depends on the density ρ(r). The SCF iteration then proceeds as in KSDFT calculations with a fixed exchange operator. In the outer SCF iteration, the occupied components of the output orbitals {ψ j } can be used as the input orbitals to update the exchange operator. In each inner iteration, the product of
and ψ j need to be evaluated many times using the relation
The integration in Eq. (2) We would like to reduce the number of equations to be solved by exploiting the numerical rank deficiency in the set of right-hand sides {ϕ i (r)ψ j (r)} in these Poisson-like equations, and representing them using a smaller set of linearly independent basis. One possible way to achieve this is through the use of a density fitting method (a.k.a. resolution of identity).
36,37
In general, given two sets of functions
, a density fitting procedure constructs an auxiliary basis {ζ µ }, µ = 1, 2, ..., N µ , with N µ ≪ mn, for the set of Hadamard products (i.e. the element-wise product)
so that
where C ij µ 's are fitting coefficients. This can be implemented using rank revealing methods such as the singular value decomposition (SVD), 40 and the pivoted Cholesky factorization.
41
In the context of hybrid functional calculations above, we have m = N e and n ∼ O(N e ).
Hence, the density fitting procedure compresses mn ∼ O(N 2 e ) functions into a much smaller set of auxiliary functions {ζ µ (r)} Nµ µ=1 . Numerical results indicate that it is often sufficient to choose N µ = cN e , where c is a small constant that we refer to as a rank parameter. This parameter determines the computational accuracy of the decomposition (4).
In the standard density fitting procedure, the fitting coefficient tensor {C When a large basis set such as the planewave basis set is used, both the storage and the computational cost can be prohibitively high. As a result, density fitting is rarely used for this type of basis set unless additional locality constraints are enforced. 36 
Interpolative separable density fitting decomposition
In order to reduce the complexity of the density fitting method, the key is to find a more efficient treatment for the three way fitting coefficient tensor. This has been achieved by the tensor hypercontraction (THC) method, 38, 39 and the interpolative separable density fitting (ISDF) method. 34 Both methods use the following compression format
Here {r µ } Nµ µ=1 is a subset of real space grid points {r i } Ng i=1 on which the orbitals are evaluated. We will refer to {r µ } Nµ µ=1 as the interpolation points, and {ζ µ (r)} Nµ µ=1 sampled on {r i } Ng i=1 the interpolation vectors. Since the term "interpolative separable" captures clearly the relation between the format (5) and standard density fitting formats, with some abuse of terminology, we will also refer the format (5) as the "ISDF format" or the "ISDF decomposition".
Comparing Eq. (4) with Eq. (5), we see that the ISDF decomposition is a special form of a density fitting decomposition, where the fitting coefficient tensor
is given explicitly without additional computation. Hence the storage cost is reduced from
, and the ISDF decomposition is potentially suitable for calculations with a large basis set. The reason why such decomposition can be expected can be understood from the perspective of interpolation. Indeed, if {r µ } is a set of grid points in the real space, and let ζ µ (r) be the Lagrange interpolation function on these grid points satisfying
then the ISDF decomposition would become sufficiently accurate as one systematically refines the set {r µ } Nµ µ=1 . In the worst case, all grid points are selected and N µ = N g . Since N g ∼ O(N e ), the asymptotic number of interpolation vectors is still smaller than O(N 2 e ) even in such scenario. Furthermore, if both {ϕ i (r)} and {ψ i (r)} are sets of sufficiently smooth functions, the number of points N µ can be expected to be much smaller than N g .
The THC and ISDF methods differ in terms of the procedure for finding the interpolation points and interpolation vectors, and hence the computational complexity. For the THC method, the interpolation points are determined through a quadrature rule, e.g. uniform grid points, or grid points from a Gauss-Hermite quadrature rule. However, the focus of THC is not to identify the interpolation vectors, but to find an efficient approximation scheme for the four way Coulomb integral tensor, which can be written in the current context as
Using the ISDF format, we have
Here the coefficient matrix is given by the interpolation vectors
On the other hand, if V ijkl is already known, it is possible to not to explicitly evaluate the interpolation vectors, but directly obtain M µ,ν using the following equation
Eq. (10) can be understood as a least squares fitting to the equation (8) . The dominant computational cost comes from the evaluation of the left-hand side, which scales as O(N 5 e ) if we do not assume any structure on the four way tensor V ijkl . Hence the strategy of THC is not suitable for large basis set calculations.
The ISDF method 34 uses a different approach to construct the decomposition (5). Instead of using a quadrature rule, it uses a randomized QR factorization with column pivoting (QRCP) procedure 42 to find the interpolation points for the product pairs {ϕ i (r)ψ j (r)}, which can be potentially much more compact than a set of universal quadrature points.
The interpolation vectors can also be deduced from the QRCP decomposition in the same calculation. The computational cost of the ISDF decomposition is only O(N 3 e ), and hence is suitable for large basis set calculations. It should be pointed out that the ISDF decomposition yields a decomposition for the Coulomb integral tensor once the coefficient matrix in Eq. (9) is computed, but the reverse statement is not true. Some of the key steps of the randomized QRCP procedure will be discussed in section 3.
As an example, we consider a water molecule (four occupied bands N band = 4) ( Figure 1 (a)) in a 10Å × 10Å × 10Å box, with the kinetic energy cutoff E cut = 60 Hartree. This corresponds to a real space grid of size 66 × 66 × 66 (i.e. N g = 66
3 ). Figure 1 (b) shows how N µ = 8 interpolation points are distributed in the real space. As we can see, they are closer to the oxygen atom than to hydrogen atoms. This is consistent with the distribution of the electron density. Figure 1 (b) also indicates that instead of using a uniform sampling grid, it may be more advantageous to select the interpolation points adaptively from QRCP, especially for electron densities with an inhomogeneous spatial distribution. (N g = 66 3 ) for a water molecule in a 10Å × 10Å × 10Å box. The white and red balls denote hydrogen and oxygen atoms, respectively.
Below we introduce a new method to compute the ISDF decomposition, which separates the treatment of the interpolation vectors and the interpolation points. More specifically, we use the randomized QRCP decomposition only to find the interpolation points, and use a least squares fitting procedure to efficiently find the interpolation vectors without randomization. Although it is more expensive to use the randomized QRCP decomposition, this step only needs to be invoked once in the entire hybrid functional calculation. The calculation of the interpolation vectors still scales as O(N 3 e ), but the pre-constant is significantly smaller. We find that such choice balances the efficiency and accuracy, especially when the decomposition needs to be repeatedly used such as in a SCF iteration procedure. We also discuss how to combine the ISDF decomposition with the adaptively compressed exchange operator (ACE) formulation in a numerically stable way, so that the overall computational cost can be significantly reduced.
Finding the interpolation vectors
We first discuss how to find the interpolation vectors assuming that the interpolation points {r µ } are given.
Note that Eq. (5) can be written as
where each column of Z is defined by Eq. (3) sampled on real space grids
.., ζ Nµ ] contains the interpolating vectors, and the column of C indexed by (i, j) is given by
Eq. (11) is an over-determined linear systems with respect to the interpolation vectors Θ.
One possible way to solve the over-determined system is to impose the Galerkin condition
It follows that the interpolating vectors can be obtained from
Note that the solution given by Eq. (13) is a least squares approximation to the solution of Eq. (5). This is similar to that in the THC method, but the important difference is that the least squares fitting is applied to the Z matrix, which is the key to reduce the complexity.
It may appear that the matrix-matrix multiplications ZC T and CC T take O(N 4 e ) operations because the size of Z is N g × (N e n) and the size of C is N µ × (N e n). However, both multiplications can be carried out with fewer operations due to the separable structure of Z and C. It follows from the identity i,j
that we may rewrite the (k, µ)th element of ZC T (also denoted by P ϕψ ) as
where P ϕ (r,r µ ) and P ψ (r,r µ ) can be viewed as columns of (quasi) density matrices defined as
Similarly, we can rewrite the (ν, µ)th element of CC T as
Because both P ϕ and P ψ matrices can be evaluated with O(N 
where P ϕ (r,r µ ) is given by the quasi density matrix defined in Eq. (15), and 
Finding the interpolation points
The problem for finding a suitable set of interpolation points {r µ } Nµ µ=1 can be formulated as the following linear algebra problem. Consider the discretized matrix Z of size as an N g × (mn) matrix Z, and find N µ rows of Z so that the rest of the rows of Z can be approximated by the linear combination of the selected N µ rows. This is called an interpolative decomposition, 42 and a standard method to achieve such a decomposition is the QR factorization with column pivoting (QRCP) procedure 42 as
where Z T is the transpose of Z, Q is an mn × N g matrix that has orthonormal columns, R is an upper triangular matrix, and Π is a permutation matrix chosen so that the magnitude of N µ is only slightly larger than N µ . It can be shown that under some mild assumptions, the reduction in the number of columns in a randomly subsampled Z does not have much impact the quality of the interpolation points {r µ }. However, we will not present the theoretical analysis here, but merely describe the algorithmic ingredients. We refer readers to Ref.
43,44
for more detailed analysis of randomized sampling methods.
There are a number of ways to subsample columns of Z. Instead of using the subsampled Fourier transform as in Ref.
, 34 here we choose two orthogonalized Gaussian matrices G ϕ , G ψ of size m × p and n × p, respectively, where p ∼ O( N µ ) is chosen to satisfy N µ = p 2 , and use them to construct a set of subsampled products defined by
The corresponding discretized matrix Z is of size N g × N µ . Applying the QRCP procedure to Z yields
where the interpolation points {r µ } Our numerical results indicate that the cost of the randomized QRCP method can be comparable to that of computing V X [{ϕ i }]ψ j . However, while the interpolation vectors depends sensitively on the shape of the input orbitals {ϕ i } and {ψ j } and need to be recomputed whenever they are updated, the interpolation points are much less sensitive to small changes of the orbitals. This is because the significance of the interpolation points is only to indicate which columns of Z T are important. In practice we find it sufficient to determine the interpolation points at the beginning of the hybrid functional calculations starting from a set of KS orbitals from a converged GGA calculation, and to use such interpolation points throughout the SCF iterations.
Combining with the adaptively compressed exchange operator formulation
The ISDF decomposition can be combined with the recently developed adaptively compressed exchange operator (ACE) formulation 30, 31 to further reduce the cost of hybrid functional KSDFT calculations.
In the ACE formulation, the operator V X is replaced by a rank-n operator V
for j = 1, 2, ..., n, where n is much less than the total number of grid points N g . The operator
can be written in the form
for some vectors {ξ k }. The application of V ACE X to a set of orbitals resembles the application of a nonlocal pseudopotential operator. This does not require any Poisson solves, and is much cheaper than applying V X to these orbitals in an iterative diagonalization procedure used to update the set of occupied orbitals {ϕ i } in the SCF iteration. However, the construction of
, which must be performed in each (outer) SCF iteration, still requires applying V X to ψ j to produce
The basis vectors {ξ k } that appear in Eq. (22) are obtained from W j via
where L is the lower triangular Cholesky factor of the matrix M. The (i, j)th element of M is given by
Because M is a symmetric negative definite matrix of size n, a Cholesky factorization can be used to decompose −M as −M = LL T , where L is unit lower triangular. Since Eq. (23) is performed only in each outer iteration, which is less frequent than applying V X to ψ j in every step of the diagonalization procedure, the use of ACE significantly reduces the cost of hybrid functional calculation, without requiring any approximation to the computation of the W j 's.
The ISDF decomposition can be readily used to accelerate the computation of W j 's in Eq. (23) . However, straightforward computation using in Eq. (25) may result in an M matrix that is not symmetric, let alone being negative definite. To see this, we combine Eq. (17) and Eq. (25) to obtain
which may be different from
The lack of symmetry may result in numerical stability problems in the subsequent Cholesky factorization of M. In order to overcome this problem, we can apply the ISDF decomposition in a symmetric fashion as follows. Note that
Hence, we can use ISDF to expand both the ϕ ℓ (r)ψ i (r) and ϕ ℓ (r ′ )ψ j (r ′ ) pairs in terms of the interpolating vector {ζ µ } to obtain
where
Since both the first and second factors on the right hand side of Eq. (28) are symmetric, M µν is clearly symmetric, which guarantees the symmetry and the definiteness of M defined in Eq. (27) .
In the symmetric formulation given by Eq. (27) , M is automatically a symmetric negative definite matrix. Therefore, the Cholesky factorization of M yields the ACE operator according to Eq. (22). Hence we refer to the combined method using ACE and ISDF as the ACE-ISDF method.
Parallel implementation
In this section, we demonstrate an efficient parallel implementation of the ACE-ISDF method for hybrid functional calculations in a planewave basis set.
Denote the matrix of the discretized orbitals by Φ = [ϕ 1 , . . . , ϕ Ne ], and Ψ = [ψ 1 , . . . , ψ n ].
When P e processors are used, these orbitals are stored using the 1D column cyclic partition as shown in Figure 2 (a) so that the application of the Hamiltonian operator (excluding the exchange part) to the orbitals Ψ can be easily parallelized. In particular, the Laplacian operator can be applied through the use of a sequential Fast Fourier transformation (FFT) library. Moreover, the application of the local and nonlocal pseudopotentials in the real space representation is also rather straightforward. The application of the ACE operator to Ψ involves two matrix-matrix multiplication operations, and can be done most efficiently by using a row-based partition shown in Figure 2 (c) (see e.g. Ref. 31 for more details). However, in the ACE-ISDF procedure, a 2D block cyclic partition shown in Figure 2 (b) is the most efficient data distribution scheme for performing a number of dense linear algebra operations such as QRCP implemented in the ScaLAPACK software package. 45 The conversion among different data storage formats is performed using the pdgemr2d subroutine in the ScaLAPACK software package.
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Figure 2: (Color online) Three different types of data partition for the matrix used in the ACE-ISDF formulation for hybrid density functional calculations, (a) 1D column cyclic partition (1 × P e MPI processor grid), (b) 2D block cyclic partition (P m × P n MPI processor grid) and (c) 1D row block partition (P e × 1 MPI processor grid) . P e is total computational cores used in the ACE-ISDF formulation and P m × P n = P e .
More specifically, we describe the various quantities in the ACE-ISDF method and the corresponding storage formats in Figure 3 . Starting from Φ and Ψ distributed in the column cyclic partition, we first transform these matrices into the 2D block cyclic partition to generate the Z matrix. We then perform the QRCP procedure to obtain the permutation matrix Π. The interpolation points {r µ } Nµ µ=1 are retrieved from the permutation matrix Π. This is a small vector of size N µ , and are shared among all processors.
In order to construct the interpolation vectors, we distribute the columns of the quasi density matrices P ϕ (r k ,r µ ) and P ψ (r k ,r µ ) in a 2D block cyclic fashion so that the matrix converted back to the 2D block cyclic distribution pattern. Finally, the {W j } in Eq. (23) can be computed using matrix-matrix multiplication in the 2D partition as in Eq. (17), and then converted to 1D row partition.
In order to implement the symmetric formulation for the M matrix in Eq. (27) implicitly, and can be readily used in subsequent iterations.
Numerical results
We demonstrate the performance of the ACE-ISDF method using the DGDFT (Discontinuous Galerkin Density Functional Theory) software package. All systems are closed shell systems, and the number of occupied bands is N band = N e /2.
We include two unoccupied bands for computing the energy gap in the systems. We show the parallel scalability of our implementation using 7 bulk silicon systems with 64 to 4096
atoms. 31 Finally, we use the ACE-ISDF method in a hybrid DFT calculation to study the electronic structure of vacancy defect in a silicon supercell that contains 1000 Si atoms.
Accuracy
In the previous work, 30, 31 we demonstrated that the ACE formulation can significantly accelerate hybrid functional calculations without loss of accuracy. Hence the results from the ACE calculation is used as the baseline for comparison in assessing the accuracy of the ACE-ISDF method. Table 1 shows the convergence of the ACE-ISDF method as a function of the rank parameter c for the Si 216 and Al 176 Si 24 systems. We measure the accuracy in terms of the valence band maximum (VBM) energy level, the conduction band minimum (CBM) energy levels, the energy gap, the Hartree-Fock (HF) exchange energy, the total energy as well as the atomic force. The energy cutoff E cut is set to 20 Hartree. We define the errors in the HF energy, the total energy and the atomic force respectively as
Here N A is the total number of atoms and I is the atom index. 
Efficiency
We demonstrate the efficiency of the ACE-ISDF method by showing its performance in a hybrid DFT calculation for a bulk silicon system with 1000 atoms (N band = 2000) on 2000 cores. In each outer iteration, the cost of hybrid functional calculations consists of the cost for constructing the ACE operator (with or without ISDF) and the amount of work performed in the inner SCF iterations. Table 2 shows the wall clock time spent in major components of the ACE-ISDF and ACE calculations, respectively. The main cost for constructing the ACE operator without using the ISDF decomposition is in the solution of O(N system, we need to use 14 inner SCF iterations per outer SCF iteration. As a result, the cost difference between ACE and ACE-ISDF is magnified, and ACE-ISDF is even more advantageous in these situation.
To illustrate the reduction of cost the ACE-ISDF scheme has achieved, we report that the average time spent in the construction and application of the exchange operator per outer SCF iteration in the conventional hybrid functional calculations is 1146.36 s, which is nearly two orders of magnitude higher than that used in ACE-ISDF. The large cost mainly comes from the fact that conventional hybrid functional calculations require solving O(N 2 e ) Poisson like equations using FFTs in each step of an iterative diagonalization procedure (e.g. PPCG) when the exchange operator is applied to a set of O(N e ) orbitals. For this system, on average 17 such operations need to be performed during each outer iteration. The ACE formulation reduces the cost by only requiring the exchange operator to be applied once per outer iteration, and the ACE-ISDF method further reduces the cost for this single application of the exchange operator.
As we discussed earlier, since IP calculation is significantly more expensive, it is important to perform such a calculation only once in order to make ACE-ISDF efficient. We found that the Hartree-Fock exchange energy E HF obtained from using a fixed set of IPs throughout the SCF iteration differs only slightly from that obtained by recalculating IPs in each outer SCF iteration (dynamic IP) as shown in Table 3 for Si 216 and Al 176 Si 24 . We can clearly see from the table that the difference between the first and the second columns is much smaller than the difference between the second and third columns. This shows that using fixed IP is well justified. Hence in practice we only use the QRCP decomposition in the first outer However, the time used to compute the interpolation vectors only increases from 11.13 s to 63.56 s. Given that the interpolating points only need to be selected once, the performance gain achieved by ISDF is more notable at a larger E cut value. This feature is particularly attractive for calculations that requiring large kinetic energy cutoff, such as those involving transition metal oxides.
Parallel scalability
To illustrate the strong parallel scalability of the ACE-ISDF method for large-scale hybrid DFT calculations, we report the change of the wallclock time in one outer SCF iteration with respect to the number of cores for the Si 1000 system. The measured wallclock time includes time spent in one inner SCF iteration and in the ACE-ISDF operator construction. We also report the weak scaling of ACE-ISDF by showing the variation of the wallclock time with respect to the system size for a calculation that uses 8,192 cores. These results are given in Figure 5 which shows that our implementation of the ACE-ISDF method scales nearly perfectly up to 2,000 cores for the Si 1000 system. It also shows ACE-ISDF scales well with respect to the system size (up to 4096 atoms) on 8192 cores. 
Application to vacancy defect in silicon
Silicon is one of the most important materials in industry due to its remarkable properties and a wide range of applications in electronics. However, the presence of defects can significantly affect these properties. Furthermore, defects also can be extremely useful for designing innovative electronic devices. 57, 58 Therefore, accurate description of the electronic structures of silicon defects 59 is required to examine their effects on the electronic devices.
It is well known that DFT calculations based on LDA and GGA functionals are not reliable in predicting electronic structures of nanosystems. 60 In particular, such DFT calculations tend to underestimate the energy gap of semiconductors. For example, GGA calculations that use the PBE functional 13 give an energy gap of 0.69 eV in silicon, which is much smaller than that in bulk silicon measured in the experiments (1.17 eV). 61 The use of hybrid functionals can mitigate this type of error.
The defect concentration in silicons used in experimental studies is about 10 18 cm −3 . To faithfully represent experimental conditions and avoid the nonphysical interactions between a defect and its images introduced by periodic boundary conditions, a large unit cell containing thousands of silicon atoms is required to in a computational study. Systems of this size is beyond the capability of existing planewave DFT software when a hybrid functional is used in the calculation. In this section we employ the ACE-ISDF method implemented in PWDFT to calculate the energy levels of a vacancy defect in an 1000-atom silicon system using the HSE06 hybrid functional. The defect concentration is about 5 × 10 19 cm −3 in this case, which is close to concentration used in experimental studies. Our calculation based on the HSE06 functional yields an energy gap of 1.28 eV, which is very close to the experimental value of 1.17eV. We also find that a calculation that uses a smaller unit cell that contains 512 atoms yields an energy gap of 1.32 eV, 31 and hence the size effect plays an important role. Figure 6 shows the electronic structure of the vacancy defect in the Si 1000 system computed with two different exchange-correlation functionals (GGA-PBE and HSE06). We fully relax the structures respectively with the GGA and HSE06 exchange-correlation functionals by using the steepest descent algorithm with the Barzilai-Borwein line search method 62 to optimize the geometry of the atomic configuration. The optimal unit cell lattice constants we obtained are 5.46 and 5.45Å respectively for the GGA-PBE and HSE06 exchange-correlation functional based calculations. These values are close to those reported in previous theoretical studies. 63 Our DFT calculations show that hybrid functional HSE06 calculations accurately describe the VBM and CBM energy levels of the silicon and the defect energy levels introduced by the vacancy defect. Furthermore, we can clearly see that the vacancy defect introduces three defect states into the intrinsic energy gap (1.28 eV) of silicon. These include a single defect state a 1 and a doubly degenerate state e, 0.14 and 1.04 eV above the VBM energy of silicon, respectively. The GGA based DFT calculations fail to accurately predict these defect states.
Figure 6: (Color online) A comparison of VBM, CBM and defect energy levels of a 1000-atom silicon system that contains a vacancy defect. Two different types of exchange-correlation functionals (GGA-PBE and HSE06) are used for geometry optimization and for computing the electronic structure. All the energy levels are referenced to the VBM energy, which is set to zero. The black arrows are used to mark the occupied energy levels.
Conclusion
In this paper, we demonstrate that the interpolative separable density fitting (ISDF) decomposition can be used to reduce the cost hybrid functional calculations for large systems in a planewave DFT code. The reduction in cost results from the construction of a set of We are currently also exploring other methods for selecting interpolation points that avoid the use of the QRCP procedure, especially in the context of geometry optimization and ab initio molecular dynamics simulation.
For a moderate choice of rank parameter, the error in the total energy per atom and the force can be kept under 10 −3 Hartree/atom and 10 −3 Hartree/Bohr respectively, for both semiconducting and metallic systems. Meanwhile the computational time can be reduced by up to an order of magnitude for applying the exchange operator once to all Kohn-Sham orbitals. We demonstrated that the ISDF decomposition can be combined with the adaptively compressed exchange operator (ACE) formulation to reduce the cost of ACE operator construction. The resulting ACE-ISDF method exhibits excellent parallel scalability on high performance computers, and significantly reduces the time required to perform hybrid functional calculations by nearly two orders of magnitude. In particular, the time spent in ACE-ISDF enabled hybrid functional calculation is only marginally higher than that spent in DFT calculations that use local and semilocal functionals.
However, we also find that hybrid functionals calculations often require more iterations to converge compared to GGA calculations. One main reason is the two level SCF iteration structure in hybrid functional calculations, which may be inefficient especially in the context of ab initio molecular dynamics simulation. Further reduction of the number of SCF iterations may close the final gap between hybrid functional calculations and calculations with local and semilocal functionals, and thus opens the door to the accurate simulation of a vast range of nanomaterials using hybrid functionals beyond reach today.
