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Abstract
We obtain new results pertaining to convergence and recurrence of multiple ergodic
averages along functions from a Hardy field. Among other things, we confirm some of the
conjectures posed by Frantzikinakis in [Fra10; Fra16] and obtain combinatorial applications
which contain, as rather special cases, several previously known (polynomial and non-
polynomial) extensions of Szemerédi’s theorem on arithmetic progressions [BL96; BLL08;
FW09; Fra10; BMR17]. One of the novel features of our results, which is not present
in previous work, is that they allow for a mixture of polynomials and non-polynomial
functions. As an illustration, assume fi(t) = ai,1t
ci,1 + · · · + ai,dtci,d for ci,j > 0 and
ai,j ∈ R. Then
• for any measure preserving system (X,B, µ, T ) and h1, . . . , hk ∈ L∞(X), the limit
lim
N→∞
1
N
N∑
n=1
T [f1(n)]h1 · · ·T [fk(n)]hk
exists in L2;
• for any E ⊂ N with d(E) > 0 there are a, n ∈ N such that {a, a + [f1(n)], . . . , a +
[fk(n)]} ⊂ E.
We also show that if f1, . . . , fk belong to a Hardy field, have polynomial growth, and are
such that no linear combination of them is a polynomial, then for any measure preserving
system (X,B, µ, T ) and any A ∈ B,
lim sup
N→∞
1
N
N∑
n=1
µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> µ(A)k+1.
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1. Introduction
The goal of this paper is to establish a strong multiple recurrence theorem which has results
obtained in [BL96; BLL08; FW09; Fra10; BMR17] as special cases and produces new appli-
cations to combinatorics. In particular, it provides a solution to an open problem posed by
Frantzikinakis [Fra16, Problem 25], and allows us to obtain partial progress on another [Fra16,
Problem 23].
1.1. Combinatorial results
The upper density of a set E ⊂ N is defined as d(E) = lim supN→∞ |E ∩ {1, . . . , N}|/N.
One of the central themes in Ramsey theory is the study of arithmetic patterns that appear
in large sets of natural numbers. In particular, one would like to know for which sequences
g1, . . . , gk : N→ N one can always find a configuration of the form
{a, a+ g1(n), . . . , a+ gk(n)} (1.1)
in any set E ⊂ N of positive upper density. A fundamental result in this direction is the
following celebrated theorem of E. Szemerédi.
Theorem 1.1 (Szemerédi’s Theorem, [Sze75]). For any set E ⊂ N of positive upper density
and any k ∈ N there exist a, n ∈ N such that {a, a+ n, . . . , a+ kn} ⊂ E.
An extension of Szemerédi’s Theorem dealing with the case of (1.1) where g1, . . . , gk are
polynomials was obtained in [BL96]. The following theorem pertains to the one-dimensional
case of this result.
Theorem 1.2 (Polynomial Szemerédi Theorem, [BL96]). For any set E ⊂ N of positive upper
density and any polynomials q1, . . . , qk ∈ Z[t] satisfying q1(0) = . . . = qk(0) = 0 there exist
a, n ∈ N such that {a, a+ q1(n), . . . , a+ qk(n)} ⊂ E.
Theorem 1.2 was later improved in [BLL08] to give an “if and only if” condition. A finite
collection of polynomials q1, . . . , qk ∈ Z[t] is called jointly intersective if for all m ∈ N there is
n ∈ N such that q1(n) ≡ . . . ≡ qk(n) ≡ 0 mod m.
Theorem 1.3 ([BLL08]). Given q1, . . . , qk ∈ Z[t] the following are equivalent:
(i) The polynomials q1, . . . , qk are jointly intersective.
(ii) For any set E ⊂ N of positive upper density there exist a, n ∈ N such that {a, a +
q1(n), . . . , a+ qk(n)} ⊂ E.
In view of the above results, one is led to inquire whether similar results hold for more
general classes of, say, eventually monotone sequences that do not grow too fast1. A natural
class of sequences to consider are those arising from Hardy fields.
Definition 1.4. Let G denote the ring (under pointwise addition and multiplication) of germs
at infinity2 of real valued functions defined on a half-line [s,∞) for some s ∈ R. Any subfield
of G that is closed under differentiation is called a Hardy field.
By abuse of language, we say that a function f : [s,∞)→ R belongs to some Hardy field H,
and write f ∈ H, if its germ at infinity belongs to H. A classical example of a Hardy field is the
class of logarithmico-exponential functions introduced by Hardy in [Har12; Har71]. It consists
of all (germs of) real-valued functions that can be built from real polynomials, the logarithmic
function log(t), and the exponential function exp(t) using the standard arithmetical operations
+, −, ·, ÷ and the operation of composition. Examples of logartihmico-exponential functions
are p(t)/q(t) for p(t), q(t) ∈ R[t], tc for c ∈ R, t/log(t) and e
√
t, as well as any products or
linear combinations of the above. Other Hardy fields contain even more exotic functions, such
as e
√
log tΓ(t) and tcζ(t) for any c ∈ R, where ζ is the Riemann zeta function and Γ is the usual
gamma function. For more information on Hardy fields we refer the reader to [Bos94; Fra09].
Another analogue of Szemerédi’s Theorem, which involves functions from a Hardy field, is
due to Frantzikinakis [Fra15] (see also [FW09; Fra10]). Throughout the paper we use ⌊.⌋ : R→
Z to denote the floor function, i.e., for all x ∈ R the expression ⌊x⌋ stands for the largest integer
less than or equal to x.
Theorem 1.5 ([Fra15]; cf. also [Fra10, Theorem 2.10]). Let f1, . . . , fk be functions from a
Hardy field such that for every f ∈ {f1, . . . , fk} there is ℓ ∈ N such that f(t)/tℓ → 0 and
tℓ−1 log(t)/f(t) → 0 as t → ∞ and have different growth, in the sense that for all i 6= j either
fi(t)/fj(t) → 0 or fj(t)/fi(t) → 0. Then for any set E ⊂ N of positive upper density there
exist a, n ∈ N such that {a, a+ ⌊f1(n)⌋, . . . , a+ ⌊fk(n)⌋} ⊂ E.
Another variant of Szemerédi’s Theorem, which was recently obtained by the authors in
[BMR17], stands in general position to Theorem 1.5 and reveals a new phenomenon pertaining
to multiple recurrence along a wide family of non-polynomial (and not necessarily Hardy)
functions. The following is one of the combinatorial corollaries of the main result in [BMR17].
Theorem 1.6. Let f be a function from a Hardy field and assume there is ℓ ∈ N such that
f(t)/tℓ → 0 and tℓ−1/f(t) → 0 as t → ∞. Then for any set E ⊂ N of positive upper density
there exist a, n ∈ N such that {a, a+ ⌊f(n)⌋, a+ ⌊f(n+ 1)⌋, . . . , a+ ⌊f(n+ k)⌋} ⊂ E.
Both Theorems 1.5 and 1.6 leave some space for further inquiry. For instance, one would
like to know if Theorem 1.6 has a version for several functions from H which deals with the
patterns
{a, a+ [f1(n)], . . . , a+ [f1(n+ ℓ)], . . . , a+ [fk(n)], . . . , a+ [fk(n+ ℓ)]} ⊂ E.
As for Theorem 1.5, a natural generalization is addressed by the following conjecture of Frantzik-
inakis. Given a finite collection of functions f1, . . . , fk, define
span(f1, . . . , fk) :=
{
c1f1(t) + . . .+ ckfk(t) : (c1, . . . , ck) ∈ Rk
}
.
1We remark in passing that for any sequence of exponential growth q(n) there exists a set E ⊂ N with
d(E) > 0 which contains no pair of the form {x, x+ q(n)} with x, n ∈ N (cf. [Bei+08, Corollary 4.18]).
2A germ at infinity is any equivalence class of real-valued functions in one real variable under the equivalence
relationship (f ∼ g)⇔
(
∃t0 > 0 such that f(t) = g(t) for all t ∈ [t0,∞)
)
.
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and
span∗(f1, . . . , fk) :=
{
c1f1(t) + . . .+ ckfk(t) : (c1, . . . , ck) ∈ Rk\{0}
}
.
Also, we will write f(t) ≺ g(t) when g(t)/f(t) → ∞ as t → ∞, and f(t) ≪ g(t) when there
exist C > 0 and t0 > 1 such that f(t) 6 Cg(t) for all t > t0. We say f(t) has polynomial growth
if it satisfies |f(t)| ≪ td for some d ∈ N.
Conjecture 1.7 (see [Fra10, Problems 4 and 4’] and [Fra16, Problem 25]). Let f1, . . . , fk be
functions of polynomial growth from a Hardy field such that
|f(t)− q(t)| → ∞
for all f ∈ span∗(f1, . . . , fk) and q ∈ Z[t]. Then for any set E ⊂ N of positive upper density
there exist a, n ∈ N such that {a, a+ ⌊f1(n)⌋, . . . , a+ ⌊fk(n)⌋} ⊂ E.
Remark 1.8. In the statements of Theorems 1.5 and 1.6 and Conjecture 1.7, it is possible
to replace the floor function ⌊.⌋ : R → Z with other rounding functions, such as the ceiling
function ⌈·⌉ : R → Z, or the rounding to the closest integer function [.] : R → Z. Indeed, since
⌈x⌉ = −⌊−x⌋ and [x] = ⌊x+ 0.5⌋, replacing ⌊.⌋ with either ⌈.⌉ or [.] actually yields equivalent
formulations of those statements.
The following theorem is the main combinatorial result of this paper. It contains The-
orems 1.1, 1.2, 1.3, 1.5, 1.6 as special cases and confirms Conjecture 1.7. We denote by
poly(f1, . . . , fk) the set of all real polynomials that can be “generated” using linear combi-
nations of the functions f1, . . . , fk. More precisely,
poly(f1, . . . , fk) =
{
p ∈ R[t] : ∃f ∈ span(f1, . . . , fk)with lim
t→∞ |f(t)− p(t)| = 0
}
.
Theorem A. Let f1, . . . , fk be functions of polynomial growth from a Hardy field and assume
that at least one of the following two conditions holds:
(1) For all q ∈ Z[t] and f ∈ span∗(f1, . . . , fk) we have limt→∞ |f(t)− q(t)| =∞.
(2) There is a jointly intersective collection of polynomials q1, . . . , qℓ ∈ Z[t] such that
poly(f1, . . . , fk) ⊂ span(q1, . . . , qℓ).
Then for any set E ⊂ N of positive upper density there exist a, n ∈ N such that {a, a +
[f1(n)], . . . , a+ [fk(n)]} ⊂ E.
Remark 1.9. Condition (1) in Theorem A will still hold if all the fi are shifted. Together
with Remark 1.8, this observation implies that if we are in case (1) of Theorem A then the
conclusion of Theorem A remains true, even if the closest integer function [·] is replaced by
either ⌊.⌋ or ⌈.⌉ (or indeed with any other rounding function of the form ⌊x + c⌋, c ∈ [0, 1)).
This observation, however, does not apply to condition (2) – see Example 1.14 below.
Besides resolving Conjecture 1.7, Theorem A also implies numerous new results. Corollaries
A1, A2, A3, and A4 below comprise a selection of such results that we consider to be of
particular interest.
The following rather special case of Theorem A already implies Theorems 1.1, 1.2, 1.5, and
1.6.
Corollary A1. Let f1, . . . , fk be functions of polynomial growth from a Hardy field and assume
that every p ∈ poly(f1, . . . , fk) satisfies p(0) = 0. Then for any set E ⊂ N of positive upper
density there exist a, n ∈ N such that {a, a+ [f1(n)], . . . , a+ [fk(n)]} ⊂ E.
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The fact that any set of positive density contains an arrangement of the form
{a, a+ [nc1 ], . . . , a+ [nck ]},
where c1, . . . , ck are all positive integers, follows from Theorem 1.2, whereas the case when
c1, . . . , ck are all positive non-integers follows from Theorem 1.5. The next corollary of The-
orem A deals with the previously unknown case where the constants c1, . . . , ck are a mix of
integers and non-integers.
Corollary A2. For any c1, . . . , ck > 0 and any set E ⊂ N of positive upper density there exist
a, n ∈ N such that {a, a+[nc1 ], . . . , a+[nck ]} ⊂ E. The same is true with [.] replaced by either
⌊.⌋ or ⌈.⌉.
Here are examples of other configurations that were not covered by previously known results:
{a, a+ [nc1 ], a+ [nc1 + nc2 ]}, or {a, a+ n, a+ [nc]}, or {a, a+ [log(n)], a+ [nc]}.
The following corollary takes care of these and more general configurations. We denote by
logm(t) the m-th iterate of log(t), that is, log1(t) = log(t), log2(t) = log log(t), log3(t) =
log log log(t), and so on. Let K denote the smallest algebra of functions that contains tc for
all c > 0 and logrm(t) for all m ∈ N and r > 0. We stress that any polynomial p in K
satisfies p(0) = 0 (in particular, K doesn’t contain non-zero constant functions). Therefore,
from Corollary A1, we obtain the following clean statement.
Corollary A3. For any f1, . . . , fk ∈ K and E ⊂ N with d(E) > 0 there are a, n ∈ N such that
{a, a+ [f1(n)], . . . , a+ [fk(n)]} ⊂ E.
We remark that Corollaries A1 and A3 are not true if [.] is replaced by either ⌊.⌋ or ⌈.⌉ (see
Example 1.14 below).
While Corollary A3 contains Theorem 1.2 as a special case, it does not encompassed poly-
nomials which have non-zero constant term. The following theorem shows that the conclusion
of Corollary A3 holds for significantly more general families K. In particular, in conjunction
with Theorem A, it implies both Theorem 1.3 and Theorem 1.5.
Theorem 1.10. Let q ∈ Z[t] be an intersective polynomial, let H be a Hardy field and let
L ⊂ H be a family of functions such that any f ∈ L satisfies tk−1 ≺ f(t) ≺ tk for some k ∈ N,
and any distinct f, g ∈ L have different growth. Let K(L, q) be the linear span over R of L and
qR[t]. Then any tuple f1, . . . , fk from K(L, q) satisfies Condition (2) of Theorem A.
Throughout this work, we use f (m)(t) to denote the m-th derivative of a function f(t).
Also, given a finite set of functions f1, . . . , fk, define
∇-span(f1, . . . , fk) :=
{
c1f
(m1)
1 (t) + . . .+ ckf
(mk)
k (t) : c1, . . . , ck ∈ R, m1, . . . ,mk ∈ N ∪ {0}
}
.
Theorem A allows us to derive a corollary which extends Theorem 1.6 from a single function f
to multiple functions f1, . . . , fk.
Corollary A4. Let f1, . . . , fk be functions of polynomial growth from a Hardy field and assume
that for all f ∈ ∇-span(f1, . . . , fk) we have limt→∞ |f(t)| ∈ {0,∞}. Then for any ℓ ∈ N, any
set E ⊂ N of positive upper density contains a configuration of the form
{a, a+[f1(n)], a+[f1(n+1)], . . . , a+[f1(n+ℓ)], . . . , a+[fk(n)], a+[fk(n+1)], . . . , a+[fk(n+ℓ)]}.
The same is true with [.] replaced by either ⌊.⌋ or ⌈.⌉.
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The assumptions of Corollary A4 are satisfied, for instance, if all the fi are a linear
combinations of powers tc with non-integer exponents c > 0. On the other hand, if some
f ∈ span∗(f1, . . . , fk) is a polynomial, then the conclusion of Corollary A4 fails. In Example
1.20 below we show that the conclusion may fail even when poly(f1, . . . , fk) = ∅.
1.2. Ergodic results
In [Fur77] Furstenberg developed an ergodic approach to Szemerédi’s theorem, thereby es-
tablishing a connection between dynamics and additive combinatorics. The quintessence of
Furstenberg’s method is captured by the following theorem.
Theorem 1.11 (Furstenberg’s correspondence principle, see [Ber87, Theorem 1.1] and [Ber96]).
For any E ⊂ N with d(E) > 0 there exists an invertible measure preserving system (X,B, µ, T )
and a set A ∈ B with µ(A) = d(E) such that for all n1, . . . , nℓ ∈ Z,
d
(
E ∩ (E − n1) ∩ . . . ∩ (E − nℓ)
)
> µ
(
A ∩ T−n1A ∩ . . . ∩ T nℓA). (1.2)
In light of (1.2), it is natural to tackle Theorem A by studying the behaviour of Cesàro
averages of multicorrelation expressions of the form
α(n) := µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A). (1.3)
Unfortunately, the limit of the averages 1N
∑N
n=1 α(n) does not exist in general. This is,
for example, the case when some of the fi grow too slowly. Nevertheless, this issue can be
overcome by considering weighted ergodic averages of the form
1
W (N)
N∑
n=1
w(n)µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A), (1.4)
where W : N → R>0 is a non-decreasing sequence satisfying limn→∞W (n) = ∞ and w(n) :=
∆W (n) = W (n+ 1)−W (n) is its discrete derivative.
There are many choices of W for which the limit as N → ∞ of the averages (1.4) exists.
We say that a weight function W belonging to a Hardy field H is compatible with the functions
f1, . . . , fk ∈ H if 1 ≺W (t)≪ t and the following holds:
Property (P): For all f ∈ ∇-span(f1, . . . , fk) and p ∈ R[t] either |f(t)− p(t)| ≪ 1 or |f(t)−
p(t)| ≻ log(W (t)).
It is important to mention that for any Hardy field H and any finite collection of functions
f1, . . . , fk ∈ H of polynomial growth there exist compatibleW ∈ H (see [Ric20, Corollary A.5]).
Roughly speaking, W can be chosen as any function which tends to∞ and grows “slower” than
any unbounded function in
∇-span(f1, . . . , fk)− R[x] =
{
f − g : f ∈ ∇-span(f1, . . . , fk), g ∈ R[x]
}
.
The following theorem is the second main result of this paper.
Theorem B. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H and let
W ∈ H be any function with 1 ≺ W (t)≪ t and such that f1, . . . , fk satisfy Property (P). Let
(X,B, µ, T ) be an invertible measure preserving system.
(i) For any h1, . . . , hk ∈ L∞(X) the limit
lim
N→∞
1
W (N)
N∑
n=1
w(n)T [f1(n)]h1 · · ·T [fk(n)]hk (1.5)
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exists in L2.
(ii) If f1, . . . , fk satisfy condition (1) of Theorem A then for any h1, . . . , hk ∈ L∞(X)
lim
N→∞
1
W (N)
N∑
n=1
w(n)T [f1(n)]h1 · · ·T [fk(n)]hk =
k∏
i=1
h∗i in L
2, (1.6)
where h∗i is the orthogonal projection of hi onto the subspace of T -invariant functions in
L2(X). In particular, for any A ∈ B
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ(A ∩ T−[f1(n)]A ∩ · · · ∩ T−[fk(n)]A) > µ(A)k+1.
(iii) If f1, . . . , fk satisfy condition (2) of Theorem A then for any A ∈ B with µ(A) > 0 we
have
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> 0. (1.7)
As a first corollary to Theorem B we obtain convergence of multiple ergodic averages with
Cesàro weights along a rather large class of functions from a Hardy field. Special cases of this
corollary were previously obtained in [HK05b; HK05a; Lei05; BH09; Fra10; Kou18]
Corollary B1. Let f1, . . . , fk be functions of polynomial growth from a Hardy fieldH such that
for all f ∈ ∇-span(f1, . . . , fk) and p ∈ R[t] either |f(t)−p(t)| ≪ 1 or |f(t)−p(t)| ≻ log(t). Then
for any ergodic invertible measure preserving system (X,B, µ, T ) and any h1, . . . , hk ∈ L∞(X)
the limit
lim
N→∞
1
N
N∑
n=1
T [f1(n)]h1 · · · T [fk(n)]hk
exists in L2. The same is true with [.] replaced by either ⌊.⌋ or ⌈.⌉.
Theorem B also sheds new light on the following conjecture of Frantzikinakis:
Conjecture 1.12 ([Fra16, Problem 23]; cf. also [Fra15, Problem 1]). Let f1, . . . , fk be functions
from a Hardy field such that |f(t)−q(t)|/ log t→∞ for every q ∈ Z[t] and f ∈ span∗(f1, . . . , fk).
Then for any ergodic measure preserving system (X,B, µ, T ) and any f1, . . . , fk ∈ L∞(X) we
have
lim
N→∞
1
N
N∑
n=1
T [f1(n)]h1 · · ·T [fk(n)]hk =
k∏
i=1
∫
hi dµ in L
2.
Part (ii) of Theorem B immediately implies that Conjecture 1.12 holds under the addi-
tional assumption that the functions f1, . . . , fk satisfy Property (P) with W (t) = t (which
is slightly stronger than the assumption that |f(t) − q(t)|/ log t → ∞ for every q ∈ Z[t] and
f ∈ span∗(f1, . . . , fk)). Moreover, part (ii) of Theorem B provides a confirmation of a variant of
Conjecture 1.12 where the condition |f(t)− q(t)|/ log t→∞ is weakened to |f(t)− q(t)| → ∞,
but at the price of replacing Cesàro averages by weighted averages.
Corollary B2. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H and
let W ∈ H be any function with 1 ≺ W (t) ≪ t and such that f1, . . . , fk satisfy Property (P).
Suppose that for all q ∈ Z[t] and f ∈ span∗(f1, . . . , fk) we have limt→∞ |f(t)−q(t)| =∞. Then
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for any invertible ergodic measure preserving system (X,B, µ, T ) and any h1, . . . , hk ∈ L∞(X)
lim
N→∞
1
W (N)
N∑
n=1
w(n)T [f1(n)]h1 · · ·T [fk(n)]hk =
k∏
i=1
∫
hi dµ in L
2.
The same is true when [.] is replaced by either ⌊.⌋ or ⌈.⌉.
Example 1.13. For each i = 1, . . . , k let fi be of the form fi(t) = a1tc1 + · · · + adtcd for
ai ∈ R and ci > 0, ci /∈ Z and assume that the fi are linearly independent. Then W (t) = t
is a compatible weight and hence, in view of Corollary B2, we deduce that for any invertible
ergodic measure preserving system (X,B, µ, T ) and any h1, . . . , hk ∈ L∞(X)
lim
N→∞
1
N
N∑
n=1
T [f1(n)]h1 · · ·T [fk(n)]hk =
k∏
i=1
∫
hi dµ in L
2. (1.8)
We remark that in the case when f1, . . . , fk have different growth, this result was obtained
by Frantzikinakis in [Fra10, Theorem 2.6]
Finally, we formulate two corollaries of Theorem B which imply Theorem A (via Fursten-
berg’s correspondence principle). We believe that these two results are also of independent
interest.
Corollary B3. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H satisfy-
ing condition (1) of Theorem A. Then for any invertible measure preserving system (X,B, µ, T )
and any A ∈ B,
lim sup
N→∞
1
N
N∑
n=1
µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> µ(A)k+1. (1.9)
The same is true when [.] is replaced by either ⌊.⌋ or ⌈.⌉.
Corollary B4. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H satisfy-
ing condition (2) of Theorem A. Then for any invertible measure preserving system (X,B, µ, T )
and any A ∈ B with µ(A) > 0 we have
lim sup
N→∞
1
N
N∑
n=1
µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> 0. (1.10)
We would like to stress that one cannot replace lim sup with lim in (1.9) and (1.10), as the
limits don’t exist in general. In fact, if one replaces lim sup with lim inf, the left hand side may
equal 0 in either case.
1.3. Illustrative examples and counterexamples
While part (i) of Theorem B holds for any functions f1, . . . , fk ∈ H of polynomial growth
(with an appropriate W ), parts (ii) and (iii) require some additional constraints. This is of
course unavoidable since for certain functions from H the conclusions of parts (ii) and (iii)
of Theorem B are known to fail. In this subsection we collect examples that illustrate that
under some ostensibly natural weakenings/modifications of its conditions, parts (ii) and (iii) of
Theorem B are no longer true.
As was discussed in Remark 1.9, if condition (1) of Theorem A holds, then the conclusion
remains valid when the floor function ⌊.⌋ is replaced with either the ceiling function ⌈.⌉ or the
closest integer function [.]. However, as the next example demonstrates, the same is not true
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in general for condition (2) of Theorem A.
Example 1.14. Let c > 0 be such that nc /∈ N for any n ∈ {2, 3, ...} and consider the pair of
functions
f1(n) = n− nc and f2(n) = n+ nc.
Since f1, f2 satisfy condition (2) of Theorem A, it follows that any set E ⊂ N of positive
upper density contains a triple of the form {a, a + [f1(n)], a + [f2(n)]}. However, the set
E = 2N − 1 does not contain any configurations of the form {a, a + ⌊f1(n)⌋, a + ⌊f2(n)⌋} or
{a, a+ ⌈f1(n)⌉, a+ ⌈f2(n)⌉}.
One may wonder if in Theorem A one can relax condition (1) by replacing span∗(f1, . . . , fk)
with span∗Z(f1, . . . , fk) = {c1f1(t) + . . . + ckfk(t) : c1, . . . , ck ∈ Z}. However, the following
example shows that this is not possible.
Example 1.15. Let α and β be two rationally independent irrationals with max{|α|, |β|} 6
1/8, and consider the functions
f1(n) = α
−1n2 + n and f2(n) = β−1(n3 − αn+ 1/2).
Then the set E = {n ∈ N : {nα} ∈ [0, 1/8), {nβ} ∈ [0, 1/8)} does not contain a triple of the
form {a, a+ [f1(n)], a+ [f2(n)]}
Next, we address the following natural question.
Question 1.16. Let H be a Hardy field. Is it true that for any f1, . . . , fk ∈ H with polynomial
growth the set of returns
R =
{
n ∈ N : µ(A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A) > 0}. (1.11)
is either finite or satisfies d¯(R) > 0 (or at least d∗(R) > 03)?
The following example shows that the answer is negative even when all the functions involved
are essentially polynomials.
Example 1.17. Let α be an irrational, C > 0, and consider the functions
f1(n) = 2nα− 1/2 and f2(n) = 2nα+ 1/2 − 2C/n.
Moreover, let T : {0, 1} → {0, 1} be the map T (x) = x+ 1 mod 2 and A = {0}. A straightfor-
ward calculation shows that{
n ∈ N : A ∩ T−[f1(n)]A ∩ T−[f2(n)]A 6= ∅
}
=
{
n ∈ N : {nα− 1/2} < C/n},
which, for C sufficiently small, is an infinite set of zero upper Banach density by the classical
Tchebychef’s inhomogenous version of Dirichlet’s Approximation Theorem (see [Gra18]).
Remark 1.18. Examples analogous to Example 1.17 exist where [·] is replaced by ⌊·⌋ and ⌈·⌉.
One can also create an example where the dynamical system is an irrational rotation instead
of a rotation on only two points. Finally we point out that, by choosing α appropriately one
can make the set
{
n ∈ N : {nα− 1/2} < C/n} be arbitrarily sparse.
In view of Example 1.17 one might suspect that polynomials with irrational coefficients are
the only obstruction to an affirmative answer to Question 1.16. The following example shows
3Given a set R ⊂ N the upper Banach density of R is defined by d∗(R) := limN→∞ supM∈N |R ∩ {M,M +
1, . . . ,M +N}|/N .
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that this is not the case. In fact, no integer linear combination of the functions f1 and f2 in
the following example are in R[x]\Z[x].
Example 1.19. Let f1(n) = n +
√
n and f2(n) = n −
√
n. Since the parity of ⌊f1(n)⌋ and
of ⌊f2(n)⌋ are different whenever n is not a perfect square, we see that, for a rotation on two
points (i.e. with the same T and A as in Example 1.17) the set (1.11) has 0 Banach upper
density. However, it follows from Theorem 1.2 that the set (1.11) has an infinite intersection
with the set of perfect squares, and hence is itself infinite.
Our final example shows that the hypothesis in Corollary A4 can not be weakened to the
assumption that poly(f1, . . . , fk) = ∅.
Example 1.20. Let f1(t) = t5/2 and let f2(t) = 5/2t3/2 + t. Let α ∈ R be irrational, let ε > 0
be small and let E = {n ∈ N : {nα} < ε}. Since the linear combination
t 7→ f1(t+ 2)− 2f1(t+ 1) + f1(t)− f2(t+ 1) + f2(t)
tends to 1 as t→∞, if for some a, n ∈ N we have a+{0, [f1(n)], [f1(n+1)], f1(n+2)], [f2(n)], [f2(n+
1)]} ⊂ E, then we would have {kα} < 6ε for some integer k with |k| 6 6. By choosing ε and
α appropriately, this becomes impossible, showing that the conclusion of Corollary A4 fails for
these functions.
1.4. Outline of the paper
After presenting some preliminaries in Section 2, in Section 3 we briefly explain how each
result mentioned in the introduction follows from Theorem B. Sections 4 and 5 are dedicated
to the proof of Theorem B. In Section 4 we show that the nilfactors are characteristic for the
expressions involved, and in Section 5 we use this to reduce Theorem B to the case of nilsystems,
which can then be studied directly using equidistribution results developed in [Ric20]. Finally,
in Section 6, we formulate some natural open questions.
2. Preliminaries
2.1. Preliminaries on nilsystems and nilmanifolds
Let G be a (s-step) nilpotent Lie group and Γ a uniform4 and discrete5 subgroup of G. The
quotient space X := G/Γ is called a (s-step) nilmanifold.
An element g ∈ G with the property that gn ∈ Γ for some n ∈ N is called rational (or
rational with respect to Γ). A closed subgroup H of G is then called rational (or rational with
respect to Γ) if rational elements are dense in H. For instance, if G = R2 and Γ = Z2 then the
subgroup H = {(t, αt) : t ∈ R} is rational if and only if α ∈ Q.
Rational subgroups play a key role in the description of sub-nilmanifolds. If X = G/Γ is a
nilmanifold, then a sub-nilmanifold Y of X is any closed set of the form Y = Hx, where x ∈ X
and H is a closed subgroup of G. It is not true that for every closed subgroup H of G and
every element x = gΓ in X = G/Γ the set Hx is a sub-nilmanifold of X, because Hx need not
be closed. In fact, it is shown in [Lei06] that Hx is closed in X (and hence a sub-nilmanifold) if
and only if the subgroup g−1Hg is rational with respect to Γ. For more information on rational
elements and rational subgroups see [Lei06].
4A closed subgroup Γ of a Lie group G is called uniform if the quotient space G/Γ, endowed with the quotient
topology, is a compact topological space.
5A subgroup Γ of a Lie group G is called discrete if there exists an open cover of Γ in which every open set
contains exactly one element of Γ.
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The Lie group G acts naturally on X via left-multiplication given by the formula a(gΓ) =
(ag)Γ for every a ∈ G and gΓ ∈ x. There exists a unique Borel probability measure on X
that is invariant under this action by G called the Haar measure on X (see [Rag72]), which we
denote by µX .
By a (s-step) nilsystem we mean a pair (X,T ) where X is a (s-step) nilmanifold and
T : X → X is left-multiplication by a fixed element a ∈ G. Since the Haar measure µX is
T -invariant, a nilsystem is simultaneously a topological dynamical system and a (probability)
measure preserving system. It is well known that for a nilsystem, being transitive, minimal and
uniquely ergodic are all equivalent properties.
We denote by G◦ the connected component of G that contains the identity element 1G of
G. If a ∈ G◦, then at is well defined for every t ∈ R and the nilsystem (X,T ) can be naturally
extended to a flow (i.e. a R-action on X whose time 1 map is T ).
Proposition 2.1. Given a minimal nilsystem (X,T ) there exists a nilsystem (Y, S) with Y =
G/Γ for a connected and simply connected nilpotent Lie group G such that (X,T ) is (conjugate
to) a subsystem of (Y, S). Moreover, the flow induced by (Y, S) is ergodic and if π : G→ Y is
the natural projection and H ⊂ G is a closed and rational subgroup such that X = π(H) then
Γ ⊂ H.
We thank A. Leibman for help with the following proof.
Proof. Let X = G′/Γ′ and let a ∈ G′ be such that Tx = ax for all x ∈ X. Let G′c denote
the connected component of the identity in G′, and let π′ : G′ → X be the natural projection.
Then π(G′c) is open in X and thus, by minimality, π(aZG′c) = aZπ(G′c) = X. Let G′′ := aZG′c
and Γ′′ := Γ′ ∩ G′′. Then we have X = G′′/Γ′′ and a ∈ G′′, but since G′′c = G′c we also have
G′′ = aZG′′c .
Since X is compact it has a finite number d of connected components. For any x ∈ X the
point adx is in the same connected component as x. This implies that there exists γ0 ∈ Γ′′ such
that adγ0 ∈ G′′c , and d is the smallest natural number with this property. Therefore Γ′′, being
contained in G′′ = aZG′′c , is generated by Γ′′ ∩G′′c and γ0.
Using [CG90, Theorem 5.1.6] we can find a Malcev basis, i.e. generating set {γ1, . . . , γk}
for Γ′′ ∩ G′c” such that G′′c = {γt11 · · · γtkk : t1, . . . , tk ∈ R}. Therefore Γ′′ is generated by
{γ0, γ1, . . . , γk} and
G′′ = aZG′′c =
{
γt00 · · · γtkk : t0 ∈ 1dZ, t1, . . . , tk ∈ R
}
.
Let s ∈ N be the nilpotency step of G′′, let F be the free product of k + 1 copies of R, and
let F ′ be the free product of Z and k copies of R, embedded as a subgroup of F in the natural
way. There is a surjective homomorphism ψ : F ′ → G′′ taking each generating copy of R to
the one parameter subgroups {γti : t ∈ R} of G′′, and taking the copy of Z to {γn0 : n ∈ Z}.
Since G′′ is s-step nilpotent, ψ must vanish on the (s + 1)-st group F ′s+1 in the lower central
series of F ′. One can in fact show that ψ must vanish on Fs+1∩F ′, where Fs+1 is the (s+1)-st
group in the lower central series of F , and hence ψ descends to a homomorphism on the group
G := F ′/(Fs+1 ∩ F ′). Let Gˆ := F/Fs+1, let G˜ be the connected component of the identity in
G, let Γ = ψ−1(Γ′′) and let aˆ ∈ G be such that ψ(aˆ) = a. The four listed properties can now
be checked by a routine argument.
2.2. Preliminaries on Hardy fields
We need the following two results form [Ric20].
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Lemma 2.2 ([Ric20, Corollary A.5]). Let H be a Hardy field and assume f1, . . . , fk ∈ H have
polynomial growth. Then there exists W ∈ H with 1 ≺ W (t) ≪ t such that f1, . . . , fk satisfy
property (P).
Lemma 2.3 ([Ric20, Theorem 5.1]). Let H be a Hardy field and W ∈ H a function satisfying
1 ≺ W (t) ≪ t. Then for any f ∈ H with the property that tℓ−1 log(W (t)) ≺ |f(t)| ≺ tℓ for
some ℓ ∈ N, the sequence (f(n))n∈N is uniformly distributed mod 1 with respect toW -averages.
We also need the following Lemma.
Lemma 2.4. Assume f1, . . . , fk ∈ H have polynomial growth. Then we can partition {1, . . . , k}
into two sets I and J such that
(a) Any f ∈ span∗{fj : j ∈ J } satisfies |f(t)− p(t)| → ∞ for any p ∈ R[t]
(b) for any i ∈ I there exist pi ∈ poly(f1, . . . , fk), and {λi,j : j ∈ J } ⊂ R such that
lim
t→∞
∣∣∣∣∣fi(t)−
∑
j∈J
λi,jfj(t)− pi(t)
∣∣∣∣∣ = 0.
Proof. We use induction on k. For the base case of this induction, which corresponds to k = 1,
we distinguish between the cases when limt→∞ |f1(t)− p(t)| <∞ for some p ∈ R[t], and when
limt→∞ |f1(t)− p(t)| =∞ for all p ∈ R[t]. If we are in the first case then simply take I = {1},
J = ∅, c = limt→∞ f1(t) − p(t), and p1(t) = p(t) + c. If the latter holds, then we pick I = ∅
and J = {1} and we are done.
Now assume the claim has already been proven for k−1. This means that for the collection
{f1, . . . , fk−1} there exist disjoint I ′,J ′ ⊂ {1, . . . , k − 1} with I ′ ∪ J ′ = {1, . . . , k − 1}, {λi,j :
i ∈ I ′, j ∈ J ′} ⊂ R, and {pi : i ∈ I ′} ⊂ poly(f1, . . . , fk−1) such that conditions (a) and (b) are
satisfied. We again distinguish two cases. The first case is when there exists {ηj : j ∈ J ′} ⊂ R,
ηk ∈ R, and p ∈ R[t] such that limt→∞ |
∑
j∈J ′ ηjfj(t) + ηkfk(t) − p(t)| < ∞. If we are in
this case, then we take I = I ′ ∪ {k}, J = J ′, c = limt→∞
∑
j∈J ′ ηjfj(t) + ηkfk(t) − p(t),
pk(t) = η
−1
k (p(t) + c), and λk,j = −η−1k ηj for all j ∈ J ′. It is then straightforward to check
that conditions (a) and (b) are satisfied. The second case is when limt→∞ |
∑
j∈J ′ ηjfj(t) +
ηkfk(t)− p(t)| =∞ for all {ηj : j ∈ J ′} ⊂ R, ηk ∈ R, and p ∈ R[t]. But this just means that if
we choose I = I ′ and J = J ′ ∪ {k} then conditions (a) and (b) hold.
We also need the following corollary of Lemma 2.4.
Corollary 2.5. With the same assumptions and notation of Lemma 2.4, set
f∗i (t) :=
{∑
j∈J λi,jfj(t), if i ∈ I,
fi, if i ∈ J .
Assume f1, . . . , fk satisfy property (P) with respect to some W ∈ H with 1 ≺ W (t) ≪ t. If
either f∗i 6= 0 or pi−pi(0) /∈ Q[t] then the sequence
(
f∗i (n)+pi(n)
)
n∈N is uniformly distributed
mod 1 with respect to W -averages.
Proof. According to property (a) from Lemma 2.4, for each i the function f∗i is either zero
or unbounded. Let us first deal with the case when f∗i is unbounded. Let ℓ be the smallest
number in N for which there exists q ∈ R[t] such that f∗i (t) − q(t) ≺ tℓ. Then let qi be a real
polynomial such that f∗i (t)− q(t) ≺ ℓ. By property (a) of Lemma 2.4, the function f∗i (t)− q(t)
is still unbounded. In view of property (P), this implies that td−1 log(W (t)) ≺ f∗i (t) ≪ td, for
some d ∈ N. Observe that we must have d = ℓ because of the minimality assumption on ℓ.
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This also implies that we can replace f∗i (t) ≪ tℓ with f∗i (t) ≺ tℓ. Define p∗i (t) := pi(t) + qi(t).
We now distinguish between the case when p∗i (t)− p∗i (0) ∈ Q[t] and p∗i (t)− p∗i (0) /∈ Q[t].
If p∗i (t)− p∗i (0) /∈ Q[t] then for any r ∈ Q[t] we have∣∣f∗i (n) + pi(n)− r(t)∣∣ ≻ log(t).
In view of Boshernitzan’s Equidistribution Theorem [Bos94], the sequence
(
f∗i (n) + pi(n)
)
n∈N
is therefore uniformly distributed mod 1 with respect to Cesàro averages. It follows that(
f∗i (n) + pi(n)
)
n∈N is also uniformly distributed mod 1 with respect to W -averages.
If p∗i (t)−p∗i (0) ∈ Q[t] then, after passing to sub-progressions, the fact that
(
f∗i (n)+pi(n)
)
n∈N
is also uniformly distributed mod 1 with respect to W -averages follows form Lemma 2.3.
It remains to deal with the case when f∗i is the zero function. If f
∗
i is zero but pi − pi(0) /∈
Q[t], then the sequence (pi(n))n∈N is uniformly distributed mod 1 by Weyl’s Equidistribution
Theorem [Wey16]. Hence (pi(n))n∈N is also uniformly distributed mod 1 with respect to W -
averages.
3. Proofs of the corollaries
In this section we explain how all the results in the introduction can be derived from Theorem B.
Corollary B1 follows directly from part (i) of Theorem B by taking W (t) = t and Corollary
B2 follows directly from part (ii) of Theorem B in the case of an ergodic system. Corollaries
B3 and B4 follow from parts (ii) and (iii), respectively, together with the well known fact that
for any bounded sequence a : N → R,
lim sup
N→∞
1
N
N∑
n=1
a(n) > lim sup
N→∞
1
W (N)
N∑
n=1
w(n)a(n).
Theorem A is obtained by combining Corollaries B3 and B4 with Furstenberg’s correspondence
principle Theorem 1.11.
Proof of Corollary A1. Since all the fi have polynomial growth, there is a maximum degree d
among all polynomials in poly(f1, . . . , fk). If all p ∈ poly(f1, . . . , fk) satisfies p(0) = 0, then
poly(f1, . . . , fk) ⊂ span(t, t2, . . . , td). Since the polynomials t, t2, . . . , td are jointly intersective,
the result follows from part (2) of Theorem A.
Proof of Corollary A2. The conclusion follows immediately from Corollary A1 when the round-
ing function is the closest integer function [·]. We next prove the result for the floor function
⌊·⌋, the case for the ceiling function ⌈·⌉ being analogous. Since ⌊x⌋ = [x − 1/2] and when
n, c ∈ N we have ⌊nc⌋ = nc = [nc], it follows that, for each = 1, . . . , k, ⌊nci⌋ = [fi(n)] where
fi(n) =
{
nci if ci ∈ N
nci − 1/2 otherwise.
Since the functions f1, . . . , fk satisfy the conditions in Corollary A1, it follows that the conclu-
sion holds.
Corollary A3 can be shown to follow from Corollary A1. Alternative, since K = K(L, q)
where q(t) = t and L = {tc logrm : c ∈ (0, 1),m ∈ N, r > 0}, by using Theorem 1.10 one can
derive Corollary A3 from part (2) of Theorem A.
The following theorem provides a convenient description of functions which satisfy Condition
(2) in the Theorem A and, in particular, implies Theorem 1.10.
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Theorem 3.1. Let q ∈ Z[t] be an intersective polynomial, let H be a Hardy field and let
L ⊂ H be a family of functions such that any f ∈ L satisfies tk−1 ≺ f(t) ≺ tk for some k ∈ N,
and any distinct f, g ∈ L have different growth. Let K˜(L, q) to be the linear span over R of
L and qR[t] and let K(L, q) be the set of functions f ∈ H such that there exists f∗ ∈ K˜(L, q)
with lim f(t)− f∗(t) = 0.
Then functions f1, . . . , fk fromH satisfy Condition (2) of Theorem A if and only if {f1, . . . , fk} ⊂
K(L, q) for some L and q as above.
Proof. Suppose that f1, . . . , fk ∈ K(L, q) for some L and q as in the statement of Theorem 3.1.
Then poly(f1, . . . , fk) ⊂ qR[t], which is spanned by the jointly intersective collection {tℓq(t) :
ℓ > 0}. This shows that f1, . . . , fk ∈ H satisfy Condition (2) of Theorem A.
Conversely, letH be a Hardy field and let f1, . . . , fk ∈ H satisfy Condition (2) of Theorem A.
Using [Ric20, Lemma A.3] we can find g1, . . . , gm ∈ span∗(f1, . . . , fk) of different growth satisfy-
ing tℓ−1 ≺ gj(t) ≺ tℓ for all j = 1, . . . ,m and some ℓ ∈ N (which depends on j) and p1, . . . , ps ∈
poly(f1, . . . , fk) such that for every i = 1, . . . , k there exists f∗i ∈ span∗(g1, . . . , gm, p1, . . . , ps)
with lim |fi(t) − f∗i (t)| = 0. Condition (2) implies that p1, . . . , ps ∈ span(q1, . . . , qℓ) for some
jointly intersective polynomials q1, . . . , qℓ ∈ Z[t]. In view of [BLL08, Proposition 6.1] there ex-
ists a divisible polynomial q such that q1, . . . , qℓ ∈ qZ[t], and hence p1, . . . , ps ∈ qR[t]. Letting
L = {g1, . . . , gm}, we conclude that f1, . . . , fk ∈ K(L, q).
Finally, it remains to prove Corollary A4.
Proof of Corollary A4. Suppose that every f ∈ ∇-span(f1, . . . , fk) satisfies limt→∞ |f(t)| ∈
{0,∞}. For every ℓ ∈ N let Fℓ denote the collection of functions
Fℓ :=
{
n 7→ fi(n+ j) : i ∈ {1, . . . , k}, j ∈ {0, . . . , ℓ}
}
.
Observe that function in Fℓ belongs to the vector space∇-span(f1, . . . , fk), and hence span∗(Fℓ) ⊂
∇-span(f1, . . . , fk). Let f ∈ H and let q ∈ Z[t] be a polynomial of degree d > 1 such that
limt→∞ |f(t) − q(t)| < ∞. Taking derivatives we have limt→∞ |f (d)(t) − q(d)(t)| = 0, and
since q(d) is a non-zero constant, this implies that f /∈ ∇-span(f1, . . . , fk). It follows that the
collection of functions Fℓ satisfies the condition that for all q ∈ Z[t] and f ∈ span∗(Fℓ) ⊂
∇-span(f1, . . . , fk) we must have limt→∞ |f(t) − q(t)| = ∞ The conclusion now follows from
applying part (1) of Theorem A.
4. Characteristic Factors
In this section we show that nilsystems are characteristic for the ergodic averages (1.5). We
will make use of the uniformity seminorms introduced in [HK05b] for ergodic systems. As was
observed in [CFH11], the ergodicity of the system is not necessary.
Definition 4.1. Let (X,B, µ, T ) be an invertible probability measure preserving system. We
define the uniformity seminorms on L∞(X) recursively as follows.
|||h|||0 =
∫
X
h dµ and |||h|||2ss = lim
N→∞
1
N
N∑
n=1
|||h · T nh|||2s−1s−1 for every s ∈ N.
The existence of the limits in this definition was established in [HK05b] for ergodic systems
and in [CFH11, Section 2.2] in general.
Here is the main theorem of this section.
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Theorem 4.2. Let H be a Hardy field andW ∈ H with 1 ≺W (t)≪ t. Assume f1, . . . , fk ∈ H
satisfy (P), |f1(t)| ≪ . . . ≪ |fk(t)|, and limt→∞ |fk(t)| = limt→∞ |fk(t) − fi(t)| = ∞ for
every i < k. Then there exists s ∈ N such that for any invertible measure preserving system
(X,B, µ, T ) and any hk ∈ L∞(X) with |||hk|||s = 0 we have
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥ 1W (N)
N∑
n=1
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥
L2
= oN→∞(1), (4.1)
where the suprema are taken over all functions h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 and all
a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1.
4.1. The sub-linear case of Theorem 4.2
For the proof of Theorem 4.2 we have to distinguish between the case when fk has sub-linear
growth (i.e. |fk(t)| ≪ t), and the case when fk has super-linear growth (i.e. t ≺ |fk(t)|), because
the respective inductive procedures used to prove these two cases rely on different arguments.
In this subsection we focus on the proof of the sub-linear case, which for the convenience of the
reader we state as a separate theorem here.
Theorem 4.3. Let H be a Hardy field andW ∈ H with 1 ≺W (t)≪ t. Assume f1, . . . , fk ∈ H
satisfy property (P), |f1(t)| ≪ . . .≪ |fk(t)| ≪ t, and limt→∞ |fk(t)| = limt→∞ |fk(t)− fi(t)| =
∞ for every i < k. Then for any invertible measure preserving system (X,B, µ, T ) and any
hk ∈ L∞(X) with |||hk|||k+1 = 0 we have
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥ 1W (N)
N∑
n=1
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥
L2
= oN→∞(1), (4.2)
where the suprema are taken over all functions h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 and all
a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1.
Given f : R → R and g : R → (0,∞), we write f(t) ∼ g(t) if limt→∞ f(t)/g(t) = 1. The
first step in proving Theorem 4.3 is to reduce it to the following result:
Proposition 4.4. Let H be a Hardy field and f1, . . . , fk ∈ H with |f1(t)| ≪ . . . ≪ |fk(t)|,
limt→∞ |fk(t) − fi(t)| = ∞ whenever i < k, and fk(t) ∼ ct for some c > 0. Let p1, p2, p3, . . .
be a sequence of positive real numbers that is eventually monotone. Let PN :=
∑N
n=1 pn and
assume
lim
N→∞
PN = ∞ and lim
N→∞
pN
PN
= 0.
Then there exists a constant Ck > 0, depending only on k and f1, . . . , fk such that for any
invertible measure preserving system (X,B, µ, T ) and any hk ∈ L∞(X) we have
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥ 1PN
N∑
n=1
pna(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥
L2
6 Ck|||hk|||k+1 + oN→∞(1), (4.3)
where the suprema are taken over all functions h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 and all
a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1.
The following lemma from [Ric20] will be useful for the proof that Proposition 4.4 implies
Theorem 4.3
Lemma 4.5 ([Ric20, Lemma 7.4]). LetW, g ∈ H with 1 ≺W (t)≪ t and log(W (t)) ≺ g(t) ≺ t,
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and define w := ∆W . For every j ∈ N let
Kj :=
{
n ∈ N : j − 1 < g(n) 6 j}.
Also, define pj :=
∑
n∈Kj w(n) and PN :=
∑N
n=1 pn. Then the following hold:
(i) limn→∞
W (g−1(n+1))−W (g−1(n))
pn
= 1.
(ii) limn→∞
W (g−1(n))
Pn
= 1;
(iii) limn→∞ Pn =∞;
(iv) limn→∞ pnPn = 0.
Remark 4.6. We say a function f : [1,∞) → R has sub-exponential growth if |f(t)| ≺ ct for all
c > 1. It follows from [Ric20, Lemma 7.2 and Remark 7.3] that if W, g ∈ H with 1 ≺ W ≪ t
and log(W (t)) ≺ g(t) then W ◦ g−1 has sub-exponential growth.
Proof that Proposition 4.4 implies Theorem 4.3. By replacing fk with −fk and T with its in-
verse T−1 if necessary, we can assume without loss of generality that fk(t) is eventually pos-
itive. If fk(t) ∼ ct for some c > 0 then Theorem 4.3 follows from Proposition 4.4 straight-
away. Thus, it only remains to deal with the case fk(t) ≺ t. Let g(t) := fk(t) and define
Kj := {n ∈ N : j − 1 < g(n) 6 j} . Since
1
W (N)
N∑
n=1
w(n)a(n)
k∏
i=1
T [fi(n)]hi
=
1
W (N)
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)a(n)
k∏
i=1
T [fi(n)]hi + oN→∞(1),
instead of (4.2) is suffices to show
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥∥
1
W (N)
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥∥
L2
= oN→∞(1). (4.4)
Set pj :=
∑
n∈Kj w(n) and PN :=
∑N
j=1 pj. According to Lemma 4.5, part (ii), we have
lim
N→∞
W (N)
P⌊g(N)⌋
= 1.
Therefore, (4.4) is equivalent to
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥∥
1
P⌊g(N)⌋
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥∥
L2
= oN→∞(1),
which is implied by
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥∥
1
PN
N∑
j=1
∑
n∈Kj
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥∥
L2
= oN→∞(1). (4.5)
Define gi(t) := fi(g−1(t)) for i = 1, . . . , k and note that gk(t) = t. Since |fi(t)| ≪ fk(t) for all
i 6 k, there exists C ∈ N such that |fi(t)| < Cfk(t) for all t in some half-line [t0,∞). This
implies that gi(j) − fi(n) ∈ [0, C] for all n ∈ Kj and all but finitely many j ∈ N. In other
words, for all but finitely many j ∈ N and all n ∈ Kj we have [fi(n)] ∈ [gi(j)] + {−C, . . . , C}.
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For every η = (η1, . . . , ηk) ∈ {−C, . . . , C}k define
K
(η)
j := {n ∈ Kj : [f1(n)] = [g1(j)] + η1, . . . , [fk(n)] = [gk(j)] + ηk}.
Then,
⋃
η∈{−C,...,C}k K
(η)
j = Kj. Therefore, to prove (4.5), it suffices to show that for every
η = (η1, . . . , ηk) ∈ {−C, . . . , C}k we have
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥∥∥
1
PN
N∑
j=1
∑
n∈K(η)j
w(n)a(n)
k∏
i=1
T [gi(j)]T ηihi
∥∥∥∥∥∥∥
L2
= oN→∞(1). (4.6)
Note that if |||hk|||k+1 = 0 then also |||T ηkhk|||k+1 = 0. Moreover, the supremum over all functions
h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 is the same as the supremum over all functions
T η1h1, . . . , T
ηk−1hk−1 ∈ L∞(X) with ‖T ηihi‖L∞ 6 1. This means that (4.6) holds if and only
if for all hk ∈ L∞(X) with |||hk|||k+1 = 0 we have
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥∥∥
1
PN
N∑
j=1
∑
n∈K(η)j
w(n)a(n)
k∏
i=1
T [gi(j)]hi
∥∥∥∥∥∥∥
L2
= oN→∞(1), (4.7)
where the suprema are taken over all functions h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 and all
a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1. Define b ∈ ℓ∞(N) as
b(j) :=
∑
n∈K(η)j
w(n)a(n)∑
n∈Kj w(n)
, ∀j ∈ N,
and note that ‖b‖ℓ∞ 6 1 since ‖a‖ℓ∞ 6 1. Thus (4.7) becomes
sup
h1,...,hk−1∈L∞
sup
b∈ℓ∞
∥∥∥∥∥∥
1
PN
N∑
j=1
b(j)

∑
n∈Kj
w(n)

 k∏
i=1
T [gi(j)]hi
∥∥∥∥∥∥
L2
= oN→∞(1). (4.8)
Since
∑
n∈Kj w(n) = pj, we see that (4.8) is equivalent to
sup
h1,...,hk−1∈L∞
sup
b∈ℓ∞
∥∥∥∥∥∥
1
PN
N∑
j=1
pj b(j)
k∏
i=1
T [gi(j)]hi
∥∥∥∥∥∥
L2
= oN→∞(1),
which follows from Proposition 4.4 because gk(t) = t.
For the proof of Proposition 4.4 we need the following version of van der Corput’s Lemma.
Lemma 4.7. Let p1, p2, p3, . . . be an eventually monotone sequence of positive real numbers.
Let PN :=
∑N
n=1 pn and assume
lim
N→∞
PN = ∞ and lim
N→∞
pN
PN
= 0.
Let H be a Hilbert space and, for every N ∈ N, let uN : N → H be a sequence bounded in
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norm by 1. Then
lim sup
N→∞
∥∥∥∥∥ 1PN
N∑
n=1
pnuN (n+m)
∥∥∥∥∥
2
6 lim sup
H→∞
lim sup
N→∞
∣∣∣∣∣ 1H
H∑
m=1
1
PN
N∑
n=1
pn
〈
uN (n+m), uN (n)
〉∣∣∣∣∣ .
(4.9)
Proof. Pick N1 < N2 < N3 < . . . ∈ N such that
lim sup
N→∞
∥∥∥∥∥ 1PN
N∑
n=1
pnuN (n+m)
∥∥∥∥∥ = limk→∞
∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥.
By further refining the subsequence (Nk)k∈N if necessary, we can also assume that for all m ∈ N
the limit
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m), uNk(n)
〉
exists. Then (4.9) follows if we can show
lim
k→∞
∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥
2
6 lim
H→∞
lim
k→∞
∣∣∣∣∣ 1H
H∑
m=1
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m), uNk(n)
〉∣∣∣∣∣ .
(4.10)
First, observe that∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n)−
1
PNk
Nk∑
n=1
pnuNk(n+ 1)
∥∥∥∥∥ =
∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n)−
Nk+1∑
n=2
pn−1uNk(n)
∥∥∥∥∥
6
1
PNk
Nk∑
n=2
|pn − pn−1|+ ok→∞(1)
Since pn is monotonic, the latter quantity can be bounded by
1
PNk
|pNk |+ ok→∞(1) = ok→∞(1)
Iterating this observation and (Cesàro) averaging we deduce that, for any H ∈ N,
lim
k→∞
∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n)−
1
H
H∑
m=1
1
PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥ = 0.
In particular,
lim
k→∞
∥∥∥∥∥ 1PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥
2
= lim
k→∞
∥∥∥∥∥ 1H
H∑
m=1
1
PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥
2
.
Using Jensen’s inequality and expanding the square on the right hand side of (4.1) leaves us
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with
lim
k→∞
∥∥∥∥∥ 1H
H∑
m=1
1
PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥
2
6 lim
k→∞
1
PNk
Nk∑
n=1
pn
∥∥∥∥∥ 1H
H∑
m=1
uNk(n+m)
∥∥∥∥∥
2
=
1
H2
H∑
m1,m2=1
(
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m1), uNk (n+m2)
〉)
=
1
H2
∑
16m2<m16H
2 Re
(
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m1), uNk(n+m2)
〉)
+ O
(
1
H
)
=
1
H2
∑
16m2<m16H
2 Re
(
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m1 −m2), uNk (n)
〉)
+ O
(
1
H
)
= Re
(
1
H
H∑
m=1
2(H−m)
H
(
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m), uNk(n)
〉))
+ O
(
1
H
)
6
∣∣∣∣∣ 1H
H∑
m=1
2(H−m)
H
(
lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n +m), uNk(n)
〉)∣∣∣∣∣ + O
(
1
H
)
Since the function
Ψ(m) := lim
k→∞
1
PNk
Nk∑
n=1
pn
〈
uNk(n+m), uNk(n)
〉
is positive definite, its uniform Cesàro average exists, meaning that for any (Lk)k∈N, (Mk)k∈N ⊂
N with Mk − Lk →∞ as k →∞ the limit
lim
k→∞
1
Mk − Lk
Mk−1∑
m=Lk
Ψ(m)
exists and equals
lim
H→∞
1
H
H∑
m=1
Ψ(m).
In particular, this means that
lim
H→∞
1
H
H∑
m=1
2(H−m)
H Ψ(m) = limH→∞
1
H
H∑
m=1
Ψ(m).
This shows that
lim
k→∞
∥∥∥∥∥ 1H
H∑
m=1
1
PNk
Nk∑
n=1
pnuNk(n+m)
∥∥∥∥∥
2
6 lim sup
H→∞
lim sup
N→∞
∣∣∣∣∣ 1H
H∑
m=1
1
PN
N∑
n=1
pn
〈
uN (n+m), uN (n)
〉∣∣∣∣∣ ,
which finishes the proof.
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Proof of Proposition 4.4. We use induction on k. For the base case of this induction, which
corresponds to k = 1, we have to show that for any invertible measure preserving system
(X,B, µ, T ), any h1 ∈ L∞(X), and any function f1 ∈ H with f1(t) ∼ ct for some c > 0, we
have
sup
a∈ℓ∞
∥∥∥∥∥ 1PN
N∑
n=1
pna(n)T
[f1(n)]h1
∥∥∥∥∥
L2
6 C1|||h1|||2 + oN→∞(1), (4.11)
where the supremum is taken over all a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1. Instead of taking the
supremum in (4.11), it suffices to show that for any a1, a2, . . . ∈ ℓ∞(N) with ‖aN‖ℓ∞ 6 1 we
have ∥∥∥∥∥ 1PN
N∑
n=1
pnaN (n)T
[f1(n)]h1
∥∥∥∥∥
L2
6 C1|||h1|||2 + oN→∞(1). (4.12)
By applying Lemma 4.7 with uN (n) = aN (n)T nh1, we see that (4.12) follows if we can show
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣ 1PN
N∑
n=1
pn aN (n+m)aN (n)
∫
T [f1(n+m)]−[f1(n)]h1 · h1 dµ
∣∣∣∣∣ 6 C1|||h1|||22.
(4.13)
Since f1(t) ∼ ct, we have [f1(n+m)]− [f1(n)] ∈ [cm]+{−2,−1, 0, 1, 2} for all but finitely many
n ∈ N. Define, for η ∈ {−2,−1, 0, 1, 2}, the set Vη := {n ∈ N : [f1(n+m)]− [f1(n)] = [cm]+η}.
Then, since
⋃
η∈{−2,−1,0,1,2} Vη is co-finite in N, in place of (4.13) it suffices to show that for all
η ∈ {−2,−1, 0, 1, 2},
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣ 1PN
N∑
n=1
pn aN (n+m)aN (n)1Vη (n)
∫
T [cm]+ηh1 · h1 dµ
∣∣∣∣∣ 6 C15 |||h1|||22.
(4.14)
We can rewrite (4.14) as
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣
∫
T [cm]+ηh1·h1 dµ
∣∣∣∣∣∣∣∣∣∣ 1PN
N∑
n=1
pnaN (n+m)aN (n)1Vη (n)
∣∣∣∣∣ 6 C15 |||h1|||22,
which is implied by
lim
H→∞
1
H
H∑
m=1
∣∣∣∣
∫
T [cm]+ηh1 · h1 dµ
∣∣∣∣ 6 C15 |||h1|||22. (4.15)
To see why (4.15) holds, let r(m) := |{n ∈ N : [cn] + η = m}| and observe that
lim
H→∞
1
H
H∑
m=1
∣∣∣∣
∫
T [cm]+ηh1 · h1 dµ
∣∣∣∣ = limH→∞ cH
H∑
m=1
r(m)
∣∣∣∣
∫
Tmh1 · h1 dµ
∣∣∣∣ .
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Since r(m) 6 1 + c−1, we have
lim
H→∞
c
H
H∑
m=1
r(m)
∣∣∣∣
∫
Tmh1 · h1 dµ
∣∣∣∣ 6 (c+ 1)
(
lim
H→∞
1
H
H∑
m=1
∣∣∣∣
∫
Tmh1 · h1 dµ
∣∣∣∣
)
.
But
lim
H→∞
1
H
H∑
m=1
∣∣∣∣
∫
Tmh1 · h1 dµ
∣∣∣∣ 6 |||h1|||22,
by the definition of |||.|||2, and so (4.15) holds with C1 = 5(c+ 1).
For the proof of the inductive step, assume Proposition 4.4 has already been proven for
k − 1; we want to show
sup
h1,...,hk−1
sup
a∈ℓ∞
∥∥∥∥∥ 1PN
N∑
n=1
pna(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥
L2
6 Ck|||hk|||k+1 + oN→∞(1). (4.16)
Again, instead of having the suprema suph1,...,hk−1 and supa∈ℓ∞ in (4.16), it suffices to show that
for any h1,N , . . . , hk−1,N ∈ L∞(X) with ‖hi,N‖L∞ 6 1 and any aN ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1 we
have ∥∥∥∥∥ 1PN
N∑
n=1
pnaN (n)
k∏
i=1
T [fi(n)]hi,N
∥∥∥∥∥
L2
6 Ck|||hk|||k+1 + oN→∞(1), (4.17)
where, for convenience, we took hk,N = hk for all N ∈ N. We apply Lemma 4.7 once more,
this time with uN (n) = a(n)
∏k
i=1 T
[fi(n)]hi,N , and deduce that (4.17) holds if
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣ 1PN
N∑
n=1
pnaN (n+m)aN (n)
∫ k∏
i=1
T [fi(n+m)]hi,N · T [fi(n)]hi,N dµ
∣∣∣∣∣ 6 Ck|||hk|||2k+1.
(4.18)
Next, we write (4.18) as
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣ 1PN
N∑
n=1
pnaN (n +m)aN (n)
∫ k∏
i=1
T [fi(n)]−[f1(n)]
(
T [fi(n+m)]−[fi(n)]hi,N · hi,N
)
dµ
∣∣∣∣∣ 6 Ck|||hk|||2k+1.
(4.19)
Define ci := limt→∞ fi(t)/t. Then, arguing as above, we have
[fi(n+m)]− [fi(n)] ∈ [cim] + {−2,−1, 0, 1, 2}.
Moreover,
[fi(n)]− [f1(n)] ∈ [fi(n)− f1(n)] + {−1, 0, 1}.
Thus, if we define for η = (η1, . . . , ηk) ∈ {−2,−1, 0, 1, 2}k and κ = (κ1, . . . , κk) ∈ {−1, 0, 1} the
set
Vη,κ := {n ∈ N : [fi(n+m)]− [fi(n)] = [cim] + ηi, [fi(n)]− [f1(n)] = [fi(n)− f1(n)] + κi},
then the union
⋃
η∈{−2,−1,0,1,2}k
⋃
κ∈{−1,0,1}k Vη,κ is co-finite in N. Therefore, to establish (4.19),
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it suffices to show that for every η ∈ {−2,−1, 0, 1, 2}k and κ ∈ {−1, 0, 1}k we have
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∣∣∣∣∣ 1PN
N∑
n=1
pnaN (n+m)aN (n)1Vη,κ(n)
∫ k∏
i=1
T [fi(n)−f1(n)]+κi
(
T [cim]+ηihi,N · hi,N
)
dµ
∣∣∣∣∣ 6 Ck5k3k |||hk|||2k+1.
(4.20)
Set
f˜i−1(t) := fi(t)− f1(t) and h˜i−1,m,N := T κi
(
T [cim]+ηihi,N · hi,N
)
, i = 2, . . . , k,
and take a˜m,N (n) := aN (n+m)aN (n)1Vη,κ(n). Then (4.20) is implied by
lim sup
H→∞
lim sup
N→∞
1
H
H∑
m=1
∥∥∥∥∥ 1PN
N∑
n=1
pna˜m,N (n)
k−1∏
i=1
T [f˜i(n)]h˜i,m,N
∥∥∥∥∥
L2
6
Ck
5k3k
|||hk|||2k+1. (4.21)
By the induction hypothesis, for each m ∈ N we have the estimate
lim sup
N→∞
∥∥∥∥∥ 1PN
N∑
n=1
pna˜m,N (n)
k−1∏
i=1
T [f˜i(n)]h˜i,m,N
∥∥∥∥∥
L2
6 Ck−1|||T [ckm]+ηkhk · hk|||k.
Hence, (4.21) follows from
lim sup
H→∞
1
H
H∑
m=1
Ck−1|||T [ckm]+ηkhk · hk|||k 6 Ck
5k3k
|||hk|||2k+1,
which holds for Ck := (ck + 1)5k3kCk−1 and can be proved similarly to (4.15).
4.2. The general case of Theorem 4.2
The induction that we will use to prove Theorem 4.2 is similar to the PET-induction scheme
utilized in [Ber87]. Given a function f ∈ H of polynomial growth, we call the smallest d ∈ N
for which |f(t)| ≪ td the degree of f , and denote it by deg(f). Also recall that for f, g ∈ H we
write f(t) ∼ g(t) whenever limt→∞ f(t)/g(t) = 1. Note that ∼ defines an equivalence relation
on H.
Now given a finite collection F = {f1, . . . , fk} of functions of polynomial growth from a
Hardy field H, let dmax be a number that is bigger or equal than the degree of any function
in F . Also, for each d ∈ {1, . . . , dmax}, let md denote the number of equivalence classes
of the set {f ∈ F : deg(f) = d} with respect to the equivalence relation ∼. The vector
(m1, . . . ,mdmax) is called the characteristic vector of F . We order characteristic vectors by
letting (m1, . . . ,mdmax) < (m˜1, . . . , m˜dmax) if the maximum j for which mj 6= m˜j satisfies
mj < m˜j.
Proof of Theorem 4.2. We prove the theorem by induction on the characteristic vector of F =
{f1, . . . , fk}. The case when dmax = 1 (i.e., all functions in F have degree 1) follows from
Proposition 4.4. We can therefore assume that fk has degree at least 2 and that the theorem
has been proved for all families whose characteristic vector is strictly smaller than that of F .
If not all functions in F are equivalent, then we can reorder f1, . . . , fk−1 such that f1 and fk
are not equivalent whilst still keeping |f1(t)| ≪ . . .≪ |fk(t)| (if we already have |f1(t)| 6∼ |fk(t)|
then no reordering is necessary). If all functions in F are equivalent then we keep the ordering
as is.
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Our goal is to show
lim sup
N→∞
sup
h1,...,hk−1∈L∞
sup
a∈ℓ∞
∥∥∥∥∥ 1W (N)
N∑
n=1
w(n)a(n)
k∏
i=1
T [fi(n)]hi
∥∥∥∥∥
L2
= 0,
where the suprema are taken over all functions h1, . . . , hk−1 ∈ L∞(X) with ‖hi‖L∞ 6 1 and
all a ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1. As we did in the proof of Proposition 4.4 in the previous
subsection, instead of asking for the suprema over h1, . . . , hk−1 and a, it suffices to show that
for any h1,N , . . . , hk−1,N ∈ L∞(X) with ‖hi,N‖L∞ 6 1 and any aN ∈ ℓ∞(N) with ‖a‖ℓ∞ 6 1 we
have
lim sup
N→∞
∥∥∥∥∥ 1W (N)
N∑
n=1
w(n)aN (n)
k∏
i=1
T [fi(n)]hi,N
∥∥∥∥∥
L2
= 0, (4.22)
where, for convenience, we took hk,N = hk for all N ∈ N. Then we use Lemma 4.7 with
uN (n) = aN (n)
∏k
i=0 T
[fi(n)]hi,N and conclude that in order to establish (4.22) it suffices to
show that for every m ∈ N
lim
N→∞
∣∣∣∣∣ 1W (N)
N∑
n=1
w(n)aN (n+m)aN (n)
∫ k∏
i=1
T [fi(n+m)]hi,N · T [fi(n)]hi,N dµ
∣∣∣∣∣ = 0.
(4.23)
Note that [fi(n+m)]− [f1(n)] = [fi(n+m)− f1(n)]+ ei,n where ei,n ∈ {−1, 0, 1} and [fi(n)]−
[f1(n)] = [fi(n)−f1(n)]+e˜i,n where e˜i,n ∈ {−1, 0, 1}. For each vector v = (v1, . . . , vk, v˜1, . . . v˜k) ∈
{−1, 0, 1}2k , let Av be the set of n’s for which
(e1,n, . . . , ek,n, e˜1,n, . . . e˜k,n) = v.
Since N =
⋃
v∈{−1,0,1}2k Av, instead of (4.23) it suffices to show that for every v ∈ {−1, 0, 1}2k
we have
lim
N→∞
∣∣∣∣∣ 1W (N)
N∑
n=1
w(n)aN (n+m)aN (n)1Av (n)
∫ k∏
i=1
T [fi(n+m)]hi,N · T [fi(n)]hi,N dµ
∣∣∣∣∣ = 0.
(4.24)
But for n ∈ Av we have∫ k∏
i=1
T [fi(n+m)]hi,N · T [fi(n)]hi,N dµ
=
∫ k∏
i=1
T [fi(n+m)]−[f1(n)]hi,N · T [fi(n)]−[f1(n)]hi,N dµ
=
∫ k∏
i=1
T [fi(n+m)−f1(n)]+vihi,N · T [fi(n)−f1(n)]+v˜ihi,N dµ
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Hence (4.24) is the same as
lim
N→∞
∣∣∣∣∣ 1W (N)
N∑
n=1
w(n)aN (n+m)aN (n)1Av (n)
∫ k∏
i=1
T [fi(n+m)−f1(n)]+vihi,N · T [fi(n)−f1(n)]+v˜ihi,N dµ
∣∣∣∣∣ = 0.
(4.25)
Now let
f˜i,m(n) := fi(n)− f1(n) and h˜i,N := T vihi,N for each i ∈ {1, . . . , k}.
and
f˜k+i,m(n) := fi(n+m)− f1(n) and h˜k+i,N := T v˜ihi,N for each i ∈ {1, . . . , k}.
Also, set a˜N (n) := aN (n +m)aN (n)1Av (n). With this notation, (4.25) can be written as
lim
N→∞
∣∣∣∣∣ 1W (N)
N∑
n=1
w(n)a˜N (n+m)
∫ 2k∏
i=1
T [f˜i,m(n)]h˜i,N dµ
∣∣∣∣∣ = 0. (4.26)
Observe that |||h˜2k,N |||s = |||hk|||s = 0. Also, since |fi(t)| ≪ |fk(t)| for all i = 1, . . . , k − 1, it
follows that |f˜i,m(t)| ≪ |f˜2k,m(t)| for all i = 1, . . . , 2k − 1. Moreover, since the degree of fk is
at least 2, the degree of f˜2k,m is at least 1. Thus (4.26) will follow by induction after we show
that the characteristic vector (m˜1, . . . , m˜ℓ) of F˜ = {f˜1,m, . . . , f˜2k,m} is strictly smaller than the
characteristic vector (m1, . . . ,mℓ) of F = {f1, . . . , fk}.
Indeed, for each fi which is not equivalent to f1, the functions f˜i,m and f˜k+i,m are equivalent
to each other. Moreover, if fi(t) and fj(t) are not equivalent to f1(t), then f˜i is equivalent to
f˜j if and only if fi(t) is equivalent to fj(t). Letting d be the degree of f1(t), this shows that
m˜j = mj for all j > d. Finally, if fi(t) is equivalent to f1(t), then both fi(t) − f1(t) and
fi(t+m)− f1(t) have degree smaller than that of fi(t). This shows that m˜d < md. Therefore
(m˜1, . . . , m˜ℓ) is strictly smaller than (m1, . . . ,mℓ) and we are done.
5. Proof of Theorem B
In this section we give the proof of Theorem B. The first step is to use Theorem 4.2, which
was proved in the previous section, together with the structure theory of Host-Kra to reduce
Theorem B to the following special case:
Theorem 5.1. Theorem B holds when (X,B, µ, T ) is an ergodic nilsystem.
A measure preserving system is called an s-step pro-nilsystem if it is (isomorphic in the
category of measure preserving systems to) an inverse limit of s-step nilsystems. In other words,
(X,B, µ, T ) is an s-step pro-nilsystem if there exist T -invariant σ-algebras B1 ⊂ B2 ⊂ · · · ⊂ B
such that B = ⋃Bn and for all n, the system (X,Bn, µ, T ) is isomorphic to an s-step nilsystem.
The following result from [HK05b] gives the relation between the uniformity seminorms and
pro-nilsystems.
Theorem 5.2 ([HK05b]). Let (X,B, µ, T ) be an ergodic system. For each s ∈ N there exists
a factor Zs ⊂ B with the following properties:
1. The measure preserving system (X,Zs, µ, T ) is an s-step pro-nilsystem;
2. a function h ∈ L∞ is measurable with respect to Zs if and only if it belongs to the set
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{
h ∈ L∞(X) :
∫
X
h · h′ dµ = 0 ∀h′ ∈ L∞(X,B, µ) with |||h′|||s+1 = 0
}
.
Proof of Theorem B. Let H be a Hardy field, let f1, . . . , fk ∈ H be of polynomial growth. Let
W ∈ H be compatible with f1, . . . , fk, in the sense that Property (P) holds. Let (X,B, µ, T )
be an invertible measure preserving and let h1, . . . , hk ∈ L∞(X) and A ∈ B with µ(A) > 0.
Using a usual ergodic decomposition argument, we may assume without loss of generality that
the system is ergodic.
If limt→∞ fi(t) is finite for some fi, then neither condition of Theorem A holds so parts
(iii) and (ii) hold vacuously. As every fi ∈ H is eventually monotone, this also implies that
[fi(n)] is eventually constant, and hence part (i) holds if it holds when fi is removed from
{f1, . . . , fk}. Iterating this observation we may assume that limt→∞ |fi(t)| =∞ for every i. A
similar argument shows that we can assume that limt→∞ |fi(t)− fj(t)| =∞ for every i 6= j.
Let s ∈ N be given by Theorem 4.2 and let Zs be given by Theorem 5.2. In view of
Theorems 4.2 and 5.2 we can assume that all the functions hi are measurable in Zs, which is
equivalent to assuming that (X,B, µ, T ) is itself an s-step pro-nilsystem. Therefore there exists
a sequence of σ-algebras B1 ⊂ B2 ⊂ · · · ⊂ B such that for each ℓ ∈ N the system (X,Bℓ, µ, T )
is an ergodic nilsystem.
It now follows from Theorem 5.1 that the conclusions (i) and (ii) of Theorem B hold after
replacing each hi with E[hi | Bℓ], and that
lim
N→∞
1
W (N)
N∑
n=1
w(n)
∫
X
Hℓ · T [f1(n)]Hℓ · · ·T [fk(n)]Hℓ > 0
where Hℓ = E[1A | Bℓ] and E[· | Bℓ] denotes the conditional expectation on the σ-subalgebra
Bℓ. Since E[hi | Bℓ]→ hi and Hℓ → 1A in Lp for every p <∞ as ℓ→∞, we conclude that the
conclusions of Theorem B also hold for h1, . . . , hk and A.
The rest of this section is devoted to proving Theorem 5.1.
Outline of the proof of Theorem 5.1: The first step in the proof of Theorem 5.1 is a
reduction to the case when the nilmanifold X is of the form X = G/Γ for a connected and
simply connected nilpotent Lie group G. These conditions on G ensure that the nilsystem is
embedable into a flow (i.e. a R-action) on the same nilmanifold. This reduction is achieved at
the price of losing ergodicity of the Z-action; nevertheless, the R-flow is ergodic. Then another
reduction is performed, to avoid local obstructions.
These reductions allow us to reformulate Theorem 5.1 as a statement about uniform dis-
tribution of certain sequences in a nilmanifold, which we prove by drawing from recent results
obtained in [Ric20].
5.1. Reducing to connected and simply connected groups
The first step in the proof of Theorem 5.1 is essentially a reduction to the case when X is
a nilmanifold G/Γ where the corresponding nilpotent Lie group G is connected and simply
connected. This is a somewhat technical and by now standard reduction but which is crucial in
order to deal with the rounding function and to use the equidistribution results from [Ric20].
It turns out that the additional structure of nilsystems allow us to upgrade L2 convergence into
pointwise convergence. We now state this case of Theorem 5.1 as a separate theorem.
Theorem 5.3. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H and let
W ∈ H be any function with 1 ≺W (t)≪ t and such that f1, . . . , fk satisfy Property (P). Then
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for any nilsystem (X,BX , µX , T ), where X = G/Γ and G is connected and simply connected,
we have:
(i) For any h1, . . . , hk ∈ C(X) and x ∈ X the limit
lim
N→∞
1
W (N)
N∑
n=1
w(n)
k∏
i=1
T [fi(n)]hi(x)
exists.
(ii) If f1, . . . , fk satisfy condition (1) of Theorem A then for any h1, . . . , hk ∈ C(X) and any
x ∈ X
lim
N→∞
1
W (N)
N∑
n=1
w(n)
k∏
i=1
T [fi(n)]hi(x) =
k∏
i=1
h∗i (x)
where h∗i (x) := limN→∞
1
N
∑N
n=1 hi(T
nx).6
(iii) If f1, . . . , fk satisfy condition (2) of Theorem A then for any A ∈ B with µ(A) > 0 we
have
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> 0.
Proof of Theorem 5.1 assuming Theorem 5.3. Let (X,BX , µX , T ) be an ergodic nilsystem.
In view of Proposition 2.1 we can represent X = G/Γ as a closed subsystem of another
nilsystem (Z,BZ , µZ , S) where Z = Gˆ/Γ for a connected and simply connected nilpotent Lie
group Gˆ which contains G as a closed and rational subgroup. Letting G˜ be the connected com-
ponent of the identity in G and letting a ∈ G be such that T corresponds to left multiplication
by a, we also have that G = aZG˜ and Gˆ = aRG˜. If G = Gˆ then G is connected and simply
connected and the desired conclusion follows directly from Theorem 5.3. From now on suppose
that G 6= Gˆ.
To establish parts (i) and (ii) of Theorem B for the nilsystem (X,BX , µX , T ), it suffices to
consider continuous functions hi, for they are dense in L2. By the Tietze-Urysohn extension
theorem, any continuous function h ∈ C(X) can be extended to a continuous function on Z.
The conclusions now follows directly from parts (i) and (ii) of Theorem 5.3.
Before proving part (iii) of Theorem B for the nilsystem (X,BX , µX , T ), we need some facts
about the relation between X and Z. For every y ∈ X the set D := {t ∈ R : aty ∈ X} = {t ∈
R : at ∈ G} forms a closed subgroup of R. We can’t have D = R for this would imply G = Gˆ,
so D must be discrete. Notice that D is also independent of y. Let c = min{t > 0 : t ∈ D}.
Let R := Sc : X → X. Since 1 ∈ D, it follows that c = 1m for some m ∈ N and hence Rm = T .
We claim that µZ = 1c
∫ c
0 S
t∗µX dt. Indeed, since T acts ergodically on X, then so does R.
Therefore the system (X,R) is uniquely ergodic and hence µX = limN→∞ 1N
∑N
n=1 δRnx. Since
Gˆ = aRG˜ =
⋃
t∈[0,1) atG, we have Z =
⋃
t∈[0,1) StX and thus the flow (S
t)t∈R on Z is transitive
and hence uniquely ergodic. It follows that
µZ = lim
N→∞
1
N
∫ N
0
δStx dt = lim
N→∞
1
N
mN∑
n=1
∫ c
0
δStRnx dt =
1
c
∫ c
0
St∗µX dt.
Now, fix A ⊂ X with µX(A) > 0. Let B =
⋃
t∈[0,c)StA. It follows that S
−tB ∩X = A for
every t ∈ [0, c) and hence µZ(B) = m
∫ c
0 µX(a
−tB) dt = µX(A) > 0. In view of part (iii) of
6Recall (e.g. from [AGH63]) that for a nilsystem (X,T ) and a continuous function h ∈ C(X) the limit
limN→∞
1
N
∑N
n=1 h(T
nx) exists at every point x.
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Theorem 5.3 (and the choice of W ) applied to (Z,BZ , µZ , S) we deduce that
lim
N→∞
1
W (N)
N∑
n=1
w(n)µZ
(
B ∩ S−[f1(n)]B ∩ · · · ∩ S−[fk(n)]B) > 0
as long as the functions fi satisfy either condition (2) or (1) of Theorem A. Since X is T
invariant, for any n1, . . . , nk ∈ Z and any t ∈ [0, c) we have
S−t
(
B ∩ Sn1B ∩ · · · ∩ SnkB) ∩X = A ∩ T n1A ∩ · · · ∩ T nkA.
Therefore, for every n ∈ N
µZ
(
B ∩ S−[f1(n)]B∩ · · · ∩ S−[fk(n)]B)
=
1
c
∫ c
0
µX
(
S−t
(
B ∩ S−[f1(n)]B ∩ · · · ∩ S−[fk(n)]B)) dt
=
1
c
∫ c
0
µX
(
A ∩ S−[f1(n)]A ∩ · · · ∩ S−[fk(n)]A) dt
= µX
(
A ∩ S−[f1(n)]A ∩ · · · ∩ S−[fk(n)]A)
and the desired conclusion follows.
5.2. Dealing with rational polynomials
Next we perform another simplification, this time restricting the class of allowed functions fi.
Theorem 5.4. Theorem 5.3 holds if we further assume that each function fi satisfies the
condition
If |fi(t)− p(t)| → 0 for some p ∈ R[t] with p− p(0) ∈ Q[t], then p− p(0) ∈ Z[t]. (5.1)
To reduce Theorem 5.3 to Theorem 5.4 we need the following lemma.
Lemma 5.5. Let a(n) be a bounded sequence (of real or complex numbers, or vectors of a
Banach space), let R ∈ N and let H be a Hardy field, W ∈ H satisfying 1 ≺ W (t) ≪ t and
w := ∆W . Then
lim
N→∞
[
1
W (RN)
RN∑
n=1
w(n)a(n)− 1
R
R−1∑
d=0
1
W (N)
N∑
n=1
w(n)a(Rn + d)
]
= 0
Proof. Because W ∈ H, limt→∞W (t)/t exists and, because W (t) ≪ t, that limit is in [0,∞).
If it is nonzero, then L := lim W (Rt+d)W (t) = lim
W (Rt+d)
Rt+d
t
W (t)
Rt+d
t = R, and if limW (t)/t = 0
then W (t)/t is eventually decreasing, so L 6 R. Since W is eventually increasing (because
1 ≺ W (t)) we have L > 1. Next it follows from L’Hôpital’s rule and the mean value theorem
that w(Rt+ d)/w(t) → LR .
We now have
1
W (RN)
RN∑
n=1
w(n)a(n) =
1 + o(1)
LW (N)
R−1∑
d=0
N∑
n=1
w(Rn+ d)a(Rn + d)
=
R−1∑
d=0
1 + o(1)
LW (N)
N∑
n=1
L
R
w(n)a(Rn+ d)
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=
1 + o(1)
R
R−1∑
d=0
1
W (N)
N∑
n=1
w(n)a(Rn + d).
Proof of Theorem 5.3 assuming Theorem 5.4. After reordering the fi’s if necessary, we can
assume that the functions f1, . . . , fm do not satisfy condition (5.1), whereas the functions
fm+1, . . . , fk do. For each i = 1, . . . ,m let pi ∈ R[t] be such that pi − pi(0) ∈ Q[t] and
|fi(t) − pi(t)| → 0. Let R be a common denominator for all the coefficients of all the polyno-
mials pi − pi(0), for i = 1, . . . ,m.
Observe that the polynomials pi,d : t 7→ pi(Rt+ d) − pi(d) have integer coefficients for any
fixed d ∈ N and any i 6 m. Therefore, for each d ∈ N and i ∈ {1, . . . , k} the function
fi,d : t 7→ fi(Rt+d) satisfies condition (5.1). Parts (i) and (ii) of Theorem 5.3 now follows from
Theorem 5.4 and Lemma 5.5.
Finally, we prove part (iii).Suppose that the functions f1, . . . , fk satisfy condition (2) of
Theorem A and let q1, . . . , qℓ ∈ Z[t] be jointly divisible and such that poly(f1, . . . , fk) ⊂
span∗(q1, . . . , qℓ). By the pigeonhole principle, for some d ∈ {0, . . . , R − 1} the polynomi-
als q˜i : t 7→ qi(Rt + d), i = 1, . . . , ℓ are jointly divisible. Therefore the functions f1,d, . . . , fk,d
also satisfy condition (2) of Theorem A. Then using Lemma 5.5 and Theorem 5.4 we have
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ
(
k⋂
i=0
T−[fi(n)]A
)
>
1
R
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ
(
k⋂
i=0
T−[fi,d(n)]A
)
> 0,
where, to simplify the expression, we used f0 = f0,d ≡ 0.
5.3. Reduction to a statement about uniform distribution
Let W ∈ H with 1 ≺ W (t) ≪ t and set w(n) := ∆W (n) = W (n + 1) − W (n). Given a
nilmanifold X and a Borel probability measure ν on X, we say a sequence (xn)n∈N of points
in X is uniformly distributed with respect to ν and W -averages if
lim
N→∞
1
W (N)
N∑
n=1
w(n)F (xn) =
∫
F dν (5.2)
holds for every continuous function F ∈ C(X).
Thus far, we have reduced Theorem 5.1 to Theorem 5.4. Our next goal is to reduce Theo-
rem 5.4 to the following result:
Theorem 5.6. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G be
a uniform and discrete subgroup, let X = G/Γ, and let a ∈ G. Let f1, . . . , fk ∈ H satisfying
property (P) for some W ∈ H with 1 ≺W (t)≪ t and property (5.1) from Theorem 5.4. Then
there exists a Borel probability measure ν on Xk such that the sequence
n 7→
(
a[f1(n)], a[f2(n)], . . . , a[fk(n)]
)
Γk (5.3)
is uniformly distributed with respect to ν and W -averages.
Moreover, if condition (2) of Theorem A is satisfied then the point 1Xk = 1GkΓ
k belongs to
the support of ν, and if condition (1) of Theorem A is satisfied then ν is the Haar measure on
the subnilmanifold Y k ⊂ Xk, where Y = {anΓ : n ∈ Z}.
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Proof of Theorem 5.4 assuming Theorem 5.6. LetG be a connected and simply connected nilpo-
tent Lie group and let Γ ⊂ G be a uniform and discrete subgroup such that X = G/Γ and
T : X → X is given by left multiplication by some element a ∈ G. Our goal is to show that
(i) For any h1, . . . , hk ∈ C(X) and x ∈ X the limit
lim
N→∞
1
W (N)
N∑
n=1
w(n)
k∏
i=1
T [fi(n)]hi(x)
exists.
(ii) If f1, . . . , fk satisfy condition (1) of Theorem A then for any h1, . . . , hk ∈ C(X) and any
x ∈ X
lim
N→∞
1
W (N)
N∑
n=1
w(n)
k∏
i=1
T [fi(n)]hi(x) =
k∏
i=1
h∗i (x)
where h∗i (x) := limN→∞
1
N
∑N
n=1 hi(T
nx).
(iii) If f1, . . . , fk satisfy condition (2) of Theorem A then for any A ∈ B with µ(A) > 0 we
have
lim
N→∞
1
W (N)
N∑
n=1
w(n)µ
(
A ∩ T−[f1(n)]A ∩ . . . ∩ T−[fk(n)]A
)
> 0.
For each x ∈ X, let gx ∈ G be such that x = gxΓ. For any h1, . . . , hk ∈ C(X) we have
k∏
i=1
hi
(
a[fi(n)]x
)
=
k∏
i=1
hi
(
gx
(
g−1x agx
)[fi(n)]Γ).
Now let νx be the measure on Xk given by Theorem 5.6 with g−1x agx in the role of a and define
Hx(x1, x2, . . . , xk) := h1(gxx1)h2(gxx2) · · · hk(gxxk). We then have
lim
N→∞
1
W (N)
N∑
n=1
w(n)
k∏
i=1
hi
(
a[fi(n)]x
)
=
∫
Xk
Hx dνx. (5.4)
In particular, this proves part (i). To prove part (ii), suppose that condition (1) holds. Then νx
is the Haar measure on Y kx , where Yx = {g−1x angxΓ : n ∈ Z}. The Haar measure µYx on Yx can
be described by
∫
Yx
h dµYx = limN→∞
1
N
∑N
n=1 f(g
−1
x a
ngxΓ), and hence for each i = 1, . . . , k,
∫
Yx
hi(gxy) dµYx(y) = lim
N→∞
1
N
N∑
n=1
hi(a
nx) = h∗i (x).
Therefore ∫
Xk
Hx dνx =
k∏
i=1
∫
Yx
hi(gxxi) dµYx(xi) =
k∏
i=1
h∗i (x).
This together with (5.4) proves part (ii).
To prove part (iii) it is enough to show that for any continuous non-negative function
h ∈ C(X) with ∫X h dµ > 0 we have
lim
N→∞
1
W (N)
N∑
n=1
w(n)
∫
X
h(x) ·
k∏
i=1
h
(
a[fi(n)]x
)
dµX(x) > 0.
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In view of (5.4) and the dominated convergence theorem, it suffices to show that∫
X
h(x)
∫
Xk
Hx dνx dµX(x) > 0, (5.5)
where Hx is the same function as above, only with h1 = . . . = hk = h. Observe that if h(x) > 0
for some x ∈ X, then Hx(1GkΓk) = h(x)k > 0. Since Hx is a continuous function and 1GkΓk is
in the support of νx for every x ∈ X, it follows that whenever h(x) > 0, also
∫
Xk Hx dνx > 0.
Since
∫
X h dµX > 0 we have that µX({x ∈ X : h(x) > 0}) > 0, so (5.5) holds.
5.4. Removing the rounding function
Next, let us reduce Theorem 5.6 to a result that no longer involves the bracket function [.] : R→
Z.
Theorem 5.7. Let G be a connected and simply connected nilpotent Lie group, let Γ ⊂ G
be a uniform and discrete subgroup, let b ∈ G and X = G/Γ. Let H be a Hardy field and
let W ∈ H satisfy 1 ≺ W (t) ≪ t. For any finite collection of functions f1, . . . , fk ∈ H of
polynomial growth satisfying property (P) and property (5.1) there exists a Borel probability
measure ν on Xk such that the sequence xn =
(
bf1(n), . . . , bfk(n)
)
Γk is uniformly distributed
with respect to ν and W -averages.
Moreover, if condition (2) of Theorem A is satisfied then the point 1Xk = 1GkΓ
k belongs to
the support of ν, and if condition (1) of Theorem A is satisfied then ν is the Haar measure on
the subnilmanifold Y k where Y ⊂ X is defined by Y = {btΓ : t ∈ R}.
Proof of Theorem 5.6 assuming Theorem 5.7. Let G˜ = G×R, let Γ˜ = Γ×Z, let X˜ = G˜/Γ˜ and
let b = (a, 1) ∈ G˜. Let ρ(t) = t− [t] for t ∈ R and let π : X˜k → Xk be the map
π
(
(g1, t1, . . . , gk, tk)Γ˜
k
)
= (a−ρ(t1)g1, . . . , a−ρ(tk)gk)Γk.
Observe that π is well defined (i.e., the choice of the co-set representative does not matter in
the definition of π) and that π
(
(bt1 , . . . , btk)Γ˜k
)
= (a[t1], . . . , a[tk ])Γk for every t1, . . . , tk ∈ R.
However, we alert the reader that π is not a continuous map.
From Theorem 5.7 it follows that the sequence xn := (bf1(n), bf2(n), . . . , bfk(n))Γ˜k is uniformly
distributed with respect to ν˜ and W -averages, where ν˜ is some Borel probability measure on
X˜k. We now consider two cases separately.
• Case I: the map π is ν˜-a.e. continuous.
In this case, for any H ∈ C(Xk) also H ◦ π is ν˜-a.e. continuous and hence, since
H
((
a[f1(n)], a[f2(n)], . . . , a[fk(n)]
)
Γk
)
= H ◦ π(xn),
it follows that the sequence defined in (5.3) is uniformly distributed with respect to the
pushforward ν := π∗ν˜ and W -averages.
If condition (2) of Theorem A is satisfied then Theorem 5.7 also implies that the point
1X˜k is in the support of ν˜. Since ρ is continuous at 0, the map π is continuous at 1X˜k
and, because ν = π∗ν˜, it follows that the point 1Xk = π(1X˜k ) belongs to the support of
ν.
If condition (1) of Theorem A is satisfied then Theorem 5.7 also implies that ν˜ is the Haar
measure on the subnilmanifold Y˜ k where Y˜ ⊂ X˜ is defined by Y˜ = {btΓ : t ∈ R}. Since
Y := {anΓ : n ∈ Z} satisfies Y k = π(Y˜ k) it follows that ν = π∗ν˜ is the Haar measure on
Y k.
• Case II: π is not ν˜-a.e. continuous.
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Then there exists i ∈ {1, . . . , k} such that the setDi := {(g1, t1, . . . , gk, tk)Γ˜k : {ti} = 1/2}
has ν˜(Di) > 0, where {x} = x− ⌊x⌋ denotes the fractional part. After reordering we can
assume µ(Di) > 0 for i = 1, . . . , k0 and µ(Di) = 0 for i > k0. Since the sequence (xn)n∈N
is uniformly distributed with respect to W -averages and with respect to ν˜, it follows that
for each i 6 k0,
lim
ε→0
dW
({
n ∈ N : ∥∥fi(n)− 12∥∥T < ε}
)
> 0,
where ‖x‖T = |x − [x]| is the distance to the closest integer. In view of Corollary 2.5,
there exists a polynomial pi ∈ R[x] with pi(x)−pi(0) ∈ Q[x] such that |fi(n)−pi(n)| → 0
as n→∞. In view of property (5.1), for each i 6 k˜ we in fact have pi(x) − pi(0) ∈ Z[t].
This implies in particular that Case II is incompatible with condition (1) of Theorem A.
It now follows that the sequence
{
pi(x)
}
is constant and hence equals 1/2. This implies
that all the accumulation points of the sequence (xn)n∈N lie inside Di. Therefore ν˜(Di) =
1 for all i 6 k0. Hence supp ν˜ is a subset of D :=
⋂k0
i=1Di. Since ν˜(Di) = 0 for all i > k0,
it follows that the restriction of π to D is ν˜-a.e. continuous7. Therefore, we now restrict
our attention to D.
Let yn = (af1(n), 1/2, . . . , afk0 (n), 1/2, bfk0+1(n), . . . , bfk(n))Γ˜k ∈ D ⊂ X˜k and note that
d(xn, yn) → 0 as n → ∞, where d is any compatible metric on X˜k. It follows that
(yn)n∈N is also uniformly distributed with respect to ν˜ and W -averages. Unfortunately,
it is not the case that π(yn) is getting close to ((a[f1(n)], . . . , a[fk(n)])Γk) (see Example 5.8
below).
Since the function x 7→ fi(x) − pi(x) is in H, it eventually stops changing sign. Since ρ
has only jump discontinuities at 1/2 + Z with a jump of size 1, it follows that for any
i 6 k0,
ρ
(
lim
n→∞
{
fi(n)
})
= lim
n→∞ ρ
(
fi(n)
)
+ ci (5.6)
for some ci ∈ {−1, 0, 1} which does not depend on n. To ease notation, set ci = 0 for
all i > k0. Let ψ : X˜k → Xk be the map obtained by composing π with translation
by the element (ac1 , . . . , ack) ∈ Gk, and let ψ˜ = ψ|D. We claim that the sequence
(a[f1(n)], . . . , a[fk(n)])Γk is uniformly distributed with respect to the measure ν := ψ˜∗ν˜ and
W -averages.
Since [fi(n)] = fi(n)− ρ(fi(n)), in view of (5.6) we have that
lim
n→∞ d
((
a[f1(n)], . . . , a[fk(n)]
)
Γk, ψ˜(yn)
)
= 0. (5.7)
If H ∈ C(Xk), then H ◦ ψ˜ is ν˜-a.e. continuous, and therefore, from (5.7) and the fact
that (yn)n∈N is uniformly distributed with respect to ν˜ and W -averages, we deduce that∫
Xk
H dν =
∫
D
H ◦ ψ˜ dµY
= lim
N→∞
1
W (N)
N∑
n=1
w(n)H(ψ˜(yn))
= lim
N→∞
1
W (N)
N∑
n=1
w(n)H
((
a[f1(n)], . . . , a[fk(n)]
)
Γk
)
,
7This may sound somewhat paradoxical since pi is discontinuous at every point in D, but this is the same
phenomenon exhibited by the map f : (x, y) 7→ ⌊x⌋, which is discontinuous at every point in the vertical line
L = {(0, y) : y ∈ R}, but whose restriction pi|L is constant and hence continuous.
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which proves the claim.
Finally, if f1, . . . , fk satisfy condition (2) of Theorem A, then arguing as in Case I we see
that the point 1GkΓ
k = 1Xk belongs to the support of ν. Since we already saw above
that, in Case II, condition (1) of Theorem A can not hold, this finishes the proof.
Example 5.8. Let f1(n) = n, f2(n) = n − 1/n, W (n) = n, [·] = ⌊·⌋, G/Γ = T = R/Z and
a ∈ R\Q arbitrary. Then G˜ = R2, Γ˜ = Z2 and π : T4 → T2 is given by π(x1, t1, x2, t2) =
(x1 − a{t1}, x2 − a{t2}) and (bf1(n), bf2(n))Z4 equidistributes on Y = {(t, 0, t, 0) : t ∈ T}. In
this case π is discontinuous on Y , so it falls into Case II of the proof. Indeed π∗µY is the
Haar measure on the diagonal {(x, x) : x ∈ T} ⊂ T2, but the sequence (⌊n⌋a, ⌊n − 1/n⌋a) is
uniformly distributed on the set {(x, x− a) : x ∈ T} ⊂ T2.
5.5. A Proof of Theorem 5.7
The purpose of this subsection is to give a proof of Theorem 5.7. For this proof, we need two
of the main results from [Ric20].
Theorem 5.9 ([Ric20, Theorem E]). Let G be a connected and simply connected nilpotent
Lie group, Γ a uniform and discrete subgroup of G, and H a Hardy field. Assume W ∈ H
satisfies 1 ≺W (t)≪ t and f1, . . . , fk ∈ H satisfy property (P). Let
v(n) := a
f1(n)
1 · . . . · afk(n)k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting. Then there exists a closed and connected subgroup
H of G, and points x0, x1, . . . , xq−1 ∈ X such that Yr := Hxr is a closed sub-nilmanifold of
X and (v(qn + r)Γ)n∈N is uniformly distributed with respect to µYr and W -averages for all
r = 0, 1, . . . , q − 1.
Given an element a in a simply connected nilpotent Lie group G we write dom(a) for the set
of all t ∈ R for which at is a well defined element of the group. For example, a rational number
r
q with gcd(r, q) = 1 belongs to dom(a) if and only if there exists b ∈ G such that bq = ar. Since
G is assumed to be simply connected, if such a b exists then it is unique. It also follows from
the assumption of G being simply connected that dom(a) = R if and only if a ∈ G◦.
Given a connected nilmanifold X = G/Γ, the maximal factor torus of X is the quotient
[G◦, G◦]\X, where G◦ is the identity component of G. We will use ϑ : X → [G◦, G◦]\X to
denote the factor map from X onto [G◦, G◦]\X. Note that the maximal factor torus is the
torus of maximal dimension that is a factor of the nilmanifold X.
Theorem 5.10 ([Ric20, Theorem D]). Let G be a simply connected nilpotent Lie group, Γ a
uniform and discrete subgroup of G, and assume the nilmanifold X = G/Γ is connected. Let
H be a Hardy field, W a function in H satisfying 1 ≺ W (t) ≪ t, and f1, . . . , fk ∈ H functions
in H satisfying property (P). Consider
v(n) := a
f1(n)
1 · . . . · afk(n)k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting, and fi(N) ⊂ dom(ai) for all i = 1, . . . , k. Then the
following are equivalent:
(i) the sequence (v(n)Γ)n∈N is uniformly distributed with respect to W -averages in the nil-
manifold X = G/Γ.
(ii) The sequence (ϑ(v(n)Γ))n∈N is uniformly distributed with respect to W -averages in the
maximal factor torus [G◦, G◦]\X.
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We actually need the following corollary of Theorem 5.10.
Corollary 5.11. Let G be a simply connected nilpotent Lie group, let Γ ⊂ G be a uniform and
discrete subgroup, and suppose X = G/Γ is connected. Let a1, . . . , ak ∈ G◦ and b1, . . . , bl ∈ G
have the property that any two elements in {a1, . . . , ak, b1, . . . , bl} commute. LetW ∈ H satisfy
1 ≺W (t)≪ t, and suppose g1, . . . , gm ∈ H have the following properties:
(A) {g1, . . . , gm} satisfies Property (P);
(B) |g(t)− p(t)| → ∞ for any g ∈ span∗(g1, . . . , gm) and p ∈ R[t].
Let λ1,1, . . . , λk,m ∈ R, let p1, . . . , pl ∈ R[t], define ϕi(t1, . . . , tm) :=
∑m
j=1 λi,jtj, and assume
that pi(N) ⊂ dom(bi) for all i 6 l and that the set{
a
ϕ1(t1,...,tm)
1 · . . . · aϕk(t1,...,tm)k · bp1(n)1 · . . . · bpl(n)l Γ : t1, . . . , tm ∈ R, n ∈ Z
}
is dense in X.
Then the sequence(
a
ϕ1(g1(n),...,gm(n))
1 · . . . · aϕk(g1(n),...,gm(n))k · bp1(n)1 · . . . · bpl(n)l Γ
)
n∈N
is uniformly distributed in X with respect to W -averages.
Proof. According to Theorem 5.10 it suffices to show that the projection of the sequence(
a
ϕ1(g1(n),...,gm(n))
1 · . . . · aϕk(g1(n),...,gm(n))k · bp1(n)1 · . . . · bpl(n)l Γ
)
n∈N
onto the maximal factor torus [G◦, G◦]\X is uniformly distributed with respect to W -averages
there. Since X = G/Γ is connected, we have that G◦Γ = Γ. This implies (see [Lei05, Subsection
2.6]) that there exist e1, . . . , es ∈ G◦ and q1, . . . , qs ∈ Z[t] such that
b
p1(n)
1 · . . . · bpl(n)l Γ = eq1(n)1 · . . . · eqs(n)s Γ.
It thus suffices to show that the projection of the sequence(
a
ϕ1(g1(n),...,gm(n))
1 · . . . · aϕk(g1(n),...,gm(n))k · eq1(n)1 · . . . · eqs(n)s Γ
)
n∈N
is uniformly distributed with respect to W -averages in maximal factor torus [G◦, G◦]\X. The
down-side of replacing bp1(n)1 · . . . · bpl(n)l Γ with eq1(n)1 · . . . · eqs(n)s Γ is that the eis and ajs are
not necessarily commuting. However, after projecting onto the torus [G◦, G◦]\X, this doesn’t
matter.
Finally, the fact that the projection of(
a
ϕ1(g1(n),...,gm(n))
1 · . . . · aϕk(g1(n),...,gm(n))k · eq1(n)1 · . . . · eqs(n)s Γ
)
n∈N
onto [G◦, G◦]\X is uniformly distributed follows from the fact that the projection of the set{
a
ϕ1(t1,...,tm)
1 · . . . · aϕk(t1,...,tm)k · eq1(n)1 , · . . . · eqs(n)s Γ : t1, . . . , tm ∈ R, n ∈ Z
}
is dense, together with properties (A) and (B), the Weyl criterion and Lemma 2.3.
Proof of Theorem 5.7. Replacing X with the subnilmanifold {btΓ : t ∈ R} we may assume that
the set {btΓ : t ∈ R} is dense in X.
It follows directly from Theorem 5.9 that there exist q ∈ N and connected sub-nilmanifolds
Y0, Y1, . . . , Yq−1 of Xk such that for every r ∈ {0, 1, . . . , q − 1} the sequence((
bf1(qn+r), bf2(qn+r), . . . , bfk(qn+r)
)
Γk
)
n∈N
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is uniformly distributed with respect to the Haar measure µYr of Yr and W -averages. Thus,
if we set ν := (µY0 + . . . + µYq−1)/q then it follows from Lemma 5.5 that the sequence((
bf1(n), . . . , bfk(n)
)
Γk
)
n∈N is uniformly distributed with respect to ν and W -averages. This
proves the first part of Theorem 5.7.
Next we prove that if condition (2) of Theorem A holds, then 1kX ∈ supp ν. Let q1, . . . , qℓ ∈
Z[x] be jointly divisible polynomials such that poly(f1, . . . , fk) ⊂ span∗(q1, . . . , qℓ). By the
pigeonhole principle, there exists r ∈ {0, . . . , q−1} such that the polynomials q˜i : n 7→ qi(qn+r),
i ∈ {1, . . . , ℓ} are jointly divisible. We shall show that 1Xk ∈ Yr.
Define, for all i ∈ {1, . . . , k}, the function f˜i(t) := fi(qt+ r), and let P := poly(f˜1, . . . , f˜k).
Observe that P ⊂ span∗(q˜1, . . . , q˜ℓ). Applying Lemma 2.4 to f˜1, . . . , f˜k we find disjoint I,J ⊂
{1, . . . , k} with I ∪ J = {1, . . . , k}, {λi,j : i ∈ I, j ∈ J } ⊂ R, and {pi : i ∈ I} ⊂ P such that
conditions (a) and (b) of Lemma 2.4 are satisfied. After reordering f˜1, . . . , f˜k if necessary, we
can assume that J = {1, . . . , l} and I = {l + 1, . . . , k} for some l ∈ {0, 1, . . . , k} (where l = 0
corresponds to the case J = ∅ and l = k to the case I = ∅). For i ∈ {l + 1, . . . , k} define
ϕi(t1, . . . , tl) =
l∑
j=1
λi,jtj and f
∗
i (t) = ϕi
(
f˜1(t), . . . , f˜l(t)
)
+ pi(t)
and observe that |fi,0(t)− f∗i (t)| → 0 as t→∞. Therefore
d
((
bf˜1(n), . . . , bf˜k(n)
)
Γk,
(
bf˜1(n), . . . , bf˜l(n), bf
∗
l+1(n), . . . , bf
∗
k
(n)
)
Γk
)
→ 0 (5.8)
as n → ∞. Since the sequence ((bf˜1(n), . . . , bf˜k(n))Γk)n∈N is uniformly distributed with re-
spect to µYr and W -averages, it follows from (5.8) that the same is true for the sequence((
bf˜1(n), . . . , bf˜l(n), bf
∗
l+1(n), . . . , bf
∗
k
(n)
)
Γk
)
n∈N
. In view of Corollary 5.11, we therefore must
have that Yr = {yt,n : t ∈ Rl, n ∈ N}, where for t = (t1, . . . , tl) ∈ Rl and n ∈ N we define
yt,n =
(
bt1 , . . . , btl , bϕl+1(t1,...,tl)+pl+1(n), . . . , bϕk(t1,...,tl)+pk(n)
)
Γk. (5.9)
It now follows from [BLL08, Proposition 2.3] that the sequence (y0,n)n∈N has 1Xk as an accu-
mulation point.
Finally, we assume that condition (2) of Theorem A holds. We will show that in this case
Y0 = X
k (and in particular q = 1). Following the same procedure as above but with r = 0, we
conclude that Y0 = {yt,n : t ∈ Rl, n ∈ N} where yt,n is given by (5.9).
We claim that for every fixed t ∈ Rl, the sequence (yt,n)n∈N is dense in the set {bt1Γ}×· · ·×
{btlΓ} ×Xk−l. Indeed, this follows from [Ric20, Corollary 1.7] together with condition (1) of
Theorem A (which implies that any integer linear combination p of the polynomials pl+1, . . . , pk
must satisfy p−p(0) /∈ Q[x]) and our assumption that {btΓ : t ∈ R} is dense in X. Therefore it
follows that the set {yt,n : t ∈ Rl, n ∈ N} is dense in Xk and hence that Y0 = Xk as desired.
6. Open questions
In this section we collect some pertinent open questions and conjectures.
Let f1, . . . , fk be linearly independent functions of the form fi(t) = a1tc1 + · · ·+adtcd where
ai, ci ∈ R, ci > 0. If all the fi are integer polynomials, then we know from [FK06] that for any
totally ergodic system (X,B, µ, T ) and any h1, . . . , hk ∈ L∞(X),
lim
N→∞
1
N
N∑
n=1
T f1(n)h1 · . . . · T fk(n)hk =
∫
X
h1 dµ · . . . ·
∫
X
hk dµ. (6.1)
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On the other hand, if all the ci are non-integers, then it follows from Example 1.13 that for any
ergodic system (X,B, µ, T ) and any h1, . . . , hk ∈ L∞(X),
lim
N→∞
1
N
N∑
n=1
T [f1(n)]h1 · . . . · T [fk(n)]hk =
∫
X
h1 dµ · . . . ·
∫
X
hk dµ. (6.2)
This motivates the following conjecture.
Conjecture 6.1. Let f1, . . . , fk be linearly independent functions of the form fi(t) = a1t
c1 +
· · · + adtcd where ai, ci ∈ R, ci > 0. Let (X,B, µ, T ) be a totally ergodic measure preserving
system and let h1, . . . , hk ∈ L∞(X). Then (6.2) holds.
Conjecture 6.2. Let f1, . . . , fk be functions of polynomial growth from a Hardy field H, let
W be a compatible weight, let (X,B, µ, T ) be an invertible measure preserving system, let
h0, . . . , hk ∈ L∞(X) and consider the multicorrelation sequence
α(n) :=
∫
X
h0 · T [f1(n)]h1 · · ·T [fk(n)]hk dµ.
Then there exists a nilmanifold Y = G/Γ, a continuous function F ∈ C(Y ), a point y ∈ Y and
a1, . . . , ak ∈ G such that
α(n) = F
(
a
[f1(n)]
1 · · · a[fk(n)]k y
)
+ ν(n), n ∈ N
where ν satisfies
lim
N→∞
1
W (N)
N∑
n=1
w(n)
∣∣ν(n)∣∣ = 0.
Our notion of compatibility between a tuple of functions f1, . . . , fk ∈ H and a weight
function W hinges on the Property (P). This relationship is necessary to prove Theorem B
because of the reliance on the results from [Ric20]. However, it is possible that a weaker
notion of compatibility is sufficient. Given a Hardy field H and f1, . . . , fk,W ∈ H we define
the property
Property (WP): For all f ∈ span∗(f1, . . . , fk) and p ∈ R[t] either |f(t) − p(t)| ≪ 1 or
|f(t)− p(t)| ≻ log(W (t)).
Conjecture 6.3. Theorem B holds if Property (P) gets replaced with Property (WP).
We remark that Conjecture 6.3 implies Conjecture 1.12.
Condition (2) in Theorem A is somewhat complicated. In a way this is inevitable if we want
to allow families of jointly divisible polynomials. However, there is a simpler, more natural,
and slightly weaker condition which might be sufficient to imply the conclusion.
Question 6.4. Can one replace condition (2) in Theorem A with the weaker assumption that
the collection of polynomials
poly(f1, . . . , fk) ∩ Z[t] =
{
q ∈ Z[t] : ∃f ∈ span∗(f1, . . . , fk)with lim
t→∞ |f(t)− q(t)| = 0
}
is jointly intersective.
One of the motivations for this paper was to expand on our previous work from [BMR17]
which revealed a new phenomenon pertaining to non-polynomial functions, say, from a Hardy
field (see Theorem 1.6 above). As a corollary of Theorem 1.6, if f ∈ H and tℓ−1 ≺ f(t) ≺ tℓ
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for some ℓ ∈ N, then for every E ⊂ N with d¯(E) > 0 the set
R = Rf :=
{
n ∈ N : E ∩ (E − ⌊f(n)⌋) 6= ∅} (6.3)
is thick, i.e. contains arbitrarily long intervals. This stands in contrast with the case when f
is a polynomial, in which case R(A, f) is in general not thick, but is always syndetic, i.e. it
has bounded gaps. This difference is all the more striking since syndeticity and thickness are
complementary notions (a set is syndetic if and only if its complement is not thick). Regarding
(6.3) we have a dichotomy:
Rf is
{
thick if tℓ−1 ≺ f(t) ≺ tℓ for some ℓ ∈ N
syndetic otherwise.
Corollary A4 in the Introduction implies that if f1, . . . , fk belong to a Hardy field and satisfy
a “non-polynomiality condition” then the intersection Rf1 ∩· · ·∩Rfk is thick. While we can not
replace the condition with the more natural poly(f1, . . . , fk) = ∅, as shown in Example 1.19,
there is an intermediate condition which might be sufficient.
Question 6.5. Does Corollary A4 still hold if ∇-span(f1, . . . , fk) is replaced with the set{
c1f
(m1)
1 (t) + . . . + ckf
(mk)
k (t) : c1, . . . , ck ∈ Z, m1, . . . ,mk ∈ N ∪ {0}
}
?
In particular, we don’t know if letting f1(t) = t3/2 and f2(t) = αt3/2 + t, where α ∈ R\Q,
the intersection Rf1 ∩Rf2 is thick.
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