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Using tempered Monte Carlo simulations, we study the the spin-glass phase of dense packings of
Ising dipoles pointing along random axes. We consider systems of L3 dipoles (a) placed on the sites
of a simple cubic lattice with lattice constant d, (b) placed at the center of randomly closed packed
spheres of diameter d that occupy a 64% of the volume. For both cases we find an equilibrium
spin-glass phase below a temperature Tsg. We compute the spin-glass overlap parameter q and their
associated correlation length ξL. From the variation of ξL with T and L we determine Tsg for both
systems. In the spin-glass phase, we find (a) 〈q2〉 decreases algebraically with L, and (b) ξL/L does
not diverge as L increases. At very low temperatures we find comb-like distributions of q that are
sample-dependent. We find that the fraction of samples with cross-overlap spikes higher than a
certain value as well as the average width of the spikes are size independent quantities. All these
results are consistent with a quasi-long-range order in the spin-glass phase, as found previously for
very diluted dipolar systems.
PACS numbers: 75.10.Nr, 75.10.Hk, 75.40.Cx, 75.50.Lk
I. INTRODUCTION
The collective behavior of systems of interacting
dipoles (SID) has received renewed attention in the last
few years.1 This is due to the fact that recent advances
in nanoscience2 allow to create new magnetic materials
made of ensembles of identical interacting nanoparticles
(NP),3,4 in contrast with conventional magnets. Mate-
rials built with ensembles of NP are of interest for data
storage5 and have applications in biomedicine.6
Ferromagnetic NP with sizes up to a few tens of
nanometers include a single magnetic domain. This do-
main behaves as a dipole with magnetic moment rang-
ing from 102 to 104µB (µB is the Bohr magneton). NP
exhibit effective anisotropies as a consequence of either
magnetocrystalline or shape or surface effects. These
anisotropies provoke the appearance of one or more easy
axes in each NP, along one of which the related dipole
tends to align. Thus, the dipole is forced to overcome
a certain energy barrier Ea during any possible flip-
ping process between the two directions of magnetization
along one of the easy axes.
When NP ensembles are packed in frozen arrays of well
separated (not touching) particles, the dipolar becomes
the only relevant particle-particle interaction among in-
dividual NP. Moreover, for sufficiently concentrated en-
sembles, dipolar interparticle energies Edd may be com-
parable or even larger than the local Ea. In such cases,
cooperative behavior among dipoles could be observed at
low temperatures4 (instead of the super-paramagnetism
observed in weakly interacting systems with Edd  Ea).7
The anisotropy of the dipolar interaction leads to geo-
metric frustration8 when dipoles are placed in crystalline
arrays. This results in collinear antiferromagnetic (ferro-
magnetic) order in simple cubic lattices (face and body
centered lattices) as predicted time ago by Luttinger
and Tisza,9 and observed recently in crystals build with
NP.10,11
Disordered (non-crystalline) dense arrays of NP can
be obtained from colloidal dispersions of particles in
frozen fluids,12 or by compacting powders of NP in gran-
ular solids.4,13 The typical volume fractions attained by
those systems range from 20 to 40%. As pointed out
by Mørup,14 frozen disorder in the position of each NP
and/or in its random orientation together with frustra-
tion (that comes from dipolar interactions) may result
in spin-glass (SG) behavior.8,15 These systems are of-
ten called super-SGs, because they are made of NP.
They exhibit typical behavior of SG16 such as anoma-
lous relaxation, aging, and other memory effects simi-
lar to the ones previously found in their single-molecule
SG counterparts.17 Numerical simulations of SID with
different combinations of positional and easy-axis orien-
tational disorder have revealed a similar behavior,18–23
and also that, irrespective of the relative dipolar inter-
action strength, dipoles flip up or down along their local
easy axes in an Ising-like manner.24 SG behavior clearly
governed by dipolar interactions has been observed in
random closed packed (RCP) samples of highly monodis-
perse maghemite (γFe2O3) NP.
25,26
Recent Monte Carlo (MC) simulations of diluted sys-
tems of either parallel27–29 or randomly oriented Ising
dipoles30 exhibited the existence of a SG phase at tem-
peratures below a transition temperature Tsg. Moreover,
MC data are consistent with quasi-long-range31 order in
the SG phase.28,29 Neither the droplet model32 nor a
replica symmetry breaking (RSB) scenario33 fit in with
this marginal behavior. Previous MC work for a fully
occupied simple cubic (SC) lattice of dipoles with ran-
domly oriented axes34 also found a SG phase, but nei-
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2ther clear-cut results about the nature of the SG phase
were obtained, nor was it possible to discern between
the above mentioned scenarios. The validity of one sce-
nario over the others may depend crucially on the interac-
tions involved in the system under study. A paradigmatic
model that exhibits RSB is the Sherrington-Kirkpatrick
(SK) model,35,36 where the couplings between pairs of
spins are chosen randomly to be ferromagnetic or anti-
ferromagnetic regardless of the spin-spin distance. How-
ever, the applicability of a RSB scenario to more realistic
(short-ranged) models as the Edwards-Anderson38,39 is
still controversial.15
The main purpose of the present work is to investigate
by tempered MC simulations the equilibrium SG phase
of dense packings of randomly oriented Ising dipoles. We
consider arrays of dipoles placed on the sites of a fully-
occupied SC lattice, and ensembles of dipoles placed at
the center of RCP spheres that occupy a 64% fraction of
the entire volume. Both packings are clearly more ho-
mogeneous than loose-packed configurations with lower
volume fraction, or diluted fluid-like positional configu-
rations in which the number of neighbors changes greatly
form particle to particle.
We measure the overlap parameter q between equilib-
rium configurations, its associated correlation length, as
well as sample-to-sample fluctuations of probability dis-
tributions of q for different realizations of disorder.
The paper is organized as follows. In Sec. II we define
the model and the types of dense packings we use, give
details on the MC algorithm, and define the quantities
we compute. The results are presented in Sec. III and
some concluding remarks in Sec. IV.
II. MODELS, METHOD, AND MEASURED
QUANTITIES
A. Models
We study the low temperature behavior of dense pack-
ings of identical magnetic NP that behave as single mag-
netic dipoles. Each NP i is a hard sphere of diame-
ter d carrying a permanent pointlike magnetic moment
~µi = µσiâi at its center. âi is the local easy-axis and
σi = ±1 is a sign representing the moment ~µi pointing
up or down along âi. µ ≡ ‖~µi‖ is equal for all dipoles.
As in real dense packings of NP, we consider that âi axes
are frozen and point along randomly distributed direc-
tions. Magnetic moments are coupled solely by dipolar
interactions. The Hamiltonian is given by
H = εd
∑
<i,j>
(
d
rij
)3(
âi · âj − 3(âi · ~rij)(âj · ~rij)
r2ij
)
σiσj
(1)
where εd = µ0µ
2/(4pid3) is an energy (µ0 is the magnetic
permeability in vacuum), and the summation runs over
all pairs of particles i and j except i = j. H can be recast
in the manifestly Ising-like form
H =
∑
<i,j>
Tijσiσj (2)
where,
Tij = εd
(
d
rij
)3(
âi · âj − 3(âi · ~rij)(âj · ~rij)
r2ij
)
. (3)
Since dipoles point along randomly chosen directions âi,
Tij signs are distributed at random. Moreover, Tij values
depend on the orientation and on the modulus of the
relative position vectors ~rij .
In our simulations we flip dipoles up and down along
their easy axes. Given that we are not interested on time
dependent properties controlled by the interplay between
local anisotropy and interparticle dipolar energies, we do
not try to mimic how each dipole overcomes anisotropy
barriers. Rather, we try to reproduce the collective evo-
lution effects that follow when the system is allowed to
explore the rough free-energy landscape inherent to SG
and relax to equilibrium.
We shall analyze two different types of packings of
identical spheres. On the one hand, the spheres have been
placed on the nodes of SC lattices with lattice spacing d,
and on the other hand, they have been placed in random
close packings (RCP). Both types of packings are collec-
tively called random axial dipole systems (RAD). We do
not expect to see relevant differences in the behavior of
the two packings, because both are rather homogeneous
and dominated by a random axis distribution.
As for RCP, many experimental results and numerical
simulations indicate that in the most compact way, RCP
spheres occupy a volume fraction φ = φ0 ≡ 0.64.42 For
that reason, we choose RCP systems with this precise
value of φ. Note that there is an additional source of
randomness in RCP stemming from the spatial disorder
in ~rij .
For comparison, we study also the SK model: a set of
N Ising spins σi = ±1 where any pair of spins interacts.
The interaction energies between the spins at sites i and
j is Jijσiσj with Jij = ±1/
√
N . The signs in Jij are
chosen randomly.
In the following, all temperatures will be given in units
of εd/kB (1/kB for the SK model), where kB is Botz-
mann’s constant.
B. Method
We have simulated Ns independent samples of the
above-described models. A sample J is a given real-
ization of quenched disorder. For RAD systems this dis-
order means choosing the orientations of vectors âi ran-
domly, while a sample for the SK model is defined by the
distribution of signs in Jij . Besides the disorder in the
3orientations of âi, RCP systems include another source
of disorder, namely the positions ~ri of the spheres. This
second cause of disorder is absent in SC systems.
To fix ~ri in RCP systems, the Lubachevsky-Stillinger
(LS) algorithm40,41 has been used. With it, a system of
N identical hard spheres evolve according to Newtonian
dynamics. At the same time, all the particles are let to
grow in size. Furthermore, this growth is performed at a
sufficiently high rate in order to avoid the system ending
up in a crystaline state. Proceeding in this way, at the
end the system gets up stuck in a disordered state.41,42
To be precise, we start placing a Poisson distribution
of N small spheres by random sequential addition in a
cube whose edges have length L = 1. At the beginning
the spheres occupy a volume fraction φ = 0.2. Periodic
boundary condition are applied. The LS algorithm lets
spheres move freely and grow until the sample eventually
reaches the volume fraction φ0.
41 Finally, once the LS
algorithm has stopped evolving the spheres and their size,
positions ~ri are rescaled such that all spheres recover a
diameter d = 1 and L becomes L = (Npi/6φ0)
1/3.
The system size is determined by the number N of
spheres. The number of samples Ns is listed in Tables I
and II for every size N . In SG systems statistical errors
are independent of N because of their inherent lack of
self-averaging. This is why we have not made Ns smaller
with increasing N . For RAD systems in SC lattices with
N = 1000, we could only employ 1400 samples because
of CPU time limitations.
Periodic boundary conditions are always used. We let
each dipole i interact with the other dipoles within an
L × L × L cube centered on i and with the repeated
copies of the dipoles beyond the box (by periodicity).
In order to take into account the slowly decaying long-
range dipole-dipole interaction we do perform Ewalds’s
summations.43,44 We follow the notation from the paper
by Wang and Holm.45 In this method, pointlike dipoles
are screened by Gaussians with standard deviation 1/2α
that allow to split the computation of the dipolar energy
into two rapidly convergent sums, one in real space and
the other in reciprocal space. We evaluate the sum in real
space using the normal image convention, with a cutoff
rc = L/2. Also a reciprocal space cutoff kc is introduced
for the sum in the reciprocal space. We have chosen
kc = 10, and α = 7.9/L as a good compromise between
accuracy and calculation speed.45 Finally, given that our
system is expected to exhibit zero magnetization, we have
used a surrounding permeability µ′ = 1.
In order to reach equilibrium at low temperatures in
the SG phase we use a parallel tempered Monte Carlo
(TMC) algorithm.46 It consists in running a set of n
identical replicas of each sample in parallel at different
temperatures in the interval [Tmin, Tmax] with a separa-
tion ∆ between neighboring temperatures. Each replica
starts from a completely disordered configuration {σi}.
We apply the TMC algorithm in two steps. In the first
one, the n replicas of the sample J evolve independently
for 8 Metropolis sweeps.47 All dipolar fields throughout
the system are updated every time a spin flip is accepted.
In the second step, we give to any pair of replicas evolv-
ing at temperatures T and T −∆ a chance to exchange
states between them following standard tempering rules
which satisfy detailed balance.46 These exchanges allow
all replicas to diffuse back and forth from low to high tem-
peratures and reduce equilibration times for the rough
energy landscapes expected for SGs. We find it helpful
to choose Tmax larger than 2 × Tsg and choose ∆ such
that at least 30% of all attempted exchanges are accepted
for all pairs (T, T −∆).
Measurements were taken after two averagings: firstly
over thermalized states of a given sample J and secondly
over Ns samples with different realizations of quenched
disorder. Thermal averages come from averaging over
the time interval [t0, 2t0], where t0 is the equilibration
time. Given an observable u, uJ = 〈 u 〉T stands for the
thermal average of sample J and 〈u〉 = [ uJ ]J for the
average over samples. The values of various parameters
used in the simulation runs are given in Tables I and II.
Simple Cubic
N Tmin Tmax ∆ t0 Ns
64 0.2 2.1 0.05 8× 106 5100
125 0.2 2.1 0.05 8× 106 10000
216 0.2 2.1 0.05 8× 106 10000
343 0.2 2.1 0.05 8× 106 4800
512 0.2 2.1 0.05 8× 106 5100
1000 0.6 2.1 0.05 107 1400
Random Close Packaged
N Tmin Tmax ∆ t0 Ns
125 0.2 2.1 0.05 8× 106 5900
216 0.2 2.1 0.05 8× 106 8000
512 0.2 2.1 0.05 8× 106 7700
TABLE I. Simulation parameters for SC and RCP systems.
N is the number of dipoles, Tmin (Tmax) is the lowest (high-
est) temperature and ∆ is the temperature step in our TMC
simulations. The number of simulation sweeps for equili-
bration is t0. Measurements are taken in the time interval
[t0, 2t0]. The number of samples with different realizations of
quenched disorder is Ns.
N Tmin Tmax ∆ t0 Ns
64 0.16 1.60 0.04 105 105
216 0.16 1.60 0.04 105 1.4× 105
512 0.16 1.60 0.04 2× 105 105
TABLE II. Same as in Table I for the SK model.
4C. Observables
The SG behavior has been investigated by measuring
the spin overlap parameter,38
q ≡ N−1
∑
j
σ
(1)
j σ
(2)
j , (4)
where σ
(1)
j and σ
(2)
j are the spins on site j of two inde-
pendent equilibrium states, called (1) and (2), of a given
sample. Clearly, q is a measure of the spin configuration
overlap between the two states. To avoid unwanted cor-
relations, we do not look for states (1) and (2) in single
samples. Rather, we consider for each sample, a pair of
identical replicas that evolve independently in time.
We evaluate the order parameters q2 ≡ 〈 q2 〉 and q1 ≡
〈 |q| 〉 and, for each sample J the overlap probability
distribution pJ (q). Then, the mean overlap distribution
p(q) over all replicas is defined as
p(q) ≡ [ pJ (q) ]J . (5)
We also measure the mean square deviations of pJ (q),
from the average p(q),
δp(q)2 ≡ [ {pJ (q)− p(q)}2 ]J . (6)
As usual in SG work,48–50 the correlation length ξL is
computed by
ξ2L ≡
1
4 sin2(k/2)
{ 〈q2〉
〈| q(k) |2〉 − 1
}
, (7)
where
q(k) ≡ N−1
∑
j
ψje
i~k·~rj , (8)
with ψj ≡ σ(1)j σ(2)j , ~rj the position of dipole j, and ~k =
(2pi/L, 0, 0) and k = ‖~k‖ = 2pi/L. Recall that since our
systems are isotropic, all directions ~k are equivalent.
The correlation function 〈ψrψ0〉 − 〈ψr〉〈ψ0〉 decays as
exp(−r/ξ∞) where ξ∞ is the correlation length in the
thermodynamic limit. ξL in (7) provides a good approxi-
mation of ξ∞ in the ξL/L→ 0 limit in the paramagnetic
phase for which 〈ψr〉 vanishes.49
This is not the case for an ordered phase. Consider for
example strong long–range order with short–range order
fluctuations. That is, 〈ψ0ψr〉 does not vanish as r → ∞
and only 〈ψ0ψr〉 − 〈ψ0〉〈ψr〉 is short–range. In such a
case, the ratio (ξL/L)
2 diverges as L3 as L increases, and
is not related with ξ∞.49 One would have to replace ψ
by ψ − 〈ψ〉 in Eq. (7) in order to relate ξL to ξ∞ in the
thermodynamic limit. Following current usage, we shall
nevertheless refer to ξL as “the correlation length”.
Note that, in contrast with p(q) and its first moments,
ξL takes into account spatial variations of the overlap q.
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FIG. 1. (Color online) (a) Semilog plots of q˜2(t0, t) (◦) and
q2(t) (•) vs. time t (measured in Metropolis sweeps) for SC
packings of 512 dipoles evolving at T = 0.2, the lowest tem-
perature of our TMC simulations. Here, t0 = 8×106 Metropo-
lis sweeps. Data points at time t stand for an average over
the time interval [t, 1.2t], and over 103 samples. (b) The same
for RCP.
D. Equilibration Times
It is important to make sure that thermal equilibrium
is reached before we start taking measures. To do that,
we followed the same procedure as in Ref. 29, by defining,
for two replicas of a single sample, the overlap qt at time
t and the average q2(t) of its square over all samples.
Equilibrium is reached when q2(t) attains a plateau. In
order to confirm this result, a second overlap q˜t0,t
q˜t0,t ≡ N−1
∑
j
σj(t0)σj(t0 + t) , (9)
between spin configurations of a single replica taken at
times t0 and t0 + t is measured as a function of t. Equi-
librium imposes that the corresponding average q˜2(t0, t)
remains stuck to the above plateau as t varies.29
Plots of q˜2(t0, t) and q2(t) vs. t are shown in Fig. 1(a)
(Fig. 1(b)) for RAD systems on SC lattices (RCP) for
t0 = 5 × 106 Metropolis sweeps with N = 512 and
T = 0.2, the lowest value of T in the series of TMC
simulations. We have chosen sufficiently large values of
t0 to make sure that q˜2(t0, t) ≈ q2(t) for t & t0.
After letting the system equilibrate for a time t0, we
have taken averages over the time interval [t0, 2t0]. The
values of t0 and Ns employed in our runs are given in
Tables I and II.
It has been shown that equilibration times of individ-
ual samples are directly correlated with the roughness
of their free-energy landscape.51 Numerous spikes in the
overlap distributions pJ are associated to samples that
have several pure states.52 The symmetry of the plots of
overlap distributions like the ones shown in Fig. 5(a) for
SC are an additional check that all the samples are well
equilibrated.
5III. RESULTS
A. The SG Phase
In this section, we report numerical results for q2 and
ξL/L.
A log-log plot of q2 vs. N for different values of T is
shown in Fig. 2 for RAD systems in SC lattices and RCP
arrangements. For both models q2 decreases as N in-
creases, and this occurs at all temperatures. For T < 0.8
and the system sizes studied, data points in this figure
are consistent with an algebraic decay q2 ∼ N−(1+η), fol-
lowing the usual definition of exponent η.53 Plots of q1
vs. N (not shown) exhibit the same qualitative behav-
ior. All of this is in accordance with quasi-long-range
order. Previous simulations34 for the SC were not able
to discriminate between the scenario where q2 tends to a
constant value as N grows and the algebraic steady de-
cay shown in Fig. 2. We will return to this point below.
From the plots for SC systems, one could extract η for
various values of T . The relation η = −1 + a T 2 fits the
data well with a = 0.45. Our results disagree with a RSB
scenario,33 in which q2 does not vanish as L→∞.54 For
even higher temperatures than those shown in Fig. 2, q2
vs. N curves bend downwards, as expected for the para-
magnetic phase. Approximate values of Tsg can thus be
obtained from such plots, but more accurate methods are
given below.
We next examine how ξL/L behaves for RAD sys-
tems in dense packings with SC and RCP. This has
already been done for diluted systems of parallel Ising
dipoles.27,28 We aim at exploring the behavior of ξL/L
not only near Tsg, but also deep into the SG phase. Recall
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FIG. 2. (Color online) Log-log plots of q2 vs. the number
of dipoles N for SC and RCP. ◦, , , 4, O, and . stand for
SC systems at temperatures T = 0.2, 0.4, 0.6, 0.8, 1.0, and 1.2
respectively. •, , , N, H, and I stand for RCP systems
at the same temperatures. Dotted lines are guides to the
eye. Data sets for larger temperatures deviate from a linear
trend (represented by the straight dashed lines), implying a
decay faster than a power of 1/N . Data for the lower lower
temperatures are well fitted by the straight lines.
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FIG. 3. (Color online) (a) Plots of ξL/L vs. T for RCP sys-
tems with the number of dipolesN indicated in the figure. Re-
call that dipoles are placed on a cube of volume L3 = Npi/6φ,
where φ is the volume fraction occupied by the spheres. Con-
tinuous lines are guides to the eye. (b) Same as in (a) but for
SC systems. Now, L = N1/3. The thick dashed line follows
from the 1/L→ 0 linear extrapolations in the plots of Fig. 4
for T < Tsg.
that ξL becomes a true correlation length in the param-
agnetic phase when ξL/L  1. Then, ξL/L falls off as
1/L in this phase. On the contrary, ξL/L increases with
L in the SG phase. The system passes from one phase
to the other at a temperature Tsg, so that we can rea-
sonably expect that curves of ξL/L vs. T for different
values of N cross at Tsg. All that enables us to extract
Tsg from those plots. At T = Tsg, ξL/L must become
size independent, as expected for a scale free quantity.
Plots of ξL/L vs. T are shown in Fig. 3 for different
values of N on SC (Fig. 3(a)) and RCP (Fig. 3(b)) arrays.
All curves spread out above and below a quite precise
crossing point Tsg and this fact allows to obtain a precise
determination of Tsg from the intersection of ξL/L vs. T
curves as is sometimes done for the EA48–50 and dipolar
SG27,28 models. For our SC (RCP) systems, curves cross
at Tsg = 0.75(2) (Tsg = 0.78(3)).
We now focus on the data for ξL at low temperatures,
and check if they are consistent with the algebraic decay
of 〈 q2 〉 exhibited in Fig. 2.
In the droplet model picture, in the SG phase q2 6= 0
and 〈ψ0ψr〉 − 〈ψ0〉〈ψr〉 is short ranged.32 It then follows
that28 ξ2L/L
2 ∼ L3. No feature exists in the plots of ξL/L
vs. 1/L shown in Fig. 4 suggesting that trend, and this
is valid at all temperatures.
Let us assume now that that the connected correlation
function 〈ψ0ψr〉 − 〈ψ0〉〈ψr〉 decays as G(r) ∼ 1/r(1+η)
as r → ∞ while having q2 6= 0. This behavior fits in
with the RSB picture.33 Then, it follows from Eq. (7)
that ξ2L/L
2 ∼ L1+η.28 Neither evidence for ξ2L/L2 ∼
L1+η does appear in Fig. 4. Note that the values of
ξL/L diminish as a function of 1/L for T < Tsg and the
downward trend becomes steeper as T decreases. On the
other hand, from Fig. 2 we know that | 1 + η | decreases
60 0.05 0.1 0.15 0.2 0.25
1/L
0.1
1
ξ L/
L
FIG. 4. (Color online) Semilog plots of ξL/L vs. 1/L for SC
systems, and T = 0.2 (◦), T = 0.3 (), T = 0.4 (), T = 0.5
(/), T = 0.6 (4), T = 0.7 (∗), T = 0.8 (O), T = 0.9 (.),
T = 1.0 (•), T = 1.1 (),T = 1.2 (N), and T = 1.3 ().
Dashed lines are guides to the eye.
with T . This would lead to ξL/L vs. 1/L curves which
do not become steeper as T decreases, which is in clear
contradiction with plots in Fig. 4.
Finally, let us consider q2 = 0 and 〈ψ0ψr〉 = G(r) as
in the 2D XY model.31 It then follows that ξL/L be-
comes independent of L for large L. This is the outcome
from 1/L→ 0 extrapolations of the dashed straight lines
shown in Fig. 4 for T . Tsg. Thus, a straightforward
interpretation of the data shown in Fig. 4 is that the
SG phase for our densely packed RAD systems behaves
marginally.55
B. Overlap Distributions
It is interesting to study the SG behavior of individ-
ual samples. In Fig. 5(a) we plot pJ (q) vs. q for three
different samples at temperature T = 0.2 for RADs on a
SC lattice. Note that pJ (q) distributions are markedly
sample-dependent and exhibit several sharp spikes cen-
tered well away from q ≈ ±1. Similar behavior has been
found for the EA and SK models.52,56 The positions and
heights of the spikes in the region q ∈ (−Q,Q) for, say,
Q ≈ 1/2 change greatly from sample to sample. These in-
ner peaks arise from cross overlaps between different pure
states. We name these spikes cross-overlap (CO) spikes.
Their number in pJ (q) is closely related to the number of
pure states.52 At higher temperatures (not shown), ther-
mal fluctuations render individual spikes so wide that
they overlap and become not clearly discernible. Then, in
order to examine CO spikes we were compelled to choose
Tmin ≈ Tsg/4 in our simulations.
Figure 5(b) shows the mean overlap distribution p(q)
for SC arrays at T = 0.2 for different values of N . p(q)
exhibits two large peaks at ±qm with qm ≈ 1 that cor-
respond to the self overlap of pure states. We find that
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FIG. 5. (Color online) (a) Overlap distributions pJ (q) for
SC systems with N = 512 and T = 0.2 for three samples
with different realizations of disorder (b) Plots of the averaged
distribution p(q) vs. q for SC systems with T = 0.2, and the
values of N shown. (c) Same as in (b) for (δp)2. Similar
results obtain for RCP systems.
p(q) is approximately flat in the region of small values
of q, with p(0) 6= 0. Note that p(0) is essentially inde-
pendent of N , as previously found for the SK and EA
models.36,57 This behavior is in conflict with the droplet
picture of SGs, for which p(0) ∼ N−Θ.32
Plots of (δp)2 vs. q are shown for SC arrays at the
same temperature in Fig. 5(c). We obtain (not shown)
qualitatively similar plots for RCP systems. (δp)2, which
is a measure of sample-to-sample fluctuations of pJ (q)
from the average p(q), does not change appreciably with
N . According to the RSB scenario, pJ (q) should exhibit
many CO spikes that become Dirac delta functions as N
increases, bringing about a diverging (δp)2 in the ther-
modynamic limit.
In order to improve the accuracy, we consider the in-
tegrated probability functions
XQJ ≡
∫ +Q
−Q
pJ (q)dq, (10)
∆QJ ≡
( ∫ +Q
−Q
{pJ (q)− p(q)}2dq
)1/2
, (11)
and compute their related sample averages XQ and ∆Q.
Plots of XQ vs. T are shown for Q = 1/2 in Figs. 6(a),
6(b), and 6(c) for SC, RCP systems and the SK model
respectively. In all cases, XQ appears to be size inde-
pendent at temperatures well below Tsg, in agreement
7with mean field predictions for the SK model. This is
in clear contrast to the droplet picture, for which XQ is
predicted to vanish as N−Θ.32 Finally, we note that in
all cases XQ ∝ T at low temperatures.
Plots of ∆Q vs. T for RADs in Figs. 7(a) and 7(b)
for SC and RCP suggest that ∆Q does not diverge as N
increases at very low temperatures. In marked contrast,
the corresponding plots for the SK model exhibited in
Fig. 7(c) show that ∆Q clearly increases with N at all
temperatures below Tsg, in agreement with the RSB sce-
nario.
C. Cross Overlap Spikes
The shape and width of CO spikes from a pair cor-
relation function was studied in previous work.58 With
fJ (q1, q2) ≡ pJ (q1)pJ (q2), we define
G QJ (q) ≡
∫ Q
0
∫ Q
0
dq1dq2 δ(q2 − q1 − q)fJ (q1, q2), (12)
and GQ(q) as the average of G QJ (q) over samples. We
have computed the normalized function
gQ(q) ≡ G
Q(q)∫ +Q
−Q
GQ(q) dq
, (13)
which is the conditional probability density that q = q2−
q1, given that q1, q2 ∈ (0, Q).
At very low temperatures, gQ(q) could be interpreted
as the averaged shape of all CO spikes provided that
individual spikes in pJ (q) distributions do not overlap
each other.29 Temperatures as low as Tsg/4 are needed
to observe this regime (see Fig. 5(a)). Plots of gQ vs.
q for Q = 1/2 and T = 0.2 are shown in Figs. 8(a)
and 8(b) for RADs on SC and RCP arrays respectively,
and in Fig. 8(c) for the SK model at T = 0.24. gQ
curves appear to be very pointed and narrow in all cases.
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FIG. 6. (Color online) (a) Plots of XQ vs. T for SC systems,
Q = 1/2 and the values of N indicated in the figure. (b) The
same plots for RCP systems. (c) The same plots for the SK
model.
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FIG. 7. (Color online) (a) Plots of ∆Q vs. T for SC systems,
with Q = 1/2 and the values of N indicated in the figure. (b)
The same plots for RCP systems. (c) The same plots for the
SK model.
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FIG. 8. (Color online): (a) Plots of gQ vs. q for SC systems
at T = 0.2, with Q = 1/2 and the values of N indicated in the
figure. (b) The same plots for RCP systems. (c) The same
plots for the SK model at T = 0.24. Note that T ≈ Tsg/4 in
all three cases.
Note that curves for RAD systems in Figs. 8(a) and 8(b)
do not change appreciably with system size for both SC
and RCP arrangements. In contrast, gQ curves for SK
in Fig. 8(c) become sharper as N increases. This is as
expected for the mean-field RSB scenario, in which CO
spikes become Dirac delta functions in the macroscopic
limit.
Given that gQ(q) is a normalized distribution, we com-
pute its width as wQ ≡ 1/gQ(0).58 Plots of wQ vs. T are
shown in Figs. 9(a) and 9(b) for RADs on SC and RCP
arrays respectively. In both cases, wQ does not change
appreciably with system size, suggesting that the width
of CO spikes do not vanish in the N → ∞ limit for all
temperatures below Tsg. On the other hand, plots of w
Q
vs. T for the SK model displayed in Fig. 9(c) indicate a
vanishing width (curves actually go like wQ ∼ N−3/2),29
in agreement with the RSB picture.
8D. Cumulative Distributions
Pair correlation functions do not provide information
about the height of CO spikes in the (−Q,Q) region.
Yucesoy et al.56 have proposed an observable that de-
pends on the height of CO spikes in SG models. They
consider the maximum value of pJ (q) for q ∈ (−Q,Q),
p˜ QJ ≡ max{ pQJ (q) : |q| < Q }, (14)
and count a sample as peaked if p˜ QJ exceeds some spec-
ified value z. Then, the cumulative distribution Πp˜c(z)
of non-peaked samples is computed as a function of z.
Plots of Πp˜c vs. z for RAD on RCP arrays are shown
in Fig. 10(a) for T = 0.2 and Q = 1/2. They sug-
gest that Πp˜c becomes size-independent for N ≥ 216. In
contrast, simulations for the SK model have shown that
Πp˜c(z) clearly decreases as N increases for z & 0.5 at low
temperatures.29 The latter is in agreement with the RSB
picture, for which CO spikes become Dirac delta func-
tions in the N →∞ limit.
Given that XQJ is a (J -dependent) random variable, it
is interesting to explore how this variable is distributed.
Following Ref. 59, we define its cumulative distribution
ΠXc (z) as the fraction of samples havingX
Q
J < z. Semilog
plots of ΠXc vs. z for RAD on RCP arrays displayed in
Fig. 10(b) appear to be size independent and exhibit a
power-law behavior of ΠXc (z) for small z. Our results for
ΠXc are not in contradiction with a RSB scenario.
IV. CONCLUSIONS AND DISCUSSION
We have studied ensembles of dense packings of iden-
tical classical Ising dipoles at low temperature. Each
dipole is the total magnetic moment of a single-domain
spherical NP (due to their smallness, NP admit one sin-
gle domain). We assume that the local anisotropies of
the NP oblige the magnetic moment to lie along an easy
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FIG. 9. (Color online) (a) Plots of wQ vs. q for SC systems
for Q = 1/2 and the values of N indicated in the figure. (b)
The same plots for RCP systems. (c) The same plots for the
SK model.
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FIG. 10. (Color online) (a) Plots of the cumulative distribu-
tion Πp˜c vs. z for RCP systems, with Q = 1/2, T = 0.2 and
the values of N indicated in the figure. (b) Same as in (a)
for the cumulative distribution ΠXc .
axis. The arbitrary orientation of all NP provokes that
each dipole is randomly oriented.
We consider random axis dipole (RAD) systems with
two types of packings: (i) the NP are placed on SC lat-
tices and (ii) random closed packings (RCP) that fill a
volume fraction φ0 = 0.64, as in recent experiments with
maghemite NP.
We have focused on the role played by the dipolar in-
teraction in the thermodynamical equilibrium. Dipoles
were allowed to flip between up and down directions along
one of their easy axes, regardless of the height of the
anisotropy barriers.
Previous simulations for RADs on SC lattices provided
evidence for the existence of a transition from param-
agnetic to SG phases. However, numerical results did
not lead to any firm conclusion on the nature of this
SG phase. From the study of the overlap parameter q
and their associated correlation length, we have found
a marginal behavior for RADs on SC and RCP lattices
for temperatures below a temperature Tsg. Actually, the
similarities between SC and RCP systems extend to all
observables we have explored.
From the variation of ξL with T and L we have found
Tsg = 0.75(2) and Tsg = 0.78(3) for SC and RCP lattices
respectively. In the SG phase we have observed (i) an al-
gebraic decay of q2 with the system size, and (ii) absence
of any divergence in the values of the ratio ξL/L as the
system size increased (see section III.A). This marginal
behavior fits neither the droplet model nor a RSB sce-
nario.
In spite of the existence of quasi-long-range SG or-
der, the overlap distributions pJ (q) are comb-like and
markedly sample dependent, like it occurs for the EA
and the SK models.52,56,58 We have studied the sample-
to-sample statistics of pJ (q) for q ∈ (−Q,Q) at low tem-
peratures (section III.B), finding that p(q) and δp(q)2 (as
well as XQ and ∆Q) do not vary with N . By comput-
ing also the averaged width wQ of the spikes found in
9pJ (q) distributions (section III.C), we conclude that wQ
does not vanish in the thermodynamic limit. Accord-
ingly, the fraction of samples with spikes higher than a
certain threshold does not change with N at low temper-
atures (section III.D).
Altogether, these results are in agreement with the
above-mentioned marginal behavior. Our MC data for
the SK model illustrate that there is some conflict be-
tween RSB predictions and our results for RAD. It is
worth mentioning that our findings for densely packed
RAD systems resemble the behavior of RAD systems
with strong dilution30 and that of systems of parallel
Ising dipoles in site-diluted lattices28,29.
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