Abstract-In this paper we have formulated the problem of finding an LPV-approximation to a system as an optimization problem. For this optimization problem we have presented two possible ways to solve this. The problem is posed as a model reduction problem and formulated such that it should try to preserve the input-output behavior of the system. In the two examples in the paper the potential of the new methods are shown. We have also shown the benefits of using model reduction techniques to capture the input-output behavior to obtain accurate low order LPV-approximations.
I. INTRODUCTION
The behaviour of a linear parameter varying (LPV) system can be described bẏ
x(t)=A(p(t))x(t)+B(p(t))u(t), y(t)=C(p(t))x(t)+D(p(t))u(t)
where x are the states, u and y are the input and output signals and p(t) is the vector of model parameters. In flight control applications, the components of p(t) are often model parameters for instance mass, position of center of gravity, various aerodynamic coefficients, but can also include state dependent parameters such as altitude and velocity specifying current flight conditions. In this paper we will be interested in the case when the parameters vary very slowly and not take into account the time dependence of the parameters. Some advanced robustness analysis methods, e.g. µ-analysis, see e.g. [1] , requires a conversion of the LPVsystem into a linear fractional representation (LFR). For this purpose, it is necessary that the parametric matrices A(p), B(p), C(p), D(p) of the LPV-system depend rationally on the parameters in p. This requirement is often not fulfilled for LPV-models directly generated from a nonlinear system description, either due to presence of non-rational nonlinear parametric expressions or tabulated data in the model. In both cases, rational approximations must be used to obtain a suitable system. LPV-models are often generated by starting from a multimodel system in state space form
where each system G p (i) corresponds to a parameter vector sampled in the point p (i) , for i =1 ,...,N. The modelling goal is to approximate this multi-model system with a single LPV-systemĜ
whose state space realization depends rationally on p.A frequently used method today is the element-wise approximation method e.g. see [2] . This method interpolates the elements in the system matrices individually with rational or polynomial functions. The problem with this approach is that it is naive and does not take system properties into account, additionally a prerequisite for the application of this method is that all dimensions of the matrices in the multimodel system are the same and the matrices correspond to the same ordering of state, input and output variables. Other methods that also use interpolation are e.g. [3] , [4] , but they transform the models into canonical state-space forms before doing the interpolation. Also there are inputoutput relation based methods that for example uses linear regression [5] or nonlinear optimization [6] . An excellent survey over existing methods can be found in [7] .
In this paper we first formulate an optimization problem to find an LPV-system that tries to approximate the multimodel system and capture the input-output behavior using the H 2 -norm. Then we present two approaches to solve the optimization problem that arise, and compare them in terms of computational results.
II. THE OPTIMIZATION PROBLEM
In this section we formulate the optimization problem that arise when we try to approximate a multi-model system sampled at different p-values with an LPV-system. The optimization problem is formulated such that the sought system should capture important properties of the sampled systems. The objective is to minimize the error between the true systems and the sought LPV-system in the sampled points in the H 2 -norm, i.e. we formulate the optimization problem
where
are the sampled (true) models and
is the resulting LPV-model depending on the parameter p. Define the error systems as
We start by looking at the models in one sample point. Later we will generalize this to the case where we have multiple models. The error system can be realized in state-space form as
This realization of the error system will later prove beneficial in rewriting the optimization problem. Notice that the H 2 -norm is unbounded if the system is not strictly proper, i.e. we can not have a direct term. Therefor we assume that D = 0 as well asD = 0. Additionally, for simplicity we will only work with polynomial dependence of the parameters in this paper.
By definition the H 2 -norm of a system, see [1] , is
To calculate the cost function efficiently it is necessary to rewrite (3) to a numerically more suitable form. This can be done using the Gramians for the system, see [1] . The observability and controllability Gramians, Q e and P e respectively, for the error system E are defined as
where P e and Q e satisfy the Lyapunov equations, see [1] ,
By using (4), (5) and Parseval's identity it is possible to rewrite (3) as
A. Model class
This optimization problem is based on model reduction techniques, and tries to capture the input-output behavior of the system. A benefit with this is that, even though some elements can depend non-polynomially on the parameters, it can make use of the fact that the realization is non-unique.
The systemĜ = ÂB
C 0 has the same transfer function and input-output behavior asĜ T , witĥ
where T is a non-singular transformation matrix. This means that for every model G p (i) we are not only limited to find
. This will be illustrated in examples later by showing that for a given system it is possible to find low order LPV-system that approximates the input-output behavior well even though the original system can have a complicated dependence of the parameters.
B. Constraints
In some cases it can be necessary to preserve the physical interpretation of the states, i.e. try to mimic the functions in the elements of the system matrices, or to introduce or preserve some structure in the system matrices. Introducing structure to the system matrices is straightforward, just choose which elements you which to optimize over and leave the other elements constant. To mimic a function in a specific element, introduce linear constraints such that the function values in an element does not differ from a given value in that element in the models more than a predetermined value, i.e. do an interpolation of the samples from the element at the same time as minimizing the H 2 -norm for the error system.
III. METHOD 1: GENERAL NONLINEAR OPTIMIZATION
In this algorithm, we try to solve the optimization problem by simply addressing it as a general nonlinear optimization problem.
We see that, because of the realization (2) of E and equations (5), if we partition the Gramians P e and Q e as
TQ then P and Q will satisfy the Lyapunov equations for the controllability and the observability Gramians for the true system, andP andQ will satisfy the Lyapunov equations for the controllability and the observability Gramians for the sought system.P,Q, X and Y satisfy, due to (5), the Sylvester and Lyapunov equations
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With the partitioning of P e and Q e it is possible to rewrite (6) as
which is now expressed in the system matrices for the true system and the sought system and partitions of the Gramians.
It is now straightforward to express this for the more general case when we have multiple models.
The optimization problem can now be written as
where the system matrices are expressed asB(p)
A. Gradient
The equations (8) are differentiable in the system matrices for the approximated system, i.e. it is possible to calculate the gradient w.r.t.Â,B andĈ and obtain a closed-form expression (see [8] , [9] ). The calculations will be shown in this section.
Definition 1: The gradient of a real scalar function f (X) of a real matrix valued variable X ∈ R n×m is the real matrix ∇ X f (X) ∈ R n×m defined by
Using the definition we get the first order expansion
where A, B =trA T B.
To simplify the calculations of the gradient we need the following Lemma (see [10] ). , with respect to ∆Â is
where ∆ Y and ∆Q depend on ∆Â via
Applying Lemma 1 on (7a) and (11) entails
Inserting this in (10) entails
It follows that ∇Â ||E|| 2 H2 =2 QP + Y T X . Analogously we can calculate the gradients with respect toB and C.
∇Â ||E||
If we look at the more general form, with polynomial dependence in the parameters i.e.Â(p)=Â p 0 +Â p 1 p + A p 2 p 2 + ···+Â p k p k , and express the gradient of (9) with respect to the coefficient matricesÂ
To calculate the cost function (9), one Lyapunov equation (5a) needs to be solved for every i. Crucial to notice is that the extra cost to compute the gradient is merely to solve one additional Lyapunov equation (5b). This extra equation can be solved very effectively if solved simultaneously with (5a), utilizing that we have the same A matrix in both equations, see [11] . This is however not implemented in the algorithm at the moment.
IV. METHOD 2: SEMIDEFINITE PROGRAMMING
In this algorithm we try to minimize the error system using a semidefinite programming (SDP) approach. With the realization (2) and equations (5) and (6) we rewrite the H 2 -norm for a system as a minimization problem 
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Our objective is to find the systemĜ = ÂB C 0 that approximates the system G = A B C 0 well in the H 2 -norm i.e. we also want to minimize over the matriceŝ A,B,Ĉ.
Since the system E is the augmented system
and if we partition Q as
we can rewrite the minimization problem (13) as a new problem, now also optimizing over the sought system matrices, as
Generalizing this to the case when we have a true system sampled at different p-values and want to find an LPVapproximation is straightforward. Rewriting (14) again for this problem we get
whereÂ p k is the coefficient matrices inÂ
and L is the highest degree of p in A,B orĈ. Looking at (15) we see that it is bilinear in the variables. Generally bilinear SDPs are very hard to solve [13] , which is one of the reasons for us to not only look at this method but also on the more general nonlinear approach in section III. To try to solve this a local iterative twostep algorithm can be used, [14] . Start by keepingÂ p k ,B p k constant, then solve (15) for Q i ,Ĉ p k . Then keep Q 12,i , Q 22,i constant and solve (15) for Q 11,i ,Â p k ,B p k ,Ĉ p k . Continue doing this until convergence.
V. NUMERICAL EXAMPLES
In this section two small academic examples are presented to show the potential of the new methods and to show the importance of addressing system properties. In these examples we disregard from the time dependence in the parameters and only tries to find an LPV-model that approximates the linear models in a good way.
Example V.1
The system in this example is a balanced realization of the system G = G 1 G 2 where
with ω 1 =1 ,ω 2 =3 ,ζ 1 =0 .1+0.9δ and ζ 2 =0 .1+0.9(1 − δ) and δ ∈ [0, 1]. The system was sampled for 30 δ equidistant in [0, 1] i.e. we are given 30 linear models with four states. It is interesting to look at this system because one realization of the system has only linear dependence on δ, in fact only two elements of the system matrix A are linear in δ and all the other matrix elements in A, B, C are constants. But if we do a balanced realization for every sampled model individually, we still have the same systems, only a different realization, this construction is done to show that the methods work even if we have different state-basis in the different models. Now no elements in any of the three system matrices are linear in δ, instead they are highly nonlinear, see Fig. 1 . Because of the highly nonlinear dependence on δ in the elements it is very hard to find a good approximation for the system using element-wise polynomial approximation.
If we use the new methods and try to find a low order LPV approximation of the systems, we will find, for the method using the general nonlinear approach, a very good approximation with only linear dependence in δ. But with the method using SDP-optimization, it gets stuck in a local optima, but is, in H 2 -norm, still better than the elementwise method. To illustrate the correspondence between the sampled models of the true system and the approximated systems their root loci have been plotted in Fig. 2 Root loci for the true system, the systems approximated with the new algorithms using 1 st order polynomials and the system approximated with the element-wise method using 9 th order polynomials.
though the realization of the system given is non-polynomial in the parameters, we are able to find the underlying system with only linear dependence.
Example V.2 The system we are looking at here has two states and one parameter and is given by − 1=−0.45 for all δ. In this example the system matrix A(δ) was sampled 30 times equidistant in the interval δ ∈ [−1, 1]. The important thing to note with this system is that the elements a 12 and a 21 are nonlinearly depending on δ, but also coupled. Another important thing to notice is that the poles of this system does not vary with δ, they are constant.
Using the element-wise method and interpolating the elements a 12 = f (δ) and a 21 = g(δ), the elements in A that vary, with polynomials of order 8. After doing the elementwise approximation the maximum interpolation error in the two elements are such that the largest deviation is 0.07. With this interpolation we get a root locus where the poles are far from constant (see Fig. 3 ). If we use our methods, we find a good approximation with only constant matrices (no dependence of δ). The root loci for the systems are in Fig.  3 ).
This example illustrate the importance to look at the inputoutput relation and not only the individual elements. We see that when using the element-wise method we do not take Fig. 3 : Root loci for the true system, the systems approximated with the new algorithms using zeroth order polynomials and the system approximated with the element-wise method using 8 th order polynomials. into account the strong coupling between element a 12 and a 21 . But with the new algorithms we find the correct system. The examples were performed on a Dell Optiplex GX620 with 2GB RAM, Intel P4 640 (3.2 GHz) CPU running under Windows XP SP2 with MATLAB version 7.6 (R2008a). When solving the examples using the general nonlinear approach, the function fminunc in MATLAB was used. When solving the examples using the SDP approach, YALMIP version 3 (R20080414) [15] together with SEDUMI version 1.1 [16] were used. Starting points for both the methods were in both examples the system you obtain if you do an element-wise interpolation.
VI. CONCLUSIONS
In this paper we have formulated an optimization problem that tries to approximate a multi-model system with a low order LPV-system. To solve this problem two different methods were developed. In the two examples, we have shown the potential of the new methods and the benefits of using model reduction techniques to capture the input-output behavior to get accurate low order LPV-approximations. As we can see in both table I and II and figure 2 and 3 the elementwise method is fast but gives high order LPV-systems and does not capture the system properties well. The new results shows that though the methods are slower they find better approximations of the systems using lower orders. Method 1 has also shown promising results upon testing it on an flexible aircraft model with 22 states and one parameter, trying to identify an affine LPV-model.
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SDP-optimization is frequently used today on related model reduction problems. The problem here is that it introduces auxiliary Lyapunov variables, which make the problem scale bad. Also this problem leads to a nonconvex bilinear SDP-problem which is a very hard problem. That is the reason for developing the other method that uses a more general nonlinear approach. For this problem it was possible to get a closed-form expression for the gradient which makes the method applicable to e.g. descent or Newton methods.
