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Abstract
Effective propagation of uncertainty through a nonlinear dynamical system is
an essential task for a number of engineering applications. One viable probabilistic
approach to propagate the uncertainty from the high dimensional random inputs
to the high-fidelity model outputs is Monte Carlo method. However, Monte Carlo
method requires a substantial number of computationally expensive high-fidelity
simulations to converge their computed estimations towards the desired statistics.
Hence, performing Monte Carlo high-fidelity simulations becomes computationally
prohibitive for large-scale realistic problems. Multi-fidelity approaches provide a
general framework for combining a hierarchy of computationally cheap low-fidelity
models to accelerate the Monte Carlo estimation of the high-fidelity model output.
The objective of this thesis is to derive computationally efficient low-fidelity models
and an effective multi-fidelity framework to accelerate the Monte Carlo method that
uses a single high-fidelity model only.
In this thesis, a physics aware recurrent neural network (RNN) called deep resid-
ual recurrent neural network (DR-RNN) is developed as an efficient low-fidelity
model for nonlinear dynamical systems. The information hidden in the mathemati-
cal model representing the nonlinear dynamical system is exploited to construct the
DR-RNN architecture. The developed DR-RNN is inspired by the iterative steps of
line search methods in finding the residual minimiser of numerically discretized dif-
ferential equations. More specifically, the stacked layers of the DR-RNN architecture
is formulated to act collectively as an iterative scheme. The dynamics of DR-RNN
is explicit in time with remarkable convergence and stability properties for a large
time step that violates numerical stability condition. Numerical examples demon-
strate that DR-RNN can effectively emulate the high-fidelity model of nonlinear
physical systems with a significantly lower number of parameters in comparison to
standard RNN architectures. Further, DR-RNN is combined with Proper Orthogo-
nal Decomposition (POD) for model reduction of time dependent partial differential
equations. The numerical results show the proposed DR-RNN as an explicit and
stable reduced order technique. The numerical results also show significant gains in
accuracy by increasing the depth of proposed DR-RNN similar to other applications
of deep learning.
Next, a reduced order modeling technique for subsurface multi-phase flow prob-
lems is developed building on the DR-RNN architecture. More specifically, DR-RNN
is combined with POD and discrete empirical interpolation method (DEIM) to re-
duce the computational complexity associated with high-fidelity subsurface multi-
phase flow simulations. In the presented formulation, POD is used to construct
an optimal set of reduced basis functions and DEIM is employed to evaluate the
nonlinear terms independent of the high-fidelity model size. The proposed ROM
is demonstrated on two uncertainty quantification test cases involving Monte Carlo
simulation of subsurface flow with random permeability field. The obtained results
demonstrate that DR-RNN combined with POD-DEIM provides an accurate and
stable ROM with a fixed computational budget that is much less than the compu-
tational cost of standard POD-Galerkin ROM combined with DEIM for nonlinear
dynamical systems.
Finally, this thesis focus on developing multi-fidelity framework to estimate the
statistics of high-fidelity model outputs of interest. Recently, Multi-Fidelity Monte
Carlo (MFMC) method and Multi-Level Monte Carlo (MLMC) method have shown
to significantly accelerate the Monte Carlo estimation by making use of low cost
low-fidelity models. In this thesis, the features of both the MFMC method and the
MLMC method are combined into a single framework called Multi-Fidelity-Multi-
Level Monte Carlo (MFML-MC) method. In MFML-MC method, MLMC frame-
work is developed first in which a multi-level hierarchy of POD approximations of
high-fidelity outputs are utilized as low-fidelity models. Next, MFMC method is
incorporated into the developed MLMC framework in which the MLMC estimator
is modified at each level to benefit from a level specific low-fidelity model. Finally,
a variant of deep residual recurrent neural network called Model-Free DR-RNN
(MF-DR-RNN) is used as a level specific low-fidelity model in the MFML-MC
framework. The performance of MFML-MC method is compared to Monte Carlo
estimation that uses either a high-fidelity model or a single low-fidelity model on
two subsurface flow problems with random permeability field. Numerical results
show that MFML-MC method provides an unbiased estimator and show speedups
by orders of magnitude compared to Monte Carlo estimation that uses a single
high-fidelity model.
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This chapter will first highlight the necessity for uncertainty quantification, and key
challenges in using computational models of subsurface flow for statistical estima-
tion. Following that, brief description will be given on probabilistic methods, and
low-fidelity models that can be utilized to propagate uncertainties from the inputs
of the flow model to its outputs of interest. Based on the description and the chal-
lenges, this chapter will define the scope of this thesis and finally this chapter will
present the thesis outline.
1.1 Necessity for Uncertainty Quantification (UQ)
Mathematical models of multi-phase flow through subsurface materials is an essen-
tial tool to describe complex physical processes. Generally, the subsurface flows are
governed by law of conservations (mass, momentum, and energy) and their mathe-
matical models are represented as a system of nonlinear partial differential equations
(PDEs) with suitable initial and boundary conditions [34, 1, 14]. Numerical results
from the simulations of subsurface flow models play an important role in a num-
ber of engineering applications including ground water management, contaminant
transport, and effective extraction of hydrocarbon resources [115, 49]. For example,
plume management is a subsurface flow control problem in which the movement of
subsurface pollutants is manipulated through the injection or pumping of water. In
this plume management task, numerical simulation of subsurface flow and contam-
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inant transport is utilized to forecast the spatial distribution of the contaminants
at different time instances by which the location and the rate of pumping water
are optimized [86, 92]. Another example is the reservoir management for better oil
recovery during which it is critical to determine recovery design factors, such as the
positions of wells and well injection schedules. To improve the oil recovery over the
production life of the reservoir, reservoir simulation is effectively utilized during the
development phase as well as during the operation phase [80, 68].
One of the major challenges of subsurface flow model based system management
is the effective characterization of subsurface material properties as model parame-
ters (e.g. permeability and porosity). Generally, subsurface properties like perme-
ability of subsurface flow systems are highly heterogeneous [57]. This heterogeneous
and multi-scale permeability of natural subsurface flow systems demands compre-
hensive exploratory drilling, seismic surveys and measurements for the detailed per-
meability characterization. However, such detailed procedures are not practical as
exploratory drilling is expensive and hard to quantify the subsurface properties with
current measurement techniques. Hence, heterogeneity and lack of data have lead
to uncertainty in the representation of subsurface material properties [57, 77, 92].
Recently, the information obtained from time-lapse seismic data collected from the
entire desired subsurface domain are utilized to estimate the parameters of the sub-
surface flow models [147]. From time-lapse seismic data, it is possible to obtain the
dynamic characteristics of the subsurface field like fluid saturation in addition to
static properties like pore volume and net gross ratio [117].
The uncertainty in the spatial permeability field can cause unreliable results
from the subsurface system models. Therefore, probabilistic methods are needed
to effectively propagate the uncertainty in the input data through the high-fidelity
mathematical model representing the multi-phase porous media flow. In the context
of mathematical modeling, fidelity refers to the degree of representing the physical
phenomena of interest. High-fidelity model is a computationally expensive model
which describes the physical system of interest with the detailed information and
high accuracy. In this thesis, high-fidelity model is refered to a high-dimensional dis-
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cretized system of differential equations. The low-fidelity model refers to a simplified
model with less detailed and less computational cost compared to the high-fidelity
model.
1.2 Probabilistic methods for UQ
As mentioned in the previous section, to properly account for the uncertainties for
example during oil reservoir management, probabilistic methods are applied. Uncer-
tainties are present due to many possible sources including (i) parameter uncertainty
due to the unavailability of the exact values of input parameters to the mathematical
model, (ii) inadequate description of the mathematical model w.r.t the true physics
(iii) numerical errors and approximations in the implementation of the simulation
code, (iv) inherent variability of some of the inputs to the mathematical model, (v)
unavoidable variability of experimental measurements, and (vi) lack of outputs for
all possible inputs due to limited resources [105]. In this thesis work, we focus on
parametric uncertainties (e.g., permeability, porosity values, rock properties) and
represent those uncertain parameters as random variables with appropriate proba-
bility distribution functions (e.g., lognormal distribution function). We are mainly
concerned with the efficient computation of the statistics of the high-fidelity model
outputs (quantities of interest (QoI)).
Monte Carlo method (MC) is a popular and highly successful probabilistic method
to approximate the statistics of the desired QoI. In Monte Carlo method, first, N
(e.g., 105) independent realizations of the random input are sampled. Next, the
deterministic high-fidelity model is solved for each random input sample and thus
N number of high-fidelity solutions are obtained. Finally, the desired statistical
properties of the solution are estimated from the set of high-fidelity data of size
N . Unfortunately, the accuracy of the estimators performed via the MC method
depends on the inverse square root of the number of simulations performed [63, 64].
Hence, MC method requires a substantial number of samples to converge the estima-
tions towards the desired statistics. In addition, if a single realization of high-fidelity
simulation is computationally expensive, then MC method becomes computationally
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prohibitive for large-scale realistic problems.
Polynomial Chaos expansion (PCE) based method is an alternative approach to
MC method that aims to approximate the high-fidelity model output (say y ∈ Rn)
of interest using PCE with respect to the uncertain input parameters [60]. The
type of polynomial basis function used in PCE depends on the type of probability
distribution function (PDF) associated with the input random field. For example,
Hermite polynomial is associated with the Gaussian input random variable, La-
guerre polynomials with a Gamma distributed variable, Jacobi polynomials with
Beta distribution, etc [144]. Although it is required to expand the high-fidelity
model output as infinite series in PCE method, for practical simulations, the PCE
series has to be truncated to a finite number of terms say Npc determined from
Npc + 1 =
(npc+ppc)!
npc!ppc!
, where ppc is the order of the expansion and npc is the dimen-
sionality of the random input vector [93, 10]. PCE probabilistic method is mainly
classified based on the way the coefficients of expansion in the PCE truncated series
are determined: Intrusive method and Non intrusive method. Intrusive methods in-
volve suitable spatial discretization scheme of the high-fidelity governing equations
and substitution of the PCE approximations into the discretized equations to ob-
tain an algebraic system of size n ·Npc × n ·Npc [60, 127]. After solving this system
for the coefficients in the expansion, any component (yi) of the model output (y) is
characterized as a random variable with Npc number of coefficients [127]. Hence, the
amount of computation required for solving the resultant system for the coefficients
is thus much greater than that required for the deterministic analysis of the same
high-fidelity model output. In non intrusive PCE approaches, the coefficients can
be computed by two approaches (i) spectral projection or collocation approach and
(ii) least-square regression approach. In spectral projection method, coefficients can
be directly obtained by projecting the PCE of the model output onto each basis
function [10, 91]. By employing the orthonormal relation between the PCE basis
functions, coefficients can be computed as the expectation of the product of the
model output and the corresponding basis function. A popular approach to approx-
imate the aforementioned expectation/integral is to utilize a suitable cubature rule
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(integration rule) with certain number of nodal points (model output) and corre-
sponding weights. The most direct way to construct cubature rules is to take (full)
tensor products of one dimensional quadrature rules. However, as the expectation
involved to compute coefficients typically corresponds to a high dimensional inte-
gration problem, the straight-forward tensorization normally results in cubatures
which heavily suffer from the curse of dimensionality, i.e., the number of nodes is
infeasibly large for practical computations. The curse of dimensionality can be alle-
viated by applying sparse-grid cubatures, often obtained by employing sparse tensor
or dimension-adaptive sparse-grid constructions [93]. The second approach to cal-
culate the coefficients is through solving a least-squares problem that is constructed
after evaluating the model on a set of samples Nls from the uncertainty space. Gen-
erally, the number of samples in the least-squares problem should be greater than
the number of unknown PCE coefficients (a value Nlc ≈ 2 (Npc + 1) is considered
to be sufficient) for a robust solution and to prevent overfitting [93, 91]. Since com-
puting a single high-fidelity model output is computationally expensive, sufficiently
high Npc can greatly reduce the efficiency of such approaches.
Another viable approach for standard MC method is to use computationally
inexpensive low-fidelity models. Traditionally, low-fidelity models are utilized in
the MC framework in order to completely replace the high-fidelity model. This
low-fidelity approach approximately estimates the statistics of the QoI with orders
of magnitude less CPU time. However, it requires stringent condition on the low-
fidelity models such as the absolute errors of the low-fidelity model outputs with
respect to the high-fidelity model outputs should be very low and the low-fidelity
models should be computationally very cheap [113]. Recently, instead of utilizing
low-fidelity models to replace the high-fidelity model, the low-fidelity models are uti-
lized to accelerate the convergence of the standard MC method [64, 105, 113]. More
precisely, in this multi-fidelity approach, a significant portion of the computation is
relegated to the inexpensive low-fidelity models with only occasional recourse to the
expensive high-fidelity model as a correction. This approach does not pose stringent
condition on the low-fidelity model as mentioned earlier. However, the key require-
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ment for most multi-fidelity methods to be effective is that the low-fidelity model
outputs should have some sort of similar trends to the high-fidelity model outputs
like the degree of correlation between the low-fidelity model and the high-fidelity
model [64, 105, 113]. In addition, a perfectly correlated low-fidelity model must
also be cheaper to evaluate than the high-fidelity model to accelerate the conver-
gence of the standard MC method that uses the high-fidelity model only. Recently,
Multi-Level Monte Carlo (MLMC) and Multi-Fidelity Monte Carlo (MFMC) meth-
ods has provided a multi-fidelity framework to exploit low-fidelity models for the
acceleration of the standard MC method that uses the high-fidelity model only. In
MLMC method, we generally use a multi-level hierarchy of spatial and/or temporal
discretizations to construct low-fidelity models. In many multi-phase flow problems,
we face difficulties to obtain fast and consistent upscaling of permeability fields onto
coarser grids and also we face difficulties to accurately specify complicated boundary
conditions of the high-fidelity model on coarse grids. Hence, in such situations, it
appears very difficult to efficiently apply standard MLMC approaches for UQ. In
MFMC method, we can exploit low-fidelity models of any type for the acceleration
of the Monte Carlo estimation that uses high-fidelity model only. However, it should
be noted that, MFMC methods are mainly tailored for scalar QoI.
1.3 Low-fidelity models for UQ
The primary factor behind the synthesis of low-fidelity models is to consider the op-
timal trade-off between the computational cost and the accuracy of the high-fidelity
model. More precisely, low-fidelity modelling techniques are aimed to design com-
putationally low budget models that can effectively approximate the input-output
relations of the high-fidelity model. The methods to obtain low-fidelty models can
be broadly classified into three categories namely, (i) simplified physics or upscaling
methods [43], (ii) data driven black-box methods [53, 145], and (iii) projection based
reduced order models commonly referred to as ROM [17, 89, 5].
Upscaling technique is designed to generate a coarse grid description which is
approximately equivalent to the underlying fine grid description of high-fidelity
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model [43]. Within the context of subsurface flow simulation, upscaling techniques
are utilized to capture the average large scale flow features and the effect of the
small scale features in the heterogeneous permeability field is then approximately
modeled. Durlofsky [42] has provided comprehensive reviews that describe a vari-
ety of upscaling methods. Although, upscaling is a popular technique to generate
low-fidelity models, it is still not effectively developed particularly for multi-phase
flow problems in highly heterogeneous subsurface properties [43, 33]. For example,
most of the existing efforts in upscaling technique restrict to the assumption that
the small scales have a periodic structure [139, 33]. With this assumption, one face
difficulties to derive governing equations for the large scale average and the small
scale fluctuations in subsurface flow problems with many different length scales. To
be noted, developing a computationally effective downscaling procedure in order to
downscale (un-upscale) the results obtained from the upscaling technique is also
equally challenging.
Data driven or black-box methods builds low-fidelity models directly from the
high-fidelity simulation results and therefore does not require the knowledge of the
governing equations or the underlying physics of the model [53, 145]. In data driven
methods, the training samples of high-fidelity data are utilized to build a regression
model to interpolate the input-output relationship. For example, in the context of
subsurface flow simulation, the inputs parameters can be the parameters describ-
ing the uncertain permeability field, while the output can be the time series of oil
production rate. Although the trained regression model is computationally more
efficient than to run the high-fidelity model, their performance depend on how ef-
fectively the training samples cover the input parameter space. In addition, as the
dimensionality of the input space increases, the computational complexity of training
process increases (i.e. time to build the data-driven low-fidelity model) and greatly
undermines the applicability of black-box technique in many real world problems,
where a lot of input parameters are involved [53, 145].
In projection based model reduction method, a reduced order model of size r  n
is built which shares the same mathematical structure of the high-fidelity model
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(full order model (FOM)) [89, 5]. The fundamental criteria for such reduction is the
assumption that the large scale system’s dynamics are evolved in a low dimensional
manifold of a high dimensional state space [53, 89, 5, 149]. All projection based
model reduction techniques essentially involve two ingredients. The first ingredient
is the construction of the basis functions that spans the low dimensional subspace.
The second ingredient is projecting the governing equations of the system onto a
low dimensional subspace. The aforementioned two ingredients are accomplished by
computing a transformation matrix U ∈ Rn×r, and a projection matrix W ∈ Rn×r.
The model reduction technique with W = U is called Galerkin projection technique
and with W 6= U and W> U = Ir ∈ Rr×r is called a Petrov-Galerkin projection
technique. Here, Ir is the identity matrix.
Projection based model reductions techniques could also be classified based on
the way U and W matrices are computed. The system based methods such as
balanced truncation [66], Krylov-subspace methods [54] are mainly developed for
linear time invariant problems and construct the basis matrices from their system
matrices. Snapshot based methods such as reduced-basis methods [121], and proper
orthogonal decomposition [125, 17] construct the basis matrices (U and W) from
a set of high-fidelity simulation results (training snapshots) obtained by solving the
full order model at selected points in the input parameter space.
Among the aforementioned model reduction techniques, POD coupled with Galerkin
projection known as POD-Galerkin ROM has been widely applied to many large-
scale nonlinear systems. However, the effectiveness of POD-Galerkin ROM in han-
dling nonlinear systems is limited mainly by two factors. The first factor is related
to the treatment of the nonlinear terms in the POD-Galerkin ROM [30, 119, 27]
and the second factor is related to maintaining the overall stability of the resulting
ROM [27, 67, 68, 24, 137]. In relation to computing reduced non-polynomial nonlin-
ear functions, POD based ROMs is usually dependent on the FOM state variables
and henceforth, the computational cost of evaluating the ROM is still a function
of FOM dimension. Several techniques have been developed to reduce the compu-
tational cost of evaluating the nonlinear term in POD ROMs including trajectory
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piecewise linearization (TPWL) [119], gappy POD technique [140], Missing Point
Estimation (MPE) [12], Best Point Interpolation Method [106], and Discrete Em-
pirical Interpolation Method (DEIM) [12, 30]. Among these techniques, TPWL and
DEIM are widely used for efficient treatment of nonlinearities in multi-phase flow
reservoir simulations [61, 67, 68]. The overall convergence and stability is another
issue that limits the applicability of POD-Galerkin based ROMs. POD-Galerkin
projection methods manage to decrease the computational complexity by orders of
magnitude as a result of state variable’s dimension reduction. However, this reduc-
tion goes hand in hand with a loss in accuracy. Moreover, slow convergence and
in some cases model instabilities [137, 67, 24] are observed as the errors in the re-
duced state variables are propagated in time. More specifically, the performance
of POD-Galerkin ROMs is directly influenced by the number of POD basis used
in the POD-Galerkin projection. However, in many applications involving nonlin-
ear conservation laws (e.g. high Reynold number fluid flow), POD-Galerkin ROM
has shown poor performance even after retaining a sufficient number of POD ba-
sis [137, 125, 17, 40]. Several stabilization techniques have been proposed in the
recent literature to enhance the stability of POD-Galerkin ROM including (i) clos-
ing the POD ROM using a set of closure models similar to those adopted in standard
turbulence modeling [17, 137], (ii) to compute a new set of optimal basis functions
or to improve the POD basis vectors by solving a constrained matrix optimiza-
tion problem [67, 68], (iii) to address the stability and nonlinearity issues of POD
based ROMs by developing non-intrusive POD ROMs [143, 136], where the data-fit
models are used to regress the relationship between the input parameter and the
reduced representation of the FOM state vector. However, all the aforementioned
POD stabilization techniques [137, 67, 68] are not cost effective and ultimately do
not guarantee stability of the extracted reduced order models.
1.4 Thesis Scope
Based on the description from the previous sections, there is a necessity to find
effective low-fidelity models, and an effective multi-fidelity approach that optimally
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exploits a hierarchy of low-fidelity models on UQ tasks. In addition, the use of
these representative low-fidelity models within multi-fidelity uncertainty quantifica-
tion framework should be applied to a wide range of nonlinear dynamical systems,
especially those representing large scale subsurface flows. Therefore, the objective
of this thesis is to derive computationally efficient low-fidelity models and to extend
the existing multi-fidelity MC frameworks in order to overcome some of the com-
putational and accuracy limitations encountered in the traditional UQ methods. In
particular, this thesis will
• Develop a physics aware recurrent neural network (RNN) architecture as an
effective low-fidelity model.
• Compare the efficiency and the performance of the developed physics aware
RNN with the standard RNN [107, 79, 94] on UQ problems involving nonlinear
dynamical systems.
• Develop a strategy to construct a robust reduced order model combining the
developed RNN with POD-Galerkin methods.
• Demonstrate the validity of the developed reduced order model as an effective
low-fidelity model over a range of input parameter variations in the high-
fidelity model.
• Demonstrate the potential benefit of the developed reduced order model for
UQ problems involving multi-phase porous media flow.
• Compare the efficiency and the performance of the developed reduced order
model with the standard POD-Galerkin reduced order models for UQ.
• Develop a multi-fidelity MC method called MFML-MC method that com-
bine the features of both the Multi-Fidelity Monte Carlo method and Multi-
Level Monte-Carlo method.
• Develop a systematic strategy to embed a set of hierarchical POD models into
the developed MFML-MC method.
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• Demonstrate the potential benefit of the MFML-MC method for the vector
valued time series QoI.
1.5 Thesis Outline
The contribution and the outline of this thesis is listed as follows. In Chapter
2, we develop a physics aware RNN architecture called Deep Residual Recurrent
Neural Network [104] as an effective low-fidelity model. The architecture of DR-
RNN is constructed to account for the dynamics of the high-fidelity model. We
first use DR-RNN for reducing the computational complexity of nonlinear ODE
systems from O(n3) to O(n2). More precisely, computational cost of an algorithm
is measured in terms of floating point operations (flops). For example, one flop is
counted as one addition, subtraction, multiplication, division, squareroot operation.
When counting flops to estimate computational cost, it is standard practice to focus
on the part of the algorithm which dominates the computational work. In solving
nonlinear ODE systems for example by Newton method (see chapter 2.3 for more
details), the computational work is dominated by dense matrix equation solver which
cost approximately n3 flops. In DR-RNN, the dominative computational work is
matrix-vector multiplication and it take nearly n2 flops to do one dense matrix-
vector multiplication. In this context, we evaluate DR-RNN in emulating nonlinear
dynamical systems using a different number of large time step sizes violating the
numerical stability condition for a small time discretization errors. We show how the
accuracy of DR-RNN is increased as the number of neural network layer increases.
Next, we use DR-RNN for spatial dimensionality reduction of dynamical systems
governed by time dependent PDEs with parametric uncertainty. In this context,
we use DR-RNN to approximate ROM derived from a POD-Galerkin strategy. For
the nonlinear case, we combine POD with the DEIM algorithm for approximating
the nonlinear function. We show that DR-RNN can provide a significant reduction
of the computational complexity of the extracted ROM limiting the computational
complexity to O(K × r2) instead of O(p× r3) per time step for the nonlinear POD-
DEIM method, where K  p is the number of stacked network layers in DR-RNN
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and p is the number of Newton iterations in POD-DEIM.
In Chapter 3, we extend the DR-RNN into nonlinear multi-phase flow problems
with distributed uncertain parameters. In this extended formulation, we construct
a DR-RNN architecture termed DR-RNNpd which accounts the dynamics of POD-
DEIM ROM. We evaluate the proposed DR-RNNpd on two forward uncertainty
quantification problems involving two phase flow in subsurface porous media. The
uncertainty parameter is the permeability field modeled as log-normal distribution.
In the two test cases, we show that DR-RNNpd can provide accurate and stable
approximations of the high-fidelity model in comparison to the standard POD ROM.
In Chapter 4, we combine the features of both the Multi-Fidelity Monte Carlo
method and Multi-Level Monte Carlo method into a single framework called MFML-
MC method. In MFML-MC method, we first leverage a sequence of POD based ap-
proximations of the QoI as low-fidelity models. We next incorporate the developed
low-fidelity models into Multi-Level Monte Carlo framework. We then incorpo-
rate Multi-Fidelity Monte Carlo method into Multi-Level Monte Carlo framework
in which the Multi-Level Monte Carlo estimator is modified at each level to benefit
from a level specific low-fidelity model. Finaly, We use a variant of DR-RNN called
MF-DR-RNN as a level specific low-fidelity model in the MFML-MC framework.
We compare the performance of MFML-MC method to Monte Carlo estimation
that uses either a high-fidelity model or a single low-fidelity model only. Finally,




DR-RNN: A deep residual
recurrent neural network for
model reduction 1
2.1 Introduction
Recently, detailed numerical simulations of highly nonlinear partial differential equa-
tions representing multi-physics problems became possible due to the increased
power and memory of modern computers. Nevertheless, detailed simulations re-
main far too expensive to be used in various engineering tasks including design op-
timization, uncertainty quantification, and real-time decision support. For example,
Bayesian calibration of subsurface reservoirs might involve millions of numerical sim-
ulations to account for the heterogeneities in the permeability fields [48, 49]. Model
Order Reduction (MOR) provides a solution to this problem by learning a compu-
tationally cheap model from a set of the detailed simulation runs. These reduced
models are used to replace the high-fidelity models in optimization and statistical
inference tasks. MOR could be broadly categorized into three different classes: sim-
plified physics based models, data-fit black box models (surrogate models) [115] and
projection based reduced order models commonly referred to as ROM [53].
1The contents of this chapter has been published in Nagoor Kani and Elsheikh [104] and has
been submitted to Mathematical Geosciences journal.
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Physics based reduced order models are derived from high-fidelity models us-
ing approaches such as simplifying physics assumptions, using coarse grids, and/or
upscaling of the model parameters. Data-fit models are generated using regres-
sion of the high-fidelity simulation data from the input to the output [53, 115]. In
projection based ROM, the governing equations of the system are projected into a
low-dimensional subspace spanned by a small number of basis functions commonly
obtained by Galerkin projection. In all projection based ROM methods, it is gener-
ally assumed that the main solution characteristics could be efficiently represented
using a linear combination of only a small number of basis functions. Under this
assumption, it is possible to accurately capture the input-output relationship of a
large-scale full-order model (FOM) using a reduced system with significantly fewer
degrees of freedom [89, 17].
In projection based ROM, different methods could be used to construct the
projection bases including: Proper Orthogonal Decomposition (POD), Krylov sub-
space methods, and methods based on truncated balanced realization [89, 119].
ROM based on Proper Orthogonal Decomposition has been widely used to model
nonlinear systems [53, 119]. Despite the success of POD based methods, there exist
a number of outstanding issues that limit the applicability of POD method as an
effective reduced order modeling technique.
One issue is related to the cost of evaluating the projected nonlinear function and
the corresponding Jacobian matrix in every Newton iteration. The reason is in order
to compute the reduced approximation of the general nonlinear function of the FOM
system, one has to reconstruct the FOM state variable from its reduced approxima-
tion which causes computational cost on the order of FOM dimension. These costs
create a computational bottleneck that reduces the performance of the resulting
reduced order models. Some existing approaches for constructing a reduced order
approximation to alleviate such computational bottleneck are gappy POD tech-
nique, sparse sampling, Missing Point Estimation (MPE), Best Point Interpolation
Method (BPIM), Empirical Interpolation Method and Discrete Empirical Interpola-
tion Method (DEIM) [140, 12, 30]. All these methods rely on interpolation schemes
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involving the selection of discrete spatial points for producing an interpolated ap-
proximation of the nonlinear functions. Moreover, these methods are developed
especially for removing the computational complexity due to the nonlinear function
in the PDE system after spatial discretization.
Another issue is related to convergence and stability of the extracted ROM.
Although POD based methods decrease the calculation times by orders of magnitude
as a result of reducing the state variables dimension, this reduction goes hand in
hand with loss of accuracy. This may result not only in inaccurate results, but also
in slow convergence and in some cases model instabilities. Slow convergence means
that many iterations are needed to reach the final solution and corresponds to an
increase in the computational time. Divergence is even less desirable as it produces
invalid simulation results.
Artificial Neural Networks (ANN) have found growing success in many machine
learning applications such as computer vision, speech recognition and machine trans-
lation [73, 70, 74, 65]. Further, ANNs offer a promising direction for the develop-
ment of innovative model reduction strategies. Neural network use in the domain
of MOR is generally limited to constructing surrogate models to emulate the input-
output relationship of the system based on the available simulation and experi-
mental data [87, 126]. Neural networks have also been combined with POD to
generate reduced order models without any knowledge of the governing dynamical
systems [141]. One reason for developing such non-intrusive reduced order modeling
methods is to address the main issues of POD-Galerkin projection ROM technique
such as stability and efficient nonlinearity reduction.
Recently, Recurrent Neural Network (RNN) a class of artificial neural network
where connections between units form a directed cycle have been successfully applied
to various sequence modeling tasks such as automatic speech recognition and system
identification of time series data [73, 70, 74, 65]. RNN has been used to emulate the
evolution of dynamical systems in a number of applications [150, 11] and hence has
large potential in building surrogate models and reduced order models for nonlinear
dynamical systems. The standard approach of modeling dynamical systems using
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RNN relies on three steps: (a) generating training samples from a number of detailed
numerical simulations, (b) defining the suitable structure of RNN to represent the
system evolution, and (c) fitting the RNN parameters to the training data. This
pure data-driven approach is very general and can be effectively tuned to capture any
nonlinear discrete dynamical system. However, the accuracy of this approach relies
on the number of training samples (obtained by running a computationally expensive
model) and on the selected RNN architecture. In addition, generic architectures
might require a large number of parameters to fit the training data and thus increases
the computational cost of the RNN calibration process.
Many types of recurrent neural network architectures have been proposed for
modeling time-dependent phenomena [150, 11]. Among those, a recurrent neural
network called Error Correction Neural Network (ECNN) [150], that utilizes the
misfit between the model output and the true output termed as model error to
construct the RNN architecture. ECNN architecture [150] augmented the standard
RNN architecture by adding a correction factor based on the model error. Further,
the correction factor in ECNN was activated only during the training of RNN. In
other words, ECNN takes the time series of the reference output as an input to RNN
for a certain length of the time period and after that time period (i.e. in future time
steps), ECNN forecasts the output without the reference output as input from the
fitted model.
In this chapter, we propose a physics aware RNN architecture to capture the
underlying mathematical structure of the dynamical system under consideration.
We further extend this architecture as a deep residual RNN (DR-RNN) inspired
by the iterative line search methods [18, 130] which iteratively find the minimiser
of a nonlinear objective function. The developed DR-RNN is trained to find the
residual minimiser of numerically discretized ODEs or PDEs. We note that the
concept of depth in the proposed DR-RNN is different from the view of hierarchi-
cally representing the abstract input to fit the desired output commonly adopted
in standard deep neural network architectures [107, 108]. More precisely, one of
the fundamental hypothesis of deep learning technique (standard neural network
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with many number of layers) is on increasing the number of network layers increases
the input-output relation in neural network architecture whereas in (DR-RNN), in-
creasing the number of layers increases the convergence of the (DR-RNN) output
towards the desired output. The proposed DR-RNN method reduces the computa-
tional complexity from O(n3) to O(n2) for fully coupled nonlinear systems of size
n and from O(n2) to O(n) for sparse nonlinear systems obtained from discretizing
time-dependent partial differential equations.
We further combined DR-RNN with projection based ROM ideas (e.g. POD
and DEIM [30]) to produce an efficient explicit nonlinear model reduction tech-
nique with superior convergence and stability properties. Combining DR-RNN with
POD/DEIM, resulted in further reduction of the computational complexity form
O(r3) to O(r2), where r is the size of the reduced order model.
The rest of this chapter is organized as follows: Section 2.1 describes dimension
reduction via POD-Galerkin method followed by a discussion of DEIM in section
2.2. In Section 3, we present a brief background overview of deep neural networks
(feedforward and recurrent), then we introduce the proposed DR-RNN in section 4.
In section 5, we evaluate the proposed DR-RNN on a number of test cases. Finally,
in Section 6 the conclusions of this manuscript are presented.
2.2 Background for Model Reduction
In this section, we first define the class of dynamical systems to be considered in this
study. Following that, we present a general framework for reduced order modeling
based on the concept of projecting the original state space into a low-dimensional,
reduced-order space. At this point, we also discuss the computational bottleneck
associated with dimensionality reduction for general nonlinear systems. Then we
present the DEIM algorithm to reduce the time complexity of evaluating the non-
linear terms.
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2.2.1 POD-Galerkin
We consider a general system of nonlinear differential equations of the form:
dy
dt
= A y + F(y) (2.1)
where y(a, t) ∈ Rn is the state variable at time t and a ∈ Rd is a system parameter
vector. The linear part of the dynamical system is given by the matrix A ∈ Rn×n and
the vector F(y) ∈ Rn is the nonlinear term. The nonlinear function F(y) is evaluated
component-wise at the n components of the state variable y(a, t). The complete
space of y is spanned by a set of n orthonormal basis vectors U = span(u1 · · · un).
Since y is assumed to be in a certain low dimensional subspace Ũ ⊂ U , all the
solutions of Eq. 2.1 could be expressed in terms of only r basis vectors (r  n) that
span Ũ . The solution y(a, t) could then be approximated as a linear combination of
these basis vectors as:
y = Ur ỹ + rPOD (2.2)
where rPOD is the residual representing the part of the y that is orthogonal to the
subspace Ũ . Thus, the inner product of rPOD with any of the basis vectors that
span Ũ is zero (i.e. U>r rPOD = 0). The basis vectors of Ũ are collected in the
matrix Ur ∈ Rn×r and ỹ(t) ∈ Rr is the time-dependent coefficient vector. POD
identifies the subspace Ũ from the singular value decomposition (SVD) of a series
of temporal snapshots of the full order system (Eq. 2.1) collected in the snapshot
matrix X = [(y1 · · · yT )1 · · · (y1 · · · yT )L] ∈ Rn×(T ·L), where L is the number of
different simulation runs (i.e. different initial conditions, different controls and/or
different model parameters). The SVD of X is computed as:
X = U Σ W∗ (2.3)
U = [u1 u2 u3 · · · un] ∈ Rn×n is the left singular matrix and Σ = diag(σ1 >
σ2 > σ3 > · · · σns ≥ 0) is the diagonal matrix containing the singular values
σi of the snapshot matrix X in descending order. SVD is a matrix factorization
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with a geometrical property that under the transformation of SVD, a sphere is
mapped to an ellipse in a n dimensional space. More precisely, SVD stretches a
unit sphere in Rn to a hyperellipse in Rn by factors equivalent to the singular values
in the orthogonal directions represented by {u1 u2 u3 · · · un}. Thus the vectors
{σ1u1 σ2u2 σ3u3 · · · σnun} represents the principal semiaxes of the hyperellipse.
Figure 2.1 displays the pictorial representation of the transformation under SVD





Figure 2.1: Pictorial representation of a SVD transformation where a sphere is
mapped to an ellipse in a two dimensional space.
The orthonormal basis matrix Ur for approximating y(a, t) is given by the first




= A Ur ỹ + F(Ur ỹ). (2.4)
By multiplying Eq. 2.4 with U>r , one obtains POD based ROM defined by:
dỹ
dt
= Ã ỹ + U>r F(Ur ỹ) (2.5)
where Ã = U>r A Ur. We note that the POD-Galerkin ROM (Eq. 2.5) is of
reduced dimension r  n and could be used to approximate the solution of the high-
dimensional full order model (Eq. 2.1). The computation of the first term in the right
hand side of Eq. 2.5 involves r2 operations in comparison to n2 multiplications in
the FOM. However, the nonlinear term U>r F(Ur ỹ) cannot be simplified to an O(r)
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nonlinear evaluations. In the following subsection, we review the Discrete Empirical
Interpolation Method (DEIM) which is aimed at approximating the nonlinear term
F(y) in Eq. 2.5 using m n evaluations, where m is the dimension of the nonlinear
term in a reduced order system and thus rendering the solution procedure of the
reduced order system independent of the high-dimensional system size n.
2.2.2 DEIM
As outlined in the previous section, evaluating the nonlinear term F(Ur ỹ) in the
POD-Galerkin method is still an expensive computational step, as the inner products
of the full high-dimensional system is needed. The DEIM algorithm tries to reduce
the complexity of evaluating the nonlinear terms in the POD based ROM (Eq. 2.5) by
computing the nonlinear term only at m carefully selected locations and interpolate
everywhere else. The nonlinear term F in Eq. 2.1 is approximated by a subspace
spanned by an additional set of orthonormal basis represented as Ṽ = [v1 · · · vn].
More specifically, a low-rank representation of the nonlinearity is computed using
singular value decomposition of a snapshot matrix of the nonlinear function resulting
in:
XF = V ΣF W
∗
F (2.6)
where, XF is the snapshot matrix of the nonlinear function evaluated using the
sample solutions y(a, t) directly from the snapshot solution matrix X defined in the
previous section, V = [v1 v2 v3 · · · vn] ∈ Rn×n is the left singular matrix and ΣF
is the diagonal matrix containing the singular values of the snapshot matrix XF in
descending order, and WF is the right singular matrix of XF. The m-dimensional
basis for optimally approximating F(y) given by the first m columns of the matrix
V, denoted by Vm. The nonlinearity vector F is then approximated as:
F ≈ Vm f̃ (2.7)
where f̃(a, t) is similar to ỹ(a, t) in Eq. 2.2. The idea behind DEIM is to make an
optimal selection of m rows in Vm such that the original over-determined system
20
Chapter 2: DR-RNN: A deep residual recurrent neural network for model reduction
Eq. 2.7 is approximated by an invertible system with an error as small as possible.
The selection procedure described in [30] is performed to determine the boolean
matrix P = [eφ1 · · · eφm ] ∈ Rn×m while making use of the orthonormal basis vectors
Vm = [v1 · · · vm]. The columns of the boolean matrix P are specific columns of n
dimensional identity matrix [30]. Using P, the basis interpolation of Eq. 2.7 can be
made invertible and thus solvable for f̃(a, t)
P>F ≈ (P>Vm)f̃ ⇔ f̃ ≈ (P>Vm)−1P>F (2.8)
Using this expression of f̃(a, t), the approximate nonlinear term F(Ur ỹ) in Eq. 2.7
is formulated as:
F ≈ Vm · (P>Vm)−1P> · F(a,y) ≈ Vm(P>Vm)−1 · F(P>Urỹ) = D · F(P>Urỹ)
(2.9)
where D = Vm(P
>Vm)−1 is referred to as the DEIM-matrix. Due to the selection
by P, only m components of the right-side F are needed. In addition, for nonlinear
dynamical systems, implicit time integration schemes are often used. This leads to
a system of nonlinear equations that must be solved at each time step for exam-
ple using Newton’s method. At each iteration, besides the nonlinear term F, the
Jacobian JF of the nonlinear term must also be computed with a computational
cost depending on the full order dimension n during the evaluation of the reduced
Jacobian matrix J̃F defined by,
J̃F = U
>
r JF(y) Ur (2.10)
Similar to the approximation of F by DEIM method, the approximation for the
reduced Jacobian J̃F of the nonlinear term using DEIM takes the form [30]:
J̃F ≈ U>r Vm(P>Vm)−1JF(P>Urỹ)P>Ur (2.11)
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In summary, by augmenting the standard POD formulation with DEIM, we can
derive the POD-DEIM reduced order model of the form:
dỹ
dt
= Ã ỹ + D · F(P>Urỹ) (2.12)
2.3 Review of standard RNN architectures
In this section, we briefly present the basic architecture of deep neural networks.
Following that, we review standard architectures of recurrent neural networks and
discuss its ability to approximate any dynamical system supported by universal
approximation theorem. Then, we discuss the difficulties of training RNNs due
to the vanishing gradient problem. Finally, we introduce the Long Short Term
Memory (LSTM) architecture as a standard method to overcome the vanishing
gradient problem in RNNs.
2.3.1 Deep Feedforward Neural Network
Artificial Neural Network (ANN) is a machine learning method that expresses the
input-output relationship of the form:
y = y(ANN) = WANN> φh(U
ANN> x̄) + η (2.13)
where x̄ = [x; 1], x is the input variable, y is the target (output) variable, y(ANN) is
the predicted output variable obtained from ANN, φh is the activation function (the
basis function) of the input variable, UANN is the transition weight matrix, WANN
is the output weight matrix and η is an unknown error due to measurement or
modeling errors [20, 76]. In the current notations, the bias terms are defined within
the weight matrices by augmenting the input variable x with a unit value [73]. In
Eq. 2.13, the target variable is modeled as a linear combination of same type of basis
functions (i.e. sigmoid, perceptrons, tanh basis functions) parametrized by UANN.
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Deep ANN of depth K layers is a neural network architecture of the form:











where φk and U
ANN
k are the element-wise nonlinear function and the weight matrix
for the kth layer respectively.
2.3.2 Standard Recurrent Neural Network
Recurrent Neural Network (RNN) is a neural network that has at least one feedback
connection in addition to the feedforward connections [108]. The standard form of
RNN is a discrete dynamical system of the from [107]:
ht+1 = fh(ht, x̄t+1) = φh(U




where x̄t+1 = [xt+1; 1], xt+1 is the input vector at time t + 1, φh is the activation
function as defined in deep ANN and URNN,VRNN and WRNN are respectively the
transition, input and output weight matrices of standard RNN. In Eq. 2.15, the hid-
den state ht+1 is estimated based on the corresponding input xt+1 and the hidden
state ht at the previous time step. This delayed input (ht) can be thought of as
a memory for the artificial system modelled by RNN. The order of the dynamical
system expressed by RNN is the number of hidden units i.e. the size of the hid-
den state vector h(t) [73]. RNN can approximate state variables of any nonlinear
difference equations as a linear combination of hidden state of standard RNN as in
Eq. 2.16 supported by the universal approximation theorem:
Theorem 2.3.1 (Universal Approximation Theorem). Any nonlinear dynamical
system can be approximated to any accuracy by a recurrent neural network, with
no restrictions on the compactness of the state space, provided that the network has
enough sigmoidal hidden units [25, 56].
Similar to other supervised learning methods, ANN and RNN are calibrated
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using training data to find the optimal parameters (neuron weights) of the ANN or
RNN. Given a set of training sequences:
D = {((x1,y1)` · · · (xt,yt)` · · · (xT ,yT )`)}L`=1,









‖yt − y(RNN)t ‖22, (2.17)
where JMSE known as mean square error (MSE) is the average distance between the
observed data yt and the RNN output y
RNN
t across a number of samples L with time
dependent observations (t = 1 · · · T and ` = 1 · · · L) [107]. We use Euclidean
norm to measure the distance between yt and y
(RNN)
t . Euclidean norm, commonly









(1 ≤ p <∞) (2.18)
The set of parameters θ could be estimated by backpropagating the gradient of the
loss function JMSE with respect to θ in time. This technique is commonly called
Backpropagation Through Time (BPTT) [138, 123, 108, 100].
Similar to deep learning Neural Network architectures, standard RNN has train-
ing difficulties especially in the presence of long-term dependencies due to the van-
ishing and exploding gradient [108, 100]. The main reason for the vanishing gradient
problem is the exponential dependency of the error function gradient with respect
to the weight parameters θ and the repeated multiplication of error function due
to the cyclic behaviour of RNN during BPTT. This repeated multiplication causes
the gradient to vanish when the absolute values of weight parameters are less than
one [108, 100].
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2.3.3 Long Term Short Term Memory network
LSTM architecture [75] was introduced to address the aforementioned vanishing
gradient problem. The architecture of LSTM is of the form:
i = σ(URNNi
> ht + V
RNN
i
> x̄t+1) f = σ(U
RNN
f





> ht + V
RNN
o
> x̄t+1) g = tanh(U
RNN
g




ct+1 = ct ◦ f + g ◦ i ht+1 = tanh(ct+1) ◦ o
(2.19)
where i, f ,o are the input, forget and output gates respectively, with sigmoid activa-
tion functions σ. These activation functions take the same inputs namely xt+1,ht but
utilize different weight matrices URNN,VRNN as denoted by the different subscripts.
As the name implies, i, f and o act as gates to channelize the flow of information in
the hidden layer. For example, the activation of gate i in channelizing the flow of
hidden state g is done by multiplication of i with the hidden state value g [94, 39].
Input gate i and forget gate f decides the proportion of hidden state’s internal mem-
ory ct and the proportion of g respectively to update ct+1. Finally, the hidden state
ht+1 is computed by the activation of the output gate o in channelizing flow of in-
ternal memory ct+1. If the LSTM has more than one hidden unit then the operator
◦ in Eq. 2.19 is an element-wise multiplication operator.
2.4 Physics driven Deep Residual RNN
General nonlinear dynamical systems (as formulated by Eq. 2.1) are often discretized
using implicit time integration schemes to allow for large time steps exceeding the
numerical stability constraints [116]. For example, the resultant discrete nonliear
dynamical system using Euler implicit time integration scheme takes the form
yt+1 = yt + ∆t A yt+1 + ∆t F(yt+1) (2.20)
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This leads to a system of nonlinear residual equations at each time step t that takes
the form:
rt+1 = yt+1 − yt −∆t A yt+1 −∆t F(yt+1) (2.21)
To be noted, the residual equation of ROM (Eq. 2.5 and Eq. 2.12) takes a similar
form to Eq. 2.21. Generally, the resultant system of nonlinear equations is solved at
each time step to minimze the residual using Newton’s method. Newton method is
an iterative method involving many number of iterations in which a matrix equation
is solved at every iteration to update the state variable yt+1. Figure 2.2 displays the
pictorial representation of the algorithm to solve Eq. (2.20) using Newton’s iterative
method.
In addition to the computational burden of Newton’s iterations, performing para-
metric uncertainty propagation requires solving a large number of realizations, in
which, each forward realization of the model may involve thousands of time steps,
therefore, requiring to perform a very large number of nonlinear iterations. To alle-
viate this computational burden, we introduce a computationally efficient deep RNN
architecture which we denote as deep residual recurrent neural network (DR-RNN)
to reflect the physics of the dynamical systems.
DR-RNN iteratively minimize the residual equation (Eq. 2.21) at each time step















t+1 for k > 1,
(2.22)
where URNN,wRNN, ηk are the training parameters of DR-RNN, φh is an activation
function (tanh in the current study), the operator ◦ in Eq. 2.22 denotes an element-
wise multiplication operator, r
(k)
t+1 is the residual in layer k obtained by substituting
yt+1 = y
(k−1)
t+1 into Eq. 2.21 and Gk is an exponentially decaying squared norm of
the residual defined as:
Gk = γ ‖r(k)t+1‖2 + ζ Gk−1 (2.23)
where γ, ζ are fraction factors and ε is a smoothing term to avoid divisions by zero.
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Figure 2.2: Flowchart representation of algorithm utilized to solve Eq. (2.20) using
Newton’s method.
In this formulation, we set y
(k=0)




where WRNN is a weight matrix that could be optimized during the DR-RNN training
process. However, in all our numerical test cases WRNN, was excluded from the
training process and is set as a constant identity matrix. The update equation for
k > 1 in Eq. 2.22 is inspired by the rmsprop algorithm [130] which is a variant of
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the steepest descent method. In rmsprop, the parameters are updated using the
following equation:
Gk = (1− γ) (∇θJ(θ(k)))2 + γ Gk−1,




where Gk is an exponentially decaying average of the squared gradients of the loss
function J(θ), γ is the fraction factor (usually 0.9), η is the constant learning rate
parameter (usually 0.001) and ε is a smoothing term to avoid divisions by zero.
We note that Gk in Eq. 2.25 is a vector and changes both the step length and the
direction of the steepest decent update vector. However, Gk in Eq. 2.22 is a scaler
and changes only the step size to update y
(k)
t+1 in the direction of r
(k)
t+1. Furthermore,
we use Gk as a stability factor in updating y
(k)
t+1 since the update scheme in DR-RNN
is explicit in time and may be prone to instability when using large time steps.
One of the main reasons to consider DR-RNN as a low computational budget
numerical emulator is the way the time sequence of the state variables is updated.
The dynamics of DR-RNN are explicit in time with a fixed computational budget
of order O(n) per time step. Furthermore, DR-RNN framework has a prospect of
applying DR-RNN to solve Eq. 2.21 on different levels of time step much larger than
the time step ∆t taken in Eq. 2.21. In other words, DR-RNN provides an effective
way to solve Eq. 2.21 for a fixed time discretization error.
2.5 Numerical Results
In this section, we demonstrate two different applications of DR-RNN as a model
reduction technique. The first application concerns the use of DR-RNN for reducing
the computational complexity from O(n3) to O(n2) at each time step for nonlinear
ODE systems without reducing the dimension of the state variable of the system.
Moreover, DR-RNN is allowed to take large time steps violating the numerical sta-
bility condition and is constrained to have time discretization error several times less
than the order of large time step taken. We denote this reduction in computational
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complexity as temporal model reduction. The second application is focused on spa-
tial dimensionality reduction of dynamical systems governed by a time dependent
PDEs with parametric uncertainty. In this case, we use DR-RNN to approximate a
reduced order model derived using a POD-Galerkin strategy.
In section 2.5.1, DR-RNN is first demonstrated for temporal model order re-
duction. In addition, we provide a numerical comparison against ROM based on
standard recurrent neural networks architectures. In section 2.5.2, we build DR-
RNN to approximate POD based reduce order model (Eq. 2.5) and compare the
performance of DR-RNN in approximating POD based ROM against the ROM
based on the POD-Galerkin and POD-DEIM methods.
2.5.1 Temporal model reduction
In this section, we conduct temporal model reduction to evaluate the performance
of DR-RNN in comparison to the standard recurrent neural networks on three test
problems. The standard recurrent neural networks used are RNN and LSTM de-
noted by RNNm and LSTMm respectively, where the subscript m denotes the order
of the recurrent neural network (m =number of neurons in the hidden layer). The
DR-RNN is denoted by DR-RNNm, where the subscript m in this case denotes the
number of residual layers. We also note that the order of DR-RNN is same as the
order of the given dynamical equation since we rely on using the exact expression of
the system dynamics. In all test cases, we utilize a tanh activation function in the
standard RNN models.
All the numerical evaluations are performed using the keras framework [35], a
deep learning python package using Theano [128] library as a backend. Further, we
train all RNN models using rmsprop algorithm [130, 35] as implemented in keras with
default settings. We set the weight matrix URNN of DR-RNN in Eq. 2.22 as a constant
identity matrix and do not include it in the training process. The vector training
parameter wRNN in Eq. 2.22 is initialized randomly from a zero-mean Gaussian
distribution with standard deviation fixed to 0.1. The scalar training parameters ηk
in Eq. 2.22 are initialized randomly from the uniform distribution U[0.1, 0.4]. We
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set the hyperparameters ζ and γ in Eq. 2.23 to 0.9 and 0.1, respectively.
Problem 1









= −y21 + y22
(2.26)
with initial conditions y1(0) = 1, y2(0) = 0.1x, y3(0) = 0. The input x is a
random variable with a uniform distribution U[−1, 1]. Modeling this dynamical
system is particularly challenging as the response has a discontinuity at the planes
y1(0) = 0 and y2(0) = 0 [19]. Figure 2.3 shows the jump discontinuities in the
response y2(t = 10) and y3(t = 10) versus the perturbations in the initial input x.
A standard backward Euler method is used for 100 time steps of size ∆t = 0.1 and
we solve the problem for 1500 random samples of x.

























Figure 2.3: System response versus the different values of the initial value random
variable x. Note the jump discontinuities in the response y2(t = 10) and y3(t = 10)
at x = 0.
We train RNN parameters using data obtained from 500 random samples and the
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remaining runs (i.e. 1000) are used for validation. The training is performed using
a batch size of 15 for 15 iterations. We use 7 recurrent neural networks namely
RNNn, RNN10n, LSTMn, LSTM10n, DR-RNN1, DR-RNN2 and DR-RNN4. The
performances of all 7 RNNs are evaluated based on accuracy and model complexity.
Accuracy is measured using the mean square error (Eq. 2.17) for the training and the
test data sets. Also, we show comparative plots of the probability density function
(PDF) of the state variables at specific time steps. Model complexity is determined
based on the number of parameters d fitted in each RNN model.
Figure 2.4 compares the PDF of y2(t = 10) and y3(t = 10) computed from all
7 RNN against the reference PDF solution. The results presented in Figure 2.4
shows that the PDF obtained from DR-RNN with residual layers closely follow the
trend of the reference PDF. The MSE of all RNN models and the corresponding
model complexity are presented in Table 2.1. It is worth noticing that DR-RNN
models have fewer number of parameters d and hence much lower model complexity
than standard RNN models. Furthermore, Table 2.1 shows that DR-RNN with
residual layers is considerably better than the standard RNN in fitting the data
both in the training and testing data sets. We argue that such performance is due
to the iterative update of DR-RNN output towards the desired output. However, the
small differences among the models with residual layers indicates that the additional
residual layers in DR-RNN4 are not needed in this particular problem.
Table 2.1: Performance chart of all 7 RNN in problem 1 where d is the number of
parameters fitted in RNN and MSE (Eq. 2.17) measures the accuracy of RNN.
Model RNNn RNN10n LSTMn LSTM10n DR-RNN1 DR-RNN2 DR-RNN4
d 33 84 1093 4053 3 4 6
MSE train 23·10−2 15·10−2 21·10−2 15 ·10−2 2·10−3 4·10−5 4·10−6
MSE test 23·10−2 15·10−2 21·10−2 14 ·10−2 5·10−3 4·10−5 4·10−6
We further train the DR-RNN using data sampled at time interval larger than
those used in the backward Euler numerical integrator. For example, we train
using sampled data at ∆t = 0.5 resulting in 20 time samples instead of 100 time
samples when using the original time step size ∆t = 0.1. We analyse this experiment
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Figure 2.4: Comparison of kernel density estimated probability density function
(PDF) of y2(t = 10) (left) and y3(t = 10) (right) obtained from all RNN w.r.t. true
PDF in problem 1. Label RNN denotes standard RNN (equation 2.15). Subscripts
(n or 10n) in the label RNN and LSTM denotes the dimension of hidden layer where
n is the dimension of state variable y. Subscript in the label DR-RNN denotes the
number of layers K in DR-RNN. The dimension of all the layers in all DR-RNN is
n.
using DR-RNN2 and DR-RNN4 as the top performer in the last set of numerical
experiments. Figure 2.5 shows the PDF of y3(t = 10) computed from DR-RNN2 and
DR-RNN4 for different time step along with the PDF computed from the reference
solution. As can be observed, the performance of DR-RNN4 is superior to DR-
RNN2 supporting our argument on the hierarchical iterative update of the DR-
RNN solution as the number of residual layer increases. In Figure 2.5, DR-RNN2
performed well for 2 times ∆t = 0.1, while it results in large errors for 5 and 10 times
∆t = 0.1 whereas DR-RNN4 performed well for all large time steps. Through this
numerical experiment, we provide numerical evidence that DR-RNN is numerically
stable when approximating the discrete model of the true dynamical system for a
range of large time steps with small discretization errors. However, there is a limit
on the time step size for the desired accuracy in the output of the DR-RNN and
this limit is correlated to the number of utilized layers.
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Figure 2.5: Comparison of kernel density estimated probability density function
(PDF) of y3(t = 10) (left) and y3(t = 10) (right) obtained from DR-RNN for dif-
ferent large time step size w.r.t. true PDF computed from fine step size in problem
1. Subscript in the label DR-RNN denotes the number of layers K in DR-RNN.
Superscript in the label DR-RNN denotes how many times the large time step bigger
than the fine step size.
Problem 2
The dynamical equation for problem 2 is the same as in test problem 1. However,
the initial conditions are set to y1(0) = 1, y2(0) = 0.1 x1, y3(0) = x2 where the
stochastic dimension is increased from 1 to 2. The input random variables x1, x2 are
modeled by uniform probability distribution function U[−1, 1]. We adopted the same
procedure followed in problem 1 to evaluate the performances of the proposed DR-
RNN in-comparison to the standard recurrent neural network models. Figure 2.6
shows a comparison of the PDF plot for y2(t = 10) and y3(t = 10) computed from
all RNN models. Errors of all RNN models and the corresponding model complexity
are presented in Table 2.2. We can see the performance trend of all RNN models
observed in problem 2 are similar to the trends observed in Problem 1.
We follow the similar procedure adopted in problem 1 to analyze the performance
of DR-RNN in taking large time step. Figure 2.7 compares the PDF of y3(t = 10)
computed from DR-RNN2 and DR-RNN4 for different large time steps with the PDF
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Table 2.2: Performance chart of all 7 RNN in problem 2 where d is the number of
parameters fitted in RNN and MSE (Eq. 2.17) measures the accuracy of RNN.
Model RNNn RNN10n LSTMn LSTM10n DR-RNN1 DR-RNN2 DR-RNN4
d 33 84 1093 4053 3 4 6
MSE train 26·11−2 26·10−2 26·10−2 20 ·10−2 2·10−2 1·10−4 2·10−6











































Figure 2.6: Comparison of kernel density estimated probability density function
(PDF) of y2(t = 10) (left) and y3(t = 10) (right) obtained from all RNN w.r.t. true
PDF in problem 2. Label RNN denotes standard RNN (equation 2.15). Subscripts
(n or 10n) in the label RNN and LSTM denotes the dimension of the hidden layer
where n is the dimension of state variable y. Subscript in the label DR-RNN denotes
the number of layers K in DR-RNN. The dimension of all the layers in all DR-RNN
is n.
computed from the reference solution for the fine time step size. We observe similar
performance trends of DR-RNN2 and DR-RNN4 to those observed in test problem
1 (Figure 2.5).
Problem 3
The dynamical system considered in this problem is similar to problem 1 and prob-
lem 2 with further additional difficulties in the initial conditions y1(0) = x1, y2(0) =
34



















































Figure 2.7: Comparison of kernel density estimated probability density function
(PDF) of y3(t = 10) (left) and y3(t = 10) (right) obtained from DR-RNN for dif-
ferent large time step size w.r.t. true PDF computed from fine step size in problem
2. Subscript in the label DR-RNN denotes the number of layers K in DR-RNN.
Superscript in the label DR-RNN denotes how many times the large time step bigger
than the fine step size.
x2, y3(0) = x3, where x1, x2, x3 ∈ U[−1, 1]. Remarkably, problem 3 is rather difficult
to train by RNN compared to problem 1 as the stochastic dimension in this problem
is 3. We adopted the same procedure followed in problem 1 to evaluate the perfor-
mances of the proposed DR-RNN in comparison to the standard recurrent neural
network models. Figure 2.8 shows the PDF of y2(t = 10) and y3(t = 10) computed
from all RNN. Errors of all RNN models and their model complexity are presented
in Table 2.3. Performance ranking of all 7 RNN models remain similar to Problem
1 and Problem 2 in spite of the increased stochastic dimension. More specifically,
from Table 2.3, we notice a decreases in MSE as the number of network layers in
DR-RNN increases.
We carry out the same large time step performance analysis carried out in prob-
lem 1 and problem 2 for DR-RNN2 and DR-RNN4. Figure 2.9 compares the PDF
of y3(t = 10) using DR-RNN2 and DR-RNN4 for different large time step with the
PDF computed from the reference solution using the fine time step size. One can
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Table 2.3: Performance chart of all 7 RNN in problem 3 where d is the number of
RNN parameters and MSE (Eq. 2.17) measures the accuracy of RNN.
Model RNNn RNN10n LSTMn LSTM10n DR-RNN1 DR-RNN2 DR-RNN4
d 33 84 1093 4053 3 4 6
MSE train 33·10−2 17·10−2 33·10−2 15 ·10−2 3·10−3 1·10−4 1·10−6











































Figure 2.8: Comparison of kernel density estimated probability density function
(PDF) of y2(t = 10) (left) and y3(t = 10) (right) obtained from all RNN w.r.t. true
PDF in problem 3. Label RNN denotes standard RNN (Eq. 2.15). Subscripts (n or
10n) in the label RNN and LSTM denotes the dimension of the hidden layer where
n is the dimension of state variable y. Subscript in the label DR-RNN denotes
the number of output layers K in DR-RNN. The dimension of all the layers in all
DR-RNN is n.
notice the performance trend of DR-RNN2 and DR-RNN4 are nearly similar to the
trend noticed in problem 1 and problem 2 (Figure 2.5 and Figure 2.7). From the
results presented in Figure 2.9, we observe that DR-RNN4 performs well for large
time steps of 2, 5 times ∆t = 0.1, however, it results in small errors in the PDF plot
for the case of 10 times ∆t = 0.1 in this problem.
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Figure 2.9: Comparison of kernel density estimated probability density function
(PDF) of y3(t = 10) (left) and y3(t = 10) (right) obtained from DR-RNN computed
for different large time step size w.r.t. true PDF computed from fine step size in
problem 3. Subscript in the label DR-RNN denotes the number of layers K in DR-
RNN. Superscript in the label DR-RNN denotes how many times the large time step
bigger than the fine step size.
2.5.2 Dimensionality reduction in space
In this section, we evaluate the performance of DR-RNN in spatial dimensional re-
duction by using DR-RNN to approximate the ROM derived from POD-Galerkin
strategy. We compare DR-RNN with POD based ROM and POD-DEIM ROM to
conduct two parametric uncertainty quantification problems involving time depen-
dent partial differential equations.
In the following test cases, the weight matrix URNN of DR-RNN in Eq. 2.22
is initialized randomly from a uniform distribution function U[0.1, 0.5]. The vector
training parameter wRNN in Eq. 2.22 is initialized randomly from the white Gaussian
distribution with its standard deviation fixed to 0.1. The scalar training parameters
ηk in Eq. 2.22 are initialized randomly from the uniform distribution U[0.1, 0.4]. We
set the hyperparameters ζ, γ in Eq. 2.23 to 0.9, 0.1 respectively.
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Problem 4








where y is the temperature field, α is the random heat diffusion coefficient with
uniform probability distribution function U[0.01, 0.08]. The problem is imposed
with homogeneous initial condition y(x, 0) = 0 and Dirchlet boundary conditions
y(0, t) = 0 and y(1, t) = 0. The heat source g takes the form:
g =

1 if x ∈ [0.4, 0.6]
0 else
(2.28)
We use a finite difference discretization with a spatial step size ∆x = 0.01. The
discretized FOM is formulated as:
dy
dt
= A y + b (2.29)
with A ∈ Rn×n obtained using second order central difference stencil. The dimen-
sion of the problem is n = 99. The resulting system of ODEs (Eq. 2.29) is then
discretized in time using standard implicit Euler method and the resultant time
discrete system takes the form
yt+1 = yt + ∆t A yt+1 + ∆t b (2.30)
We solve FOM (Eq. (2.30) for 40 time steps with a time step size ∆t = 0.03. We
solve the problem for 500 random samples of α. Further, a set of solution snapshots
is collected to construct the POD basis by computing the following singular value
decomposition
X = U Σ W∗ U ∈ Rn×n Σ ∈ Rn×Ns W ∈ RNs×Ns (2.31)
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where X is the snapshot matrix of the sample solutions of Eq. 2.29, Ns is the number
of snapshots used in computing SVD. The space of y is spanned by the orthonormal
column vectors of matrix U. The left panel in the Figure 2.10 shows the decay of
singular values of the snapshot matrix X. The optimal basis for approximating y(t)
is given by the first r columns of matrix U denoted by Ur and is used to reduce the
FOM given by Eq. 2.29 to POD based ROM of the form:
dỹ
dt
= Ã ỹ + b̃ (2.32)
where Ã = U>r A Ur and b̃ = U
>
r b. Next, we solve Eq. 2.32 using standard
implicit Euler method with a time step of size ∆t = 0.03 for 40 time steps using
the same 500 random samples of α used in FOM (Eq. 2.29). We solve Eq. 2.32
for a set of different number of POD basis functions (r = 2, 4, 5, 7, 15). Finally, we
built DR-RNN with four layers to approximate the ROM defined in Eq. 2.32. We
train DR-RNN using time snapshot solutions of Eq. 2.32 collected for some random
samples of heat diffusion coefficient.




































Figure 2.10: Left: Singular values of the solution snapshot matrix X. Right: Nu-
merical Solutions of the full-order system n = 99 in problem 4.
Figures 2.10 and 2.11 show the numerical solutions obtained from the FOM,
the linear POD of dimension 15, and the DR-RNN of dimension 15. The results
plotted in the figures show that both the POD based ROM and the DR-RNN with
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Figure 2.11: Numerical solutions for problem 4 at different time steps. Left: POD-
Galerkin reduced system with 15 POD basis. Right: DR-RNN using 15 POD basis.
Dimension of the full-order model n = 99.
dimension 15 produce good approximations to the original full-order system.
0.65 0.70 0.75 0.80 0.85




















0.65 0.70 0.75 0.80 0.85























Figure 2.12: Comparison of kernel density estimated probability density function
(PDF) obtained from POD ROM, and DR-RNN w.r.t. true PDF obtained from
full-order system in problem 4. Left: number of POD basis used = 5. Right:
number of POD basis used = 15. Dimension of the full-order model n = 99.
Figure 2.12 compare PDF of y(x = 0.45, t = 0.45) obtained from the reduced
order models against the full order model PDF. The utilized ROMs use 5 POD
basis functions in the left panel and 15 POD basis functions in the right panel.
40
Chapter 2: DR-RNN: A deep residual recurrent neural network for model reduction
The results in Figure 2.12 shows that the PDF obtained by the reduced systems
are indistinguishable from the PDF of the FOM, while using 5 or 15 POD basis.
Figure 2.13 shows the MSE defined in Eq. 2.17 for different number of POD basis
obtained from the POD based ROM and the DR-RNN. From the Figure 2.13, we
can observe that the MSE decreases with the increase in the number of POD basis
due to the decay of singular values of the snapshot solution matrix Xs. Although
the results of DR-RNN and POD based ROM are indistinguishable, we note that
DR-RNN is an explicit method with a computational complexity of O(T × L× r2)
while POD method uses an implicit time discretization scheme with a complexity
nearly to O(T × L× r3), where T is the number of time steps marched in the time
domain and L is the number of random samples.











Figure 2.13: Comparison of MSE defined in Eq. 2.17 obtained from POD and DR-
RNN ROM in problem 4.
Problem 5
In this problem, we are interested in modeling the fluid displacement within a porous
media, where water is pumped to displace oil. Although the displacing fluid is
assumed to be immiscible with the displaced fluid (oil), the displacement front does
not take place as a piston like flow process with a sharp interface between the two
fluids. Rather, simultaneous flow of the immiscible fluids takes place within the
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porous media [34]. In this problem, we are mainly interested in the evolution of
the saturation of the water phase. We solve a pair of partial differential equations
namely the pressure and the saturation equations. A simplified one-dimensional







+ q = 0 (2.33)
where p is the pressure, K is the permeability, λ is the total mobility, q is the mass
flow rate defined as q = qw/ρw + qo/ρo and ρ is the density. The subscript w and
o denotes the water phase and the oil phase, respectively. The mobility term is








µ is the viscosity and krw, kro are the relative permeability terms defined by the












where v = −(λw + λo) K (∂p/∂x) is the Darcy velocity field, φ is the porosity
and fs = λw/(λw + λo) is the fractional flow function. We complete the model
description by defining the phase relative permeabilities as a function of saturation
using Brooks-Corey model [34]:
krw = s
∗2 kro = (1− s∗)2 s∗ = s− sor − sow (2.35)
where sor is the residual oil saturation, sow is the residual water saturation and s
is the saturation value. In this simplified model, we assume a constant porosity
throughout the media and we neglect the effects of compressibility, capillary, and
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gravity. We complete the description of the problem by the following input data:
q(x = 0) = 0.1 q(x = 1) = −0.1
µw = 0.1 µo = 1
sor = 0.2 sow = 0.2
(2.36)
The initial condition of s is uniform and is equal to sow and we use no flow boundary
condition. We adopt a sequantial implicit solution strategy [34, 1] to compute the
numerical solution of Eq. 2.33 and Eq. 2.34. In this method, a sequential updating
of the velocity field and saturation is performed where each equation is treated
separately. The first step is to solve for the pressure and the velocity field at an
initial time. Then, with this velocity field and initial saturation, the saturation is
evolved over a small number of time steps with the velocity field kept constant. The
resulting saturation is then used to update the pressure and velocity. The process is
repeated until the time of interest. We use a simple finite volume method (FVM) for
spatial discretization with first order upwind scheme as it is a conservative method.
The discretized form of the FOM of Eq. 2.34 is formulated as:
ds
dt
= A f(s) + b (2.37)
This equation is then discretized in time using backward Euler method to a time
discrete system that takes the form The resulting system of ODEs (Eq. 2.29) is then
discretized in time using standard implicit Euler method and the resultant time
discrete system takes the form
st+1 = st + ∆t A · f(st+1) + ∆t b (2.38)
In space, we use 64 spatial grid points over the domain x = [0, 1] and in time we
use a time step of size ∆t = 0.015 for 100 time steps. Newton Raphson iteration
is used to solve the resulting system of nonlinear equations to evolve the saturation
at each time step. The uncertainty parameter in this test problem is the porosity
value φ with a uniform probability distribution function U[0.18, 0.38]. We solve the
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FOM (Eq. 2.37) by using standard implicit Euler method for 500 random samples
of φ. It is interesting fact to note that constant ∆t = 0.03 violates Von Neumann
stability condition given by






where ∆x is numerical grid size [116, 129, 1]. Next, the POD basis vectors are
constructed from the solutions of the full-order system taken from the collected
set of snapshot solutions. This is done by computing the following singular value
decomposition
Xs = U Σs W
∗
s U ∈ Rn×n Σs ∈ Rn×Ns Ws ∈ RNs×Ns
Xf = V Σf W
∗
f V ∈ Rn×n Σf ∈ Rn×Nf Wf ∈ RNf×Nf
(2.40)
where Xs is the snapshot matrix of saturation and Xf is the snapshot matrix of
nonlinear function f(s), n = 64 is the dimension of s and Ns, Nf are the number of
snapshots used in computing SVD for the saturation and the nonlinear flow function
respectively. The space of saturation is spanned by the orthonormal column vectors
of matrix U and the space of nonlinear function f(s) is spanned by the orthonormal
column vectors in the matrix V. The optimal basis for approximating s(t) is given
by the first r columns of the matrix U denoted by Ur and is used to reduce FOM
to POD based ROM of the form:
ds̃
dt
= U>r A f(Ur s̃) + b̃ (2.41)
where s ≈ Ur s̃, b̃ = U>r b and U>r A f(Ur s̃) forms the bottleneck that has
to be reduced with DEIM as detailed in Section 2.2.2. Application of the DEIM
algorithm (section 2.2.2) on nonlinear POD based ROM (Eq. 2.41) results in POD-
DEIM reduced order model of the form:
ds̃
dt
= Ã f(P>Ur s̃) + b̃ (2.42)
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where Ã = U>r A D, D = Vm(P
>Vm)−1 referred as DEIM-matrix in Eq. 2.9
(section 2.2.2), Vm is the orthogonal matrix for optimally approximating f(s) given
by the first m columns of the matrix V. Figure 2.14 shows the decay of singular
values of the snapshot matrix Xs and of the nonlinear function snapshot matrix Xf .
Next, we solve Eq. 2.41 and Eq. 2.42 by using standard implicit Euler method with
a time step of ∆t = 0.03 for 100 time steps using the same 500 random samples
of φ used in FOM (Eq. 2.37). We solve Eq. 2.41 for a set of POD basis functions
(r = 15, 35, 55) and similarly, we solve Eq. 2.42 for the same set of POD basis
functions using a DEIM basis functions of fixed number (m = 35). Further, we built
DR-RNN to approximate the POD-DEIM ROM (Eq. 2.42) where we apply DEIM
in the DR-RNN to evaluate the nonlinearity, which gives an important speedup in
the efficiency of the formulation. We train DR-RNN using time snapshot solutions
of Eq. 2.41 collected for some random samples of porosity values.
































Figure 2.14: Left: Singular values of the solution snapshot matrix Xs. Right: Sin-
gular values of the nonlinear function snapshot matrix Xf .
Figure 2.15 compares the kernel density estimated probability density function
(PDF) obtained from all ROMs to the PDF obtained from the FOM. Figure 2.16
compares the numerical solutions obtained from all the reduced order models to the
numerical solutions obtained from the FOM. In these figures, ROM uses 15 POD
basis functions in the left panel and 35 POD basis functions in the right panel. From
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Figure 2.15: Comparison of kernel density estimated probability density function
(PDF) obtained from all ROMs w.r.t. true PDF obtained from full-order system in
problem 5. Left: number of POD basis used = 15. Right: number of POD basis
used = 35. Dimension of the full-order model n = 64.































Figure 2.16: Numerical solution of the saturation equation obtained from all ROMs
w.r.t. full-order system in problem 5. Left: number of POD basis used = 15. Right:
number of POD basis used = 35. Dimension of the full-order model n = 64 and
porosity value used φ = 0.2.
these figures, when the POD basis of dimension 35 is used, the numerical solutions of
the reduced systems from all approaches appear to be indistinguishable from the nu-
merical solution of the FOM. We note that the saturation equation has a hyperbolic
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structure which is more complicated to capture, especially in the nonlinear function.
The difficulty due to hyberbolic structure of the saturation equation in construct-
ing POD ROM system is more pronounced when POD ROM is constructed using
less number of basis functions. For example, in this problem, we observe numer-
ical oscillations in the saturations profile obtained from POD based ROMs when
using 15 basis functions (left of Figure 2.16) whereas POD ROM using 35 basis
functions can accurately approximate the solutions of the FOM saturation profile
(right of Figure 2.16). Figure 2.17 shows the MSE defined in Eq. 2.17 at different












Figure 2.17: Comparison of MSE defined in Eq. 2.17 obtained from all ROMs in
problem 5.
number of POD basis obtained from all ROMs. From Figure 2.17, we can observe
a decrease in MSE as we increase the number of POD basis which is attributed
to the decay of singular values of the snapshot solution matrix Xs. Although the
errors from the POD reduced system is slightly lower than the errors arising from
applying POD-DEIM and DR-RNN, the complexity in the on-line computation of
the nonlinear function f(s) still depends on the dimension of the original full-order
system. Moreover, it is necessary to compute the Jacobian matrix of full dimension
at every Newton iteration and at every time step in POD based ROM [30]. Despite
the fact that POD-DEIM approach not only gives an accurate reduced system with
reduced computational complexity by removing the dependency on the dimension
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of the original full-order system with the general nonlinearities, POD-DEIM relies
on evaluating the Jacobian matrix at every Newton iteration and results in a com-
putational complexity in order O(T ×L× p× r3), where p is the number of Newton
iterations. The presented numerical results showed that both POD-DEIM and DR-
RNN approaches can be used to construct an accurate reduced system. However,
DR-RNN constructs an accurate reduced system without evaluating the Jacobian
matrix (as an explicit method) and thus limiting the computational complexity to
O(T × L ×K × r2) instead of O(T × L × p × r3), where K  p is the number of
stacked network layers and p is the number of Newton iterations.
2.6 Conclusions
In this chapter, we introduced a Deep Residual Recurrent Neural Network (DR-
RNN) as an efficient model reduction technique that accounts for the dynamics of
the full order physical system. We then presented a new model order reduction
for nonlinear dynamical systems using DR-RNN in combination with POD based
MOR techniques. We demonstrated two different applications of the developed DR-
RNN to reduce the computational complexity of the full-order system in different
computational examples involving parametric uncertainty quantification. Our first
application concerned the use of DR-RNN for reducing the computational complex-
ity from O(n3) to O(n2) for nonlinear ODE systems. In this context, we evaluate
DR-RNN in emulating nonlinear dynamical systems using a different number of
large time step sizes violating the numerical stability condition for a small time dis-
cretization errors. The presented results showed an increased accuracy of DR-RNN
as the number of residual layer increases based on the hierarchical iterative update
scheme.
The second application of DR-RNN is related to spatial dimensionality reduc-
tion of dynamical systems governed by time dependent PDEs with parametric un-
certainty. In this context, we used DR-RNN to approximate ROM derived from a
POD-Galerkin strategy. For the nonlinear case, we combined POD with the DEIM
algorithm for approximating the nonlinear function. The developed DR-RNN pro-
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vides a significant reduction of the computational complexity of the extracted ROM
limiting the computational complexity to O(K × r2) instead of O(p× r3) per time
step for the nonlinear POD-DEIM method, where K  p is the number of stacked
network layers in DR-RNN and p is the number of Newton iterations in POD-EIM.
This chapter has illustrated the applicability of DR-RNN as en effective ROM for an
one dimensional porous media flow problem with uncertainty in the scalar porosity
value. The next chapter will consider the application of DR-RNN as an effective
ROM in an UQ problem involving two dimensional porous media flow with a high
dimensional uncertainty permeability field.
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Chapter 3
Reduced order modeling of
subsurface multi-phase flow
models using deep residual
recurrent neural networks 1
3.1 Introduction
Simulation of multi-phase flow in a subsurface porous media is an essential task for
a number of engineering applications including ground water management, contam-
inant transport, and effective extraction of hydrocarbon resources [115, 49]. The
physics governing subsurface flow simulations are mainly modeled by a system of
coupled nonlinear partial differential equations (PDEs) parametrized by subsurface
properties (e.g. porosity and permeability) [1]. In realistic settings, subsurface
models are computationally expensive (i.e. large number of grid block is needed)
as the subsurface properties are heterogeneous and the solution exhibit multiscale
features [48, 115].
Moreover, these subsurface properties are only known at a sparse set of points
(i.e. well locations) and the grid properties are populated stochastically over the
entire domain [78, 48, 49]. Monte-Carlo methods are usually employed to propagate
1The contents of this chapter has been published in TIPM journal.
50
Chapter 3: Reduced order modeling of subsurface multi-phase flow models using
deep residual recurrent neural networks
the uncertainties in the subsurface properties to the flow response. Monte-Carlo
methods are computationally very expensive since a large number of forward sim-
ulations are necessary to estimate the statistics of the engineering quantities of
interest [115, 49, 78]. Likewise, Bayesian inference tasks require a very large num-
ber of forward simulations to sharpen our knowledge about the unknown model
parameters by utilizing field observation data [48, 49]. For example, Markov-chain
Monte-Carlo (MCMC) method (and its variants) requires a large number (in mil-
lions) of reservoir simulations to reach convergence and to avoid biased posterior
estimates of the model parameters.
Surrogate models can be used to overcome the computational burden of multi-
query tasks (e.g. uncertainty quantification, model based optimization) governed by
large scale PDEs [53, 87, 68, 50, 83, 16]. Surrogate models are computationally effi-
cient mathematical models that can effectively approximate the main characteristics
of the full-order model (full model) [53]. A number of surrogate modeling techniques
have been developed and could be broadly classified into three classes: simplified
physics based models [43, 83], data-fit black-box models [53, 90, 145], and projection
based reduced order models commonly referred to as reduced model [17, 89, 5, 52].
Physics based surrogate models are derived from high-fidelity models using ap-
proaches such as simplifying physics assumptions, using coarse grids, and/or up-
scaling of the model parameters [43, 53, 68, 9]. Data-fit models are generated using
the detailed simulation data to regress the relation between the input and the corre-
sponding output of interest [53, 145, 2, 8]. For a complete review of various surrogate
modeling techniques, we refer the readers to the following papers by Asher et al.
[6], Frangos et al. [53], Koziel and Leifsson [87], Razavi et al. [118].
In projection based reduced order models (utilized in this paper), the governing
equations of the full model are projected into a low-dimensional subspace spanned
by a small set of basis functions via Galerkin projection [89, 5]. Projection based
ROMs relies on the assumption that most of the information and characteristics
of the full model state variables can be efficiently represented by linear combina-
tions of only a small number of basis functions. This assumption enables reduced
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model to accurately capture the input-output relationship of the full model with a
significantly lower number of unknowns [53, 89, 5]. Projection based reduced order
models are broadly categorized into: system based methods and snapshot based
methods. System based methods like balanced truncation realization methods [66],
and Krylov subspace methods [54] use the characteristics of the full model and have
been developed mainly for linear time-invariant problems, although much progress
has been done on extensions of these methods to nonlinear problems [88]. Snapshot
based methods such as reduced basis methods [121], proper orthogonal decomposi-
tion (POD) [125, 17] derive the projection bases from a set of full model solutions
(the snapshots).
In this work, we employ POD based reduced model to accelerate Monte-Carlo
simulation of subsurface flow models. The basis functions obtained from the POD
is optimal in the sense that, for the same number of basis functions, no other bases
can represent the given snapshot set with lower least–squares error than the POD
bases [89, 125] (see section 3.3 for further details). Lumley [97] was the first to
apply POD techniques in fluid flow simulations. Since then, POD procedures has
successfully been applied in a number of application areas [e.g., 125, 148, 26, 23, 99,
7, 82].
In the context of fluid flow in porous media, Vermeulen et al. [134] introduced
POD in the confined, groundwater flow problems (linear subsurface flow model). Ver-
meulen et al. [135] applied POD in gradient-based optimization problem involv-
ing groundwater flow model. McPhee and Yeh [98] employed POD to enhance the
groundwater management optimization problem. Siade et al. [124] introduced a new
methodology for the optimal selection of snapshots in such a way that the resulting
POD basis functions account for the maximal variance of the full model solution.
Within the context of oil reservoir simulation, Heijn et al. [71] and Van Doren et al.
[133] applied POD to accelerate the optimization of a waterflood process. Cardoso
et al. [28] incorporated a new snapshot clustering procedure to enhance the standard
POD for oilwater subsurface flow problems.
In the context of Monte-Carlo simulations applied to stochastic subsurface flow
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problems, POD based ROMs were mainly employed only when the governing equa-
tion was linear (or nearly linear) [27, 109, 110, 21]. Pasetto et al. [109] employed
POD based reduced model to construct MC realizations of two dimensional steady
state confined groundwater flow subject to a spatially distributed random recharge.
Pasetto et al. [110] applied POD to accelerate the MC simulations of transient con-
fined groundwater flow models with stochastic hydraulic conductivity. Baú [15] de-
rived a set of POD ROMs for each MC realization of hydraulic conductivity to solve
a stochastic, multi-objective, confined groundwater management problem. Boyce
and Yeh [21] applied a single parameter-independent POD reduced model to the
deterministic inverse problem and the Bayesian inverse problem involving linear
groundwater flow model. In addition to the limitation of using only linear flow
models, the UQ tasks in the aforementioned literature involve only low dimensional
uncertain parameters.
Within the context of nonlinear subsurface flow problems, the target application
of POD was mainly hydrocarbon production optimization, where POD ROMs were
used mainly to optimize well control parameters (e.g., bottomhole pressure) [27, 69,
132, 120, 81]. Recently, Jansen and Durlofsky [81] has done an extensive review
on the use of reduced-order models in well control optimization. For the well con-
trol applications, POD achieved reasonable levels of accuracy only when the well
controls in test runs were relatively close to those used in training runs. In the
case where the test controls substantially differ from those used in the initial train-
ing runs, additional computational steps were needed. For example refitting the
POD basis functions was performed in [132], which impose some additional com-
putational overhead. Although POD combined with Galerkin projection has been
applied more frequently to nonlinear flow problems [23, 17, 120], the effectiveness
of POD-Galerkin based model in handling nonlinear systems is limited mainly by
two factors. The first factor is related to the treatment of the nonlinear terms in
the POD-Galerkin reduced model [30, 119, 27] and the second factor is related to
maintaining the overall stability of the resulting reduced model [27, 67, 68, 24, 137].
In relation to computing reduced non-polynomial nonlinear functions, POD
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based ROMs is usually dependent on the full model state variables and henceforth,
the computational cost of evaluating the reduced model is still a function of full
model dimension. Several techniques have been developed to reduce the compu-
tational cost of evaluating the nonlinear term in POD ROMs including trajectory
piecewise linearization (TPWL) [119], gappy POD technique [140], missing point es-
timation (MPE) [12], best point interpolation method [106], and discrete empirical
interpolation method (DEIM) [12, 30]. Among these techniques, TPWL and DEIM
are widely used for efficient treatment of nonlinearities in multi-phase flow reservoir
simulations [61, 67, 68].
In TPWL method [119], the nonlinear function is first approximated by a piece-
wise linear function obtained by linearizing the full-order model at a predetermined
set of points in the time and the parameter space. Then the nonlinear full model
is replaced by an adequately weighted sum of the selected linearized systems [119].
Finally, the reduced model can be obtained by projecting the resultant linearized
full-order system using standard techniques like POD [119]. The TPWL method
was first introduced in [119] for modeling nonlinear circuits and micromachined de-
vices. In the context of subsurface flow problems, TPWL procedures were applied
in [27, 69, 132, 120] to accelerate the solution of production optimization problems.
In DEIM, the nonlinear term in the full model is approximated by a linear com-
bination of a set of basis vectors [30]. The coefficients of expansion are determined
by evaluating the nonlinear term only at a small number of selected interpolation
points [30]. DEIM was developed in [30] for model reduction of general nonlinear
system of ordinary differential equations (ODEs) and have been used in several ar-
eas [32, 142, 22]. Within the context of subsurface flow problems, Chaturantabut
and Sorensen [31] applied DEIM for model reduction of viscous fingering problems
of an incompressible fluid through a two dimensional homogeneous porous medium.
Alghareeb and Williams [4] combined DEIM with POD procedures and the resultant
reduced model was applied in waterflood optimization problem. Recently, Ghasemi
[61] applied POD with DEIM to an optimal control problem governed by two-phase
flow in a porous media. Next, Ghasemi [61] used machine learning technique to con-
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struct a number of POD-DEIM local reduced-order models. In that work, machine
learning technique was used to construct a number of POD-DEIM local reduced-
order models and then a specific local reduced-order model was selected with respect
to the current state of the dynamical system during the gradient based optimiza-
tion task. Similarly, Yoon et al. [146] used multiple local DEIM approximations in
POD reduced model framework to reduce the computational costs of high-fidelity
reservoir simulations.
The overall convergence and stability is another issue that limits the applica-
bility of POD-Galerkin based ROMs. POD-Galerkin projection methods manage
to decrease the computational complexity by orders of magnitude as a result of
state variable’s dimension reduction. However, this reduction goes hand in hand
with a loss in accuracy. Moreover, slow convergence and in some cases model in-
stabilities [137, 67, 24] are observed as the errors in the reduced state variables are
propagated in time. More specifically, the performance of POD-Galerkin ROMs is
directly influenced by the number of POD basis used in the POD-Galerkin projec-
tion. However, in many applications involving nonlinear conservation laws (e.g. high
Reynold number fluid flow), POD-Galerkin reduced order models have shown poor
performance even after retaining a sufficient number of POD basis [137, 125, 17].
Several stabilization techniques have been proposed in the recent literature to
build a stabilized POD based reduced models. A notable stabilization technique
relies on closing the POD reduced model using a set of closure models similar to those
adopted in turbulence modeling [17, 137]. The objective of applying closure models
within POD based reduced model is to include the effects of the discarded POD basis
functions in the extracted reduced model [17, 137]. Wang et al. [137] showed that
POD-Galerkin reduced model yielded inaccurate and physically implausible results
when applied to the numerical simulation of a 3D turbulent flow past a cylinder at
Reynold number of 1000. Wang et al. [137] addressed the aforementioned accuracy
and stability issues of POD reduced model by various closure models, where artificial
viscosity was added to the real viscosity parameter to stabilize the POD based
reduced model.
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Another major approach to enhance the stability of POD-Galerkin reduced
model is to compute a new set of optimal basis or to improve the POD basis vectors
by solving a constrained optimization problem. Bui-Thanh et al. [24] determined a
new set of optimal basis vectors by formulating an optimization problem constrained
by the equations of the resultant reduced model and demonstrated the stability of
the proposed approach on linear dynamical systems. We note that POD-Galerkin re-
duced model orthogonally projects the nonlinear residual into the subspace spanned
by the POD basis vectors. Unlike POD-Galerkin reduced model, Petrov-Galerkin
projection scheme design a different set of orthonormal basis called left reduced
order basis into which the nonlinear residual is projected. Carlberg et al. [29] for-
mulated stable Petrov-Galerkin reduced model in which the left reduced order basis
vectors were computed from an optimization problem at every iteration of the Gauss
Newton method. He [67] observed that poor spectral properties of the reduced Ja-
cobian matrix could cause numerical instabilities in POD-Galerkin TPWL reduced
model. Hence, He [67] improved the stability of the POD based reduced model
by determining the optimal dimension of the reduced model through an extensive
search over a range of integer numbers. We note that all the above mentioned
optimization procedures involve computationally expensive procedures to maintain
stability and in many cases, the stability of the extracted reduced model is still not
guaranteed [67, 68].
Recently, data-fit black-box models have been combined with POD [143] to de-
velop non-intrusive POD based ROMs, where the data-fit models are used to regress
the relationship between the input parameter and the reduced representation of the
full model state vector. Hence, non-intrusive ROMs do not require any knowledge
of the full-order model and is mainly developed to circumvent the shortcomings in
accessing the governing equations of the full model [143]. However, it can also be
used to address the stability and nonlinearity issues of POD based ROMs. Wang
et al. [136] developed a non-intrusive POD reduced model using Recurrent Neural
Network (RNN) as a data-fit model and presented two fluid dynamics test cases
namely, flow past a cylinder and a simplified wind driven ocean gyre. RNN is a
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class of artificial neural network [108, 100] which has at least one feedback connec-
tion in addition to the feedforward connections [107, 108, 79]. In the context of
data-fit models, RNN has been successfully applied to various sequence modeling
tasks such as automatic speech recognition and system identification of time series
data [73, 70, 74, 65]. Additionally, RNN has been applied to emulate the evolution
of nonlinear dynamical systems in a number of applications [150, 11] and henceforth
has large potential in building reduced order models. However, the applicability
of non-intrusive ROMs is severely undermined in many real-world problems, where
increasing the dimensionality of the input parameter space increases the complexity
and training time of the data-fit model.
In summary, among many surrogate modeling techniques, POD-Galerkin reduced
model is a viable option for accelerating multi-query tasks like UQ. Generally, POD-
Galerkin reduced model is well established for linear systems and for nonlinear
systems with parametric dependence, POD could be either combined with TPWL
or with DEIM for modeling subsurface flow systems [27, 69, 132, 61]. However, POD
reduced model does not preserve the stability properties of the corresponding full
order model and current state of the art POD stabilization techniques [137, 67, 68]
are not cost effective and ultimately do not guarantee stability of the extracted
reduced order models.
In this work, we use DR-RNN [104] to alleviate the potential limitations of
POD-Galerkin reduced models. More specifically, we combine DR-RNN with POD-
Galerkin and DEIM methods to derive an accurate and computationally effec-
tive reduced model for uncertainty quantification (UQ) tasks. The architecture
of DR-RNN is inspired by the iterative line search methods where the parameters
of the DR-RNN are optimized such that the residual of the numerically discretized
PDEs is minimized [18, 130, 104]. Unlike the standard RNN which is very generic,
DR-RNN [104] uses the residual of the discretized differential equation. In addition,
the parameters of the DR-RNN are fitted such that the computed DR-RNN output
optimally minimizes the residual of the targeted equation. In this context, DR-RNN
is a physics aware RNN as it is tailored to leverage the physics embedded in the
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targeted dynamical system (i.e. residual of the equation or reduced residual in the
current manuscript).
The resultant reduced model obtained from DR-RNN combined with POD-
Galerkin and DEIM algorithm has a number of salient features. First, the dynamics
of DR-RNN is explicit in time with superior convergence and stability properties
for large time steps that violate the numerical stability conditions [104, 116]. Sec-
ond, as the dynamics modeled in DR-RNN are explicit in time, there is a reduction
in the computational complexity of the extracted reduced model from O(r3) cor-
responding to implicit POD-DEIM reduced order models, to O(r2), where r is the
size of the reduced model. Third, DR-RNN requires only very few training samples
(obtained by solving the full model) to optimize the parameters of the DR-RNN as
it accounts for the physics of the full model within the RNN architecture (via the
reduced residual). This is a major advantage when compared to pure data-driven
algorithms (e.g. standard RNN architectures). Moreover, DR-RNN can effectively
emulate the parameterized nonlinear dynamical system with a significantly lower
number of parameters in comparison to standard RNN architectures [104].
In this work, we demonstrate the superior properties of DR-RNN in accelerating
UQ tasks for subsurface reservoir models using Monte-Carlo method. As far as we
are aware, the use of a single parameter-independent POD-Galerkin reduced model
in Monte-Carlo method involving nonlinear subsurface flow with high dimensional
stochastic permeability field has not been previously explored. The reason is that
the resultant reduced model might require significantly more basis functions to re-
construct stable solutions [27, 69, 21, 61]. However, only a single set of small number
of POD basis functions would be sufficient to reconstruct the solution with reason-
able accuracy using least–squares (see section 3.3.2 for more details). Hence, the
aim of this study is to illustrate how DR-RNN could be used to reconstruct stable
solutions emulating the full model dynamics using only a small set of POD basis
functions. The proposed DR-RNN technique is validated on two forward uncertainty
quantification problems involving two-phase flow in subsurface porous media. The
two flow problems are commonly known within the reservoir simulation community
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as the quarter five spot problem and the uniform flow problem [1]. In these two
numerical examples, the permeability field is modeled as log-normal distribution.
The obtained results demonstrate that DR-RNN combined with POD-DEIM pro-
vides an accurate and stable reduced order model with a drastic reduction in the
computational cost. The reason for selecting simplified flow problems is to illustrate
the potential benefit of DR-RNN to formulate an accurate and computationally
effective POD-DEIM reduced model for flow problems where the standard POD-
Galerkin reduced models are inaccurate and possibly unstable. We also note that
DR-RNN architecture is generic and could be used to emulate any well-posed non-
linear dynamical system [104] including subsurface flow problems while accounting
for capillary pressure effects, gravity effects and compressibility.
The outline of the rest of this chapter is as follows: In section 3.2, we present
the formulation of multi-phase flow problem in a porous media. In section 3.3, we
introduce POD-Galerkin method for model reduction followed by a discussion of
DEIM for handling nonlinear systems. In Section 3.4, we describe the architecture
of DR-RNN and in section 3.5, we evaluate the reduced model derived by combining
DR-RNN with POD-DEIM on two uncertainty quantification test cases. Finally, in
Section ??, we present the conclusions of this manuscript.
3.2 Problem Formulation
The equations governing two-phase flow of a wetting phase (water) and non-wetting
phase (e.g. oil) in a porous media are the conservation of mass (continuity) equation
and Darcy’s law for each phase [1, 68, 34, 14]. The continuity equation for each
phase α takes the form
∂(φραsα)
∂t
−∇ · (ραλαK (∇pα − ραg∇h)) + qα = 0 (3.1)
where the subscript α = w denotes the water phase, the subscript α = o denotes the
oil phase, K is the absolute permeability tensor, λα = krα/µα is the phase mobility,
with krα the relative permeability to phase α and µα the viscosity of phase α, pα is
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the phase pressure, ρα is the density of phase α, g is the gravitational acceleration,
h is the depth, φ is the porosity, sα is the saturation of the phase α and qα is the
phase source and sink terms [1, 34]. Further, the phase saturations are constrained
by sw + so = 1, since the oil and the water jointly fill the void space [1, 68].
The phase velocities are modeled by the multiphase Darcy’s law to relate the
phase velocities to the phase pressures and takes the form
vα = −Kλα ∇(pα − ραgh) (3.2)
where vα is the phase velocity. The phase relative permeabilities krα and the capil-
lary pressure (pcow = po − pw) are usually modeled as functions of the phase satu-
rations [1]. Neglecting the capillary pressure, the compressibility effects, the grav-
itational effects, and assuming the density ratio to be equal to one, the continuity
equations (Eq. (3.1)) can be combined with the Darcy’s law (Eq. (3.2)) to derive
a global pressure equation and the saturation equation for water phase [1, 68, 14].
The simplified global pressure equation takes the form
∇ ·Kλ ∇p = q (3.3)
where p = po = pw is the global pressure, λ = λw+λo is the total mobility, q = qw+qo









where fw = λw/(λw + λo) is a function of saturation termed as the fractional flow
function for the water phase, v = −Kλ ∇p is the total velocity vector and s = sw
is the water saturation [1, 34]. In the rest of the paper, we write the water phase
saturation as s = sw for simplicity. The coupled equations Eq. (3.3) and Eq. (3.4)
could then be solved for the evolution of the saturation by providing the appropriate
initial and boundary conditions. Equation (3.3) and Eq. (3.4) are continuous (in
space and time) form of the full model.
The discrete form of the full model is obtained by dividing the problem domain
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into n grid blocks and then applying the finite volume method to discretize the
spatial derivatives of Eq. (3.3) and Eq. (3.4). The discretized pressure equation
takes the form
A yp = b (3.5)
where A ∈ Rn×n, b ∈ Rn, and yp ∈ Rn is the pressure vector in which each
component ypi of yp represent the pressure value at the ith grid block. Similarly,
the spatially discretized saturation equation takes the form
dys
dt
+ B(v) fw(ys) = d (3.6)
where B ∈ Rn×n, d ∈ Rn, v is the total velocity vector, and ys ∈ Rn is the
saturation vector in which each component ysi of ys is the saturation value at the
ith grid block. We then use Euler implicit time stepping method to transform the
continuous dynamical system (Eq. (3.6)) to discrete nonlinear dynamical system
that takes the form
ys(t+ 1) = ys(t)−B(v(t)) fw(ys(t+ 1)) ∆t − d ∆t (3.7)
Eq. (3.5) and Eq. (3.7) are the discrete form of the full model for multi-phase
flow problem under consideration. These two equations exhibit two way coupling
from the dependence of the matrix A on the mobilities λ(ys(t)) in the pressure full
model (Eq. (3.5)) and from the dependence of the matrix B on the velocity vector
v(yp) in the saturation full model (Eq. (3.6)). In this study, we adopt an implicit
sequential splitting method[1] to solve the full model (Eq. (3.5) and Eq. (3.7)).
Figure 3.1 displays the flow chart of the numerical scheme utilized to update the
pressure and saturation field over a time period T . More precisely, in this method,
the saturation vector ys(t) from the present time step is used to assemble the matrix
A in Eq. (3.5) and then the pressure full model (Eq. (3.5)) is solved for the pressure
vector yp. Following that, the velocity vector v (computed from the pressure vector
yp) is used to assemble the matrix B in Eq. (3.6) and then the saturation full
model (Eq. (3.6)) is solved implicitly in time for the saturation at the next time
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Start
Initialise ys(t = 0)
Set i = 1
Solve pressure Eqn
Ayp = b
Set t = t + ∆t
Set saturation equation
ys(t+ 1) = ys(t)−B(v(t)) fw(ys(t+ 1)) ∆t − d ∆t
Set k=0
Calculate Jacobian
matrix J(yks (t + 1))
Solve matrix Equation
Js ∆ys = bs
Update





if ε < δ if k < Iter
Set
ys(t + 1) = y
k+1
s (t + 1)
Adjust ∆t
Set
k = k + 1
Set
ys(t) = ys(t + 1)
if i > T
Set








Figure 3.1: Flowchart describing the implicit sequential splitting method to solve
Eq (3.5) and Eq (3.7) for a time period T .
step. In the following section, we formulate a Galerkin projection based reduced
model to reduce the computational effort for multi-query tasks (e.g. uncertainty
quantification) involving repeated solutions of Eq. (3.5) and Eq. (3.6), when n (the
number of grid block) is large [30, 61].
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3.3 Reduced Order Model Formulation
In this section, we formulate the POD-Galerkin reduced model (POD reduced
model) and POD-DEIM reduced model where POD-Galerkin is combined with
DEIM for handling the nonlinear terms. Both methods are introduced to reduce the
computational effort associated with solving the full model (Eq. (3.5) and Eq. (3.6)).
3.3.1 POD basis
As stated in section 4.1, POD based reduced model is a projection based reduced
order model in which the governing equations are projected onto an optimal low-
dimensional subspace U spanned by a small set of r basis vectors. Galerkin projec-
tion reduced model is based on the assumption that most of the system information
and characteristics can be efficiently represented by linear combinations of only a
small number of basis vectors [119].
The optimal basis vectors {ui}ri=1 in POD are computed by singular value decom-
position (SVD) of the solution snapshot matrix X. The solution snapshot matrix
X is obtained from a set of solution vectors of size ns obtained by solving the full
model at selected points in the input parameter space. The SVD of X is expressed
as
X = U Σ W (3.8)
where, X ∈ Rn×ns , U = [u1 u2 u3 · · · un] ∈ Rn×n is the left singular matrix and
Σ = diag(σ1 > σ2 > σ3 > · · · σns ≥ 0) is the diagonal matrix containing the singular
values σi of the snapshot matrix X in descending order. The dominant left singular
vectors {ui}ri=1 corresponding to the first r largest singular values represents the
basis vectors to span the optimal subspace U of POD based reduced model. Thus,
the first step in deriving the POD based reduced model is to express the state vector
y of the full-order model by a linear combination of r basis vectors as following
y ≈ Ur ỹ (3.9)
where ỹ ∈ Rr is the reduced state vector representation of full dimensional state
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vector y, and Ur = [u1 · · · ur] ∈ Rn×r is the matrix that contains r orthonormal
basis vectors in its columns.
By following this step, for example, the optimal basis vectors for the saturation
state vector ys are obtained from the SVD of the saturation snapshot matrix Xs =(
(ys1 . . . ysT )
1 . . . (ys1 . . . ysT )
L
)
, where T is the number of time steps and L is
the number of samples of input parameter used to build the snapshot matrix. The
SVD of Xs is expressed as
Xs = Us Σs Ws (3.10)
where Us ∈ Rn×n is the left singular matrix, Σs is the diagonal matrix containing
the singular values of the snapshot matrix Xs in descending order. The saturation
state vector ys is optimally expressed as
ys ≈ Urs ỹs (3.11)
where ỹs ∈ Rr is the reduced state vector representation of ys, Urs ∈ Rn×r is the
matrix that contains r orthonormal basis vectors in its columns. Similarly, we can
represent the pressure state vector yp from its reduced state vector representation
ỹp using optimal basis matrix Up obtained from the SVD of the pressure snapshot
matrix Xp.
3.3.2 Least–squares approximation
The capacity of a set of basis functions to represent a new solution vector could be
tested using least–squares fitting [46, 131]. For example, the least–squares solution
for approximating a saturation state vector y∗s ∈ Rn is defined as
y∗s ≈ Urs ỹs = Urs (Urs> ys) (3.12)
The associated error termed as least–squares errors in approximating ys by y
∗
s using
only r basis vectors is given by
εs = ‖ys − y∗s‖2 (3.13)
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where ‖ · ‖2 denotes Euclidean norm which comes under a class of vector norm
called p-norm [131, 46] as defined in Eq. (2.18) chapter 2. The least–squares error εs
(Eq. (3.13)) is equivalent to the omitted energy Ωs =
∑n
i=r+1 σsi [96, 17]. In practice,
r is commonly chosen as the smallest integer such that the relative omitted energy







Similar expressions mentioned in Eq. (3.12), Eq. (3.13), and Eq. (3.14) can be ob-
tained for the pressure state vector as well. We note that least–squares errors are
not necessarily equivalent to the omitted energy for state vectors not included in
the snapshot matrix or for the state vector solved at a new point in the input pa-
rameter space as these new vectors might not fall within the span of the snapshot
matrix [53, 96]. The least–squares solution is the best approximation of the state
variables in the sense that, for the chosen low dimensional subspace U , no other
low dimensional approximation can represent the given snapshot set with a lower
least–squares error [89, 125, 17]. In this chapter, we use the best approximation of
the state variables to assess the quality of the approximation obtained from different
reduced order models in the numerical examples presented later in section 3.5.
3.3.3 POD-Galerkin
Once the POD basis vectors are obtained, the reduced representation of the pressure
vector yp is substituted into the pressure full model (Eq. (3.5)), followed by Galerkin
projection of the pressure equation into the subspace spanned by Urp. The resulting
POD based reduced model for the pressure equation then takes the following form
Ã ỹp = b̃ (3.15)
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where Ã = Urp
> A Urp ∈ Rr×r and b̃ = Urp> b ∈ Rr. Similarly, POD based reduced






s ỹs) = d̃, (3.16)
where d̃ = Urs
> d and d̃ ∈ Rr.
The POD based reduced model formulated by Eq. (3.15) and Eq. (3.16) is of
the reduced dimension r. However, the nonlinear function fw in Eq. (3.16) is still
of the order of full dimension n. Moreover, the reduced Jacobian matrix J̃ = Ĩ −
Urs
>B Jf (fw(Urs ỹs))U
r
s ∈ Rr×r needed for Newton like iterations to solve this
nonlinear equation is also of order n [30] as it relies on evaluating the full order
nonlinear function fw. Therefore, for problems with general nonlinear functions
involved in POD based reduced model, the computational cost of solving the reduced
system is still a function of the full system dimension n.
3.3.4 DEIM
Discrete Empirical Interpolation Method (DEIM) was introduced in [30] to approx-
imate the nonlinear terms in POD based reduced model using a limited number of
points that are independent of the full system dimension n. Similar to POD, the
first step of DEIM is to approximate the nonlinear function fw in Eq. (3.16) using a
separate set of basis vectors Vm = [v1 v2 v3 . . . vm] as
fw = V
m f̃ (3.17)
where f̃ is the coefficient of expansion of the nonlinear function fw in the reduced
subspace spanned by {vi}mi=1, Vm ∈ Rn×m is the matrix containing the first m
columns of the left singular matrix V ∈ Rn×n obtained from the SVD of the the
snapshot matrix Xf of the nonlinear function fw. We note that no additional com-
putational costs are associated with collecting the snapshot matrix of the nonlinear
terms Xf as it is already evaluated during the computation of the state snapshot
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vectors. The nonlinear term in Eq. (3.16) can then be expressed as
Urs
> B fw = (U
r
s
> B Vm) f̃ = (Urs
> B Vm) · (Vm> fw) (3.18)
The matrix factor (Urs
> B Vm) ∈ Rr×m in Eq. (3.18) is precomputed before solving
Eq. (3.16). The overdetermined system f̃ = Vm> fw is approximated using the
DEIM algorithm introduced in [30] by first computing a matrix P ∈ Rn×m that
selects m rows of the matrix Vm to obtain f̃ as following
P> fw = P
> Vm f̃ ⇐⇒ f̃ = (P> Vm)−1 P> fw (3.19)
Using this expression of f̃ to approximate the nonlinear function in Eq. (3.18), we
obtain a nonlinear term that is independent of n that takes the form
Urs
> B fw ≈ D fw(P> Urs ỹs) (3.20)
where the matrix D = Urs
> B Vm (P> Vm)−1 ∈ Rr×m termed as the DEIM matrix.
Similarly, the Jacobian of the nonlinear term in Eq. (3.16) is approximated using
DEIM as following
J̃ = Ĩ− (Urs>BVm(P> Vm)−1) Ĵf (fw(P> Urs ỹs)) (P>Urs) (3.21)
where Ĵf (fw(P
> Urs ỹs)) ∈ Rm×m is the Jacobian matrix computed using the m
components of fw evaluated by the DEIM algorithm [30, 119, 104]. Finally, the




> Urs ỹs) = d̃ (3.22)
We note that POD-DEIM formulation is independent of the full model dimension n
and that the DEIM procedure exploits the structure of the nonlinear function fw as
component-wise operation at Urs ỹs [30].
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3.4 Deep Residual RNN
POD-DEIM reduced order models, as introduced in the last chapter, could be used
to perform parametric UQ tasks. However, the POD-DEIM formulation is nonlinear
and relies on using Newton method at each time step to solve the resulting system of
nonlinear equations. The computational efficiency of the Newton iteration depends
on the method employed to assemble the Jacobian matrix and more importantly on
the conditioning of the reduced Jacobian matrix. It also depends on the method
used to solve the resulting linear system at each iteration of the Newton step and
generally, it takes O(r3) operations for each saturation update [104, 18]. Moreover,
previous studies [68, 67] pointed to the loss of stability of POD-Galerkin reduced
model in several cases and it was attributed to ill-conditioning and poor spectral
properties of the reduced Jacobian matrix.
In this paper, we build on the recently introduced DR-RNN [104] and formulate
an accurate POD-DEIM reduced order models. DR-RNN is a deep RNN architec-
ture [104], constructed by stacking K physics aware network layers. DR-RNN could
be applied to any nonlinear dynamical system of the form
dy
dt
= A y + F(y) (3.23)
where y(a, t) ∈ Rn is the state variable at time t, a ∈ Rd is a system parameter
vector, the matrix A ∈ Rn×n is the linear part of the dynamical system and the
vector F(y) ∈ Rn is the nonlinear term [104]. The state variable y(t) at different
time steps is obtained by solving the nonlinear residual equation defined as
rt+1 = yt+1 − yt −∆t A yt+1 −∆t F(yt+1) (3.24)
where r(t) is termed as the residual vector at time step t and y(t+ 1) is the approx-
imate solution of Eq. (3.23) at time step t+ 1 obtained by using implicit Euler time
integration method. DR-RNN [104] approximates the solution of Eq. (3.23) using
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t+1 for k > 1,
(3.25)
where U,w, ηk are the training parameters of DR-RNN, φh is the tanh activation
function, ◦ is an element-wise multiplication operator, r(k)t+1 is the residual in layer
k obtained by substituting yt+1 = y
(k−1)
t+1 into Eq. (3.24) and Gk is an exponentially
decaying squared norm of the residual defined by
Gk = γ ‖r(k)t+1‖22 + ζ Gk−1 (3.26)
where γ, ζ are fraction factors and ε is a smoothing term to avoid divisions by
zero [104]. In this formulation, we set y
(k=0)
t+1 = yt. The architecture of DR-RNN is
inspired by the rmsprop algorithm [130] which is a variant of the steepest descent




The formulation of DR-RNN is explicit in time and has a fixed number of iterations
K per time step. However, the dimension of the DR-RNN system depends on the
dimension of the residual. For example, DR-RNN (Eq. (3.25)) can be derived from
the POD-DEIM reduced model residual (r̃t+1 = −ỹst+1 + ỹst +D fw(P> Urs ỹst+1) +
d̃). In such setting, the DR-RNN dynamics has a fixed computational budget of
O(r2) for each time step. In addition, DR-RNN has the prospect of employing large
time step violating the numerical stability constraint [104]. Furthermore, DR-RNN
does not rely on the reduced Jacobian matrix to approximate the solution of POD-
DEIM reduced model.
The DR-RNN parameters θ = {U, w, ηk} are fitted by minimizing the mean
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(yt − y(RNN)t )2, (3.28)
where JMSE (mse) is the average distance between the reference solution yt and the
RNN output yRNNt across a number of samples L with time-dependent observations
(t = 1 · · · T and ` = 1 · · · L) [104, 107]. The set of parameters θ is commonly
estimated by a technique called Backpropagation Through Time (BPTT) [138, 122,
108, 100], which backpropagates the gradient of the loss function JMSE with respect
to θ in time over the length of the simulation.
3.5 Numerical Experiments
In this section, we evaluate the performance of the reduced order models based on
DR-RNN against the standard implementation of POD-Galerkin reduced model.
Specifically, we develop two POD-Galerkin based reduced model using DR-RNN ar-
chitecture namely, DR-RNNp (DR-RNN combined with POD-Galerkin) and DR-RNNpd
(DR-RNN combined with POD-Galerkin and DEIM). The numerical evaluations are
performed using two uncertainty quantification tasks involving subsurface flow mod-
els. We did not include standard POD-DEIM reduced model implementation as we
expect that the standard POD reduced model results to be far superior [30, 104, 30].
The outline of this section is as follows: In subsection 3.5.1, we present the
description of the flow problem, followed by a brief description of the finite-volume
approach employed for obtaining the full-order model solution. Following that, in
subsection 3.5.2, we outline the specific details to formulate POD reduced model.
Then, we list the settings adopted to model the DR-RNN ROMs (i.e. number of
layers, optimization settings, etc) in the subsection 3.5.3. In subsection 3.5.4, we
provide a set of error metrics utilized to evaluate the performance of the different
ROMs. In subsection 3.5.5, we present the numerical results for the quarter five
spot model followed by results for the uniform flow model in the subsection 3.5.6.
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3.5.1 Full-order model setup
We consider a two-phase (oil and water) porous media flow problem over the two-
dimensional domain [0 1] × [0 1]. The equations governing the two-phase flow are
the pressure equation (Eq. (3.3)) and the saturation equation (Eq. (3.4)). The
relative permeability is defined as a function of saturation using Corey’s model
krw(s) = s
∗2, kro = (1−s∗)2, where s∗ = (s−swc)/(1−sor−swc), swc is the irreducible
water saturation and sor is the residual oil saturation [1]. We set sor = 0.2 and
swc = 0.2. We set the initial water saturation over the domain to the irreducible
water saturation swc = 0.2. The water to oil viscosity ratio is set to 0.7. The
porosity is assumed to be a constant value of 0.2 over the entire problem domain.
The uncertain permeability field is modeled as a log-normal distribution function
with zero mean and exponential covariance kernel of the form






where σk is the variance, Lk is the correlation length, x1 and x2 are the points in the
grid domain. In all test cases, we set σk to 1 and the correlation length Lk to 0.1.




Figure 3.2: Plots of log values of random permeability field modeled by log-normal
probability distribution.
full-order model, the problem domain is discretized using a uniform grid of 64× 64
blocks. The pressure equation is discretized using simple finite volume method
(aka. Two Point Flux Approximation) [1] and an upwind finite-volume scheme is
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used to discretized the saturation equation. For the time discretization, an implicit
backward Euler method combined with Newton-Raphson iterative method is used to
solve the resulting system of nonlinear equations. We set the time step size to 0.015
and the total number of time steps is set to 160. We note that, the time is measured
in a non-dimensional quantity called pore volumes injected (PVI). PVI defines the
net volume of water injected as a fraction of the total pore volume. As the pressure
changes at much slower rate than the saturation, the pressure equation (and hence
the velocity) is solved at every 8th saturation time step. For reference solutions, this
system of equations is solved for 2000 random permeability realizations to estimate
an ensemble based statistics using Monte-Carlo method [78]. We implemented the
pressure and saturation equation solver in python programing language and the
code is attached in the appendix. Please also refer Figure 3.1 for the pictorial
representation of the pseudo code.
3.5.2 POD-Galerkin based reduced model setup
The first step in formulating POD reduced model is to compute the optimal POD
basis matrices Urp and U
r
s. In order to obtain these basis matrices, we initially
preformed a realization clustering algorithm to enforce the diversity of the collected
snapshots and clustered the 2000 random permeability realizations into 45 clus-
ters [61]. Then, we randomly selected a single permeability realization from each
cluster (total 45 random samples of the permeability field). The full system is then
solved for each of the 45 realizations and the solution vectors are collected to build
the snapshot matrices (pressure, saturation, nonlinear function). Finally, we com-
pute the POD basis matrices from the SVD of the collected snapshot matrices.
Following that, the obtained basis vectors are used to build POD reduced model
(as detailed in the section 3.3). We then employ the same sequential implicit tech-
nique settings adopted for obtaining the full model solutions to solve the resultant
POD reduced model. For numerical evaluations, we solve the POD reduced model
for the same 2000 permeability realizations to estimate an ensemble based statistics
in the engineering quantities of interest.
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3.5.3 DR-RNN setup
In all the numerical test cases, we utilize DR-RNN with six layers (K = 6 in
Eq. (3.25)). We evaluate DR-RNNp and DR-RNNpd for different number of POD ba-
sis, however, we fix the number of DEIM basis to 35. The PyTorch framework [111], a
deep learning python package using Torch library as a backend, is used to implement
the DR-RNN. Further, we optimize the DR-RNN model parameters using rmsprop
algorithm [130, 111] as implemented in PyTorch, where we set the weighted average
parameter to 0.9 and the learning rate to 0.001. The weight matrix U in Eq. (3.25)
is initialized randomly from the uniform distribution function U[0.01, 0.02]. The
vector training parameter w in Eq. (3.25) is initialized randomly from the uniform
distribution function U[0.1, 0.5]. The scalar training parameters ηk in Eq. (3.25) are
initialized randomly from the uniform distribution U[0.1, 0.4]. We set the hyperpa-
rameters ζ and γ in Eq. (3.26) to 0.9 and 0.1, respectively. The formulated DR-RNNp
and DR-RNNpd are trained to approximate the reduced state vector representation
obtained from least–squares fits. Specifically, we collect a set of best reduced state






collected set of reduced state vectors is then used to train the parameters of the
DR-RNN by minimizing the loss function defined in Eq. (3.28).
3.5.4 Evaluation metrics
We evaluate the performance of DR-RNNp and DR-RNNpd using two time specific









where l is the realization index, and y(RM)t is computed from the reduced model, ‖·‖2
denotes Euclidean norm and ‖ · ‖∞ denotes ∞ norm which come under a class of
vector norm called p-norm [131, 46] as defined in Eq.(2.18) chapter 2. Additionally,
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where all the time snapshots of saturation vectors in all realizations are used.
3.5.5 Numerical test case 1
In this test case, water is injected at the lower left corner (0, 0) of the domain and a
mixture of oil and water is produced at the top right corner of the domain (1, 1). We
set the injection rate q = 0.05 at (0, 0) and q = −0.05 at (1, 1) as defined in Eq. (3.4).
We impose a no flow boundary condition in all the four sides of the domain. We
fix the number of pressure POD basis to 5 and obtain all the ROMs for a set of
different number of saturation POD basis functions (r = 10, 20). The configuration
of the problem domain is shown in top left panel of Figure 3.3, where the blue spot
in the lower left corner (0,0) corresponds to the injector well and the blue spot in
the upper right corner (1,1) corresponds to the production well. Figure 3.3 shows
the singular values of the pressure snapshot matrix Xp in the top right panel, the
saturation snapshot matrix Xs in the bottom left panel, and the nonlinear function
snapshot matrix Xf in the bottom right panel.
The mean water saturation plots over the simulation time are shown in Fig-
ure 3.4, where the results in the top row corresponds to using 10 POD basis and
the results in the bottom row corresponds to using 20 POD basis. The sub-plots
in Figure 3.4 are arranged from left to right following the numbering of the spatial
points shown in Figure 3.3. From these results, it is clear that DR-DR-RNNp and
DR-RNNpd results are very close to the least–square solutions (LS fit). In Figure 3.4,
POD-Galerkin reduced model yields extremely inaccurate and unstable results. We
attribute the small errors in DR-RNNp and DR-RNNpd results to the insufficient
number of POD basis vectors and we note that the error magnitude is equivalent to
the optimal values obtained by least-squares projection.
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Figure 3.3: Top Left: Computational porous media domain in test case 1. The
blue dot in the lower left corresponds to the injector well and the blue dot in the
upper right corner corresponds to the production well. The red dots represented
in numbers from 1 to 5 corresponds to the locations where the PDF and the water
saturation are investigated. Top Right: Singular values of the pressure snapshot
matrix Xp. Bottom Left: Singular values of the saturation snapshot matrix Xs.
Bottom Right: Singular values of the nonlinear function snapshot matrix Xf
Figures 3.5, 3.6, and 3.7 show the results for the first (mean) and second (stan-
dard deviation) moments of the saturation field at time = 0.3 PVI obtained from
the full model and from the various ROMs. In these figures (3.5, 3.6, and 3.7),
results for 10 POD basis are shown in the top row and results for 20 POD basis are
shown in the bottom row. As shown in Figure 3.5, the mean saturation obtained
from DR-RNN ROMs are almost indistinguishable from the reference results. How-
ever, the mean saturation field obtained from POD reduced model (left panels of
Figure 3.7) deviates significantly from the reference mean saturation.
In Figure 3.6, we observe small discrepancy of standard deviation results obtained
the DR-RNN ROMs in comparison to the full model results especially near the
location of the mean water saturation front. Figure 3.7 (right panels) shows the
standard deviation results obtained by POD reduced model which show significant
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Figure 3.4: Time plots of mean water saturation obtained from all the ROMs and
the full-order model for test case 1. Top Row: number of POD basis used = 10.
Bottom Row: number of POD basis used = 20. The plots in each row are arranged
as per the numerical notation of the spatial points plotted in Figure 3.3 (top left
panel).




Figure 3.5: Comparison of mean water saturation field at time = 0.3 PVI for test
case 1. Top Row: number of POD basis used = 10. Bottom Row: number of POD
basis used = 20.
inaccuracies that could be indicative to instabilities of the obtained solutions. We
note that the white spots in Figure 3.7 correspond to out of limits shown in colorbar.
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Figure 3.6: Comparison of standard deviation of the water saturation field at time
= 0.3 PVI for test case 1. Top Row: number of POD basis used = 10. Bottom Row:













Figure 3.7: Plot of saturation mean and standard deviation of the water saturation
field at time = 0.3 PVI obtained from the POD reduced model for test case 1. Left:
saturation mean. Right: standard deviation. Top Row: number of POD basis used
= 10. Bottom Row: number of POD basis used = 20.
Figure 3.8 compares the saturation PDF estimated from the ensemble of numer-
ical solutions (ROMs and the full model). Figure 3.8 settings are similar to the
one adopted in Figure 3.4. In Figure 3.8, we can see that all the plots obtained
from DR-DR-RNNp and DR-RNNpd are indistinguishable from the plots obtained
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Figure 3.8: Comparison of kernel density estimated probability density function
(PDF) at time = 0.3 PVI for test case 1. Top Row: number of POD basis used
= 10. Bottom Row: number of POD basis used = 20. The plots in each row are
arranged as per the numerical notation of the spatial points plotted in Figure 3.3
(top left panel).
from the LS fit (the best approximation). Further, we observe that the saturation
PDF obtained from DR-DR-RNNp and DR-RNNpd follow nearly the same trend
of saturation PDF obtained from the full model when the reference distribution is
unimodal. However, we observe some discrepancy when the distributions are mul-
timodal. Please note that similar discrepancy is also observed in the PDF obtained
from LS fit. Hence, we postulate that these discrepancies are attributed to the lim-
ited number of POD basis vectors utilized. In Figure 3.8, POD reduced model yields
very inaccurate approximation of the saturation PDF irrespective of the number of
POD basis.
Figures 3.9 and 3.10 displays samples of log(L2l,t) and log(L∞l,t) errors at time
0.3 PVI obtained from all the ROMs. All the ROMs use 10 POD basis to display the
errors in Figure 3.9 and likewise 20 POD basis to display the errors in Figure 3.10.
From these figures, we can see that the POD reduced model approximation er-
rors are at least an order of magnitude more than the least–squares solution errors
(Eq. (3.12)), whereas the errors obtained from DR-RNNp and DR-RNNpd are nearly
indistinguishable from the least–squares projection errors.
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Figure 3.9: Comparison of log(L2l,t) and log(L∞l,t) error estimators (Eq. (3.30)) at











LS fit POD DR-RNNp DR-RNNpd















Figure 3.10: Comparison of log(L2l,t) and log(L∞l,t) error estimators (Eq. (3.30)) at
time = 0.3 PVI for test case 1. The number of POD basis used = 20.
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Table 3.1: Performance chart of all the ROMs employed for test case 1. Lrel2 and
Lrel2,max error estimators are defined in the Eq. (3.31). The number of POD basis used
= 10 and 20.
Error #Basis Reduced Order Models
LS fit POD DR-RNNp DR-RNNpd
10 0.13 0.56 0.14 0.15
Lrel2 20 0.10 2.7 0.11 0.13
10 0.20 1.8 0.20 0.27
Lrel2,max 20 0.17 5.8 0.19 0.26
We further list in Table 3.1, the Lrel2 and L
rel
2,max errors for the saturation field.
From Table 3.1, we can see that the approximation errors obtained from DR-RNNp
and DR-RNNpd have the same order of magnitude as the least–squares (best ap-
proximation) errors. Further, in Table 3.1, the approximation errors obtained from
all ROMs except POD reduced model decreases when we increase the number of
POD basis. These results conform with the decay of singular values of the satura-
tion snapshot matrix. In Table 3.1, the approximation errors obtained from POD
reduced model are at least an order of magnitude larger than other methods. Also,
we observe that POD reduced model results might be worst when we include more
basis functions. These results conform with the results presented in [67], where it
was shown that selecting large number of basis vectors based on singular values may
not lead to stable POD-Galerkin reduced model. Further, it was presented in [67]
that the relation between the stability property of POD-Galerkin reduced model and
the number of basis vectors used in POD-Galerkin projection is somewhat random
and that the use of more POD basis vectors do not necessarily lead to improved
stability.
3.5.6 Numerical test case 2
In this test case, the boundary conditions are set to no flow boundary conditions
on the two sides aligned in the horizontal direction (top and bottom). Water is
injected from the left side of the domain boundary and fluids are produced from
the right side boundary of the domain. The total inflow rate from the left side is
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set to 0.05 and the total outflow rate from the right side to 0.05 as the problem is
incompressible. Similar to test case 1, we evaluate all the ROMs for two different
number of saturation POD basis functions (r = 10, 20). Also, we fix the number of
POD basis for the pressure state vector to 5. Figure 3.11 shows the setup for test
case 2 and the corresponding singular values of the snapshot matrices Xp, Xs, and
Xf .









































































Figure 3.11: Top Left: Computational porous media domain in test case 2. The blue
arrows in the left side corresponds to the injection of water and the brown arrows
in the right side corresponds to the production of oil and water. The red dots
represented in numbers from 1 to 5 corresponds to the locations where the PDF and
the water saturation are investigated. Top Right: Singular values of the pressure
snapshot matrix Xp. Bottom Left: Singular values of the saturation snapshot matrix
Xs. Bottom Right: Singular values of the nonlinear function snapshot matrix Xf
Figure 3.12 shows the time plot of mean water saturation obtained from all the
ROMs and from the full model. The display settings in Figure 3.12 are the same
as defined in Figure 3.4. In Figure 3.12, we can see that all the results obtained
from DR-RNNp, DR-RNNpd, and the LS fit (the best approximation) closely ap-
proximates the full model whereas POD reduced model yields extremely inaccurate
results regardless of the number of utilized POD basis.
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Figure 3.12: Time plots of mean water saturation obtained from all the ROMs and
the full-order model in test case 2. Top Row: number of POD basis used = 10.
Bottom Row: number of POD basis used = 20. The plots in each row are arranged
as per the numerical notation of the spatial points plotted in Figure 3.11.




Figure 3.13: Comparison of mean water saturation field at time = 0.4 PVI for test
case 2. Top Row: number of POD basis used = 10. Bottom Row: number of POD
basis used = 20.
Figures 3.13, 3.14, and 3.15 shows the results for the mean and standard deviation
of the saturation field at 0.4 PVI. From these figures, we can conclude that all the
plots obtained from DR-RNN ROMs are almost indistinguishable from the LS fit
(the best approximation) results, whereas the plots obtained from POD reduced
82
Chapter 3: Reduced order modeling of subsurface multi-phase flow models using
deep residual recurrent neural networks




Figure 3.14: Comparison of standard deviation of the water saturation field at time
= 0.4 PVI for test case 2. Top Row: number of POD basis used = 10. Bottom Row:
number of POD basis used = 20.
model (Figure 3.15) exhibit significant discrepancy when compared to the plots
shown in Figure 3.13. Again, we note that the white spots displayed in Figure 3.15













Figure 3.15: Plot of saturation mean and standard deviation of the water saturation
field at time = 0.4 PVI obtained from the POD reduced model for test case 2. Left:
saturation mean. Right: standard deviation. Top Row: number of POD basis used
= 10. Bottom Row: number of POD basis used = 20.
83
Chapter 3: Reduced order modeling of subsurface multi-phase flow models using



















0.2 0.5 1.0 0.2 0.5 1.0
saturation
0.2 0.5 1.0 0.2 0.5 1.0
Figure 3.16: Comparison of kernel density estimated probability density function
(PDF) at time = 0.4 PVI obtained from all ROMs w.r.t. true PDF obtained from
the full-order model for test case 2. Top Row: number of POD basis used = 10.
Bottom Row: number of POD basis used = 20. The plots in each row are arranged
as per the numerical notation of the spatial points plotted in Figure 3.11.
Figure 3.16 compares the saturation PDF estimated from the ensemble of numer-
ical solutions obtained from all the ROMs and the full model. The plotted results
show that DR-RNNp, DR-RNNpd predictions are nearly indistinguishable from the
plots obtained from the full model and are very close to the best possible approxima-
tion using LS fit. Further, Figure 3.16 shows that all the saturation PDFs obtained
from full model are uni-modal distribution. Similar to test case 1, POD reduced
model yields inaccurate approximation of the saturation PDFs.
Table 3.2: Performance chart of all the ROMs employed for test case 2. Lrel2 and
Lrel2,max error estimators are defined in the Eq. (3.31). The number of POD basis used
= 10 and 20.
Error #Basis Reduced Order Models
LS fit POD DR-RNNp DR-RNNpd
10 0.09 1.30 0.10 0.12
Lrel2 20 0.07 2.05 0.08 0.10
10 0.19 3.5 0.21 0.22
Lrel2,max 20 0.16 6.2 0.18 0.22
We further list in Table 3.2, the error metrics Lrel2 and L
rel
2,max for the saturation
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fields. From Table 3.2, we can see that the approximation errors obtained from
DR-RNNp and DR-RNNpd are almost close to the least–squares (best approxima-
tion) approximation errors. However, the POD reduced model yields very inaccurate
results due to numerical instabilities.
3.6 Conclusion
In this work, we extended the DR-RNN introduced in [104] into nonlinear multi-
phase flow problem with distributed uncertain parameters. In this extended formu-
lation, DR-RNN based on the reduced residual obtained from POD-DEIM reduced
model is used to construct the reduced order model termed DR-RNNpd. We evalu-
ated the proposed DR-RNNpd on two forward uncertainty quantification problems
involving two-phase flow in subsurface porous media. The uncertainty parameter is
the permeability field modeled as log-normal distribution. In the two test cases, full
order model and ROMs are solved for 2000 random permeability realizations to esti-
mate an ensemble based statistics using Monte-Carlo method. full model and POD
reduced model used implicit time stepping method as the time step size violates the
numerical stability condition. However, DR-RNNpd architecture employs explicit
time stepping procedure for the same step size used in full model and POD reduced
model. Hence, DR-RNNpd had a limited computational complexity O(K × r2) in-
stead of O(p × r3) per saturation update, where r is the dimension of the POD
reduced model, K  p is the number of stacked network layers in DR-RNN and p is
the average number of Newton iterations used in the standard POD-DEIM reduced
model. The obtained numerical results shows that DR-RNNpd provides accurate
and stable approximations of the full model in comparison to the standard POD
reduced model.
Future work should consider the development of accurate and stable DR-RNNpd
for UQ tasks involving subsurface flow simulations with the additional effects includ-
ing the capillary pressure, compressibility, and the gravitational effects. In addition,
it will be of interest to explore the applicability of DR-RNNpd for UQ tasks with
the permeability fields that has randomly oriented channels or barriers. The use of
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DR-RNNpd for history matching [48, 49], where we minimize the mismatch between
simulated and field observation data by adjusting the geological model parameters





Subsurface Flow Simulation 1
4.1 Introduction
Effective propagation of uncertainties through nonlinear dynamical systems have
become an essential task for model based engineering applications (e.g. water re-
sources management, petroleum reservoir management) [115, 49, 84]. There are
many possible sources of uncertainties in the input of multi-phase porous media
flow model such as material properties (e.g. permeability, and porosity), boundary
conditions, and geometrical information of the simulated domain. In this work, we
focus on the canonical problem of uncertainty propagation in subsurface flow mod-
els due to the stochastic model inputs mainly the spatially distributed hydraulic
conductivity field. In this setting, the high-fidelity model outputs (quantities of in-
terest (QoI)) are usually defined as a time series of transport variables at a selected
grid blocks (e.g. well locations) in the porous media domain. The propagation
of uncertainties through multi-phase porous media flow models remains challeng-
ing because of high dimensionality of input parameter space (e.g. heterogeneous
1The contents of this chapter has been planned to submit to Frontiers in Environmental Science
journal.
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permeability) and the non-polynomial model nonlinearities [48, 49]. For this class
of problems, probabilistic techniques, including stochastic Galerkin [60, 127], and
stochastic collocation methods [10, 41] have limited applicability despite they are
computationally very effective for quasi-linear flow models with the small number
of random variables [91, 93].
One viable option to handle such situations is the Monte Carlo method (MC)
where repeated evaluations of the high-fidelity flow models using different instanti-
ations of the random input is performed. The output of these simulations is post-
processed for estimates of the desired statistics such as the mean and the variance
of the QoI. Generally, the estimators of MC method are unbiased. However, since
the accuracy of MC method is measured in terms of the estimator variance [63],
the convergence rate of MC estimators towards the desired statistics scales as
√
N ,
where N is the number of random samples. Given this slow convergence rate of MC
methods, MC method is computationally expensive since a large number of high
fidelity simulation have to be performed to obtain a reasonably accurate statisti-
cal estimates for the QoI. One notable advantage of MC methods in-comparison to
other techniques [91, 93] is the ease of implementation using black-box simulators.
Also, the rate of convergence is independent of the dimensionality of the random
model inputs.
In this work, in order to make use of aforementioned advantages of the MC
method and to alleviate the slow convergence rate, we employ a variant of control
variate method [105, 64] called Multi-Level Monte Carlo method [63, 64] which
makes use of the correlation between the high-fidelity model output and a multi-
level hierarchy of low-fidelity model outputs. The key aspect of MLMC method
is the repartition of the computational cost between different hierarchical levels of
models based on the number of samples required to decrease the variance at each
level. More precisely, the MLMC method relies on the fact that increasing the
number of samples reduce the variance at low levels and at high levels, the level
variances are expected to be typically small and thus MLMC method incurs few
expensive high-fidelity simulations [63, 103].
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Similar to MLMC method, Multi-Fidelity Monte Carlo method method [105, 113]
is an another control variate method which combines the outputs from an arbitrary
number of low-fidelity models with the high-fidelity model in order to speedup the
statistical estimation of the QoI. The key aspect of MFMC approach is the initial
selection of low-fidelity models and the corresponding number of model runs for
each model [105, 113]. Ng [105] proposed a multifidelity approach to reduce the cost
of expensive objective functions in stochastic optimization problems by making use
of inexpensive, low-fidelity models. Peherstorfer et al. [113] extended the MFMC
method introduced in [105] to accelerate UQ tasks by making use of many number of
low-fidelity models. Furthermore, MFMC method introduced in [105] can utilize low-
fidelity models of any time, for example up-scaled models [43], POD reduced order
models [17, 89, 5] and response surface based models [53] could be combined in the
MFMC framework. Geraci et al. [58] solved an UQ task involving turbulent flow
over a periodically arranged hills using MFMC method where Direct Numerical
Simulation was used as a high-fidelity model and Reynolds Average Navier Stokes
equation was used as a low-fidelity model. We refer the readers to read the paper
by [114] for a complete review of MFMC method.
We now present a brief literature review of MLMC method as applied to un-
certainty quantification (UQ) tasks. It appears Heinrich [72] was the one to first
apply MLMC in the context of parametric integration. Kebaier et al. [85] then used
similar ideas for a two-level Monte Carlo method to approximate weak solutions to
stochastic differential equations in mathematical finance. Giles [62] extended the
MLMC method to solve stochastic ordinary differential equations of Ito type. Barth
et al. [13] and Cliffe et al. [36] introduced MLMC method for elliptic partial differen-
tial equations (PDEs) with stochastic coefficients. Abdulle et al. [3] applied MLMC
method to solve elliptic PDEs in divergence form, where the coefficients are random
with multiple scales. Mishra et al. [101] generalized MLMC method to nonlinear,
scalar hyperbolic conservation laws with random initial data. Mishra et al. [102]
extended the work of [101] for systems of nonlinear, hyperbolic conservation laws in
several space dimensions. Geraci et al. [59] proposed a Multi-Level Multi-Fidelity
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method in which the MLMC estimator is modified at each level to benefit from a
level specific low-fidelity model.
In the context of fluid flow in porous media, Müller et al. [103] applied MLMC
method for two phase transport simulations of an oil reservoir with uncertain het-
erogeneous permeability. Efendiev et al. [44] used mixed multi-scale finite element
methods within the MLMC framework to speed up the computations involving mul-
tiphase flow and transport simulations. Efendiev et al. [45] coupled the generalized
multi-scale finite element method with the Multi-Level Markov chain Monte Carlo
method (MLMCMC), which sequentially screens the proposal with different levels of
approximations and combines the samples at different levels to arrive at an accurate
estimate. Elsakout et al. [47] demonstrated the performance of (MLMCMC) for un-
certainty quantification tasks involving reservoir simulation with less computional
cost in comparison to standard Markov Chain Monte Carlo method. Fagerlund
et al. [51] combined selective refinement technique with the MLMC for estimating
the sweep efficiency in a two-phase flow scenario where an absolute accuracy of fail-
ure probability in a magnitude 5 to 10 percent is required. Lu et al. [95] applied
MLMC method for estimating cumulative distribution functions of QoI obtained
from the numerical approximation of large-scale stochastic subsurface simulations.
For a complete review of MLMC method, we refer the readers to the following papers
by Giles [63, 64].
Historically, MLMC method constructs a hierarchy of coarse spatial and/or time
discretization models as low-fidelity models. However, it is also possible to for-
mulate a sequence of low-fidelity models utilizing projection based reduced order
models [143, 136] of different dimensions. For example, Codina et al. [37] employed
different reduced basis ROMs in the MLMC framework to estimate the statistical
outputs of stochastic elliptic PDEs. In that work, the authors proposed an algo-
rithm for optimally choosing both the dimensions of the reduced basis ROMs and
the number of Monte Carlo samples at each level to achieve a given error tolerance.
In this manuscript, we propose a Multi-Fidelity-Multi-Level Monte Carlo (MFML-
MC) method to address some of the limitations of standard MLMC method when
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Galerkin projection based ROMs [37, 89, 5] are used as low-fidelity models. We first
note that the variance and hence the mean square error of the standard MLMC
estimator depends on the correlation between every two consecutive level ROMs.
This requires the utilization of a large number of level with small differences in the
number of dimensions between each two consecutive ROMs. Therefore, the stan-
dard MLMC estimator not only requires many levels of ROMs but also requires
ROMs of high dimensions until high correlations with the high-fidelity models are
achieved. Hence, the MLMC method involving ROMs obtained directly from high-
fidelity model solution data like the one mentioned in [37] can significantly limit
the performance of MLMC method. Second, Galerkin-projection ROMs like POD
ROMs obtained from nonlinear high-fidelity model are subject to severe convergence
and stability issues especially when the dimensions of the ROMs are much smaller
than the dimensions of the high-fidelity model [137, 67, 24]. This severely limits
the use of POD ROMs with low dimensions in MLMC framework and therefore, we
cannot expect the reduction in computational complexity by orders of magnitude as
a result of state variable’s dimension reduction [84]. Third, MLMC method based
on ROMs requires reconstruction of the high-fidelity model state variable for ev-
ery sample at each level. Such reconstruction of high-fidelity model state variable
involves a high dimensional matrix vector multiplication, and therefore employing
ROMs in MLMC method can easily cause computational overheads. Fourth, the
nonlinear integer optimization problem formulated in [38] does not guarantee to de-
termine the optimal dimensions of the ROMs despite of additional computational
complexity. Fifth, MLMC method benefits from the fact that the variance at high
levels are typically small and thus requires only small number of expensive high-
fidelity model outputs to achieve the desired mean square error. However, despite
requiring only small number of expensive high-fidelity simulations, MLMC method
optimization algorithm has to allocate a significant portion of the given computa-
tional budget to high level models. Therefore, within the remaining limited budget,
MLMC algorithm is constrained to draw only a limited number of samples from low
levels despite low level models being computationally cheap.
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The pivotal ideas of the proposed MFML-MC method are detailed as follows.
The first pivotal idea of the MFML-MC approach is to obtain a sequence of POD
based approximations of the QoI directly from the training samples of the QoI. More
precisely, we compute the optimal POD bases from the singular value decomposi-
tion of the snapshot matrix built from the training samples of the QoI. We then
employ the computed POD bases in the least-squares reconstruction method to ob-
tain a sequence of POD based approximations of the QoI (see section 4.4 for more
details). We use these sequence of POD based approximations as low-fidelity mod-
els in MLMC algorithm of MFML-MC method. Since, QoI is much smaller than
the state variables dimension, the basis vector dimension for the QoI POD is much
smaller than when building a standard POD model. Therefore, building QoI POD
instead of a full state variable POD enables the efficient extraction of high-level
PODs at limited computational cost. The second pivotal idea is to build a ROM for
the difference between every two consecutive level in the MLMC formulation. We
utilize principal component analysis (PCA) to first perform dimensional reduction
and then utilize machine learning approaches to learn the dynamic evolution of the
extracted ROM. The third pivotal idea in the MFML-MC approach is to use MFMC
method at each level so that the high-fidelity model is utilized to provide an unbiased
estimator, while the low computational cost of the low-fidelity model is exploited
to run a very large number of realizations to obtain a low variance estimator. The
fourth pivotal idea is to utilize the extracted ROM mentioned in the step two as a
low-fidelity model in the MFMC setup on every levels of MFML-MC method. We
use use a variant of DR-RNN called Model-Free DR-RNN (MF-DR-RNN) to formu-
late level specific low-fidelity model in the MFMC setup on every levels. DR-RNN is
a recurrent neural network whose architecture is inspired by the iterative line search
methods where the parameters of the DR-RNN are optimized such that the residual
of the nonlinear dynamical system is minimized [18, 130, 104]. In MF-DR-RNN, we
first formulate the dynamics from the time series data of the unknown system using
standard regression technique (e.g feed-forward Artificial Neural Network (ANN),
Gradient Boosted Tree Regressor (GBTR) [55]). Then, we utilize the dynamics ob-
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tained from the regression technique to formulate the architecture of MF-DR-RNN.
To the best of our knowledge, this paper presents the first attempt to combine the
features of MFMC method and MLMC method using machine learning techniques
for UQ analysis of nonlinear dynamical systems representing multi-phase porous
media flow with uncertainty in the permeability field.
The remaining of this chapter is organized as follows. In Section 2, multi-phase
porous media flow problem is formulated. In Section 3, MC, MFMC, and MLMC
methods are briefly explained. In section 4, MFML-MC method is introduced.
In section 5, Numerical results for two subsurface multiphase porous media flow
problems showing the performance of MFML-MC method are reported. Finally, in
section 6, conclusions and perspectives are drawn.
4.2 Problem Formulation
We consider an immiscible two-phase (oil and water) flow in an incompressible
porous media domain. The flow behaviour of oil and water in a porous media domain
can be described by conservation of mass and Darcy’s law for each phase [34, 1, 14].
Neglecting the effects of gravitation, capillary, and compressibility, and assuming





where the subscript α = w denotes the water phase, the subscript α = o denotes
the oil phase, vα is the phase velocity, p is the global pressure, K is the absolute
permeability tensor, krα is the relative permeability of phase α, µα is the viscosity
of phase α [34, 1, 14]. The phase relative permeabilities krα models the interactions
between the two phases and usually krα is described as a function of phase saturation
(volume of phase α in a given pore space of the porous media domain) [1].
The total conservation of mass can be expressed in terms of incompressibility
condition that takes the form
∇ · v = q (4.2)
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v = vo + vw is the total velocity vector and q is the total source and sink term.
We can combine the equation of Darcy’s law for each phase (Eq. (4.1)) and the
conservation of mass (Eq. (4.2) to derive equations for global pressure and water
saturation:




−∇ · (fwv) + qw = 0
(4.3)
where λ = λw + λo is the total mobility, λα = krα/µα is the phase mobility, fw =
λw/(λw + λo) is termed as the fractional flow function for the water phase and with
the constraint sw + so = 1. In the rest of the manuscript, we use s in place of sw to
denote water saturation.
In this problem, we consider Eq.(4.3) as the high-fidelity model and we solve
Eq. (4.3) for pressure and saturation using sequential formulation [1] where we solve
for pressure first and then solve for the water saturation. We use finite volume
method to disctretize the spatial derivatives of Eq.(4.3) in a spatial domain of n




+ B(v) fw(ys) = d (4.4)
where ys ∈ Rn is the high-fidelity model state variable and each component of ys is
the water saturation value at the ith grid block, B ∈ Rn×n, d ∈ Rn, v is the total
velocity vector. We then use Euler implicit time stepping method to transform the
continuous dynamical system (Eq. (4.4)) to discrete dynamical system that takes
the form
ys(t+ 1) = ys(t)−B(v(t)) fw(ys(t+ 1)) ∆t − d ∆t (4.5)
The QoI is defined as u(t) ∈ Rm, where ui = ys(xi, yi), i = 1 · · ·m  n at
specific time steps (say t = 10, 20, · · · 200). In the following, we use u in place of
u(t) to simplify the notation and we are interested in the first moment estimate (i.e.
mean) of u. The grid points of interest (xi, yi) i = 1 · · ·m can be a set of arbitrary
user specific spatial locations. For example, a set of grid points where injectors and
producers are located.
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4.3 Standard Multi-Fidelity Monte Carlo and Multi-
level Monte-Carlo method (current state of
the art)
Let x be a realization of the input random vector X(ω), ω ∈ Ω where Ω is the
sample space and the quantity of interest be the expectation of the random variable








where û is the estimator of E[u], ui = u(xi), and N is the number of realizations of
the model output. As per the law of large numbers (Central Limit Theorem) [64],
a sample base estimate of the expectation E[u] introduces sampling error (mean
square error) defined as




where Var(u) is the variance of u. As
√
ε known as standard error scales with 1√
N
for a constant Var(u), MC simulations are computationally prohibitive because of
the slow convergence rate. One way to achieve a lower ε is to reduce the numerator
in Eq. (4.7) [105].
Control variate is a variance reduction technique which uses alternative estimator
for E[u], u ∈ R that takes the form
ûcv = û + β (v̂ − E[v]) (4.8)
where v(x) ∈ R is an auxiliary random variable. The estimator ûcv is an unbiased
estimator of E[u] with variance defined as [105]
Var(ûcv) = Var(û) (1− ρ2) (4.9)
where ρ is the correlation between u(x) and v(x). Since ρ2 lies between 0 and 1,
Var(ûcv) is always less than Var(û). For UQ tasks where the QoI is governed by
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partial differential equations, u(x) is obtained from a high-fidelity model output and
v(x) is generally obtained from a low-fidelity model output. In general, we do not
know exactly E[v] and we have to use a more accurate estimate of E[v]. For example,
Ng [105] replaced E[v] in Eq. (4.8) by v̂ = 1
M
∑M
i=1 v(xi), where M MHF, and MHF
is the number of high-fidelity model samples. Furthermore, it was proved in [105]
that for a fixed computational budget p, a perfectly correlated low-fidelity model is
not the only condition for variance reduction over the standard MC estimator but
the low-fidelity model must also be cheaper to evaluate than the high-fidelity model.
The potential limitation in the aforementioned multi-fidelity estimator [105] is
that it repartition the given computational budget p between the high-fidelity model
and only a single low-fidelity model such that the mean square error of the estimator
is minimized. In order to allow an arbitrary number of low-fidelity models into the
control variate method, Peherstorfer et al. [113] extended the multi-fidelity approach
introduced in [105]. Multi-Fidelity Monte Carlo method introduced in [113] formu-
lated an optimization problem that uses an arbitrary number of low-fidelity models
to derive an unbiased MFMC estimator of E[u] that takes the form
ûmf = û + β1 (v̂1 − û) +
I∑
i=2
βi (v̂i − v̂i−1) (4.10)
where v1 · · ·vI ∈ R are auxiliary random variables obtained from I number of
different low-fidelity models, v̂i estimates the expectation E[vi] using Mi samples of
low-fidelity model i, β1 · · · βI ∈ R are the coefficients. The low-fidelity model i uses
x1 · · ·xMi realizations of the input random vector X(ω) to estimate v̂i, whereas the
low-fidelity model i−1 uses only the first Mi−1 realizations of X(ω) to estimate v̂i−1.
Therefore the two consecutive estimators v̂i and v̂i−1 are dependent for all i = 1 · · · I.
The cost of the MFMC estimator is C(ûmf ) =
∑I
i=1Ci ·Mi +CHF ·MHF, where CHF
is the cost of evaluating a high-fidelity model, and Ci is the cost of evaluating a
low-fidelity model i for all i for i = 1 · · · I. In [113], an optimization problem was
formulated to select optimal values for the number of samples {M∗HF,M∗1 · · ·M∗I },
and for the coefficients {β1∗ · · · βI∗} such that the mean square error of the MFMC
estimator is lower than the Monte Carlo estimator for a fixed computational budget.
96
Chapter 4: Multi-Fidelity Framework With Multi-Level Monte Carlo Subsurface
Flow Simulation
The multi-level idea is an another extension of the control variate approach in
which a sequence of low-fidelity models at different levels (vi ∈ Rm with i = 1 · · · I)
is used to evaluate an approximate statistics of u. First, let the index i encodes
the accuracy of vi with respect to the true solution u ∈ Rm. This means, as i is
increased, the accuracy of vi is refined to approximate u. Consequently, u can be
written as a telescopic sum in terms of vi with i = 1 · · · I, that takes the form [103]




where Yi = vi+1−vi with i = 0 · · · I−1, YI = u−vI , and we set v0 = 0. Exploiting
the linearity of the expected value operator E, the expected value E[u] defined in





The MLMC estimator for the expected value of u is obtained by replacing the























It is evident from Eq. (4.14) that the mse (εml) of MLMC estimator is sum of several
smaller contributions 1
Mi
Var(Yi) with i = 0 · · · I.
The MLMC method is mainly based on the fact that 1
Mi
Var(Yi) at low levels are
reduced by increasing number of samples (Mi) as low level samples are computed
at low computational cost. At high levels, the level variances Var(Yi) are expected
to be typically small, thus Mi can be small and hence MLMC method incurs few
expensive high-fidelity model simulations. In summary, MLMC method relies on
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the following variance hierarchy:
Var(Y0) > Var(Y1) > Var(Y2) > · · · > Var(YI) (4.15)
and also expects C0 < C1 < C2 < · · · < CI , where Ci is the computational cost to
compute one sample of Yi. In MLMC method, the optimal values for the number of
samples {M∗0 · · ·M∗I } are computed by solving a constrained minimization problem
where the cost function to be minimized is the total computational cost (
∑I
i=0Ci·Mi)
of the MLMC method and constraint is set by fixing εml to a specific value (say
ε2
2












i = 0, · · · , I (4.16)
Although MLMC in general refer to control variate method with a sequence of I
geometrical levels (mesh discretization levels), it can also be utilized with a sequence
of I reduced basis models [38] or POD basis models. More specifically, a sequence
of POD basis models can be employed as sequence of low-fidelity models v1 · · ·vI .
A practical implementation of the MLMC algorithm is the following [103]
1. Fix a sequence of levels based on grid resolutions or POD basis i = 1 · · · I.
2. Fix a number of offline samples Mo and fix a threshold for the estimated
standard error.
3. Perform Mo samples of high fidelity simulations.
4. If POD basis models, Derive I number of POD basis models.
5. Compute Mo samples of Yi on every level.
6. Solve the optimization [103] problem to estimate Mi samples of Yi with i =
0 · · · I.
7. Update the estimates for E[Yi], Var(Yi), and Ci on every level.
8. Compute and update the required number of samples Mi on each level.
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9. On every level, if the updated Mi is more than the number of samples already
computed, then add an additional sample of Yi and continue with step 6. If
no level requires an additional sample, then quit.
4.4 New contribution to Multi-Fidelity and Multi-
level Monte Carlo method
In this section, we present a novel variance reduction method called Multi-Fidelity-
Multi-Level Monte Carlo (MFML-MC) method addressing the limiting facts ob-
served in the standard MLMC method with Galerkin projection based ROMs (see
section 4.1 for more details). In MFML-MC method, we formulate a MLMC frame-
work with I levels and then apply the techniques of MFMC method on every level
of MLMC framework. Figure 4.6 displays the outline of the MFML-MC method
and its detailed formulation is described as five steps in the rest of this section.
The first step of MFML-MC method is to formulate a sequence of POD approx-
imations of u(t) in order to be utilized as low-fidelity models in MLMC framework.
We derive this sequence of POD approximations of u(t) directly from the training
data. More precisely, we first compute the optimal POD bases from the singular
value decomposition (SVD) of the snapshot matrix Xu =
(
(u1 . . . uT )




where T denotes the number of time steps and L denotes the number of samples
corresponding to different realizations of the stochastic input parameters. The SVD
of Xu is expressed as [84]
Xu = Uu Σu Wu (4.17)
where Uu ∈ Rm×m is the left singular matrix, (σ1 > σ2 > σ3 > · · · σm ≥ 0) are the
singular values of the snapshot matrix Xu. The QoI u is now optimally expressed
as
u ≈ v = Uru ũ = Uru (Uru> u) (4.18)
where ũ ∈ Rr is the reduced representation of u, Uru ∈ Rm×r is the orthonormal
matrix containing r orthonormal basis vectors in its columns, and v is the POD
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Figure 4.1: Outline of the (MFML-MC) method described in section 4.4. The low-
fidelityi (yellow color) denotes low-fidelity model i (i = 1, 2, · · · I) in MLMC setup.
The low-fidelity
(i)
f (brown color) denotes low-fidelity f in MFMC method formulated
in the ith MLMC setup. QoI denotes the quantity of interest or outputs of interest.
approximations of u obtained from least-squares reconstruction method (Eq. (4.18)).
Please note that the dimension m of the basis vector in Uu is much smaller than n
(the number of grid points). In this approach, vi is ith level POD approximation of
u obtained by using ri pod basis vectors in Eq. (4.18), for all i = 1 · · · I. Similarly,
Xvi =
(
(vi1 . . . viT )
1 . . . (vi1 . . . viT )
L
)
is the the ith level POD approximation
of Xu, for all i = 1 · · · I. The associated error termed as least–squares errors in
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approximating u by vi using only ri basis vectors is given by [96, 17]




where ‖ · ‖2 denotes Euclidean norm as defined in Eq. (2.18) chapter 2.
The second step of MFML-MC method is to compute the training samples of
Yi = vi+1 − vi over all levels in MLMC framework (see Eq. (4.11)). The training
samples of Yi, XYi =
(
(Yi1 . . . YiT )
1 . . . (Yi1 . . . YiT )
L
)
are obtained from Xvi+1
and Xvi by computing their difference (i.e., XYi = Xvi+1−Xvi) for all i = 0 · · · I−1.
The third step of MFML-MC method is to compute the reduced representation
of Yi over all levels in MLMC framework. More precisely, we compute the reduced
representation of Yi from the optimal POD bases of Yi which are obtained from
the SVD of the snapshot matrix XYi . The SVD of XYi is expressed as
XYi = UYi ΣYi WYi (4.20)
where UYi ∈ Rm×m is the left singular matrix containing the optimal POD bases of
Yi in its columns, ΣYi is the diagonal matrix containing the singular values of the
snapshot matrix XYi in descending order. Now, the reduced representation of Yi





where Ỹi ∈ Rqi is the reduced representation of Yi, UqiYi ∈ Rm×qi is the orthonormal
matrix containing qi orthonormal basis vectors in its columns. Since, Yi is computed
from the difference between two consecutive levels of POD based approximations
vi+1 and vi, i.e. Yi = vi+1 − vi, the least–squares error in approximating Yi by
(UqiYi Ỹi) is equivalent to the difference of two consecutive level ε (see Eq (4.19))
which is expressed as ∆εi = εi − εi+1. Therefore, we expect Yi to be attracted to
a certain low dimensional subspace of dimension qi = ∆ri = (ri+1 − ri) over all the
levels. Next, we set ri = i and qi = ∆ri = (ri+1 − ri) = qc = 1, and qc = 1 for all
i = 0 · · · I.
Now the MLMC estimator (see Eq. (4.13)) for the expected value of u is expressed
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In the fourth step, we extend the Multi-Level Multi-Fidelity method introduced
in [59] by adopting multi-fidelity approach (see Eq. (4.24)) on every level of MLMC









ˆ̃Yfi − ˆ̃Yf−1i ) (4.23)
where Ỹ1i · · · ỸFii are auxiliary random variables obtained from Fi number of level
specific low-fidelity models of Ỹi,
ˆ̃Yfi estimates the expectation E[Ỹ
f
i ] using M
f
i
samples of Ỹfi , β
1
i · · · βFii ∈ R are the coefficients on level i, i = 0 · · · I. In this
paper, we set Fi = 1 for all i = 0 · · · I. Next, we use the optimization problem
formulated in [113] to select optimal values M∗HF, M
1∗
i such that the mean square
error of the MFML-MC estimator ˆ̃Ymfi on every level is lower than the Monte Carlo
estimator ˆ̃Yi for the same computational budget.
Now, the MFML-MC estimator for the expected value of u is obtained from
replacing the expected values on the right hand side of Eq. (4.12) (also see Eq. (4.22))









In the fifth step, we utilize a data-driven approach to derive a level specific low-
fidelity model Ỹ1i in MFML-MC framework. In this data-driven approach, we first
consider discrete nonlinear dynamical system on every level (i = 0 · · · I) that takes
the form
Ỹ1i (t+ 1) = Ỹ
1





i (t)) is the nonlinear term on level i for all i = 0 · · · I [104]. Next,
we use GBTR [55] on every level to approximate Fi(x, Ỹ
1
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an input to GBTR and compute Fi(x, Ỹ
1
i (t)) as an output. We fit GBTRs using
the same training samples
(
(Yi1 . . . YiT )
1 . . . (Yi1 . . . YiT )
L
)
utilized in the third
step. Finaly, we formulate the architecture of MF-DR-RNN [104] using the nonlinear
residual equation defined as
rt+1 = yt+1 − yt − f(x,yt) (4.26)
where y = [Ỹ0 · · · ỸI ]> ∈ Rq, f(x,yt) = [F0(x, Ỹ0) · · ·FI(x, ỸI)]> ∈ Rq, r(t) is
termed as the residual vector at time step t. Please note that, unlike model-based
DR-RNN described in chapter 2 and chapter 3 [104] where the state variable at t+1
is utilized to compute f , MF-DR-RNN utilize the state variable at t to compute
f(x,yt). Hence MF-DR-RNN [104] approximates the solution of Eq. (4.25) using















t+1 for k > 1,
(4.27)
where U,w, ηk are the training parameters of MF-DR-RNN, φh is the tanh activation
function, ◦ is an element-wise multiplication operator, r(k)t+1 is the residual in layer
k obtained by substituting yt+1 = y
(k−1)
t+1 into Eq. (4.26) and Gk is an exponentially
decaying squared norm of the residual defined by
Gk = γ ‖r(k)t+1‖22 + ζ Gk−1 (4.28)
where γ, ζ are fraction factors and ε is a smoothing term to avoid divisions by




whereK is the total number of layers in MF-DR-RNN architecture. The MF-DR-RNN
parameters θ = {U, w, ηk} are fitted by minimizing the mean square error defined
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(yt − y(RNN)t )2, (4.30)
where JMSE is the average distance between the reference solution yt and the RNN
output yRNNt across a number of samples L with time-dependent observations (t =
1 · · · T and ` = 1 · · · L) [107, 104]. The set of parameters θ is estimated by
Backpropagation Through Time (BPTT) [138, 122, 108, 100], Once the parameters
θ of MF-DR-RNN are fitted, we set Ỹ1i = y
RNN
i (see Eq. (4.23)) for all the levels
i = 0 · · · I.
4.5 Numerical Experiments
In this section, we present numerical results to evaluate the performance of MFML-
MC method. The numerical results are based on two UQ tasks involving two-phase
flow in heterogeneous porous media domain. The two test cases are quarter five spot
problem and the uniform flow problem with the uncertainties in the permeability
field [84]. In subsection 4.5.1, we describe high-fidelity model setup, in subsec-
tion 4.5.2, we describe low-fidelity model setup in order to formulate MFML-MC
framework, and in subsection 4.5.3, we define a set of error metrics that we utilize
to compare MFML-MC method with standard MC method that uses either high-
fidelity model or low-fidelity model. In subsection 4.5.4, we provide the results for
quarter five spot problem and in subsection 4.5.5, we provide the results for uniform
flow problem.
4.5.1 High-fidelity model setup
We consider two-phase flow of oil and water in a two dimensional porous media
domain [0 1]× [0 1] where water is injected to displace the residual oil. We consider
Eq. (4.3) as a high-fidelity model to describe the flow behaviour of oil and water. We
define the relative permeability based on Corey’s model krw(s) = s
∗2, kro = (1−s∗)2,
where s∗ = (s− swc)/(1− sor − swc), swc is the irreducible water saturation and sor
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is the residual oil saturation [1]. We set swc = 0.2, sor = 0.2, and initial water
saturation to swc(0.2). We set the porosity field in the porous media domain to a
constant value of 0.2. We set viscosity ratio of water and oil to 0.2. We consider
uncertainties from the permeability field and assumed to be modelled as a log-normal
distribution function with zero mean and exponential covariance that takes the form






where σk is the variance, ιk is the correlation length, x1 and x2 are the points in the
grid domain. We set σk to 1 and ιk to 0.1. Sample realisations of log-permeability




Figure 4.2: Sample plots of log-permeability field. Uncertain permeability field is
modelled from a log-normal distribution function with zero mean and exponential
covariance.
As mentioned in section 4.2, we use sequential formulation to solve Eq. (4.3) for
pressure and water saturation [1]. We first generate an uniform mesh of 96 × 96
blocks in a spatial domain. We use finite volume method with two point flux ap-
proximation [1] to solve for pressure and an upwind finite-volume method with an
implicit backward Euler method combined with Newton-Raphson iterative method
to solve for saturation. We set time step size to 0.015 and we solve Eq. (4.3) for 200
time steps. We solve pressure and update velocity field at every 8th time step as
pressure field changes much slower than saturation field over the time. The unit of
time a non dimensional unit called pore volumes injected (PVI) [78]. The pictorial
representation of the algorithm utilized in high-fidelity model setup is displayed in
Figure (chapter 3). This sequential formulation algorithm is coded in Python pro-
graming langauage to generate high-fidelity solution data and the code is attached
105
Chapter 4: Multi-Fidelity Framework With Multi-Level Monte Carlo Subsurface
Flow Simulation
in the appendix.
As defined in section 4.2, QoI is u ∈ Rm, where ui = ys(xi, yi), i = 1 · · ·m  n
at specific time steps. The first moment estimate of u(t) at specific time steps are
the desired statistic. The interested grid points ((xi, yi) i = 1 · · ·m) are 6× 6 grid
points (m = 36) uniformly selected from the 96× 96 spatial domain. The interested
time steps are t = 10, 20, · · · , 200. We solve Eq. (4.3) for 25000 random realisations
of the permeability field and use Monte Carlo method to estimate the statistics of
u [78].
4.5.2 Low-fidelity model setup
We first compute the optimal POD bases matrices Uu and UYi for all i = 0 · · · I.
We compute the POD matrices from the SVD of the snapshot matrices Xu,XYi , i =
0 · · · I. We built the snapshot matrices from 10 random samples of high-fidelity
model solution data. In order to select the 10 random high-fidelity models to build
snapshot matrices, we use clustering algorithm to cluster 25000 random permeability
realizations into 10 clusters [61]. Then, we solve the high-fidelity model for a single
permeability realization from each cluster.
Following that, the obtained matrix Uu is utilized to build a sequence of POD
approximations of u (as detailed in the section 4.4) from the collected training data.
Then the matrix UqiYi is utilized to compute training samples of Ỹi (the reduced
representation of Yi) for all i = 0 · · · I. We set I = 18, ri = i, and therefore qi = 1
as already mentioned in the section 4.4.
Next, to derive (MF-DR-RNN), we first build GBTR on every level (i = 0 · · · I)
to estimate Fi using Scikit-learn [112] a machine learning python package to im-
plement the GBTRs. We use the training samples of Ỹi to fit the level specific
GBTR. and to obtain the training samples of yt+1, yt, and f(x,yt). We utilize Py-
Torch framework [111] (a deep learning python package with Torch library as a
backend) to implement the MF-DR-RNN. In all the numerical test cases, we uti-
lize MF-DR-RNN with six layers (K = 6 in Eq. (4.27)). Further, we optimize the
MF-DR-RNN model parameters using rmsprop algorithm [130, 111] as implemented
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and cluster N permeability samples
Select representative permeability sample
from each cluster
Solve high-fidelity model
for each representative permeability sample
Collect training samples of the QoI
Compute POD basis vectors for QoI
Compute least–squares approximation of the QoI
Formulate MLMC low-fidelity models
based on least squares approximation
Formulate MFMC setup on every level of MLMC
Formulate DR-RNN as MFMC low-
fidelity model on every level of MLMC
Compute random samples of QoI
from different low-fidelity models
Stop
Figure 4.3: Flowchart describing the low-fidelity model setup (section 4.5.2).
in PyTorch, where we set the weighted average parameter to 0.9 and the learning
rate to 0.001. The weight matrix U in Eq. (4.27) is initialized randomly from the
uniform distribution function U[0.01, 0.02]. The vector training parameter w in
Eq. (4.27) is initialized randomly from the uniform distribution function U[0.1, 0.5].
The scalar training parameters ηk in Eq. (4.27) are initialized randomly from the
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uniform distribution U[0.1, 0.4]. We set the hyperparameters ζ and γ in Eq. (4.28)
to 0.9 and 0.1, respectively. The MF-DR-RNN is trained to approximate yt+1. The
parameters of the MF-DR-RNN are trained by minimizing the loss function defined
in Eq. (4.30) using the training samples of yt+1. Figure 4.3 displays the flowchart
denoting the outline of the low-fidelity model setup.
4.5.3 Evaluation metrics















where Ne is the number of runs utilized to estimate the errors, û
ref
t is the reference
result of E[ut] obtained from Monte Carlo estimate û(MC)t computed with N = 25000
high-fidelity model samples. û
(j)
t is the approximation of E[ut] that can be obtained
from various estimators including Monte Carlo estimate that uses only high-fidelity
model, Monte Carlo estimate that uses only low-fidelity model, and the MFML-MC
estimator. û
(j)
t is obtained for a fixed computational budget p. û
(j)
t is evaluated
from different independent samples for each j = 1 · · ·Ne.




















where all the time snapshots of u are used. We set Ne = 15 to evaluate the two time
specific error metrics and the two global error metrics.
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4.5.4 Numerical test case 1
Test case 1 is two dimensional quart-five spot problem where water is injected in
the lower left corner (0, 0) of the porous media domain to produce oil and water in
the top right corner (1, 1) [84]. We set q defined in the saturation equation Eq. (4.3)
to 0.05 at (0, 0) and −0.05 at (1, 1). We set no flux boundary condition in all the
four sides of the porous media domain. The left panel of Figure 4.4 displays the
quart-five spot problem set up and the right panel of Figure 4.4 displays the decay
of the singular values of the snapshot matrix Xu.





























Figure 4.4: Test case 1. Left: Two dimensional quart-five spot problem set-up
where water is injected in the lower left corner (blue dot). Oil is displaced and
produced with water in the upper right corner (blue dot). The red dots denotes
spatial locations in the porous media domain where the statistics of the QoI u are
investigated. Right: Decay of singular values of the snapshot matrix Xu.
Figure 4.5 shows the results for the estimation of E[ut] (first moment of u)
obtained from the reference result (MC estimate with 25000 samples) and from
various MC estimators. In Figure 4.5, MC estimator that uses only high-fidelity
model is denoted as MC-HF and that uses only low-fidelity model is denoted as
MC-LF. In Figure 4.5, results shown in the top row are obtained at time = 0.3 PVI
and results shown in the bottom row are obtained at time = 0.8 PVI. As shown
in Figure 4.5, the estimation of E[ut] obtained from MC-LF deviates significantly
from the reference result. This clearly shows that utilizing only low-fidelity model
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Figure 4.5: Test case 1: Comparison of estimation of E[ut] (mean water saturation
field at 6× 6 spatial grid) for a fixed computational budget p = 100, where p is the
number of MC realizations that uses only high-fidelity model . Top Row: Estimation
of E[ut] at time t = 0.3 PVI. Bottom Row: Estimation of E[ut] at time t = 0.8 PVI.
Start
Random input samples {x1 · · ·xN}
high-fidelity
Random samples of QoI {u1 · · ·uN}
Compute statistics of QoI
Stop
Start
Random input samples {x1 · · ·xM}
low-fidelity
Random samples of QoI {u1 · · ·uM}
Compute statistics of QoI
Stop
Figure 4.6: Flowchart diagram describing the standard Monte-Carlo method to
estimate the statistics of QoI. Left: standard Monte-Carlo method that uses only
high-fidelity model (MC-HF method). Right: standard Monte-Carlo method that
uses only only low-fidelity model (MC-LF method).
in MC framework resultant in biased estimation with respect to the reference result.
Furthermore, Figure 4.5 shows that the estimation of E[ut] obtained from MFML-
MC estimator is almost indistinguishable from the reference result. This result
confirm that combining higher number of low-fidelity model realizations with the
high-fidelity model in MFML-MC framework can improve the estimator of the first
moment of the saturation field.
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Figure 4.7: Test case 1: Plot of êbiast , and ê
ε
t (Eq. (4.32)) for the estimation of E[ut]
(water saturation field at 6× 6 spatial grid) obtained from various estimators. êbiast
and êεt are shown as a function of computational budget p = [1, 2, 3, 4, 5]×102, where
p is the number of MC realizations that uses only high-fidelity model. Left: êbiast at
time t = 0.3 PVI. Right: êεt at time t = 0.3 PVI.
Figure 4.7 reports the comparison of êbiast and ê
ε
t (see Eq. (4.32)) obtained from
various estimators. The left of Figure 4.7 reports êbiast and the right of Figure 4.7
reports êεt as a function of computational budget p = [1, 2, 3, 4, 5] × 102, where p is
the number of MC-HF realizations. The results of êbiast from Figure 4.7 shows that
Monte Carlo estimator that uses MC-LF is a biased estimator of the mean QoI value.
The results of MFML-MC estimator displayed in left of Figure 4.7 confirm that the
MFML-MC estimator is an unbiased estimator of the expectation. This shows that
despite the low-fidelity model is a poor approximation of the high-fidelity model,
the error of the MFML-MC estimator can be significantly reduced if the low-fidelity
model is combined with the high-fidelity. The right of Figure 4.7 shows that the
variance of the MFML-MC and MC-LF estimators are at least an order of magnitude
less when compared to MC-HF. Nevertheless, while MC-LF is a biased estimator as
shown in left of Figure 4.7, MFML-MC estimator that uses the low-fidelity model in
combination with the high-fidelity model is an unbiased estimator of the expectation.
Figure 4.8 reports the comparison of êbias and êε (see Eq. (4.33)) obtained from
various estimators. We can clearly observe the trend of êbias, and êε in Figure 4.8 are
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Figure 4.8: Test case 1: Plot of êbias and êε (Eq. (4.33)) estimation of E[u] (water
saturation field at 6× 6 spatial grid) obtained from various estimators. êbias and êε
are shown as a function of computational budget p = [1, 2, 3, 4, 5]× 102, where p is
the number of MC realizations that uses only high-fidelity model.
similar to the one observed in Figure 4.7 which confirms that MFML-MC method
leads to variance reduction with unbiased estimation at all time steps.
Table 4.1 compare the speedup factors of MFML-MC method with respect to
the Monte Carlo estimator that uses the high-fidelity model only. In Table 4.1,
MFML-MC achieves a speedups with respect to MC-HF that range from 8 up to 15
for the same specific ε.
Table 4.1: Performance chart of MFML-MC estimator for test case 1. ε defined in
Eq. (4.7) is shown as a function of computational budget p, where p is the number of
MC realizations that uses the high-fidelity model only. ε is estimated at time = 0.3
PVI.
ε p CPU Time (min) Speedup
MC-HF MFML-MC
10−4 5× 102 125 15 8.3
10−5 9× 103 2250 210 10.5
10−6 25× 103 6250 490 13.4
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4.5.5 Numerical test case 2
Test case 2 is a two dimensional uniform flow problem where water is injected from
the left side of the porous media domain to produce oil and water from the right
side. We set no flow boundary conditions in the remaining two sides (top and
bottom) of the domain. We set inflow rate to 0.08 and outflow rate to 0.08 due to
incompressibility constraint set in the problem [84]. The left panel of Figure 4.9
displays uniform flow problem set up and the right panel of Figure 4.9 displays the
decay of the singular values of the snapshot matrix Xu.




























Figure 4.9: Test case 2 Left: Uniform flow problem set up where water is injected
from the left side denoted by blue arrows. Oil and water are produced from the
right side denoted by brown arrows. The red dots denotes the spatial locations of
the porous media domain where the statistics of the QoI u are investigated. Right:
Decay of singular values of the snapshot matrix Xu.
Figure 4.10 show the results for the first moment of the saturation field (u) ob-
tained from the reference result (MC estimate with 25000 samples) and from various
MC estimators. The display settings defined in Figure 4.10 are the same to the one
defined in Figure 4.5. In Figure 4.10, we can see that the results obtained from
MFML-MC method is almost indistinguishable from the reference results whereas
MC-LF yields extremely inaccurate results.
Figure 4.11 reports the comparison of êbiast and ê
ε
t (see Eq. (4.32)) obtained from
various estimators. The variance reduction can be clearly observed in Figure 4.11
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Figure 4.10: Test case 2: Comparison of estimation of E[ut] (mean water saturation
field at 6× 6 spatial grid) for a fixed computational budget p = 100, where p is the
number of MC realizations that uses only high-fidelity model . Top Row: Estimation
of E[ut] at time t = 0.3 PVI. Bottom Row: Estimation of E[ut] at time t = 0.8 PVI.


























Figure 4.11: Test case 2: Plot of êbiast and ê
ε
t (Eq. (4.32)) for the estimation of
E[ut] (water saturation field at 6× 6 spatial grid) obtained from various estimators.
êbiast and ê
ε
t are shown as a function of computational budget p = [1, 2, 3, 4, 5]× 102,
where p is the number of MC realizations that uses only high-fidelity model. Left:
êbiast at time t = 0.3 PVI. Right: ê
ε
t at time t = 0.3 PVI.
and the trend of Figure 4.11 is similar to the one observed in Figure 4.7 (Test case
1). The results of Figure 4.11 again confirm that combining the high-fidelity model
with the low-fidelity model leads to a variance reduction. Please note that a similar
confirmation was observed in Figure 4.7.
Figure 4.12 reports the comparison of êbias and êε (see Eq. (4.33)) obtained from
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Figure 4.12: Test case 2: Plot of êbias and êε (Eq. (4.33)) for the estimation of
E[u] (water saturation field at 6× 6 spatial grid) obtained from various estimators.
êbias and êε are shown as a function of computational budget p = [1, 2, 3, 4, 5]× 102,
where p is the number of MC realizations that uses only high-fidelity model.
various estimators. As observed in Figure 4.8, the results displayed in Figure 4.11
shows that MFML-MC method leads to variance reduction with unbiased estima-
tion.
Table 4.2 compare the speedup factors of MFML-MC method with respect to
the MC method that uses the high-fidelity model only. In Table 4.2, MFML-MC
achieves a speedups with respect to MC-HF that range from 10 up to 19 at a specific
ε.
Table 4.2: Performance chart of MFML-MC estimator for test case 2. ε defined in
Eq. (4.7) is shown as a function of computational budget p, where p is the number of
MC realizations that uses the high-fidelity model only. ε is estimated at time = 0.3
PVI.
ε p CPU Time (min) Speedup
MC-HF MFML-MC
10−4 5× 102 148 14 10.8
10−5 9× 103 2850 197 14.5
10−6 25× 103 7950 410 19.4
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4.6 Conclusion
In this chapter, we proposed a MFML-MC method combining the features of both
the MFMC method and the MLMC method. In MFML-MC method, we formulated
MLMC framework with a sequence of POD approximations of high-fidelity model
outputs. Furthermore, in MFML-MC method, we formulated a MFMC setup on
every level of MLMC framework in order to compute an unbiased statistical estima-
tion. Finally, we utilized GBTR in the MFMC setup to formulate a level specific
low-fidelity model.
We applied MFML-MC method on two uncertainty quantification problems in-
volving two-phase flows in random heterogeneous porous media. The uncertain per-
meability field is modeled from log-normal distribution function with exponential
covariance function. Estimate of the first statistical moments of the water satu-
ration at uniformly selected spatial grid points over a specific instants in time are
calculated by MFML-MC, MC-HF, and MC-LF methods. Comparisons between
MFML-MC and MC-LF showed that MC-LF as a biased estimator and MFML-
MC estimator as an unbiased estimator of the expectation. Comparisons between
the MFML-MC and MC-HF computing times showed speedups of MFML-MC with
respect to MC-HF that ranged from 8 up to 19 at equivalent accuracy.
Future work should consider the extension of MFML-MC method by utilizing
two or more level specific low-fidelity models in the MFMC setup. In addition,
it will also be interest to use MFML-MC method for history matching [48, 49],
where we aim to minimize the mismatch between field observation data and the
one computed from the high-fidelity model simulations by adjusting the geological
model parameters. Future work should also verify the applicability of MFML-MC
method for large-scale realistic problems with many wells and time varying injection
rates by which the potential of MFML-MC method in speeding up a realistic Monte




In this thesis, we addressed the need for reducing the computational cost of Monte
Carlo method that uses high-fidelity nonlinear dynamical systems. In particular, we
focused on nonlinear dynamical systems representing the multi-phase flow through
the subsurface porous media. Multi-phase flow through multi-scale subsurface ma-
terials is a complex process and simulating such processes are typically a compu-
tationally intensive task owing to the large systems of nonlinear equations that
must be solved at each time step. Moreover, forward propagation of uncertain-
ties through those complex systems requires a large number of simulations, and
thus is usually computationally prohibitive in a realistic scenario. To address such
challenges in the complex process, we developed low-fidelity models based on Deep
Learning techniques, and an appropriate Monte Carlo framework based on multi-
fidelity techniques. In this chapter, we summarize the research topics studied in this
dissertation, and highlight the suggestions for continuing work on this topic.
5.1 Thesis Summary
In Chapter 2, we addressed the issue related to the cost of solving large systems
of nonlinear equations at each time step. More specifically, we proposed a physics
aware RNN architecture namely DR-RNN in order to reduce the computational
complexity from O(n3) to O(n2) for fully coupled nonlinear systems of size n at
each time step. In the numerical results for three UQ tasks, we showed that the
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PDF obtained from DR-RNN with residual layers closely followed the trend of the
reference PDF. We also showed that DR-RNN had much lower model complex-
ity than standard RNN models and hence had much lower computing times during
training the parameters. We further combined DR-RNN with POD-Galerkin projec-
tion based ROM for further reduction of the computational complexity. The idea of
POD-Galerkin projection technique is to projection the mathematical equations of
the dynamical system onto the space generated by a low number of basis functions.
POD basis are computed by applying singular value decomposition of the training
snapshot solution matrix. We applied our approaches to two synthetic UQ prob-
lems. In the unsteady heat diffusion UQ problem, our approach yielded the same
accuracy as POD based ROM but with a less computational complexity. In the
fluid displacement problem within an one dimensional porous media, we employed
DEIM with POD to approximate the nonlinear term so that the resulting reduced
system is independent of the full-order model dimension. In both POD-DEIM ROM
and DR-RNN that approximated the POD-DEIM ROM, we observed an increase in
the accuracy in approximating the FOM as we increased the number of POD basis.
However, DR-RNN constructed an accurate reduced system without evaluating the
Jacobian matrix and thus had less computational complexity in comparison to the
POD-DEIM ROM.
Assessing the performance of DR-RNN in the two and three dimensional porous
media flow problems is a crucial point to demonstrate the potential of DR-RNN in
speeding up a realistic Monte Carlo simulation. Thus, in Chapter 3, we focused
our attention on implementing a reduced order model using DR-RNN for the solu-
tion of quarter five spot and uniform flow problems, where uncertain permeability
field was modeled as a log-normal distribution function. More precisely, we devel-
oped two POD-Galerkin based ROM using DR-RNN architecture namely, DR-RNNp
(DR-RNN combined with POD-Galerkin) and DR-RNNpd (DR-RNN combined with
POD-Galerkin and DEIM). We provided a set of error metrics to evaluate the per-
formance of the DR-RNNp and the DR-RNNpd. The errors are evaluated by com-
paring the full model and the reduced model solutions. In the numerical test cases,
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DR-RNNp and the DR-RNNpd not only gave an accurate reduced system that is
substantially smaller than the original system with a general nonlinearity, but it
also preserved the stable behaviour of the original system. Specifically, comparison
of mean water saturation field over the simulation time showed that DR-DR-RNNp
and DRRNNpd results were very close to the least–square solutions while POD-
Galerkin ROM yielded extremely inaccurate and unstable results. Furthermore, we
observed that errors obtained from DR-RNNp and DR-RNNpd decreased when we
increased the number of POD basis whereas increasing the number of basis vectors
in POD-Galerkin ROM did not lead to improved accuracy. The numerical results
also illustrated the possibility of constructing a single POD basis that can be used
for UQ tasks with a very large number of uncertain parameters.
In Chapter 2 and 3, we replaced the high-fidelity model with a single low-fidelity
model and estimated the statistics of the high-fidelity model outputs at reduced com-
putational cost. The key to the effectiveness of utilizing single low-fidelity model
is that the absolute errors of the low-fidelity model outputs with respect to the
high-fidelity model outputs should be within the error bounds. Failing to satisfy
such constraints in the error bound could result in an inherent biased statistical
estimations. As a consequence, in many engineering applications, there is a hard
restriction to utilize low-fidelity model although a suite of models is available to
estimate the statistics. Thus, in Chapter 4 we focused our attention on rigorous
multi-fidelity approaches to derive an unbiased estimator by combining an arbitrary
number of low-fidelity models with the high-fidelity model. More precisely, we pro-
posed a multi-fidelity approach and derived MFML-MC estimator by combining the
features of both the MFMC method and the MLMC method. MF-DR-RNN, a vari-
ant of DR-RNN was derived and utilized as a level specific low-fidelity model in order
to guarantee unbiased estimation and the variance reduction. The performance of
the MFML-MC estimator was evaluated on forward propagation of uncertainties
subject to uncertain permeability field. The QoI are the water saturation values at
specific grid points over the specific time steps. In the numerical results, we demon-
strated MFML-MC estimator to be superior in comparison to MC-HF and MC-LF
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estimators. More precisely, the results for mean saturation field confirmed that com-
bining higher number of low-fidelity model realizations with the high-fidelity model
in MFML-MC framework leads to an unbiased estimation. In addition to unbiased
estimation, MFML-MC framework also enabled variance reduction at least an order
of magnitude less when compared to MC-HF for a fixed computational budget. As
a consequence, MFML-MC framework showed speedups of MLMC with respect to
MC-HF that range from 8 up to 19 at equivalent accuracy. Moreover, MFML-MC
speedups could scale well with increasing the number of grid blocks (n on the order
of 106 to 108) in the the high-fidelity model. Thus, MFML-MC framework would be
suitable for problems with a very large number of uncertain parameters in large-scale
industrial applications.
5.2 Future Work
• DR-RNN techniques presented in this thesis were only applied to two phase
incompressible flow without gravity, and capillary pressure forces. In the fu-
ture, one should investigate and should extend DR-RNN techniques to handle
three phase flow with multiple components.
• The numerical test cases in this thesis only considered Gaussian permeability
fields. The application of DR-RNN techniques should be extended to handle
non-Gaussian permeability fields modeled with multi-point simulation tech-
niques.
• The numerical test cases in this thesis involved only few wells with constant
injection rate. Thus future work should be verified for large-scale realistic
problems containing grid blocks on the order of 106 to 108 grid blocks with
many wells and time varying injection rates.
• In this thesis, DR-RNN techniques were applied to systems over a wide range
of input parameters. Thus, the use of DR-RNN techniques in history-matching
procedure is also a promising direction for future work. It should also be pos-
sible to extend DR-RNN techniques for optimization under geological uncer-
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tainly. Such extension would be able to provide effective closed loop reservoir
management and reliable forecasts for cases with different well controls and
different geological parameters.
• In this thesis, we formulated DR-RNN techniques where we combined DR-RNN
with proper orthogonal decomposition and discrete empirical interpolation
method. It may also be possible to combine DR-RNN with Upscaling tech-
nique.
• In this thesis, we presented MFML-MC method where we utilized Model-Free
DR-RNN as a level specific low-fidelity model. An apparent extension should
be utilizing two or more level specific low-fidelity models.
• Other possibility of extending MFML-MC method should be considered. For
example, MFML-MC method can be formulated on every level of the standard
MLMC method which is constructed from a hierarchy of coarse spatial and/or
time discretization models.
• In situations where high levels of nonlinearity exist like in compositional reser-
voir simulation, linear dimensionality reduction from proper orthogonal de-
composition may degrade the accuracy of the results. In the future, it will
be useful to develop more sophisticated nonlinear dimensionality reduction
techniques in addressing this issue.
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1 # in the name o f almighty
2 # Assalamu Alaikum
3 from f u t u r e import d i v i s i o n
4 import numpy as np
5 import matp lo t l i b . pyplot as p l t
6 import s c ipy
7 import s c ipy . i o
8 import cP i ck l e as p i c k l e
9 import p r e t t y p l o t l i b as pp l t
10
11
12 c l a s s Params ( ob j e c t ) :
13 de f i n i t ( s e l f ) :
14 ’ ’ ’
15 input parameters de f ined here and used in
16 pre s su r e and sa tu ra t i on c l a s s e s
17 ’ ’ ’
18 pr in t ’ salam prepar ing input params . . . ’
19 Grid = {}
20 Dx = 1 . # x d i r e c t i o n domain l ength
21 Dy = 1 . # y d i r e c t i o n domain l ength
22 Dz = 1 . # z d i r e c t i o n domain l ength
23 Grid [ ’Nx ’ ] = 64 # number o f po in t s in x d i r e c t i o n
24 Grid [ ’Ny ’ ] = 64 # number o f po in t s in y d i r e c t i o n
25 Grid [ ’Nz ’ ] = 1 # number o f po in t s in z d i r e c t i o n
26 Grid [ ’ hx ’ ] = Dx / Grid [ ’Nx ’ ]
27 Grid [ ’ hy ’ ] = Dy / Grid [ ’Ny ’ ]
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28 Grid [ ’ hz ’ ] = Dz / Grid [ ’Nz ’ ]
29 # number o f po in t s
30 N = Grid [ ’Nx ’ ] ∗ Grid [ ’Ny ’ ] ∗ Grid [ ’Nz ’ ]
31 Grid [ ’V ’ ] = Grid [ ’ hx ’ ] ∗ Grid [ ’ hy ’ ] ∗ Grid [ ’ hz ’ ]
32 Grid [ ’K ’ ] = np . ones ( ( Grid [ ’Nz ’ ] , Grid [ ’Ny ’ ] , Grid [ ’Nx ’ ] , 3) )
33 Grid [ ’ K alpha ’ ] = np . ones ( ( Grid [ ’Nz ’ ] , Grid [ ’Ny ’ ] , Grid [ ’Nx ’ ] ,
3) )
34 Grid [ ’ por ’ ] = np . ones ( ( Grid [ ’Nz ’ ] , Grid [ ’Ny ’ ] , Grid [ ’Nx ’ ] ) )
35 # poro s i t y t enso r o f the problem
36 Grid [ ’ por a lpha ’ ] = .28 ∗ np . ones ( ( Grid [ ’Nz ’ ] , Grid [ ’Ny ’ ] , Grid
[ ’Nx ’ ] ) )
37 Fluid = {} # f l u i d p r op e r t i e s
38 Fluid [ ’vw ’ ] = 1 .
39 Fluid [ ’ vo ’ ] = 5 .
40 Fluid [ ’ swc ’ ] = 0 .2
41 Fluid [ ’ so r ’ ] = 0 .2
42 Q = np . z e ro s (N) # source and s ink
43 Q[ [ 0 , N − 1 ] ] = [ . 1 , − .1] # source and s ink va lues
44 s i n i t i a l = np . ones (N) ∗ 0 .2 # i n i t i a l s a tu r a t i on
45 dt = 0.05 # time step s i z e
46 nt = 20 # number o f time s t ep s
47 NewtRaph IT = 3
48 s e l f . Grid = Grid
49 s e l f .N, s e l f . dt , s e l f . nt = N, dt , nt
50 s e l f . Flu id = Fluid
51 s e l f .Q, s e l f . s i n i t i a l , s e l f . NewtRaph IT = Q, s i n i t i a l ,
NewtRaph IT
52 s e l f . Nbasis = 50
Listing A.1: Setting input parameters
1 # in the name o f almighty
2 # Assalamu Alaikum
3 from f u t u r e import d i v i s i o n
4 import numpy as np
5 import matp lo t l i b . pyplot as p l t
6 import s c ipy
7 from sc ipy . spar s e import spd iags
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8 from sc ipy . spar s e . l i n a l g import sp so l v e
9 from sc ipy . spar s e . l i n a l g import cg
10 import s c ipy . i o
11 from ONEparam import Params
12
13
14 c l a s s Pres sure ( ob j e c t ) :
15 de f i n i t ( s e l f ) :
16 param = Params ( )
17 s e l f . Grid = param . Grid
18 s e l f .N = param .N
19 s e l f . Flu id = param . Fluid
20 s e l f .Q = param .Q
21
22 de f relPerm ( s e l f , s ) :
23 ’ ’ ’
24 t h i s func t i on i s s im i l a r to relPerm in sa tu ra t i on c l a s s
25 input−−> s s a tu r a t i on f i e l d at pre sent time step
26 output−−> mobi l i ty o f water , o i l
27 ’ ’ ’
28 Fluid = s e l f . Flu id
29 S = ( s − Fluid [ ’ swc ’ ] ) / ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
30 Mw = np . square (S) / Fluid [ ’vw ’ ]
31 Mo = np . square ( 1 . 0 − S) / Fluid [ ’ vo ’ ]
32 dMw = 2.0 ∗ S / Fluid [ ’vw ’ ] / \
33 ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
34 dMo = −2.0 ∗ ( 1 . 0 − S) / Fluid [ ’ vo ’ ] / \
35 ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
36 re turn Mw, Mo, dMw, dMo
37
38 de f tp fa ( s e l f , K, d i r i c h l e t=None ) :
39 ’ ’ ’
40 s o l v e the p r e s su r e equat ion
41 input−−> K i s permeab i l i ty , f unc t i on o f s a tu r a t i on f i e l d
42 output−−> V ve l o c i t y s to r ed in the d i c t i ona ry
43 ’ ’ ’
44 Grid = s e l f . Grid
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45 q0 = s e l f .Q
46 # Compute t r a n sm i s s i b i l i t i e s by harmonic averag ing .
47 Nx = Grid [ ’Nx ’ ]
48 hx = Grid [ ’ hx ’ ]
49 Ny = Grid [ ’Ny ’ ]
50 hy = Grid [ ’ hy ’ ]
51 Nz = Grid [ ’Nz ’ ]
52 hz = Grid [ ’ hz ’ ]
53 N = s e l f .N # Nx ∗ Ny ∗ Nz
54 L = 1.0 / K
55 tx = 2 ∗ hy ∗ hz / hx
56 TX = np . z e r o s ( (Nz , Ny, Nx + 1) )
57 ty = 2 ∗ hx ∗ hz / hy
58 TY = np . z e r o s ( (Nz , Ny + 1 , Nx) )
59 tz = 2 ∗ hx ∗ hy / hz
60 TZ = np . z e r o s ( (Nz + 1 , Ny, Nx) )
61 TX[ : , : , 1 :Nx ] = tx / (L [ : , : , 0 :Nx − 1 , 0 ] + L [ : , : , 1 :Nx , 0 ] )
62 TY[ : , 1 :Ny, : ] = ty / (L [ : , 0 :Ny − 1 , : , 1 ] + L [ : , 1 :Ny, : , 1 ] )
63 TZ[ 1 : Nz , : , : ] = tz / (L [ 0 : Nz − 1 , : , : , 2 ] + L [ 1 : Nz , : , : , 2 ] )
64
65 # Assemble TPFA d i s c r e t i z a t i o n matrix .
66 x1 = np . reshape (TX[ : , : , 0 :Nx ] , N)
67 x2 = np . reshape (TX[ : , : , 1 :Nx + 1 ] , N)
68 y1 = np . reshape (TY[ : , 0 :Ny, : ] , N)
69 y2 = np . reshape (TY[ : , 1 :Ny + 1 , : ] , N)
70 z1 = np . reshape (TZ [ 0 : Nz , : , : ] , N)
71 z2 = np . reshape (TZ [ 1 : Nz + 1 , : , : ] , N)
72 DiagVecs = np . array ([− z2 , −y2 , −x2 , x1 + x2 + y1 + y2 +
73 z1 + z2 , −x1 , −y1 , −z1 ] )
74 DiagIndx = np . array ([−Nx ∗ Ny, −Nx, −1, 0 , 1 , Nx, Nx ∗ Ny ] )
75
76 # Eliminate any zero ve c to r s pre sent
77 non z e r o d i a g s i nd i c e s = ˜np . a l l ( DiagVecs == 0 , ax i s=1)
78 DiagVecs = DiagVecs [ n on z e r o d i a g s i nd i c e s ]
79 DiagIndx = DiagIndx [ n on z e r o d i a g s i nd i c e s ]
80 # assemble the spar s e matrix
81 A = spd iags ( DiagVecs , DiagIndx , N, N) . t o c s r ( )
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82 # pr in t ’SALAM’
83 # s e l f . g enA fu l l ( x1 , x2 , y1 , y2 , z1 , z2 )
84 q = np . copy ( q0 )
85 # Impose boundary cond i t i on s .
86 i f d i r i c h l e t i s not None :
87 large number = 1e12
88 i dxs = d i r i c h l e t [ : , 0 ] . astype ( ’ i n t ’ )
89 va l s = d i r i c h l e t [ : , 1 ]
90 A[ idxs , idxs ] = large number
91 q [ idxs ] = large number ∗ va l s
92 e l s e :
93 A[0 , 0 ] = A[ 0 , 0 ] + sum(Grid [ ’ K alpha ’ ] [ : , 0 , 0 , 0 ] )
94
95 # Solve l i n e a r system and ex t r a c t i n t e r f a c e f l u x e s .
96 u = spso l v e (A, q )
97 # pr in t ’ salam u shape \n {} ’ . format (A. todense ( ) [ : : 5 0 , : : 5 0 ] )
98 # u c = s e l f . con jugate grad (A=A, b=q)
99 pr in t ’ salam e r r o r in cg \n {} ’ . format (np . shape (q ) )
100 P = np . reshape (u , (Nz , Ny, Nx) )
101 #
102 V = d i c t ( )
103 V[ ’ x ’ ] = np . z e ro s ( (Nz , Ny, Nx + 1) )
104 V[ ’ y ’ ] = np . z e ro s ( (Nz , Ny + 1 , Nx) )
105 V[ ’ z ’ ] = np . z e r o s ( (Nz + 1 , Ny, Nx) )
106 V[ ’ x ’ ] [ : , : , 1 :Nx ] = (P [ : , : , 0 :Nx − 1 ] −
107 P [ : , : , 1 :Nx ] ) ∗ TX[ : , : , 1 :Nx ]
108 V[ ’ y ’ ] [ : , 1 :Ny , : ] = (P [ : , 0 :Ny − 1 , : ] −
109 P [ : , 1 :Ny, : ] ) ∗ TY[ : , 1 :Ny, : ]
110 V[ ’ z ’ ] [ 1 : Nz , : , : ] = (P [ 0 : Nz − 1 , : , : ] −
111 P [ 1 : Nz , : , : ] ) ∗ TZ[ 1 : Nz , : , : ]
112 re turn u , V
113
114 de f pres ( s e l f , S ) :
115 ’ ’ ’
116 − compute mob i l i ty f unc t i on s by c a l l i n g relPerm func t i on
117 which depends on s
118 − c a l l tp fa to s o l v e the p r e s su r e equat ion
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119 input−−> S sa tu ra t i on f i e l d at pre sent time step
120 output−−>pre s su r e and v e l o c i t y s to r ed in the d i c t i ona ry
121 ’ ’ ’
122 Grid = s e l f . Grid
123 Mw, Mo, dMw, dMo = s e l f . relPerm (S)
124 Mt = Mw + Mo
125 KM = np . reshape (np . array ( [Mt, Mt, Mt ] ) .T,
126 ( Grid [ ’Nz ’ ] , Grid [ ’Ny ’ ] ,
127 Grid [ ’Nx ’ ] , 3) ) ∗ Grid [ ’ K alpha ’ ]
128 re turn s e l f . tp fa (KM)
Listing A.2: Pressure class
1 # in the name o f almighty
2 # Assalamu Alaikum
3 from f u t u r e import d i v i s i o n
4 import numpy as np
5 import matp lo t l i b . pyplot as p l t
6 from sc ipy . spar s e import spd iags
7 from sc ipy . spar s e . l i n a l g import sp so l v e
8 import s c ipy
9 import s c ipy . i o
10 from sc ipy . spar s e . l i n a l g import b icgstab , gmres , bicg , minres
11 from sc ipy . spar s e import c s r mat r i x
12 import cP i ck l e as p i c k l e
13 from ONEparam import Params
14
15
16 c l a s s Saturat ion ( ob j e c t ) :
17
18 de f i n i t ( s e l f ) :
19 param = Params ( )
20 s e l f . Grid = param . Grid
21 s e l f .N = param .N
22 s e l f . dt = param . dt
23 s e l f . nt = param . nt
24 s e l f . Flu id = param . Fluid
25 s e l f .Q = param .Q
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26 s e l f . NewtRaph IT = param . NewtRaph IT
27 s e l f . IT numsteps = np . c e i l (np . power (2 , s e l f . NewtRaph IT ) )
28 s e l f . Nbasis = param . Nbasis
29
30 de f relPerm ( s e l f , s ) :
31 ’ ’ ’
32 t h i s func t i on i s s im i l a r to relPerm
33 input−−> s s a tu r a t i on f i e l d at pre sent time step
34 output−−> mobi l i ty o f water , o i l
35 ’ ’ ’
36 Fluid = s e l f . Flu id
37 S = ( s − Fluid [ ’ swc ’ ] ) / ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
38 Mw = np . square (S) / Fluid [ ’vw ’ ]
39 Mo = np . square ( 1 . 0 − S) / Fluid [ ’ vo ’ ]
40 dMw = 2.0 ∗ S / Fluid [ ’vw ’ ] / \
41 ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
42 dMo = −2.0 ∗ ( 1 . 0 − S) / Fluid [ ’ vo ’ ] / \
43 ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] )
44 re turn Mw, Mo, dMw, dMo
45
46 de f genA( s e l f , V) : # Return A
47 ’ ’ ’
48 assemble spar s e matrix to s o l v e s a tu ra t i on us ing upwind scheme
49 input−−> V ve l o c i t y vec to r s to r ed in d i c t i ona ry
50 output−−> spar s e matrix A to s o l v e s a tu ra t i on equat ion
51 ’ ’ ’
52 Grid = s e l f . Grid
53 q = s e l f .Q
54 Nx = Grid [ ’Nx ’ ]
55 Ny = Grid [ ’Ny ’ ]
56 Nz = Grid [ ’Nz ’ ]
57 N = Nx ∗ Ny ∗ Nz
58 fp = np .minimum(q , 0)
59 XN = np .minimum(V[ ’ x ’ ] , 0)
60 x1 = np . reshape (XN[ : , : , 0 :Nx ] , N)
61 YN = np .minimum(V[ ’ y ’ ] , 0)
62 y1 = np . reshape (YN[ : , 0 :Ny, : ] , N)
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63 ZN = np .minimum(V[ ’ z ’ ] , 0)
64 z1 = np . reshape (ZN[ 0 : Nz , : , : ] , N)
65 XP = np .maximum(V[ ’ x ’ ] , 0)
66 x2 = np . reshape (XP[ : , : , 1 :Nx + 1 ] , N)
67 YP = np .maximum(V[ ’ y ’ ] , 0)
68 y2 = np . reshape (YP[ : , 1 :Ny + 1 , : ] , N)
69 ZP = np .maximum(V[ ’ z ’ ] , 0)
70 z2 = np . reshape (ZP [ 1 : Nz + 1 , : , : ] , N)
71 DiagVecs = np . array ( [ z2 , y2 , x2 , fp + x1 − x2 +
72 y1 − y2 + z1 − z2 , −x1 , −y1 , −z1 ] )
73 DiagIndx = np . array ([−Nx ∗ Ny, −Nx, −1, 0 , 1 , Nx, Nx ∗ Ny ] )
74 # Eliminate any zero ve c to r s pre sent
75 non z e r o d i a g s i nd i c e s = ˜np . a l l ( DiagVecs == 0 , ax i s=1)
76 DiagVecs = DiagVecs [ n on z e r o d i a g s i nd i c e s ]
77 DiagIndx = DiagIndx [ n on z e r o d i a g s i nd i c e s ]
78 A = spd iags ( DiagVecs , DiagIndx , N, N) . t o c s r ( )
79
80 re turn A
81
82
83 de f upstream ( s e l f , S , V) : # Return S
84 ’ ’ ’
85 advect the s a tu ra t i on us ing e x p l i c i t time d i s c r e t i z a t i o n scheme
.
86 t ime s t ep determined by c f l c ond i t i on f o r numerica l s t a b i l i t y
87 v e l o c i t y i s kept constant during t h i s inner time s t ep s
88 input−−> S sa tu ra t i on value at the pre sent time step
89 input−−> V ve l o c i t y s to r ed in d i c t i ona ry
90 output−−> smatr ix s a tu ra t i on matrix f o r Nts time s t ep s
91 ’ ’ ’
92 Grid = s e l f . Grid
93 Fluid = s e l f . Flu id
94 q = s e l f .Q
95 dt = s e l f . dt
96 Nx = Grid [ ’Nx ’ ]
97 Ny = Grid [ ’Ny ’ ]
98 Nz = Grid [ ’Nz ’ ]
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99 N = s e l f .N # Nx ∗ Ny ∗ Nz
100 # Volume∗Poros i ty
101 pv = Grid [ ’V ’ ] ∗ np . reshape ( Grid [ ’ por a lpha ’ ] , N)
102 # in j e c t i o n ra t e
103 f i = np .maximum(q , 0)
104
105 # compute c f l c ond i t i on
106 XP = np .maximum(V[ ’ x ’ ] , 0)
107 XN = np .minimum(V[ ’ x ’ ] , 0)
108 YP = np .maximum(V[ ’ y ’ ] , 0)
109 YN = np .minimum(V[ ’ y ’ ] , 0)
110 ZP = np .maximum(V[ ’ z ’ ] , 0)
111 ZN = np .minimum(V[ ’ z ’ ] , 0)
112 # Total f l u x in to each block
113 Vi = XP[ : , : , 0 :Nx ] + YP[ : , 0 :Ny, : ] + ZP [ 0 : Nz , : , : ] \
114 − XN[ : , : , 1 :Nx + 1 ] − YN[ : , 1 :Ny + 1 , : ] \
115 − ZN[ 1 : Nz + 1 , : , : ]
116 Vi = np . reshape (Vi , N)
117 # pr in t ’Vi ’ , Vi
118 pm = np . min (pv / (Vi + f i ) )
119 c f l = ( ( 1 . 0 − Fluid [ ’ swc ’ ] − Fluid [ ’ so r ’ ] ) / 3) \
120 ∗ pm
121 Nts = np . c e i l ( dt / c f l )
122 dtx = ( dt / Nts ) / pv
123
124 # assemble advect ion matrix A
125 A = s e l f . genA(V)
126 # Compute A∗dt / |Omega i |
127 A = spd iags ( dtx , 0 , N, N) . dot (A)
128 # Compute Q in∗dt / |Omega i |
129 f i = f i ∗ dtx
130 pr in t ’ salam f u l l Nts = ’ , Nts
131 # inner time i t e r a t i o n s f o r Nts time s t ep s
132 smatr ix = np . ones ( ( Nts , N) )
133 f o r t in np . arange (0 , Nts ) :
134 mw, mo, dmw, dmo = s e l f . relPerm (S)
135 fw = mw / (mw + mo)
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136 S = S + (A. dot ( fw ) + f i )
137 smatr ix [ t ] = S
138
139 re turn smatr ix
140
141 de f newtRaph ( s e l f , S , V) : # Return S
142 ’ ’ ’
143 Newton Raphson method to s o l v e system o f non l in ea r equat ions
144 input−−> S sa tu ra t i on at pre sent time step
145 input−−> V ve l o c i t y s to r ed in d i c t i ona ry
146 output−−> s a tu ra t i on sa tu ra t i on matrix f o r IT numsteps time
s t ep s
147 ’ ’ ’
148 Grid = s e l f . Grid
149 Fluid = s e l f . Flu id
150 q = s e l f .Q
151 T = s e l f . dt
152 NewtRaph IT = s e l f . NewtRaph IT
153 IT numsteps = s e l f . IT numsteps
154
155 N = Grid [ ’Nx ’ ] ∗ Grid [ ’Ny ’ ] ∗ Grid [ ’Nz ’ ]
156 ############################################################
157 # genera t ing A matrix
158 A = s e l f . genA(V)
159 ############################################################
160 conv = 0
161 IT = NewtRaph IT
162 S00 = S
163 # satu ra t i on = np . ones ( ( IT numsteps , N) )
164 s a tu ra t i on = [ ]
165 whi le conv == 0 :
166 dt = T / np . power (2 , IT )
167 # Volume∗Poros i ty
168 pv = Grid [ ’V ’ ] ∗ np . reshape (Grid [ ’ por a lpha ’ ] , N)
169 dtx = dt / pv
170 ##############################################
171 # Compute A∗dt / |Omega i |
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172 B = spd iags ( dtx , 0 , N, N) . dot (A)
173 ###############################################
174 # Compute Q in∗dt / |Omega i |
175 f i = np .maximum(q , 0) ∗ dtx
176 ###############################################
177 # satu ra t i on = np . ones ( ( IT numsteps , N) )
178 s a tu ra t i on = [ ]
179 f w l i s t = [ ]
180 I = 0
181 t o l = 1e−3
182 k = 0
183 dsn = 1
184 whi le I < np . power (2 , IT ) :
185 S0 = S
186 dsn = 1
187 i t = 0
188 I = I + 1
189
190 whi le dsn > t o l and i t < 10 :
191 Mw, Mo, dMw, dMo = s e l f . relPerm (S)
192 df = dMw / (Mw + Mo) − Mw / \
193 np . power ( (Mw + Mo) , 2) ∗ (dMw + dMo)
194 dG = sc ipy . spar s e . i d e n t i t y (N) − \
195 B. dot ( spd iags ( df , 0 , N, N) )
196 fw = Mw / (Mw + Mo)
197 G = S − S0 − (B. dot ( fw ) + f i )
198 # pr in t ’ salam B dot fw shape ’ ,
199 # B. dot ( fw ) . shape , np . dot (B. todense ( ) , fw )
200 dS = spso l v e (−dG, G)
201 # dS , = b i cg s tab (−dG, G)
202 # dS , = gmres(−dG, G, M=−dG)
203 # dS , = bicg (−dG, G)
204 # dS , = minres(−dG, G, M=−dG)
205
206 S = S + dS
207
208 dsn = np . l i n a l g . norm(dS)
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209 i t = i t + 1
210 # pr in t ’ salam i t {} dsn {} ’ . format ( i t , dsn )
211 i f dsn > t o l :
212 I = np . power (2 , IT )
213 S = S00
214 # satu ra t i on [ k , : ] = S
215 s a tu ra t i on . append (S)
216 f w l i s t . append ( fw )
217 k = k + 1
218
219 i f dsn < t o l :
220 conv = 1
221 e l s e :
222 IT = IT + 1
223 # conv=1
224 pr in t ’ salam NewtRaph time s t ep s {} ’ . format ( IT )
225 re turn np . asar ray ( s a tu ra t i on )
Listing A.3: Saturation class
1 # in the name o f almighty
2 # Assalamu Alaikum
3 import numpy as np
4 import matp lo t l i b . pyplot as p l t
5 import s c ipy
6 import s c ipy . i o
7 import time
8 import cP i ck l e as p i c k l e
9 import p r e t t y p l o t l i b as pp l t
10 import mu l t i p ro c e s s i ng as mp
11 from ONEparam import Params , genpermeab i l i ty
12 from ONEpressure import Pressure
13 from ONEsaturation import Saturat ion
14
15
16 de f runq5 (K) :
17 ’ ’ ’
18 − s o l v e f o r p r e s su r e and sa tu ra t i on
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19 − c a l l f un c t i on s in p r e s su r e c l a s s and func t i on s in s a ru ra t i on
c l a s s
20 − s o l v e us ing imp l c i t NewtRaph method
21 Input −−−> K i s the pe rmeab i l i t y t enso r or order 4 (1 , Nx, Ny, 3)
22
23 Output −−−> l i s t s n ap s h o t = [ u1 matrix , sat matr ix , u 2 l i s t , fw l i s t ,
Mtmatrix ]
24 u1 matrix i s a p r e s su r e s o l u t i o n matrix o f s i z e ( nt x N)
25 sa t mat r ix i s a matrix o f s i z e o f ( nt x N)
26 conta in ing the l a s t s o l u t i o n sa tu ra t i on vec to r o f each element in
the u 2 l i s t
27 f w l i s t i s same mentioned e a r l i e r
28 u 2 l i s t i s a l i s t o f s i z e nt , each element in the l i s t
29 conta in ing a sa tu ra t i on s o l u t i o n matrix o f s i z e (Nts x N) .
30 ’ ’ ’
31 param = Params ( )
32 pre s su r e = Pressure ( )
33 s a tu ra t i on = Saturat ion ( )
34 nt , N, s = param . nt , param .N, param . s i n i t i a l
35
36 sa t mat r ix = np . ones ( ( nt , N) , dtype=np . f l o a t 3 2 )
37 u1 matrix = np . ones ( ( nt , N) , dtype=np . f l o a t 3 2 )
38 u 2 l i s t = [ ]
39 f o r t in xrange ( nt ) :
40 # so l v e f o r p r e s su r e
41 u , V = pre s su r e . pres ( s , K)
42 # so l v e f o r s a tu r a t i on
43 # smatr ix = sa tu ra t i on . upstream ( s , V)
44 smatr ix = sa tu ra t i on . newtRaph ( s , V)
45 s = smatr ix [ np . i n t (Nts )−1]
46 # pack the data
47 sa t mat r ix [ t ] = np . asar ray ( s , dtype=np . f l o a t 3 2 )
48 u1 matrix [ t ] = np . asar ray (u , dtype=np . f l o a t 3 2 )
49 u 2 l i s t . append (np . asar ray ( smatrix , dtype=np . f l o a t 3 2 ) )
50




53 re turn l i s t s n ap s h o t
54
55
56 de f gendatasetLarsElden ( rank , i , f i l e t y p e=’ svdt ra in ’ ) :
57 pr in t ’ salam prepar ing pe rmeab i l i t y s e t . . . ’
58 f i l ename = ’ ONEperm real sqrt 64 64 ’ + s t r ( rank+1) + ’ . mat ’
59 pe rm r ea l d i c t = sc ipy . i o . loadmat ( f i l ename )
60 perm rea l = pe rm r ea l d i c t [ ’ pe rm rea l idx ’ ]
61 pr in t ’ salam rank {} permeab i l i t y shape {} ’ . format ( rank+1,
perm rea l . shape )
62 K = np . ones ( ( 1 , 64 , 64 , 3) )
63 permgrid = np . reshape ( perm rea l [ i , : ] , (64 , 64) , order=’F ’ )
64 K[0 , : , : , 0 ] = permgrid
65 K[0 , : , : , 1 ] = permgrid
66 K[0 , : , : , 2 ] = permgrid
67 #########################################################
68 Li s t snapshot = runq5 (K)
69 #########################################################
70 s e t = rank + 1
71 f i l ename = ’ ONElistsnapshot ’ + f i l e t y p e + s t r ( s e t ) + ’ . pkl ’
72 f i l e o b j e c t = open ( f i l ename , ’wb ’ )
73 p i c k l e . dump( List snapshot , f i l e o b j e c t )
74 f i l e o b j e c t . c l o s e ( )
75
76
77 i f name == ’ ma in ’ :
78 t0 = time . time ( )
79 #
##########################################################################
80 pr in t ’ salam p a r a l l e l runs . . . ’
81 #
##########################################################################
82 svdtra in , nonsvdtrain , t e s t = [ 0 , ’ s vd t ra in ’ ] , [ 1 , ’ nonsvdtra in ’ ] ,
[ 4 4 , ’ t e s t ’ ]
83 p ro c e s s e s = [ ]
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84 num processes = 45
85 f o r rank in range ( num processes ) :
86 p = mp. Process ( t a r g e t=gendatasetLarsElden , args=(rank , t e s t [ 0 ] ,
t e s t [ 1 ] ) )
87 p . s t a r t ( )
88 p ro c e s s e s . append (p)
89 f o r p in p r o c e s s e s :
90 p . j o i n ( )
91 pr in t ’ salam Elapsed time %f ’% ( time . time ( ) − t0 )
Listing A.4: Main function
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Waśniewski, and Plamen Yalamov, editors, Large-Scale Scientific Computing,
144
BIBLIOGRAPHY
pages 58–67, Berlin, Heidelberg, 2001. Springer Berlin Heidelberg. ISBN 978-
3-540-45346-8.
[73] Michiel Hermans and Benjamin Schrauwen. Training and analysing deep recur-
rent neural networks. In Advances in Neural Information Processing Systems,
pages 190–198, 2013.
[74] Geoffrey Hinton, Li Deng, Dong Yu, George E Dahl, Abdel-rahman Mohamed,
Navdeep Jaitly, Andrew Senior, Vincent Vanhoucke, Patrick Nguyen, and
Tara N Sainath. Deep neural networks for acoustic modeling in speech recog-
nition: The shared views of four research groups. IEEE Signal Processing
Magazine, 29(6):82–97, 2012.
[75] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural
computation, 9(8):1735–1780, 1997.
[76] Kurt Hornik, Maxwell Stinchcombe, and Halbert White. Multilayer feedfor-
ward networks are universal approximators. Neural networks, 2(5):359–366,
1989.
[77] LY Hu and T Chugunova. Multiple-point geostatistics for modeling subsurface
heterogeneity: A comprehensive review. Water Resources Research, 44(11),
2008.
[78] Fayadhoi Ibrahima. Probability distribution methods for nonlinear transport
in heterogenous porous media. Ph.D. thesis, Stanford Univeristy, 2016.
[79] Ozan Irsoy and Claire Cardie. Opinion mining with deep recurrent neural
networks. In Empirical Methods in Natural Language Processing (EMNLP),
pages 720–728, 2014.
[80] J-D Jansen, DR Brouwer, G Naevdal, and CPJW Van Kruijsdijk. Closed-loop
reservoir management. First Break, 23(1):43–48, 2005.
[81] Jan Dirk Jansen and Louis J Durlofsky. Use of reduced-order models in well
control optimization. Optimization and Engineering, 18(1):105–132, 2017.
145
BIBLIOGRAPHY
[82] Zhaoyang L Jin and Louis J Durlofsky. Reduced-order modeling of co 2 storage
operations. International Journal of Greenhouse Gas Control, 68:49–67, 2018.
[83] Laureline Josset, Vasily Demyanov, Ahmed H. Elsheikh, and Ivan Lunati.
Accelerating Monte Carlo Markov chains with proxy and error models. Com-
puters & Geosciences, 85:38–48, 2015. URL https://doi.org/10.1016/j.
cageo.2015.07.003.
[84] J Nagoor Kani and Ahmed H Elsheikh. Reduced-order modeling of subsur-
face multi-phase flow models using deep residual recurrent neural networks.
Transport in Porous Media, pages 1–29, 2018.
[85] Ahmed Kebaier et al. Statistical romberg extrapolation: a new variance re-
duction method and applications to option pricing. The Annals of Applied
Probability, 15(4):2681–2705, 2005.
[86] Robert C Knox. Subsurface Transport and Fate Processes: 0. CRC Press,
2018.
[87] Slawomir Koziel and Leifur Leifsson. Surrogate-based modeling and optimiza-
tion. Applications in Engineering, 2013.
[88] Sanjay Lall, Jerrold E Marsden, and Sonja Glavaški. A subspace approach to
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residual methods. Computational Mechanics, 31(1-2):179–191, 2003.
147
BIBLIOGRAPHY
[100] Tomas Mikolov, Armand Joulin, Sumit Chopra, Michael Mathieu, and
Marc’Aurelio Ranzato. Learning longer memory in recurrent neural networks.
arXiv preprint arXiv:1412.7753, 2014.
[101] Siddhartha Mishra, Ch Schwab, and Jonas Šukys. Multi-level monte carlo
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