ABSTRACT
Introduction
Design procedure mainly includes two phases: functional design (product design) and manufacturing design (process design). The tolerance design directly influences the functionality of parts and costs. Tolerance synthesis is an essential step in both design phases to assure quality conformity and economic manufacturing. In order to make a reliable trade-off between design tolerances and costs, it is necessary to determine the cost-tolerance relationships. Numerous cost-tolerance functions for manufacturing operations are given in the literature. These functions are established by regression analysis using empirical data from the real manufacturing. In regression analysis, one must make assumptions about the form of the regression equation or its parameters, which may not be valid in practice and they are not suitable for considering the quality loss. More recently, researchers adjusted the design tolerances to reach an economic balance between manufacturing cost and quality loss for product tolerance design. Loss function is quadratic expression for measuring the cost of the average value versus the target value and the variability of the product characteristics in terms of monetary loss due to product failure in the eyes of the consumers. The total cost under the situation takes the form [1]     
Where m is the total number of components from q assembly dimensions in a finished product, Kj the cost coefficient of the jth resultant dimension for quadratic loss function, Uij the jth resultant dimension from the ith experimental results, ij  the jth resultant variance of statistical data from the ith experimental results, Tj the design nominal value for the jth assembly dimension, tik the tolerance established in the ith experiment for the kth component, and CM(tik) the manufacturing cost for the tolerance tik.
Aspects such as design for quality, quality improvement and cost reduction, asymmetric quality losses, charts for optimum quality and cost, minimum cost approach, cost of assemblies, development of cost tolerance models [2] [3] [4] [5] [6] [7] , have been explored in the quality area of tolerance synthesis. Experiments (DOE) approach was used in robust tolerance design, where different cases like 'nominal the best', 'smaller the better', 'larger the better' were investigated [3] along with asymmetric loss function. The allocation of tolerances of products with asymmetric quality loss was also investigated [4] . The combined effect of manufacturing cost and quality loss was also investigated under the restraints of process capability limits, design functionality restriction and product quality requirements by using tolerance chart optimization for quality and cost [5] . Relationships between the product cost and tolerances have also been investigated. An analytical method was proposed for determining tolerances for mechanical parts with objectives of minimizing manufacturing costs [8] . Investigation [9] is carried out to minimize the cost of assembly where it is observed that widening the tolerance of more expensive part and a tightening of tolerances on cheaper parts could result in major reduction in cost of the assembly. Exhaustive search, zero-one, SQP and Univariate methods were evaluated for performing a combined minimum cost tolerance allocation and process selection [10] . The production cost tolerance and hybrid tolerance models based on empirical cost tolerance data of manufacturing processes like punching, turning, milling, grinding and casting were introduced [11] . Investigations [12, 13] were done to optimize tolerance allocation using robust design approach considering quality and manufacturing cost. Zhang and Huang [14] presented an extensive review of neural network applications in manufacturing. Neural networks are defined by Rumelhart and McClelland [15] as massively parallel interconnected networks of simple (usually adaptive) elements and their hierarchical organizations which are intended to interact with objects of the real world in the same way as biological nervous systems do. The approach towards constructing the cost}tolerance relationships is based on a supervised back-propagation (BP) neural network. Among several well-known supervised neural networks, the BP model is the most extensively used and can provide good solutions for many industrial applications [16] . In this paper a back propagation neural network is used to develop cost-tolerance model.In the optimization algorithm set, the Simulated Annealing (SA) algorithm [17] and Genetic Algorithm (GA) [18] have been reported to be reliable optimization methods. An optimization method based on Non-dominated Sorting Genetic Algorithm (NSGAII) is then used to locate the combination of controllable factors (tolerances) to optimize the output response (manufacturing cost plus quality loss) using the equations stemming from the trained network.
A direct constraint model in CAD is developed and the same is integrated to an optimal tolerance design problem [19] . In the parametric approach, the analyzed dimension is expressed as an algebraic function an equation, or a set of equations that relates the analyzed dimension to those on which it depends i.e., contributors. The function is either linearized or directly used for the Monte Carlo simulation in the nonlinear analysis. Results commonly available are the lists of contributors, sensitivities, and percentage contributions, and the tolerance accumulation for worst-case and statistical cases.
Traditional tolerance analysis methods assume that all objects have rigid geometry. The variance is increasingly stacked up as components are assembled. The geometric variation of assembly is always assumed to be larger than those of its subassemblies and components. This rigid body analysis overlooks the role of deformation of flexible parts of the assembly due to inertia effects like gravity, angular velocity, etc. The conventional addition theorem of tolerances has to be suitably modified to accommodate deformation due to the inertia effects. Several studies have been carried out to manage compliant structure [20] [21] [22] [23] . The Finite element (FE) simulation is used to predict the influence of geometric tolerances on the part distortions for complex part-forms and assembly design [24] . Tolerance analysis of hull is done considering thermo mechanical effect [25] , where the effect of thermal flux in modifying the contacts and distortion the geometry of parts are studied. Tolerance design of mechanical assembly is done considering thermal impact [26] , where due to change in temperature causes the output variables of interest to deviate from the design specifications due to the sensitivity of the parameters and tolerance of component to temperature changes. Tolerance allocation in assembly design is performed using FE simulation as a virtual tool [24] .This article proposes a method by which the deformation of the parts due to inertia effects are determined using FEA and by integrating the same in tolerance design process.
Neural Network Based Cost-Tolerance Functions
A major benefit of neural networks is the adaptive ability of their generalization of data from the real world. Many researchers apply neural network for nonlinear regression analysis. A Back propagation (BP) network is a feedforward network with one or more layers of nodes between the input and output nodes (Figure 1) . The BP learning rule is as follows. The net input, the weighed sum of activation values of the connected input units plus a bias value and the activated values of the middle processing nodes are calculated. Then they are used to calculate the activation value of output processing units, which are compared with the target value. In case of any discrepancies, they are propagated backward. The
Constructing Cost Tolerance Functions
The BP neural network is trained using experimental results by presenting them as the input-target pattern. If the trained result is satisfactory, the cost-tolerance functions can be generated. The results of BP neural network are compared with that of regression analysis. The tolerance-cost pairs are used as training patterns for the BP network. The architecture of this BP network is 1-3-1. The BP specific parameters are learning rate = 0.6, momentum = 0.9 and training epochs = 2000 and the weights are randomly initialized between -0.5 and 0.5. The BP network is found to have better cost-tolerance fitting results than that of regression analysis (Figure 2 ).
The Optimization Approach
Kalyanmoy Deb proposed the NSGA-II algorithm [27] . Essentially, NSGA-II differs from non-dominated sorting Genetic Algorithm (NSGA) implementation in a number of ways. Firstly, NSGA-II uses an elite-preserving mechanism, thereby assuring preservation of previously found good solutions. Secondly, NSGA-II uses a fast non-dominated sorting procedure. Thirdly, NSGA-II does not require any tunable parameter, thereby making the algorithm independent of the user.
NSGA-II uses 1) a faster non-dominated sorting ap proach, 2) an elitist strategy, and 3) no nicking parameter. Diversity is preserved by the use of crowded comparison criterion in the tournament selection and in the phase of population reduction. NSGA-II has been shown to outperform other current elitist multi-objective EAs on a number of difficult test problems.
Parametric Approach Using Direct CAD
In the parametric approach, the analyzed dimension is expressed as an algebraic function an equation, or a set of equations that relates the analyzed dimension to those on which it depends i.e., contributors. The function is either linearized or directly used for the Monte Carlo simulation in the nonlinear analysis. Results commonly available are the lists of contributors, sensitivities, and percentage contributions, and the tolerance accumulation for worst-case and statistical cases. In parametric CAD systems, constraint equations based on geometric and dimensional relations are used to model a design. By perturbing the variables in these equations, some kind of sensitivity and tolerance analysis can be performed [28] . The design process using such a system is as follows. First, create the nominal topology to obtain a model exhibiting the desired geometric elements and connectivity between the elements, but without the dimensions. Next, describe the required properties between the model entities in terms of geometric constraints, which define the desired mathematical relationships between the numerical variables of the model entities. Third, the modeling system applies a general solution procedure to the constraints, resulting in an evaluated model where the declared constraints are satisfied. Forth, create variants of the model by changing the values of the constrained variables. After each change, a new instance of the model is created by re-executing the constraint solution procedure. As can be seen from the earlier process, if the user specifies the dimension of interest, the system solution procedure can also obtain that value for a specific instance of the model. If one variable is perturbed at a time, this variable's sensitivity can be studied by comparing this perturbation's effect on the dimension of interest. With the sensitivities of each variable and their perturbation ranges (tolerances), both linearized and non-linearized analyses can be performed. Therefore, tolerance analysis functionality is just an extension or by-product of parametric solid modeling.
The FEA Integration
The finite element analysis of the mechanical assembly is carried out using commercial FEM code ANSYS 11.0 with solid 92. Solid 92 has quadratic displacement behavior and is well suited to model irregular meshes such as produced from CAD data. The element is defined by ten nodes having three degrees of freedom at each node. The element has plasticity, creep, swelling, stress stiffening, large deflection and large strain capabilities. The FEA of the assembly is carried out to determine deformation due to inertia effects like gravity, velocity, acceleration, etc., resulting in increase or decrease in the critical assembly feature.
The Tolerance Design Example
A motor assembly consisting of an x-base, a motor, a shaft, a motor base and a crank are investigated using the proposed tolerance synthesis approach discussed previously (Figure 3) . The four features of x-base flatness, motor base flatness, motor shaft size, and the motor shaft perpendicularity affect the clearance measurement and they are treated as controllable factors. The dimensioning and tolerancing schemes and tolerance levels are summarized in Table 1 and Table 2 ; shows the costs for each component tolerance at various levels [1] . The details of full factorial experiment design and response data are obtained from reference paper [1] .The output response in this example is the total cost, consisting of manufacturing cost and quality loss as expressed in Equation (1) .
The relationship between input factors X = (x 1, x 2, x 3, x 4 ) = (x -base flatness, motor base flatness, motor shaft size, motor shaft perpendicularity) and output response F (X) (total cost defined by Equation(1) can be revealed from the constructed neural network. To ensure efficient convergence of network training and the desired performance of the trained network, several network architectures are investigated and the same is listed in Table 3 . The solution of the motor assembly case can be found by solving the following mathematical models: 
A clearance of 8.9 cms has to be maintained between motor base and crank. By integrating CAD, the Equation (3) is obtained. In Equation (3) the value of , is deformation due to inertia effect and it is obtained by Equation (4). Table 4 . The NSGA II specific data.
Variable type Real variable

Population size 100
Cross over probability 0.7
Real parameter mutation probability 0.2155
Real parameter SBX parameter 10
Real parameter mutation parameter 100
Total no of generation 100 
The value of g δ , deformation due to gravity and v δ , deformation due to velocity effect are obtained by FEA and it is equal to 0.153206 cms. The value of  , angular velocity required for FE simulation is obtained using the following equations. 
Problem (2) is solved by the proposed Non-dominated sorting genetic algorithm II discussed in section 3 and the parameters are listed in Table 4 . The least cost is found to be $ 230.3739, the solution converges in the 38 th generation (Figure 4) and it is found to be less than that of obtained by SA based algorithm which is $ 238.206 [29] .
The values of the variables are as follows. x-base flatness x 1 = 0.086439, motor base flatness x 2 = 0.08 , motor shaft size x 3 = 0.106116, and the motor shaft perpendicularity x 4 = 0.078027 . It can be concluded that the proposed hybrid methodology with BP and NSGA II can solve tolerance synthesis problem effectively. The FEA integration (Figure 8-11) , helps in determining deformation due to inertia effects like gravity, velocity,acceleration, etc., resulting in decrease in the critical assembly feature. The CAD integration (Figure 5) , helps in determining contribution of various tolerances towards the critical assembly feature. The assembly model of the motor assembly is shown in Figure 6 . The exploded view of the motor assembly is shown in Figure 7. 
Conclusions
In this research, the proposed approach provides better formulation of cost-tolerance relationships for empirical data. BP network architecture of configuration 4-6-1 generates a suitable model for cost-tolerance relationship of R 2 value 0.9997, there by eliminating errors due to curve fitting in case of regression fitting. And it also generates more robust outcomes of tolerance synthesis. The proposed non conventional optimization technique obtains an optimal solution better than that of simulated annealing [6] and Response surface methodology (RSM) [1] .This study proposes a tolerance synthesis based on BP learning, a NSGA II based optimization algorithm and CAD interface, in order to ensure that the proposed values of controllable factors (tolerances) satisfies the assembly constraint, even before the start of manufacturing process. There by reducing scrap and rework cost.
