Abstract. Current image acquisition and storage technologies have provided large data sets (with millions of samples) for analysis. Samples may be images from an image database, objects extracted from several images, or image pixels. This scenario is very challenging for traditional machine learning and pattern recognition techniques, which need to be more efficient and effective in large data sets. This lecture presents a recent and successful methodology, which links training samples in a given feature space and exploits optimum connectivity between them to the design of pattern classifiers. The methodology essentially extends the Image Foresting Transform, successfully used for filtering, segmentation and shape description, from the image domain to the feature space. Several supervised and unsupervised learning techniques may be created from the specification of two parameters: an adjacency relation and a connectivity function. The adjacency relation defines which samples form arcs of a graph in the feature space.
