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1.1 Sur les “Grands Syste`mes”
1.1.1 Tentative de caracte´risation
On peut parler de “grand syste`me” ou encore de “syste`me complexe” dans l’un des cas suivants :
• le syste`me est de´crit par un grand nombre de variables et de contraintes, ce qui entraıˆne beau-
coup de calculs et/ou de stockage (la situation la plus typique e´tant celle ou` l’on doit utiliser la
programmation dynamique pour re´soudre le proble`me associe´) ;
• le syste`me global est fait de sous-syste`mes interconnecte´s : il a donc une structure spatiale com-
plexe (voir Figure 1.1), ce qui s’accompagne souvent d’une certaine he´te´roge´ne´ite´ ;
• le syste`me met en jeu des phe´nome`nes a` plusieurs e´chelles de temps ou changeant de fac¸on brutale
au cours du temps : dans ce cas, c’est la structure temporelle qui est complexe (exemple : fuse´e
larguant ses e´tages successifs — Figure 1.2) ;
• le syste`me est commande´ simultane´ment par plusieurs de´cideurs agissant sur (voir Figure 1.3)
l’ensemble du syste`me ou sur des syste`mes interconnecte´s avec
– des informations diffe´rentes : en effet, la centralisation des informations peut eˆtre impossible
ou e´conomiquement prohibitive pour des syste`mes tre`s e´tendus ge´ographiquement),
– des objectifs concordants, ou bien diffe´rents, voire conflictuels.
1.1.2 Quelques exemples typiques de grands syste`mes
On les rencontre notamment a` travers les grands ensembles de production, de distribution et de ser-
vices (eau, e´lectricite´, gaz, te´le´phone et autres te´le´communications, etc.), les re´seaux (de distribution, de
transport), en e´conomie (entreprises a` filiales ou unite´s multiples), . . .
Figure 1.1: Sous-syste`mes interconnecte´s
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phase 1 phase 2 phase 3
Figure 1.2: Trajectoire composite
Figure 1.3: De´cision multi-agents
1.1.3 Ide´es et proble´matiques
Pour contourner ces difficulte´s et exploiter les caracte´ristiques ci-dessus, on fait appel aux ide´es ge´ne´rales
suivantes :
• ide´e de la de´composition pour isoler des sous-syste`mes
– plus petits,
– plus homoge`nes ;
• ide´e de la paralle´lisation des taˆches ;
• en situation stochastique, l’action de plusieurs de´cideurs avec des objectifs communs rele`ve de la
commande stochastique de´centralise´e et de la the´orie des e´quipes ;
• lorsque les objectifs sont diffe´rents voire conflictuels, on entre dans le champ de la the´orie des
e´quilibres et des jeux.
CHAP. 1 : INTRODUCTION 3
1.1.4 Cadre du cours
Dans ce cours, on se limite a` la the´orie de la de´composition-coordination en optimisation : cette situation
se caracte´rise par
• la pre´sence d’un seul de´cideur avec toute l’information disponible (de´cision centralise´e) ;
• la de´finition un seul objectif a` optimiser ;
• on se limite enfin a` la situation de´terministe.
1.2 De´composition-coordination en optimisation : ge´ne´ralite´s
1.2.1 Inte´reˆt de l’optimisation
Du fait de leur taille, les grands syste`mes sont soumis a` une e´conomie d’e´chelle : pour de tels syste`mes,
1% d’e´conomie peut repre´senter beaucoup en valeur absolue.
1.2.2 Avantages de la de´composition
• Les sous-syste`mes e´tant plus petits que le syste`me global sont plus faciles a` traiter (dix sous-
syste`mes de dimension 1, c’est plus facile a` traiter qu’un sous-syste`me de dimension 10 : question
de volume total des calculs, de controˆle des calculs — par exemple, e´viter l’usage de la me´moire
virtuelle).
• Les sous-syste`mes e´tant plus homoge`nes sont plus faciles
– a` comprendre ;
– a` traiter (conditionnement d’un sous-proble`me meilleur que le conditionnement global) ;
– a` simplifier (ide´e de l’agre´gation).
• On a la possibilite´ d’adapter l’algorithme de re´solution a` chaque type de sous-proble`me (“croise-
ment d’algorithmes”).
• On a la possibilite´ de paralle´liser les calculs (paralle´lisme MIMD : Multiple Instructions Multiple
Data).
• Enfin, la re´solution par de´composition constitue un mode`le mathe´matique de de´centralisation des
de´cisions.
1.2.3 Coordination
La coordination intervient a` un niveau hie´rarchique supe´rieur comme illustre´ par la Figure 1.4. La the´orie
de la de´composition-coordination est au carrefour de
• l’ ´Economie mathe´matique ;
• la Recherche Ope´rationnelle ;
• l’Automatique ;
• l’Informatique (calcul paralle`le et re´parti).
La coordination
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Figure 1.4: Coordination
• est ne´cessaire parce qu’on ne renonce pas a` la recherche de l’optimum collectif ;
• est un processus ite´ratif ;
• est un “me´ta-algorithme” d’optimisation : chaque ite´ration est une “question-re´ponse” entre la
coordination et les sous-proble`mes.
1.2.4 Un exemple




(u1 − 7)2 + y21︸ ︷︷ ︸
J1(u1,y1)





y1 = u1 + u2︸ ︷︷ ︸
P1(u1,u2)
et y2 = u1 + u2︸ ︷︷ ︸
P2(u1,u2)
. (1.1b)
On peut essayer d’obtenir la solution par le processus ite´ratif suivant : a` l’e´tape k, la coordina-
tion communique (ou “pre´dit”) uk1 au sous-syste`me 2 et uk2 au sous-syste`me 1, et les sous-proble`mes a`
re´soudre sont alors :
min Ji (ui , yi ) avec yi = Pi (ui , ukj ) , i = 1, 2, j 6= i , (1.2)
ce qui de´finit deux nouvelles valeurs de u1 et u2 utilise´es a` l’e´tape suivante comme nouvelles
“pre´dictions” uk+11 et u
k+1
2 . Ceci est illustre´ par la Figure 1.5.




(7− uk2) , uk+12 =
1
2
(8− uk1) . (1.3)
On montre facilement que cette re´currence est contractante et que son point fixe est
u∞1 = 2 , u∞2 = 3 , y∞1 = 5 , y∞2 = 5 . (1.4)
Exercice 1.1. Retrouver la re´currence (1.3), montrer qu’elle est contractante, et retrouver le point
d’e´quilibre (1.4).






















Figure 1.5: Un exemple
La question est alors de savoir si on peut affirmer que le point d’e´quilibre du processus ite´ratif (1.4)
fournit la solution du proble`me global (1.1).
En fait, la solution du proble`me (1.1) est
u
]
1 = 1 , u]2 = 2 , y]1 = 3 , y]2 = 3 . (1.5)
Trouver l’erreur !
Exercice 1.2. ´Ecrire et re´soudre les conditions d’optimalite´ du proble`me (1.1).
En fait, en de´finissant
G i (ui , u j ) = Ji
(
ui , Pi (ui , u j )
)
, i = 1, 2, j 6= i , (1.6)
on re´alise qu’on n’a pas re´solu le proble`me d’optimisation pose´, mais plutoˆt l’e´quilibre de Nash
∀ui , G i (u∞i , u∞j ) ≤ G i (ui , u∞j ) i = 1, 2, j 6= i . (1.7)
Exercice 1.3. De´montrer cette affirmation en traduisant la me´thode de coordination ci-dessus avec les
notations (1.6), puis en se plac¸ant a` l’e´quilibre. Expliquer en quoi les conditions d’optimalite´ de (1.7)
diffe`rent de celles du proble`me (1.2), une fois celui-ci re´exprime´ en termes des fonctions G i .
1.3 Aperc¸u du cours
Le cours comprend essentiellement deux parties :
1. dans la premie`re partie, on n’a aucune pre´occupation de ge´ne´ralite´ ni de rigueur mathe´matique ; on
cherche plutoˆt, sur deux mode`les simples, a` introduire les ide´es sur la de´composition-coordination,
a` de´velopper les interpre´tations, etc. ;
2. dans la deuxie`me partie, on montre une the´orie ge´ne´rale base´e sur le “principe du proble`me auxi-
liaire” : dans ce cadre, il devient possible
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• de rendre compte de la plupart des me´thodes a` partir d’un minimum de principes de base ;
• de lever certaines restrictions (hypothe`ses de se´parabilite´ ou d’additivite´ des fonctions-couˆt
et des contraintes) qui paraissaient essentielles dans la premie`re partie ;
• d’e´tudier la convergence des algorithmes ite´ratifs de coordination dans un cadre unifie´.
1.4 Pre´requis du cours
On suppose une certaine familiarite´ avec les the´ories et notions de base suivantes :
• analyse convexe ;
• the´orie des conditions ne´cessaires d’optimalite´ du premier ordre (Lagrange-Kuhn-Tucker), et
e´ventuellement du second ordre ;
• the´orie des conditions suffisantes (cas convexe, Lagrangien, dualite´ et fonction duale, point-selle,
etc.) ;
• interpre´tation marginaliste des multiplicateurs de Lagrange-Kuhn-Tucker (fonction pertubation,
i.e. couˆt optimal comme fonction du second membre des contraintes).
Pour toutes ces notions, on pourra consulter le cours “Convexite´ et Optimisation” [9] du meˆme auteur,
ainsi que les re´fe´rences bibliographiques qui y sont mentionne´es.
1.5 Corrige´ des exercices
1.5.1 Corrige´ de l’Exercice 1.1
En remplac¸ant y1 dans l’expression de J1 par u1 + u2, en remplac¸ant ensuite u2 par la “pre´diction” uk2,
puis en annulant la de´rive´e de l’expression ainsi obtenue par rapport a` u1 au point u1 = uk+11 , on obtient
la formule (1.3) pour uk+11 . On proce`de d’une fac¸on analogue pour obtenir uk+12 .





dont les valeurs propres sont de module 1/2 infe´rieur a` 1. La relation affine est donc contractante. Le
point d’e´quilibre est obtenu en posant uk+1 = uk dans (1.3) et en re´solvant le syste`me en u ainsi obtenu :
la solution est (1.4).
1.5.2 Corrige´ de l’Exercice 1.2
On a deux possibilite´s : soit on e´crit les conditions de Lagrange/Kuhn-Tucker pour le Lagrangien du
proble`me (1.1) en ayant dualise´ les contraintes qui relient y a` u, soit on substitue a` chaque yi son ex-
pression en fonction des deux ui dans Ji (voir (1.6)) et on e´crit la stationnarite´ du crite`re ainsi de´fini
(c’est-a`-dire G1 + G2) par rapport a` (u1, u2). Cette seconde fac¸on de proce´der est e´videmment plus
simple et conduit a` un syste`me de deux e´quations (stationnarite´ de G1 + G2 en u1 et u2) a` deux incon-
nues (u1, u2). En re´solvant ce syste`me, on obtient la solution (1.5).
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1.5.3 Corrige´ de l’Exercice 1.3
La de´finition des fonctions G i par (1.6) de´coule de l’e´limination des variables interme´diaires yi au profit
des variables de de´cision ui . Puisque la coordination fixe, dans le proble`me i , la valeur a priori de la
variable u j pour j 6= i , l’optimisation de chaque G i se fait bien par rapport a` ui exclusivement (voir
(1.2)), comme l’indiquent aussi les ine´galite´s (1.7) qui se trouvent donc ve´rifie´es a` l’e´quilibre (c’est-a`-
dire quand les valeurs des ui fixe´es a priori sont retrouve´es comme solutions des sous-proble`mes).
Ce point d’e´quilibre annule donc les de´rive´es partielles de chacun des G i par rapport au ui corres-
pondant, contrairement a` ce qui devrait se passer lorsque l’on conside`re la solution de (1.1). En effet,
comme on l’a vu dans le corrige´ pre´ce´dent, ce proble`me revient a` minimiser la somme G1+G2 par rapport
a` (u1, u2). Par conse´quent, la solution (1.5) est caracte´rise´e par l’annulation des de´rive´es partielles de
cette somme — et non pas de chaque G i — par rapport aux deux ui .
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Chapitre 2
Pre´sentation e´le´mentaire des me´thodes de
de´composition-coordination
2.1 Premier mode`le
2.1.1 Introduction du premier mode`le









2i (ui ) = ϑ . (2.1b)
Ici,
• ui ∈ Rni ,
• U adi est un sous-ensemble convexe ferme´ de Rni ,
• Ji : Rni → R,
• 2i : Rni → Rm ,
• ϑ ∈ Rm est un second membre de contraintes donne´.
Par commodite´, on notera
• u = (u>1 , . . . , u>N )> ou` > symbolise la transposition ;
• par conse´quent u ∈ Rn avec n =∑Ni=1 ni ;
• J (u) =∑Ni=1 Ji (ui ), par conse´quent J : Rn → R ;
• 2(u) =∑Ni=12i (ui ), par conse´quent 2 : Rn → Rm .
Par souci de simplicite´, le cas de contraintes (2.1b) de type e´galite´ sera essentiellement conside´re´.
Lorsque des diffe´rences notables le justifieront, on e´voquera le cas de contraintes ine´galite´.1
Une interpre´tation e´conomique possible de ce proble`me est la suivante :
1Le signe = est remplace´ par le signe ≤ coordonne´e par coordonne´e.
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• N unite´s de production coope`rent au sein d’une meˆme entreprise ; ui repre´sente les variables de
de´cision de l’unite´ i , Ji (ui ) son couˆt ;
• les contraintes (2.1b), qui sont les contraintes couplantes,2 peuvent eˆtre interpre´te´es comme des ob-
jectifs de production (le vecteur ϑ est un vecteur de m quantite´s a` produire) et/ou comme des con-
traintes sur les ressources disponibles (ϑ repre´sente des quantite´s de ressources a` consommer par
les unite´s), et/ou encore comme des e´quations d’e´quilibre des e´changes de produits interme´diaires
entre les unite´s.
2.1.2 De´composition “par les prix”
Intuitivement, une fac¸on de de´centraliser la gestion des unite´s est de faire payer les consommations (ou
de re´mune´rer les productions) de chaque unite´ suivant un certain syste`me de prix, et de laisser chaque
unite´ optimiser son propre bilan. Ce bilan est compose´ du couˆt Ji (ui ) et du couˆt induit par la coordination
〈p,2i (ui )〉, ou` p est un vecteur des prix et 〈·, ·〉 est le produit scalaire dans Rm . Le proble`me de gestion




Ji (ui )+ 〈p,2i (ui )〉
)
. (2.2)
L’objectif de la coordination est alors d’assurer l’objectif de production global, autrement dit,
d’assurer le respect de la contrainte (2.1b) par le choix d’un bon syste`me de prix p.
Soit Ûi (p) l’ensemble des solutions (suppose´ non vide) de (2.2) (et soit Û (p) = Û1(p) × · · · ×
ÛN (p)). Trois ou quatre questions naturelles se posent alors.
Questions 2.1.
1. S’il existe p] ∈ Rm tel qu’il existe û ∈ Û (p]) ve´rifiant (2.1b), alors est-ce que û est solution
du proble`me (2.1) ? La question est en effet de savoir comment la coordination peut reconnaıˆtre
que l’optimum du proble`me global est atteint par la solution trouve´e (par morceaux) par les sous-
proble`mes.
2. Existe-t-il une telle valeur de p] (a` supposer que la re´ponse a` la premie`re question est positive) ?
C’est la question de la coordonnabilite´ par les prix : existe-t-il un tel instrument de coordination ?
3. Quel algorithme permet de trouver p] (a` supposer que la re´ponse aux deux premie`res questions est
positive) ?
4. Une autre question pratique se pose dans le cas ou` Û (p) n’est pas re´duit a` un singleton : tout
û ∈ Û (p]) est-il optimal,3 et sinon comment se´lectionner le bon ?
Le lemme suivant, dont la de´monstration est laisse´e en exercice, apporte une re´ponse aux deux
premie`res questions.
Lemme 2.2. Si il existe p] et û ∈ Û (p]) ve´rifiant (2.1b), alors la paire (̂u, p]) est un point selle du
Lagrangien
L(u, p) = J (u)+ 〈p,2(u)− ϑ〉 (2.3)
sur U ad × Rm , et donc û est une solution de (2.1).
Re´ciproquement, si L a un point selle (u], p]) sur U ad × Rm , alors u] appartient a` Û (p]) et
ve´rifie (2.1b).
2Les contraintes ui ∈ U adi , qui peuvent repre´senter un mode`le de chaque unite´ ou des contraintes de fonctionnement, sont,
elles, de´couple´es.
3 `A la question 2.1-1, on a suppose´ seulement l’existence d’un “bon” û.
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Exercice 2.3. De´montrer le lemme ci-dessus.
Commentaires 2.4.
(a) Le lemme ci-dessus montre que la re´ussite de la coordination par les prix est lie´e a` l’existence
ne´cessaire d’un point selle du Lagrangien du proble`me global (voir cependant le commentaire 2.4-
b ci-dessous). Moyennant cette existence, le proble`me (2.1) — de toute fac¸on toujours e´quivalent
au proble`me du min max de L — est remplace´ par le proble`me du max min. Dans la phase de
minimisation a` p fixe´, on tire alors profit du fait que L(u, p) (voir (2.3)) s’e´crit comme une somme
de L i (ui , p) (le terme −〈p, ϑ〉 e´tant affecte´ arbitrairement a` l’un des termes de la somme). En
effet :




Ji (ui )+ 〈p,2i (ui )〉
)− 〈p, ϑ〉 .
L’existence d’un point selle de L ne peut ge´ne´ralement eˆtre garantie que moyennant des hypothe`ses
de convexite´, de qualification des contraintes, et de comportement a l’infini des fonctions Ji si les
U adi ne sont pas borne´s. Il faut conside´rer cette constation de la ne´cessite´ de l’existence d’un
point selle du Lagrangien global comme une assez sensible limitation du champ d’utilisation de
la me´thode. L’utilisation d’une technique de Lagrangien augmente´4 permet d’e´tendre ce champ
(voir l’Exemple 2.5 ci-dessous) mais il faut surmonter, du point de vue de la de´composition, la
perte d’additivite´ du terme supple´mentaire apporte´ par le Lagrangien augmente´. On renvoie au
Chapitre 4 ou` ce probleme est traite´.
(b) En plus des solutions de (2.2), inte´ressons nous aussi aux points stationnaires5 dont on peut garantir
que ce sont des minima locaux si, de plus, la de´rive´e seconde de (2.2) est de´finie positive. En
supposant qu’une famille {̂ui }i=1,...,N de tels points stationnaires — correspondant a` une certaine
valeur de p — ve´rifient aussi globalement la contrainte (2.1b), alors on montre facilement que
ces points ve´rifient les conditions ne´cessaires d’optimalite´ du premier ordre — voire du second
ordre pour des minima locaux — pour le proble`me global (2.1) : ils peuvent donc e´ventuellement
constituer des solutions de ce proble`me, meˆme si le Lagrangien global n’a pas de point selle.
Il y a cependant dans ce cas une difficulte´ pour e´valuer algorithmiquement la valeur correspon-
dante de p : une telle valeur de p peut n’avoir aucune proprie´te´ caracte´ristique vis-a`-vis de la




comme l’illustre l’Exemple 2.5 que l’on trouvera plus loin, ce qui rend difficile sa recherche par
un algorithme ite´ratif.
(c) Supposant a` nouveau l’existence d’un point selle (u], p]) du Lagrangien du proble`me global, on
conside`re ici la question de la non unicite´ de û(p]). En ge´ne´ral, dans ce cas, tout point de Û (p])
ne ve´rifie pas les contraintes (2.1b), et donc a fortiori n’est pas une solution du proble`me global. Il
ne suffit donc pas de trouver un “bon” prix p] pour avoir re´solu le proble`me.6 Cette difficulte´ est
e´vite´e si on fait une hypothe`se garantissant l’unicite´ de û(p) (par exemple J strictement convexe7)
ou si le Lagrangien est “stable en u”, i.e. tout u ∈ Û (p]) est une solution ; ceci est en particulier
garanti avec l’usage du Lagrangien augmente´.
4Dans le cas d’une contrainte e´galite´ comme (2.1b), on rajoute a` l’expression (2.3) de L un terme c∥∥∑Ni=12i (ui )−ϑ∥∥2/2
ou` c ∈ R+.
5dans le cas le plus simple ou` Ji et 2i sont — e´ventuellement, deux fois — diffe´rentiables, et ou` U ad = Rn
6Voir Exercice 2.30 en fin de chapitre.
7En fait, pour de´montrer la convergence de l’algorithme d’Uzawa dont il est question plus loin, il faut meˆme supposer la
forte convexite´ de J .




Figure 2.1: Graphe de L(·, 0,768)
(d) Dans le cas ou` les contraintes (2.1b) sont des contraintes ine´galite´ 2(u) ≤ ϑ , on sait que le
multiplicateur p doit eˆtre non ne´gatif (p ∈ (R+)m). Une re´ponse positive a` la question 2.1-1 n’est
alors possible qu’en rajoutant une condition supple´mentaire d’“e´carts comple´mentaires”, c’est-a`-
dire que le test d’optimalite´ pour des solutions ûi (p) des sous-proble`mes est maintenant
2 (̂u(p)) ≤ ϑ et 〈p,2(̂u(p))− ϑ〉 = 0 . (2.5)
Cette condition d’e´carts comple´mentaires s’interpre`te intuitivement comme le fait que “les prix ne
doivent pas eˆtre plus forts que le respect des contraintes globales ne l’exige”.
(e) L’avantage pratique de la de´composition par les prix est de faire disparaıˆtre un certain nombre de
contraintes au niveau des sous-proble`mes (par opposition a` la me´thode par les quantite´s de´crite
ci-dessous). L’inconve´nient correspondant est que les solutions ûi (p) des sous-proble`mes ne res-
pecteront la contrainte globale (2.1b) qu’une fois que le syste`me de prix aura converge´ vers sa
valeur optimale au cours de l’algorithme de´crit ci-dessous. C’est pourquoi on parle de “me´thode
non admissible” a` propos de la coordination par les prix.
Exemple 2.5. Il s’agit ici d’un exemple en dimension 1, ne faisant donc pas intervenir la notion de
de´composition, mais cela n’a pas d’importance pour le phe´nome`ne a` illustrer. Soit a` re´soudre
min J (u) avec J (u) = u4 + 0,8 u3 − 1,76 u2 − 0,768 u
sous la contrainte u = 0 (solution e´vidente !). Le Lagrangien L(u, p) = J (u) + pu est stationnaire
en u] = 0 pour p] = 0,768 mais u] correspond a` un maximum local de L(·, p]), et cette fonction a
deux autres points stationnaires, dont un minimum absolu (voir Figure 2.1). Par ailleurs, ψ (voir (2.4)),
toujours concave comme enveloppe infe´rieure de fonctions affines, est maximale en p = 0 :8 p] = 0,768
est donc une valeur “quelconque” vis-a`-vis de cette fonction.
Notons de plus sur cet exemple que l’utilisation du Lagrangien augmente´ Lc(u, p) = J (u) + pu +
cu2/2 avec par exemple c = 4 re´sout toutes ces difficulte´s puisque u] = 0 devient le minimum unique
de L(·, p]) avec p] = 0,768 (voir Figure 2.2) et ψc(p) = minu Lc(u, p) est maximale en p].
Exercice 2.6. Reprendre la question des contraintes ine´galite´ e´voque´e au commentaire 2.4-d et montrer
la ne´cessite´ des conditions (2.5) pour pouvoir de´monter l’e´quivalent du Lemme 2.2 dans ce cas.
8Voir Exercice 2.29 en fin de chapitre.





Figure 2.2: Graphe de Lc(·, 0,768) pour c = 4
Algorithmes. Avec l’interpre´tation e´conomique utilise´e pre´ce´demment, si a` l’ite´ration k de coordina-
tion, avec les prix courant pk , la “demande” globale 2(uk) des unite´s de production (ou` uk ∈ Û (pk))
exce`de l’“offre” ϑ , il faut augmenter les prix, cette augmentation e´tant par exemple directement propor-
tionnelle a` l’e´cart constate´ entre demande et offre, d’ou` la formule ite´rative
pk+1 = pk + ρk(2(uk)− ϑ) , (2.6)
ou` ρk est un “pas” positif.
Du point de vue mathe´matique, cet algoritme est en fait l’algorithme d’Uzawa qui peut encore
s’interpre´ter comme un algorithme de gradient (ou de sous-gradient) pour maximiser la fonctionnelle
concave ψ (voir (2.4)). Une condition suffisante de diffe´rentiabilite´ de ψ est que Û (p) soit toujours
re´duit a` un singleton. Dans le cas contraire, en plus de la non-diffe´rentiabilite´ de ψ , on est confronte´ au
proble`me de´ja` e´voque´ au commentaire 2.4-c quant a` la convergence des uk vers de “bonnes” solutions
du proble`me global9.
D’autres formules ite´ratives (gradients conjugue´s, me´thode de Newton, etc.) peuvent e´galement eˆtre
conside´re´es.
Dans le cas de contraintes ine´galite´, le second membre de (2.6) doit subir une ope´ration de projection
pour maintenir pk+1 non ne´gatif. La formule devient
pk+1j = max
(
0, pkj + ρk
( N∑
i=1
2 j i (uki )− ϑ j
))
, j = 1, . . . ,m .
2.1.3 De´composition “par les quantite´s”
Cette me´thode de de´composition, e´galement connue sous le nom d’“allocation de ressources”, de
“me´thode directe” ou “primale”, est duale de la me´thode par les prix. Au lieu d’agir a` l’aide
d’un syste`me de prix sur la formation des de´cisions des sous-proble`mes, la coordination agit par
l’interme´diaire de quantite´s, en distribuant la ressource disponible (ou en re´partissant l’objectif de pro-
duction) entre les unite´s de production. Le sous-proble`me i se formule alors ainsi :
min
ui∈U adi
Ji (ui ) (2.7a)
sous
2i (ui ) = θi , (2.7b)
9Voir a` nouveau l’Exercice 2.30 en fin de chapitre.
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ou` le vecteur θ = (θ>1 , . . . , θ>N )> appartient au sous-espace de (Rm)N de´fini par la contrainte
N∑
i=1
θi = ϑ . (2.8)
On appellera “allocation” tout vecteur θ ve´rifiant cette contrainte. Le but de la coordination est donc
de trouver la meilleure allocation au sens du crite`re global (2.1a), lorsque les ui sont obtenus via la
re´solution de (2.7) (on notera Ûi (θi ) l’ensemble de ces solutions et Û (θ) = Û1(θ1)× · · · × ÛN (θN )).
Questions 2.7.
1. Existe-t-il une valeur θ ] telle qu’il existe û ∈ Û (θ ]) qui soit solution du proble`me global. C’est la
question de la coordonnabilite´ par allocation de ressources.
2. Si il existe une telle allocation, comment la caracte´riser au niveau de la coordination ? Dans le cas
de la me´thode par les prix, la re´ponse e´tait fournie par la ve´rification de la contrainte globale (2.1b)
par les solutions û(p) des sous-proble`mes (2.2) (plus une condition d’e´carts comple´mentaires dans
le cas de contraintes ine´galite´). Ici, ce test est ipso facto ve´rifie´ par la construction meˆme des sous-
proble`mes et par la contrainte (2.8) portant sur l’allocation de ressources θ (c’est pourquoi cette
approche est qualifie´e d’“admissible”). Il faut donc trouver un autre test d’optimalite´.
3. Quel algorithme permet de trouver θ ] (a` supposer qu’il existe) ?
4. Que se passe-t-il en cas de non unicite´ des solutions des sous-proble`mes ?






ϕi (θi ) sous (2.8) , (2.9)
ou` les fonctions ϕi sont de´finies par
ϕi (θi ) =
{
Ji (̂ui (θi )) si ûi (θi ) est une solution de (2.7),
+∞ si (2.7) n’a pas de solution. (2.10)
L’e´quivalence entre (2.1) d’une part et (2.9) d’autre part est pre´cise´e par le lemme suivant.
Lemme 2.8. Si θ ] est solution de (2.9), toute solution û (θ ]) = (û>1 (θ ]1), . . . , û>N (θ ]N ))> est solution















est solution de (2.9).
Exercice 2.9. Donner une de´monstration de ce lemme.
Ce lemme re´pond a` la question de l’existence de “bons” parame`tres de coordination.
Commentaires 2.10. On notera que contrairement au cas de la me´thode par les prix, la coordonnabilite´
par allocation est pratiquement assure´e de`s que le proble`me global a des solutions, sans supposer que
son Lagrangien admet un point selle.
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Venons en maintenant a` la question 2.7-2 de la caracte´risation de “bons” parame`tres de coordination.
De fac¸on duale a` la me´thode par les prix, on ne peut ici obtenir une caracte´risation d’une bonne allocation
qu’en faisant appel a une notion de “prix marginaux” ou de “sensibilite´” des fonctions ϕi aux variations
des θi , c’est-a`-dire, mathe´matiquement parlant, a` une notion de “de´rive´e” de ϕi (gradient, sous-gradient,
de´rive´e directionnelle, etc.).
Supposons pour l’instant, et ide´alement, que les ϕi sont diffe´rentiables. Une allocation sera optimale
si et seulement si le gradient de
∑
i ϕi est orthogonal a la varie´te´ affine de´finie par (2.8).
Lemme 2.11. Un vecteur g de RN×m compose´ de sous-vecteurs gi , i = 1, . . . , N , dans Rm est ortho-
gonal a` la varie´te´ affine A de´finie par (2.8) si et seulement si gi = g j pour tous i, j . La projection d’un




x j − ϑ
)
, i = 1, . . . , N .
De´monstration. Un vecteur g est orthogonal a` A si, pour tous vecteurs θ et θ ′ dans A, g est orthogonal
a` θ − θ ′. Comme 〈
g, θ − θ ′〉 = N∑
i=1
〈
gi , θi − θ ′i
〉
,
l’e´galite´ des gi est une condition suffisante pour que cette expression soit nulle. Re´ciproquement, pour
tous (i, j) et tout g suppose´ orthogonal a` A, prenons θ and θ ′ telles que
θk = θ ′k = 0 si k 6= i et k 6= j ,
θi = ϑ + gi − g j et θ j = g j − gi ,
θ ′i = ϑ + g j − gi et θ ′j = gi − g j .
Observons que ces θ et θ ′ appartiennent bien a` A et que〈
g, θ − θ ′〉 = 2‖gi − g j‖2 ,
et donc ce produit scalaire est nul seulement si gi = g j .






‖θ − x‖2 sous (2.8) .
Soit p un multiplicateur associe´ a` la contrainte (2.8). En formant le Lagrangien et en de´rivant par rapport
a` θ , on obtient: pour i = 1, . . . , N ,
θ
]
i − xi + p] = 0 .


















i (x) = θ
]
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D’apre`s ce lemme, on peut dire qu’une allocation sera optimale si et seulement si le gradient de
∑
i ϕi a
toutes ses coordonne´es e´gales. Ceci traduit l’ide´e intuitive que, pour que l’on ne puisse plus ame´liorer
une allocation en redistribuant diffe´remment la ressource, il faut que toutes les utilite´s marginales soient
e´gales.
Comment cette ve´rification peut-elle eˆtre faite sur la base des informations fournies par la re´solution
des sous-proble`mes (2.7) ? La the´orie de la dualite´ introduit des multiplicateurs de Lagrange pi associe´s
aux contraintes (2.7b) ; les multiplicateurs optimaux intervenant dans les conditions suffisantes (the´orie
globale de la dualite´ base´e sur l’existence d’un point selle du Lagrangien) ou ne´cessaires (the´orie locale
dans le cas diffe´rentiable) peuvent s’interpre´ter, au signe pre`s, comme les sensibilite´s des fonctions ϕi
aux points θi (nous y reviendrons). On peut alors e´noncer les lemmes suivants qui apportent une re´ponse
a` la question 2.7-2.
On suppose ici que U adi = Rni pour tout i et que toutes les de´rive´es requises existent.
Lemme 2.12. Si, pour une certaine allocation θ , et pour i = 1, . . . , N, le couple (u]i , p]i ) ∈ Rni × Rm












) = θi , (2.12b)
et si tous les p]i sont e´gaux a` une valeur commune p], alors (u], p]) ve´rifie des conditions analogues
pour le proble`me global (2.1) (u] est la concate´nation des u]i alors que p] est la valeur commune des
p]i ).
Exercice 2.13. Donner une de´monstration de ce lemme.
On revient maintenant a` l’hypothe`se que U adi est un sous-ensemble convexe ferme´ quelconque deRni
et la diffe´rentiabilite´ des fonctions n’est plus requise.
Lemme 2.14. Si pour i = 1, . . . , N, le Lagrangien du proble`me (2.7) admet un point selle (u]i , p]i ) sur
U adi × Rm et si tous les p]i sont e´gaux a` une valeur commune p], alors (u], p]) est un point selle du
Lagrangien du proble`me global (2.1) sur U ad × Rm , et donc u] est solution de ce proble`me.
Exercice 2.15. Donner une de´monstration de ce lemme.
Concernant les conditions ne´cessaires (respectivement, suffisantes) du second ordre,10 il n’est pas
possible en ge´ne´ral d’e´noncer un re´sultat e´quivalent, en raison notamment du fait que le produit carte´sien
des sous-espaces des Rni tangents aux contraintes (2.7b) est inclus dans le — mais n’est pas e´gal au —
sous-espace de Rn tangent a la contrainte (2.1b). Ceci est illustre´ par l’exemple suivant (l’exercice
consiste a` de´montrer les affirmations contenues dans cet exemple).
Exemple et Exercice 2.16. Conside´rons un cas ou`
• N = 2,
• ui = (xi , yi ) ∈ R2, i = 1, 2,
• U adi = R2,
• J1 = J2 = J : R2 → R, avec J (x, y) = −x2 − y2 − 4xy,
10Elles font intervenir la condition que la de´rive´e seconde en u du Lagrangien au point ve´rifiant les conditions du premier
ordre soit semi-de´finie positive (respectivement, de´finie positive) sur le plan tangent aux contraintes en ce point.
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• ♦ m = 1, ϑ = 0,
♦ 21 = −22 = 2 : R2 → R
♦ 2(x, y) = x + y.
Pour l’allocation θ1 = θ2 = 0, le point x̂i = ŷi = p̂i = 0, i = 1, 2, (11) ve´rifie les conditions ne´cessaires
du premier ordre et suffisantes du second ordre en ce qui concerne le proble`me (2.7) mais ce n’est pas
le cas pour le proble`me (2.1). En fait, le point 0 ∈ R4 n’est pas un minimum (meˆme local) du proble`me
global (il n’y en a pas et l’infimum vaut −∞12).
L’explication de cette difficulte´ est la suivante :
• l’espace tangent aux contraintes 21(u1) = 0 et 22(u2) = 0 est le sous-espace de R4 des vecteurs
de la forme (a,−a, b,−b)> pour lesquels on ve´rifie facilement que la de´rive´e seconde de J1(u1)+
J2(u2) est de´finie positive ;
• le sous-espace tangent a` la contrainte globale 21(u1) + 22(u2) est le sous-espace de R4 des
vecteurs de la forme (a, b, c, a + b− c)> qui est plus grand que le pre´ce´dent. Sur ce sous-espace,
la de´rive´e seconde de J1(u1) + J2(u2) n’est pas de´finie positive (essayer par exemple le vecteur
(a, 0, 0, a)>).
Commentaires 2.17.
(a) L’existence de multiplicateurs optimaux dans les sous-proble`mes (2.7) est soumise a` une condi-
tion de qualification des contraintes qui peut reveˆtir, par exemple dans le cas convexe, la forme
θi ∈ int2i (U adi ) (voir par exemple [9, Eq. (6.27a)]). Il est e´vident que la satisfaction d’une
telle condition de´pend d’abord des valeurs θi particulie`res choisies, et c’est la question meˆme
de l’existence de solutions primales admissibles qui est d’abord en cause (voir le point 2.17-d
ci-dessous). De plus, l’unicite´ de multiplicateurs optimaux dans les sous-proble`mes (pour les con-
ditions ne´cessaires du premier ordre par exemple dans le cas simple ou` U adi = Rni ) est lie´e a`
l’inde´pendance line´aire des gradients des fonctions-contraintes 2i , ou, autrement dit, a` la surjec-
tivite´ des applications line´aires 2′i (ui ) : Rni → Rm , pour tout i et pour tout ui rencontre´. Ces
conditions sont bien plus difficiles a` assurer que les conditions correspondantes pour le proble`me
global (celles-ci ne portent que sur ∑i 2i : Rn → Rm et non sur chaque 2i se´pare´ment).
(b) Revenons a` la question de la diffe´rentiabilite´ des fonctions ϕi . En fait, il est pratiquement tre`s dif-
ficile, sauf cas tre`s particulier (proble`me a` contraintes line´aires et a` couˆt quadratique par exemple)
de garantir la diffe´rentiabilite´ de ces fonctions, et corre´lativement l’unicite´ des multiplicateurs op-
timaux pi (13). Dans le cas convexe, on sait que−pi est un sous-gradient de ϕi (voir Exercice 2.31,
question 2). Dans des cas plus ge´ne´raux,−pi — celui issu des conditions ne´cessaires d’optimalite´
du premier ordre — peut encore eˆtre relie´ a` une certaine notion de “gradient ge´ne´ralise´” de ϕi . Il
existe de toute facon une difficulte´ pratique a` la ve´rification de l’e´galite´ mutuelle des multiplica-
teurs fournis par la re´solution des sous-proble`mes lorsque ces multiplicateurs ne sont pas uniques :
l’e´galite´ n’aura lieu que pour un certain jeu (un certain choix) parmi les multiplicateurs optimaux
des sous-proble`mes. Voir a` ce sujet l’Exercice 2.32.
Cette difficulte´ est essentiellement duale de celle rencontre´e dans la me´thode par les prix lorsque
Û (p) n’est pas re´duit a` un point unique (voir commentaire 2.4-c). Plus ge´ne´ralement, il s’agit de la
11noter que p̂1 = p̂2
12mais on pourrait e´ventuellement changer cet e´tat de choses en modifiant la fonction couˆt a l’exte´rieur d’une boule centre´e
a` l’origine par exemple, tout en conservant la difficulte´ illustre´e ici
13On peut garantir l’unicite´ des multiplicateurs optimaux par exemple sous les hypothe`ses que J ′i est Lipschitzien, que2
′
i (ui )
— comme application line´aire de Rni dans Rm — est surjective pour tout ui et que U adi = Rni .
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difficulte´ suivante : lorsqu’une fonction n’est pas diffe´rentiable, l’utilisation d’algorithmes de sous-
gradient ou de “gradient ge´ne´ralise´” adapte´s fait e´ventuellement converger l’argument (ici θ ) vers
une valeur optimale, mais rarement les sous-gradients (ici−p) vers les valeurs “optimales” (c’est-
a`-dire vers 0 dans le cas sans contrainte, vers un sous-gradient orthogonal a` la contrainte dans le
cas avec contrainte — qui est ici la contrainte d’appartenance a` la varie´te´ affine des “allocations”).
L’exception est constitue´e par les me´thodes de type “faisceaux” (“bundle” en Anglais) ou certaines
me´thodes de “plans tangents”.
(c) Les solutions des sous-proble`mes correspondant a` n’importe quelle allocation ve´rifie la contrainte
globale (2.1b). Ceci signifie que les ite´re´es successives construites par tout algorithme de coordi-
nation seront des solutions admissibles.
(d) Cet avantage apparent comporte cependant des contreparties se´rieuses. Notons d’abord que pour
certaines allocations, certains sous-proble`mes peuvent ne pas avoir de solution : c’est ce qui arrive
si θi 6∈ 2i
(
U adi
) (interfe´rence des contraintes (2.7b) avec les contraintes ui ∈ U adi )14. Du point de
vue algorithmique, il sera difficile de caracte´riser explicitement le domaine de de´finition le chaque
ϕi ({θi | ϕi (θi ) < +∞}) et donc d’y maintenir le θi correspondant.
(e) Un obstacle plus se´rieux encore surgit s’il y a “trop” de contraintes (2.1b) par rapport au nombre
de variables de de´cisions. Dans le cas de contraintes e´galite´, il est logique de supposer n ≥ m.
Cependant, cette condition n’exclut pas que ni < m pour certains i , de sorte que certains sous-





qui est alors un sous-ensemble d’inte´rieur vide de Rm .
Pour pallier ces inconve´nients, certains auteurs ont propose´ le remplacer les contraintes (2.7b) par
une pe´nalisation du crite`re (2.7a), mais il s’agit la` de me´thodes approche´es.
Algorithmes. L’algorithme le plus simple et qui, de plus, se preˆte bien a` une compre´hension intuitive,
est l’algorithme du gradient (ou sous-gradient) projete´ pour re´soudre (2.9). Cet algorithme peut eˆtre
justifie´ en particulier dans le cas convexe (modulo le fait de maintenir les ite´re´s θ ki successives dans le
domaine des fonctions ϕi ). Ayant obtenu les multiplicateurs pki (ceux de la the´orie locale de la dualite´ —
conditions ne´cessaires — qui coı¨ncident avec ceux de la the´orie globale si les Lagrangiens ont un point
selle), en utilisant la formule de projection du Lemme 2.11, on passe a` la nouvelle allocation θ k+1 par la
formule





 , i = 1, . . . , N , (2.13)
qui suppose que θ ki ve´rifie de´ja` (2.8). La suite {εk} ve´rifie15
εk > 0 ,
∑
k∈N
εk = +∞ ,
∑
k∈N
(εk)2 < +∞ .
Le signe positif de εk (alors qu’il s’agit de minimiser dans (2.9)) s’explique par le fait que c’est −pi qui
est un sous-gradient de ϕi en θi .
Intuitivement, la coordination redistribue la ressource proportionnellement a l’e´cart constate´ entre
chaque utilite´ marginale et la moyenne arithme´tique de celles-ci. L’algorithme s’arreˆte (the´oriquement)
lorsque toutes les utilite´s marginales sont devenues e´gales. En comple´ment au commentaire 2.17-c ci-
dessus, il convient donc de dire que la me´thode produit des solutions primales toujours admissibles mais
des solutions duales non admissibles — ou non consistantes : c’est la situation duale de la me´thode par
les prix ou` le vecteur les prix e´tait le meˆme pour tous les sous-proble`mes.
14Voir encore a` ce sujet l’Exercice 2.32
15Voir l’Annexe, §2.3, sur cette technique de pas en se´ries divergentes en fin de chapitre.
CHAP. 2 : DE´COMPOSITION-COORDINATION : PRE´SENTATION E´LE´MENTAIRE 19
Commentaires 2.18. Pour le cas des contraintes ine´galite´, le plus simple, algorithmiquement, est de
transformer (2.7b) en ine´galite´ et de maintenir (2.8) sous forme d’e´galite´. Alors, la formule (2.13) est
encore valable. Pour l’e´nonce´ du Lemme 2.8, l’e´quation (2.11) doit eˆtre remplace´e par
θ
]









, i = 1, . . . , N . (2.14)
Exercice 2.19. Rede´montrer le Lemme 2.8 dans ce cas.
Des strate´gies plus sophistique´es (du type approximations successives “internes” ou “externes” des
ϕi ) ont e´te´ propose´es dans la litte´rature pour re´soudre le proble`me (2.9) dans le cas convexe. Par exemple,
on peut repre´senter une forme approche´e des fonctions ϕi comme l’enveloppe supe´rieure d’un certain
nombre d’hyperplans d’appui : a` l’e´tape k, au point θ ki , on a ϕi
(
θ ki
) = Ji(uk+1i ) ; le sous-gradient
correspondant e´tant −pk+1i , un hyperplan d’appui est repre´sente´ par la fonction affine
f ki (θi ) = Ji
(
uk+1i
)+ 〈pk+1i , θ ki − θi 〉 .
La remise a` jour de θ ki consiste a` rechercher le minimum, pour les allocations admissibles, de la somme










θi = ϑ ; yi ≥ Ji
(
ul+1i
)+ 〈pl+1i , θ li − θi 〉 ,
i = 1, . . . , N , l = 0, . . . , k .
2.1.4 De´composition “par pre´diction”
Dans le cadre du premier mode`le (proble`me (2.1)), cette me´thode est moins bien connue que les deux
pre´ce´dentes. Elle a e´te´ introduite par Mesarovic et associe´s [22] dans un cadre plus proche du deuxie`me
mode`le ci-dessous sous le nom de “interaction prediction principle”, et nous montrerons qu’il s’agit
bien de la meˆme me´thode que celle expose´e ci-apre`s. C’est pourquoi nous avons conserve´ l’appellation
originale qui n’est pourtant pas tre`s heureuse.
Comme pour les me´thodes pre´ce´dentes, nous en donnons d’abord une pre´sentation intuitive. Celle-ci
ne´cessite l’introduction d’une nouvelle de´composition, ce qui est un fait nouveau par rapport a` ce qui
pre´ce`de : cet e´le´ment nouveau caracte´rise cette me´thode. En effet, a` la de´composition de l’espace Rn
des de´cisions, nous allons associer une de´composition de l’espace Rm des contraintes. Afin de conserver
initialement une syme´trie dans le roˆle joue´ par chaque sous-proble`me, nous supposerons que Rm est
lui aussi de´compose´ en un produit de exactement N sous-espaces Rmi avec
∑N
i=1 mi = m. Ceci n’est
e´videmment pas toujours possible (par exemple si m < N ). Nous e´carterons donc ces cas pour l’instant,
mais nous le`verons cette restriction plus tard. Nous noterons 2 j i l’application de Rni dans Rm j obtenue
par composition de l’application2i de Rni dans Rm et de la projection de Rm dans Rm j paralle`lement au
produit des autres sous-espaces composants.
Sur le plan de l’interpre´tation, cette de´composition de l’espace des contraintes revient a` “allouer”
ces contraintes aux sous-proble`mes, autrement dit a` rendre responsable chaque unite´ de production de
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certains types de fabrications (ou de la gestion d’un certain nombre de ressources) repre´sente´es par les
coordonne´es correspondantes du vecteur ϑ . `A ce propos, ϑi de´signera de´sormais la projection de ϑ sur
Rmi , ce qui ne devra pas eˆtre confondu avec la notation θi introduite au §2.1.3 et qui de´signait un e´le´ment
de Rm et non de Rmi .
Chaque unite´ i recevra donc une contrainte a` valeurs dans Rmi . Elle devra assurer le comple´ment a`
ϑi des productions (ou la consommation comple´mentaire des ressources) par rapport au total, note´ wi ,
de ce qui aura e´te´ “pre´dit” (ou annonce´) pour les autres unite´s. Comme l’activite´ de l’unite´ i aura aussi
pour effet de fabriquer des produits de types ϑ j pour j 6= i (ou de consommer des ressources de ces
types) en quantite´s 2 j i (ui ) (lorsque le niveau d’activite´ est fixe´ par la de´cision ui ), un certain syste`me
de prix µ j (e´galement annonce´ a` l’avance) permettra d’incorporer ces quantite´s au bilan de l’unite´ i .
Finalement, pour des pre´dictions wi du niveau de production ou de consommation des autres unite´s j
quant aux ressources de type i (respectivement, des pre´dictions µ j des prix marginaux des produits ou















2i i (ui ) = ϑi − wi . (2.15b)
La pre´sence des termes marque´s essentiel est en effet essentielle. L’exemple du §1.2.4 a montre´ que
sans ces termes, il n’est pas possible de construire une me´thode de coordination valide. Pour les justifier
pleinement, on doit se poser a` nouveau l’e´quivalent des questions 2.1, c’est-a`-dire
1. celle de la caracte´risation de l’optimalite´, vis-a`-vis du proble`me global (2.1), des solu-
tions obtenues en re´solvant les sous-proble`mes (2.15) en utilisant uniquement les e´le´ments
d’information issus de la re´solution de ces sous-proble`mes ;
2. celle de l’existence de parame`tres de coordination (en l’occurrence ici w et µ) conduisant a cette
optimalite´ ;
3. enfin celle des algorithmes permettant de trouver ces “bons” parame`tres.
Les re´ponses aux deux premie`res questions sont apporte´es par les lemmes suivants. Dans le lemme qui
suit, on suppose a` nouveau que U ad = Rn et que les fonctions sont diffe´rentiables.
Lemme 2.20. Si les conditions ne´cessaires du premier ordre16 sont verifie´es dans les sous-




2i j (̂u j ) , (2.16a)
µi = p̂i , (2.16b)
alors (̂u, p̂) ve´rifie aussi ces conditions ne´cessaires pour le proble`me (2.1). Re´ciproquement, si (u], p])
ve´rifie les conditions ne´cessaires du premier ordre pour le proble`me global, alors en prenant les
“pre´dictions” w] et µ], obtenues a` partir de (u], p]) et des e´quations (2.16), pour de´finir les sous-
proble`mes (2.15), les couples (u]i , p]i ) verifient aussi ces conditions ne´cessaires pour ces sous-proble`mes.
Exercice 2.21. Donner une de´monstration de ce lemme.
16analogues a` celles e´voque´es au Lemme 2.12
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La premie`re partie de cet e´nonce´ fournit le test d’optimalite´ e´voque´ dans la premie`re question
ci-dessus. La re´ciproque fournit une re´ponse a` l’existence de bons parame`tres de coordination.
La de´monstration du lemme (laisse´e en exercice) montre l’utilite´ des termes marque´s essentiel
dans (2.15a).
Au lieu de s’appuyer sur la the´orie des conditions ne´cessaires d’optimalite´ du premier ordre, nous
nous penchons maintenant vers celle des conditions suffisantes. Dans le lemme qui suit, on revient a` U ad
comme sous-ensemble convexe ferme´ de Rn et la diffe´rentiabilite´ des fonctions n’est plus requise.
Lemme 2.22. Si pour i = 1, . . . , N, (̂ui , p̂i ) est un point selle du Lagrangien du proble`me (2.15) sur
U adi × Rmi et si les e´quations (2.16) sont satisfaites, alors (̂u, p̂) est un point selle du Lagrangien du
proble`me (2.1) sur U ad × Rm et donc û est solution de ce proble`me. Re´ciproquement, si (u], p]) est un
point selle du Lagrangien du proble`me global, il en est de meˆme de (u]i , p
]
i ) pour ce qui concerne le
proble`me (2.15) a` condition de de´finir (w,µ) a` partir de (u], p]) et des e´quations (2.16).
Exercice 2.23. Donner une de´monstration de ce lemme.
Comme dans la me´thode par allocation de ressources, il n’est pas possible d’e´noncer des re´sultats
e´quivalents pour les conditions ne´cessaires ou suffisantes du second ordre (the´orie locale de la dualite´), ni
dans un sens ni dans l’autre, comme le montrent les deux exemples qui suivent. Ceci tient essentiellement
au fait que le produit carte´sien des sous-espaces des Rmi tangents aux contraintes (2.15b) est a priori
diffe´rent du sous-espace de Rm tangent aux contraintes (2.1b) : il n’y a ici aucune relation d’inclusion ni
dans un sens, ni dans l’autre.
Exemple et Exercice 2.24. On reprend l’Exemple 2.16 en rajoutant une contrainte
min (−x21 − y21 − 4x1 y1 − x22 − y22 − 4x2 y2) (2.17a)
sous
x1 + y1 − x2 − y2 = 0 , (2.17b)
x1 + y1 − x2 − 2y2 = 0 . (2.17c)
On rappelle la de´composition de u en u1 = (x1, y1) et u2 = (x2, y2). La premie`re contrainte est “alloue´e”




(−x21 − y21 − 4x1 y1 + µ2(x1 + y1)) (2.17d)
sous




(−x22 − y22 − 4x2 y2 + µ1(−x2 − y2)) (2.17f)
sous
− x2 − 2y2 = −w2 . (2.17g)
En prenant (w,µ) = (0, 0) ∈ R2 × R2, on trouve que (̂u1, p̂1) = (̂u2, p̂2) = (0, 0) ∈ R2 × R ve´rifient
les conditions ne´cessaires du premier ordre et suffisantes du second ordre pour les sous-proble`mes 1 et 2
respectivement.
Pourtant le point û = 0 ∈ R4 n’est pas un minimum local du proble`me global (la` encore il n’y en a
pas) et il ne ve´rifie pas, avec p̂ = 0 ∈ R2, des conditions du second ordre pour le proble`me global.
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Exemple et Exercice 2.25. On conside`re un proble`me de meˆme dimension que ci-dessus :
min (x21 + y21 + 3x1 y1 + x22 + y22 − 3x2 y2) (2.18a)
sous
x1 + y1 + x2 + y2 = 0 , (2.18b)
x1 − y1 + x2 − y2 = 0 . (2.18c)
et la meˆme de´composition en sous-proble`mes que dans l’exemple pre´ce´dent. On ve´rifie que u] = 0 ∈
R4 est le seul minimum du proble`me (le crite`re restreint au sous-espace de dimension 2 de´fini par les
contraintes est strictement convexe). De plus la paire (u], p]) (avec p] = 0 ∈ R2) ve´rifie les conditions
ne´cessaires du premier ordre, et suffisantes du second ordre.




(x21 + y21 + 3x1 y1 + µ2(x1 − y1)) (2.18d)
sous




(x22 + y22 − 3x2 y2 + µ1(x2 + y2)) (2.18f)
sous
x2 − y2 = −w2 . (2.18g)
En prenant (w,µ) = (0, 0), on s’aperc¸oit que les conditions du second-ordre ne sont verifie´es en (0, 0) ∈
R2×R dans aucun des deux sous-proble`mes. Les points ui = 0 ∈ R2 correspondent meˆme a` des maxima
des sous-proble`mes ci-dessus !
Commentaires 2.26.
(a) La situation de l’Exemple 2.25 est e´videmment beaucoup plus geˆnante que celle de l’Exemple 2.24
car cela signifie que la solution du proble`me global ne peut pas eˆtre trouve´e dans ce cas par la for-
mulation (2.15) des sous-proble`mes si on ne se contente pas de satisfaire les conditions du premier
ordre et si on insiste pour ve´rifier aussi celles du second ordre. En fait, les sous-proble`mes (2.15)
sont un outil pour re´soudre ces conditions ne´cessaires du premier ordre. Le passage de la station-
narite´ a` la minimalite´ ne´cessite implicitement de “convexifier” les sous-proble`mes, mais il faut
alors sortir du cadre e´lementaire dans lequel on se situe ici. Dans le cas ou` des conditions suffi-
santes, issues de la the´orie globale de la dualite´, sont ve´rifie´es (c’est en particulier le cas pour les
proble`mes convexes), les choses sont beaucoup plus simples.
(b) Le cas des contraintes ine´galite´ n’offre formellement aucune difficulte´ d’adaptation. L’e´tude de la
convergence des algorithmes de´crits ci-dessous est par contre plus difficile dans ce cas (elle n’a pu
eˆtre re´alise´e a` ce jour).
(c) Les meˆmes difficulte´s que pre´ce´demment existent e´videmment en ce qui concerne la ve´rification
du “test” (2.16) en cas de non unicite´ des solutions primales et duales des sous-syste`mes.
(d) La me´thode est “non admissible” du point de vue primal en ce sens que, comme dans la coordi-
nation par les prix, les solutions primales des sous-syste`mes ne ve´rifient en ge´ne´ral la contrainte
globale (2.1b) que pour une valeur particulie`re des parame`tres de coordination. Par contre, par
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type de production (ou de ressource), il n’existe qu’un seul prix (a` l’inverse de la coordination par
les quantite´s) ; c’est-a`-dire que la me´thode est admissible (ou consistante) du point de vue dual.
(e) Dans le premier algorithme expose´ ci-dessous, pour chaque ressource (ou production), le prix
est e´labore´ par le sous-syste`me ayant rec¸u la responsabilite´ de cette ressource : ici intervient
la fac¸on dont les contraintes (2.1b) ont e´te´ distribue´es parmi les sous-proble`mes. En e´cho au
commentaire 2.17-e, il devient possible (et souhaitable) de s’arranger pour que mi ≤ ni pour
i = 1, . . . , N . La situation est donc beaucoup moins contraignante qu’avec la coordination par les
quantite´s.
(f) Par contre, contrairement au cas de la coordination par les prix, une partie des contraintes (2.1b)
se retrouve dans chaque sous-proble`me. Il existe donc un risque, si 2i i (U adi ) n’est pas e´gal a` Rmi ,
que certains sous-proble`mes n’aient pas de solution admissible pour certaines “pre´dictions” wi
de´terminant le second membre de (2.15b). Pratiquement, dans certaines applications, il peut eˆtre
utile de remplacer les contraintes de´compose´es ui ∈ U adi par une “pe´nalisation exacte” du crite`re
afin de diminuer ce risque (on e´tend ainsi la minimisation a` Rni tout entier). Cependant, ceci con-
duira a` des fonctions couˆt non diffe´rentiables (mais encore additives). La the´orie correspondante
n’est malheureusement pas disponible.
(g) Revenons sur la restriction que l’espace Rm des contraintes soit de´compose´ en N espaces com-
posants exactement. S’il est decompose´ en moins de N composants (par exemple si m = 1 et si
N > 1), certains sous-proble`mes ne recevront pas de contraintes du type (2.15b) (et n’auront donc
pas a` e´laborer de multiplicateurs pi ). Il n’y a la`, cependant, aucune difficulte´ particulie`re pour
adapter la me´thode qui a e´te´ de´crite ci-dessus dans une situation plus syme´trique.
Exercice 2.27. Se pencher sur la situation e´voque´e au commentaire 2.26-g ci-dessus et e´crire en de´tail
les sous-proble`mes a` de´finir a` la place de (2.15) en conside´rant par exemple le cas N = 2,m = 1.
Algorithmes.
Algorithme de point fixe. L’algorithme le plus imme´diatement sugge´re´ par la me´thode de
de´composition-coordination elle-meˆme consiste a` partir d’une “pre´diction” initiale (w0, µ0), a` re´soudre
les sous-proble`mes (2.15), ce qui conduit, pour i = 1, . . . , N , a` des solutions u1i et p1i (comme multipli-
cateur associe´ a` (2.15b)), puis a` repartir pour une nouvelle ite´ration avec la nouvelle pre´diction (w1, µ1)
de´finie par les relations (2.16) ou` l’on a place´ (u1, p1) au second membre, et ainsi de suite. . . Autrement









µk+1i = pk+1i . (2.19b)
Contrairement a` la situation rencontre´e avec les deux me´thodes pre´ce´dentes, il n’y a donc pas dans cet
algorithme, a` proprement parler, un niveau hie´rarchique supe´rieur charge´ de la coordination. Celle-ci
s’ope`re par e´change direct d’informations entre les sous-proble`mes.
Pour ame´liorer la convergence, on peut envisager une sous- ou une sur-relaxation sur le couple
(wk, µk), c’est-a`-dire qu’au lieu des formules (2.19), on utilise plutoˆt :








µk+1i = (1− ρk)µki + ρk pk+1i , (2.20b)
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ou` εk et ρk sont des nombres positifs. On parle de sur-relaxation si ces nombres sont plus grands que 1 et
de sous-relaxation si ils sont plus petits que 1 (le cas ou` ils sont e´gaux a` 1 revient a` l’algorithme (2.19)).
Comme il est toujours difficile de garantir l’unicite´ des multiplicateurs optimaux notamment, et
comme toute non unicite´ est, sur le plan algorithmique, ge´ne´ralement une source de difficulte´s, il n’est
pas e´tonnant que la convergence de ces algorithmes n’ait pu eˆtre e´tablie que dans le seul cas ou` l’on
peut pratiquement assurer cette unicite´, a` savoir le cas de contraintes e´galite´ affines, de fonctions couˆt
quadratiques et en l’absence d’autres contraintes de type ui ∈ U adi .
Les conditions de convergence obtenues font apparaıˆtre des conditions structurelles, ou
ge´ome´triques, sur le de´coupage de l’application 2 : Rn → Rm en applications 2i j : Rn j → Rmi
qui mettent directement en cause la fac¸on dont les contraintes (2.1b) ont e´te´ re´parties entre les sous-
proble`mes (voir (2.15b)). Une re`gle pratique et intuitive est de proce´der au de´coupage et a` l’allocation
des contraintes qui rendent la partie bloc-diagonale17 de 2′(u) (de´rive´e de 2 en u) la plus “dominante”
possible (autrement dit, d’affecter a` un sous-proble`me i les contraintes ou` l’influence de ui est plus forte
que celle des autres u j autour d’un point nominal u, en espe´rant que cette proprie´te´ est uniforme par
rapport au point nominal u). Cependant, ce cas favorable n’est pas le seul possible et les conditions
structurelles recouvrent d’autres cas inte´ressants qui seront examine´s plus loin dans le cours.
L’algorithme ci-dessus, que nous appellerons “algorithme de point fixe” (e´ventuellement sur- ou
sous-relaxe´) a e´te´ le premier historiquement introduit, et il peut paraıˆtre a` premie`re vue assez naturel.
Cependant, une analyse mathe´matique plus fine montre qu’il n’est pas aussi naturel qu’il y paraıˆt et
qu’un algorithme alternatif finalement plus conforme aux principes variationnels habituels est possible.











2i j (u j ) , i = 1, . . . , N .
Le Lagrangien de ce proble`me est








µ j ,2 j i (ui )
〉− 〈µi , wi 〉) .
La de´composition par pre´diction peut eˆtre vue comme le fait de fixer les parame`tres de coordination
(w,µ), puis de re´soudre les conditions ne´cessaires du premier ordre (ou les ine´galite´s du point selle si
celui-ci existe) par rapport au couple (u, p), ce qui conduit aux sous-proble`mes (2.15), et finalement de












2i j (u j )− wi .
Dans l’algorithme de point fixe (2.19), les conditions de stationnarite´ ∂L/∂wi = 0 ont e´te´ utilise´es pour
remettre a` jour µi , tandis que les conditions ∂L/∂µi = 0 ont permis de remettre a` jour wi .
Supposons que le Lagrangien L a un point selle en (u, w; p, µ) sur (U ad × Rm) × (Rm × Rm),
et plus ge´ne´ralement que les minimisations par rapport a` u et w, et les maximisations par rapport
17ope´rateur ou` on ne garde que les blocs indexe´s i i , i = 1, . . . , N ,
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a` p et µ peuvent eˆtre accomplies dans un ordre arbitraire (ce qui suppose pratiquement que L est
convexe-concave) ; alors, une fois que les sous-proble`mes ont re´solu minu maxp L a` (wk, µk) fixe´s,
fournissant ainsi (uk+1, pk+1), il reste a` re´soudre le minw maxµ L , ce qui peut eˆtre accompli par une sorte
d’algorithme d’Arrow-Hurwicz paralle`le, a` savoir




(uk+1, wk, pk+1, µk)
)>









(uk+1, wk, pk+1, µk)
)>






)− wki ) . (2.22b)
Ces e´quations sont a` comparer aux formules (2.20).
Remarque 2.28. L’e´quation (2.22b) s’e´crit encore











. Cette e´quation est la meˆme que l’e´quation (2.6) de la me´thode
par les prix.
In [11], une preuve de convergence est donne´e essentiellement sous les hypothe`ses que J est forte-
ment convexe, que 2 est line´aire, et que tous les 2i i sont surjectives : la convergence est obtenue pour
εk et ρk assez petits (on y reviendra dans la suite du cours) sans que des conditions structurelles comme
celles e´voque´es plus haut pour l’algorithme de point fixe soient requises.
Dans [11], un exemple nume´rique montre qu’il existe de fait une certaine comple´mentarite´ entre les
deux types d’algorithmes : l’algorithme de point fixe marche mieux que l’algorithme d’Arrow-Hurwicz
pour des couplages faibles entre sous-proble`mes (2i j , j 6= i , est petit compare´ a` 2i i ), alors que ce
dernier devient meilleur pour des interactions fortes (l’autre ne marchant plus e´ventuellement).
Enfin, dans [11], des versions se´quentielle et implicite de l’algorithme (2.22a)–(2.22b) se sont ave´re´es
meilleures que la version paralle`le. Une version se´quentielle consiste a` remettre a` jour w d’abord par
(2.22a), puis a` utiliser la nouvelle valeur wk+1 au second membre de (2.22b) a` la place de wk . L’autre
version se´quentielle proce`de dans l’ordre inverse. Enfin, la version implicite, la meilleure de toutes
d’apre`s les expe´riences nume´riques, consiste a` mettreµk+1 a` la place deµk au second membre de (2.22a),
et de meˆme wk+1 a` la place de wk au second membre de (2.22b), ce qui conduit a` un syste`me line´aire
implicite en (wk+1, µk+1). Sa re´solution conduit aux formules explicites suivantes :












)− wki ) , (2.22c)








)− wki )+ εkρk1+ εkρk (pk+1i − µki ) . (2.22d)
2.1.5 Une classification politico-e´conomique des me´thodes de de´composition-coordina-
tion
Nous nous livrons ici a` une interpre´tation politico-e´conomique des trois me´thodes de de´composition-
coordination examine´es jusqu’a` maintenant, en les envisageant sous leur aspect de de´centralisation des
de´cisions parmi N acteurs suppose´s en accord sur (ou contraints a`) la recherche d’un optimum collectif.
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• On peut interpre´ter la coordination par les prix comme la situation de l’e´conomie libe´rale base´e sur
des incitations en termes de prix, sur l’ajustement de ces prix par la loi de l’offre et de la demande,
etc.
• `A l’oppose´ (de fac¸on duale), la coordination par les quantite´s peut eˆtre vue comme la situation
d’une e´conomie planifie´e dans laquelle des objectifs en termes des production (ou de consomma-
tion) sont assigne´s par le niveau hie´rarchique supe´rieur.
• Enfin, la coordination par pre´diction peut eˆtre vue comme un mode`le de syste`me autogestionnaire
dans lequel il n’y a plus de niveau hie´rarchique supe´rieur, et ou` chaque acteur est responsable d’un
secteur particulier d’activite´ (traduit par l’allocation des contraintes requise par cette approche).
2.2 Deuxie`me mode`le
2.2.1 Introduction du second mode`le
On reprend maintenant l’examen des trois me´thodes de de´composition-coordination pre´ce´dentes, mais
en les appliquant a` un autre type de proble`me d’optimisation. Ce type de proble`me est plus proche de la
situation ou` l’on cherche a optimiser un syste`me compose´ de sous-systemes interconnecte´s. L’interaction
entre sous-proble`mes viendra donc ici de l’existence de variables d’interconnexion plutoˆt que du partage
de ressources communes comme pour le premier mode`le. Sur le plan mathe´matique, il n’y a cependant
aucune diffe´rence fondamentale entre les deux situations et l’on va s’empresser de transposer le second
mode`le dans le cadre du premier mode`le afin de retrouver les trois me´thodes de´ja` de´crites. L’intereˆt
d’examiner le second mode`le est qu’au niveau de l’interpre´tation et pour certaines conside´rations pra-
tiques, cet examen re´ve`le des points qui n’ont pu eˆtre mis en e´vidence avec le premier mode`le.
Pour motiver le second mode`le, conside´rons le cas simple d’un proble`me de commande optimale
line´aire-quadratique :





x>(t)Qx(t)+ u>(t)Ru(t)) dt , (2.23b)
ou` x(t) ∈ Rm est le vecteur d’e´tat, u(t) ∈ Rn est le vecteur de commande, F,G, Q, R sont des matrices
de dimensions approprie´es (Q et R syme´triques). Quant a` x˙(t), c’est une notation traditionnelle pour
dx(t)/dt .
Supposons que x est decompose´ en N composantes x> = (x>1 , . . . , x>N ), xi ∈ Rmi et de meˆme
u> = (u>1 , . . . , u>N ) avec ui ∈ Rni . Conside´rant la decomposition par blocs correspondante des matrices,
on peut e´crire
x˙i = Fi i xi + G i i ui + vi , xi (t0) = ξi , (2.24)





Fi j x j + G i j u j
)
, i = 1, . . . , N . (2.25)
Pour conserver l’hypothe`se d’un crite`re (2.23b) additif, on supposera Q et R bloc-diagonales (Qi j = 0
et Ri j = 0 pour i 6= j).
`A condition initiale ξi fixe´e, l’e´quation diffe´rentielle (2.24) de´finit une application
xi = Pi (ui , vi ) , (2.26)
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Tableau 2.1: Correspondances entre premier et second mode`les
i 6= j →
1er mode`le 2e`me mode`le
ui (ui , vi )
Ji Ji
ϑ 0
2i i (ui ) −vi
2i j (u j ) Hi j (u j , v j )
ou` ui , vi , xi sont des fonctions du temps t sur [t0, tf]. En utilisant (2.26) dans le second membre de (2.25),




Hi j (u j , v j ) , i = 1, . . . , N , (2.27a)
avec une de´finition e´vidente de Hi j . De meˆme, en utilisant (2.26) dans (2.23b), cette inte´grale peut
s’e´crire comme une fonctionnelle de (u, v) ayant la forme
J (u, v) =
N∑
i=1
Ji (ui , vi ) . (2.27b)
On se pose donc le proble`me de la minimisation de (2.27b) sous les contraintes (2.27a) (on supposera que
les contraintes sur u sont de la forme ui ∈ U adi et qu’il n’y a pas de contrainte d’e´tat). Ceci constitue notre
second mode`le. Il est facile de voir que celui-ci peut-eˆtre identifie´ au premier mode`le (2.1) en e´tablissant
les correspondances de´crites dans le Tableau 2.1. Avec l’aide de ces correspondances, examinons alors
la “traduction” des me´thodes de de´composition-coordination sur ce second mode`le.
2.2.2 De´composition par les prix








p j , H j i (ui , vi )
〉− 〈pi , vi 〉) , (2.28)
et l’algorithme de coordination s’e´crit
pk+1i = pki + ρk
(∑
j 6=i





ou` (uki , v
k
i ) est une solution du proble`me (2.28) correspondant au syste`me de prix pk . Les interpre´tations
sont les meˆmes qu’au §2.1.2.
Le fait nouveau que re´ve`le l’application de cette me´thode par les prix au mode`le est le suivant.
Conside´rons a` nouveau le proble`me de commande optimale (2.23) et supposons que la matrice R est
de´finie positive, et meˆme “suffisamment positive” pour que ce proble`me soit strictement convexe en u
(x e´tant conside´re´ comme fonction de u via (2.23a)) meˆme si Q n’est pas de´finie positive, voire si elle
est non de´finie. Comme vi est une fonction affine de x (voir (2.25)), et compte tenu de la de´finition de
Ji (ui , vi ) dans ce cas, il est clair que Ji risque de ne pas eˆtre strictement convexe en vi , voire d’eˆtre non
convexe. Dans ces conditions, il se peut qu’il n’y ait pas de solution unique au proble`me (2.28) (18) et,
18voire pas de solution du tout, par exemple si infvi Ji (ui , vi ) = −∞
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corre´lativement, que le Lagrangien du proble`me (2.27) ait un point selle en (u, v; p) non unique en v
(ce qui conduit aux difficulte´s algorithmiques de´ja` e´voque´es), voire pas de point selle du tout (ce qui,
comme de´ja` vu, fait e´chouer la coordination par les prix).
Ainsi, partant d’un proble`me global bien pose´ (strictement convexe en u comme on l’a suppose´), on
aboutit a` des sous-proble`mes mal conditionne´s. Ceci est lie´ au fait qu’en plus des variables de de´cision
“naturelles” u du proble`me initial, on a introduit artificiellement d’autres variables de de´cision vi au
niveau des sous-proble`mes. En effet, dans (2.28), la minimisation porte a la fois sur ui et vi . Ceci ne
se produira pas avec les deux autres me´thodes examine´es ci-dessous. Ce phe´nome`ne souligne un in-
conve´nient de la me´thode par les prix19. De surcroıˆt, l’accroissement du nombre de variables a` optimiser
au niveau des sous-proble`mes peut s’ave´rer assez pe´nalisant dans certaines applications sur le plan de la
re´solution nume´rique.
2.2.3 De´composition par les quantite´s
Graˆce aux correspondances du Tableau 2.1, le proble`me (2.7) se traduit directement ici par
min
ui∈U adi ,vi∈Rmi
Ji (ui , vi ) (2.30a)
sous
− vi = θi i , (2.30b)
H j i (ui , vi ) = θ j i , (2.30c)
les vecteurs θi = (θ>1i , . . . , θ>Ni )> dans Rm e´tant ceux qui au §2.1.3 de´finissent une allocation qui doit
ve´rifier (2.8) (avec ici ϑ = 0). De meˆme, l’algorithme (2.13) se traduit ici par









, i = 1, . . . , N , j = 1, . . . , N , (2.31)
ou` pkji est le multiplicateur associe´ a` la contrainte (2.30c) si j 6= i , et pkii est associe´ a` (2.30b). On





















On note aussi que dans cette me´thode, au niveau des sous-proble`mes, la minimisation est effectue´e par
rapport a` ui uniquement car la valeur de vi est impose´e par la coordination (voir (2.30b)). Ceci peut
repre´senter un avantage par rapport a` la me´thode par les prix. Par contre, et nous retrouvons la` un
inconve´nient de´ja` discute´ au commentaire 2.17-e, les contraintes (2.30c) peuvent eˆtre en nombre bien
supe´rieur au nombre de variables de de´cision contenues dans ui . Ce sont en effet a` la fois les “entre´es”
vi mais aussi les “sorties” H j i (ui , vi ) du sous-syste`me i (a` destination des sous-syste`mes j) qui sont
contraintes. En cela, la me´thode par les quantite´s (ou par allocation) diffe`rera de la me´thode suivante
(par pre´diction).
Dans le cas de dimension infinie, des ennuis e´quivalents peuvent e´galement surgir. Ainsi, en con-
side´rant a` nouveau le proble`me de commande optimale (2.23), les contraintes (2.30c) se traduiront par
des contraintes egalite´ sur des expressions line´aires en ui et xi , ou` xi est la trajectoire solution de (2.24).
Il est e´vident que ceci conduira ge´ne´riquement a` des impossibilite´s. D’une manie`re ge´ne´rale, des cou-
plages rigides entre syste`mes dynamiques, s’exprimant par des contraintes e´galite´ entre variables d’e´tat
sur des intervalles de temps entiers — et non en des instants isole´s comme dans la de´composition de
trajectoires (voir Figure 1.2), ou par des expressions inte´grales de ces variables comme un couplage par
des stocks tampons par exemple — ne pourront pas eˆtre traite´s par la me´thode par allocation.
19qui peut eˆtre partiellement leve´ en utilisant un Lagrangien augmente´
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2.2.4 De´composition “par pre´diction”
Comme on l’a vu, un trait spe´cifique de cette me´thode est de ne´cessiter une de´composition de l’espaceRm
des contraintes en N , ou moins de N , composantes. Cependant, dans le cas du second mode`le conside´re´
ici, cette de´composition s’impose naturellement et elle est pratiquement de´finie par les correspondances









µ j , H j i (ui , vi )
〉) (2.32a)
sous
− vi = −wi . (2.32b)
Notons que (2.32b) signifie que, pratiquement, les variables d’interaction vi sont “pre´dites” par la coor-
dination (d’ou` le nom d’“interaction prediction principle” donne´ par Mesarovic et associe´s [22]). Ceci
e´vite les ennuis potentiels qui naıˆtraient du traitement de ces variables comme des variables de de´cisions
(comme c’e´tait le cas dans la me´thode par les prix). C’est aussi un avantage sur le plan de la complexite´
des sous-proble`mes (moins de variables a` optimiser). Par ailleurs, contrairement a` ce qui se passe dans
la me´thode par les quantite´s, ici seules les “entre´es” vi sont impose´es et non les “sorties” (voir (2.30c)).
La me´thode par pre´diction pre´sente donc certains avantages par rapport aux deux autres me´thodes
dans le cadre de ce second mode`le, d’autant plus que les prix marginaux ne´cessaires a` la coordination
sont eux-meˆmes e´value´s tre`s simplement ; si la contrainte (2.32b) est dualise´e sous la forme
−vi + wi = 0 ,




















ce qui signifie que pi est a de´rive´e de la fonction couˆt du sous-proble`me i par rapport a` vi . Cette
interpre´tation est utile lorsque le sous-proble`me est re´solu par une me´thode ne faisant pas directement
appel a` la dualite´ et aux multiplicateurs20.
Les algorithmes pre´sente´s au §2.1.4 s’adaptent ici sans difficulte´. Pour l’algorithme de point fixe
avec relaxation (2.20), l’e´quation (2.20a) devient








)− wki ) , (2.34)
tandis que (2.20b) reste formellement identique (mais pk+1i est donne´ explicitement par (2.33)).
Pour l’algorithme d’Arrow-Hurwicz paralle`le (2.22), l’e´quation (2.22a) reste encore formellement la
meˆme, et (2.22b) devient








)− wki ) ,
a` comparer avec l’e´quation (2.34).
20par exemple, la programmation dynamique lorsqu’il s’agit d’un proble`me de commande optimale
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2.3 Annexe : `A propos des se´ries divergentes
Pour minimiser J (u) = | u |, u ∈ R, on utilise l’algorithme de sous-gradient
uk+1 = uk − εkr k , r k ∈ ∂ J (uk) , εk > 0 .
Supposons par exemple que u0 > 0. Tant que uk > 0, r k = 1 et




Si la se´rie des εk e´tait de somme finie S, et si u0 > S, la valeur u] = 0 ne pourrait jamais eˆtre atteinte.
Ceci justifie la condition de se´rie divergente ∑
k∈N
εk = +∞ (2.35a)
qui assure que l’on aura “assez d’e´nergie” pour passer par l’optimum quel que soit le point de de´part.
Une fois que l’on de´passe u], r k change de signe en gardant la valeur absolue 1. L’algorithme tend a`
osciller et ces oscillations ne s’arreˆteraient jamais si on n’imposait pas en plus la condition
lim
k→∞
εk = 0 .
Dans la pratique, pour la de´monstration de convergence, on impose la condition plus forte∑
k∈N
(εk)2 < +∞ . (2.35b)
2.4 Annexe : Exercices sur la dualite´
Exercice 2.29. Cet exercice est un pre´texte pour re´examiner certaines interpre´tations ge´ome´triques de la
dualite´ en optimisation. On conside`re un proble`me d’optimisation ge´ne´ral
min
u∈U ad⊂U
J (u) sous 2(u) = 0 ∈ C , (P0)
et le proble`me “perturbe´”
min
u∈U ad⊂U
J (u) sous 2(u) = ϑ ∈ C . (Pϑ )
On de´signe par ϕ(ϑ) le couˆt optimal de ce proble`me perturbe´ comme fonction de ϑ , second membre
des contraintes (voir (2.10)).
1. Dans l’espace C × R, montrer que le “nuage de points” de coordonne´es (2(u), J (u)) obtenu
lorsque u parcourt U ad est borde´ infe´rieurement par le graphe de ϕ.
2. Un hyperplan de “coefficient directeur” −p (avec p ∈ C∗, espace dual de C) et d’“ordonne´e a`
l’origine” a dans l’espace C× R a pour e´quation
y = −〈p, x〉 + a .
`A p fixe´, montrer que l’hyperplan “le plus bas” qui rencontre encore le nuage de points pre´ce´dent




et L est le Lagrangien du proble`me (P0).
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Figure 2.3: Graphe de J (Exemple 2.5)
3. L’enveloppe convexe ϕ de ϕ est par de´finition l’enveloppe supe´rieure de ses hyperplans d’appui.
Quelle est la valeur de ϕ(0) ?
4. Montrer que ϕ coı¨ncide avec ϕ en 0 si et seulement si L a un point selle sur U ad × C∗. Plus










en termes de ϕ et ϕ.
5. On a vu au Lemme 2.2 que s’il existe p] ∈ C∗ et u] ∈ Û (p]) tel que2(u]) = 0, alors L a un point
selle. Alors, p] re´alise le maximum de ψ . En de´duire que si L a un saut de dualite´, alors ψ est
ne´cessairement non diffe´rentiable a` son maximum. Quel est son “sous-diffe´rentiel” en ce point ?
Visualiser les points extre´maux de ∂ψ(p]) sur un dessin dans le “plan” C× R (on supposera bien
suˆr que C = R pour pouvoir faire le dessin).
6. Application a` l’Exemple 2.5. Reprendre l’Exemple 2.5 et montrer que l’expression de ϕ
coı¨ncide avec celle de J dont le graphe est repre´sente´ sur la Figure 2.3. `A partir de cette figure,
montrer que ψ(·) est maximale en 0 et tracer l’allure ge´ne´rale du graphe de ψ .
Exercice 2.30. On conside`re le proble`me (tre`s simple !), avec u ∈ R,
min
u∈[−1,1]
−u sous u = 0 .
1. Quelles sont les solutions primale u] et duale p] (lorsque la contrainte u = 0 uniquement est
dualise´e).
2. Ecrire le Lagrangien L(u, p) de ce proble`me et ve´rifier les ine´galite´s du point selle.
3. Calculer Û (p) pour toutes les valeurs de p.
4. ´Evaluer la fonction ψ(p) = minu∈[−1,1] L(u, p) et dessiner son graphe.
5. Ve´rifier qu’elle est bien maximale en p]. Quelle est sa de´rive´e (ou bien son “sur-diffe´rentiel”) en
ce point ?
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6. Si on arrive a` construire, par un algorithme ite´ratif approprie´, une suite {pk} qui converge vers p],
que va-t-il se passer pour les suites {uk} ou` uk ∈ Û (pk) ? Qu’en de´duire quant a` la convergence
d’un algorithme d’Uzawa ?
7. Reprendre les questions 2 a` 6 avec le Lagrangien augmente´ a` la place du Lagrangien ordinaire.
Les deux exercices suivants prolongent l’Exercice 2.29 et portent plus pre´cise´ment sur l’e´tude des
fonctions ϕ introduites en (2.10), ou l’e´quivalent lorsque l’on conside`re le proble`me (2.1). On va d’abord
observer ce qui se passe dans le cas non convexe puis se concentrer sur le cas convexe pour lequel la
fonction ϕ peut eˆtre non diffe´rentiable.
Exercice 2.31.
1. On reprend l’exemple conside´re´ a` la question 6 de l’Exercice 2.29, c’est-a`-dire le proble`me
d’optimisation de´fini a` l’Exemple 2.5. Montrer que le multiplicateur optimal p] implique´ dans
les conditions d’optimalite´ du premier ordre de ce proble`me
• est bien, au signe pre`s, la de´rive´e de la fonction ϕ relative a` ce proble`me au point ϑ = 0
(c’est l’interpre´tation marginaliste des multiplicateurs),
• mais qu’il ne correspond pas a` la valeur pour laquelle la fonction ψ (de´finie par (2.4)) est
maximale (cette valeur a e´te´ trouve´e a` la question 6 de l’Exercice 2.29).
2. On se place maintenant dans le cas convexe et on suppose que le Lagrangien du proble`me
d’optimisation admet un point selle. Montrer que l’argument p] du point selle constitue, au signe
pre`s, un sous-gradient de la fonction ϕ relative a` ce proble`me d’optimisation.




2− (u1 + u2)
) (2.36a)
sous 0 ≤ u1 ≤ 1 , 0 ≤ u2 ≤ 1 , (2.36b)
et − 1
2
u1 + u2 = ϑ . (2.36c)
On peut conside´rer que les contraintes (2.36b) de´finissent les ensembles admissibles U adi , i = 1, 2 (con-
traintes implicites).
1. ´Etudier d’abord ce proble`me global et sa solution en fonction des valeurs du parame`tre ϑ dans
la plage de valeurs ou` le proble`me admet une solution. Tracer le graphe de la fonction ϕ corres-
pondante et montrer qu’elle est non diffe´rentiable en ϑ = 1/2 (qui se trouve eˆtre l’endroit ou` son
minimum est atteint). Donnez toutes les valeurs possibles du multiplicateur p] de la contrainte
couplante (2.36c) (pour la valeur ϑ = 1/2) et ve´rifier que ces valeurs correspondent, au signe
pre`s, au sous-diffe´rentiel de ϕ en ce point. Trouver une explication a` la non unicite´ de ces valeurs
optimales p] (c’est-a`-dire a` la non diffe´rentiabilite´ de ϕ au point 1/2).
2. On conside`re maintenant la de´composition en sous-proble`mes correspondant a` la me´thode par les








u1 = θ1 , sous u2 = θ2 , (2.37b)
CHAP. 2 : DE´COMPOSITION-COORDINATION : PRE´SENTATION E´LE´MENTAIRE 33
(dont les solutions primales sont e´videntes lorsqu’elles existent), avec
θ1 + θ2 = ϑ (2.38)
en raison de (2.8). Quelles plages de valeurs de θ1 et θ2 sont acceptables ? Quelles sont les valeurs
optimales de (θ1, θ2) pour ϑ = 1/2 ? Quelles sont toutes les valeurs optimales correspondantes
possibles p]1 et p
]
2 pour les multiplicateurs des contraintes (2.37b). Quelle est la difficulte´ par
rapport a` la condition exige´e dans l’e´nonce´ du Lemme 2.12 ou du Lemme 2.14.
2.5 Corrige´ des exercices
2.5.1 Corrige´ de l’Exercice 2.3
Soit p] tel qu’il existe û ∈ Û (p]) ve´rifiant (2.1b). Par de´finition, ûi est solution de (2.2) pour tout i , donc
Ji (̂ui )+ 〈p],2i (̂ui )〉 ≤ Ji (ui )+ 〈p],2i (ui )〉 , ∀ui ∈ U adi .
En sommant ces ine´galite´s pour i = 1, . . . , N , on obtient une ine´galite´ qui peut s’interpre´ter comme
l’ine´galite´ de droite du point selle pour le Lagrangien (2.3) du proble`me global (2.1).
Quant a` l’ine´galite´ de gauche de ce point selle (L (̂u, p) ≤ L (̂u, p]),∀p), elle est trivialement ve´rifie´e
du fait que l’on a suppose´ que (2.1b) est vraie pour û. Tout point selle de L e´tant une solution primale
duale de (2.1), on en de´duit que û, obtenue comme concate´nation de solutions des proble`mes (2.2), est
une solution de (2.1) a` partir du moment ou` elle ve´rifie la contrainte (2.1b).
Re´ciproquement, si (u], p]) est un point selle de L , alors u] ve´rifie e´videmment (2.1b). Par ailleurs,
en conside´rant l’ine´galite´ de droite du point selle de L avec u j = u]j pour tout j , sauf pour j = i , on
obtient que u]i est solution de (2.2).
2.5.2 Corrige´ de l’Exercice 2.6
Reprenons le corrige´ pre´ce´dent dans le cas de contraintes (2.1b) ine´galite´. La premie`re partie du raison-
nement concernant l’ine´galite´ de droite du point selle reste valide sans changement. L’ine´galite´ de gauche
doit eˆtre de´montre´e pour tout p ∈ (Rm)+ dans le membre de gauche de l’ine´galite´, et pour p] dans le
membre de droite . Le fait que 2(̂u) − ϑ ≤ 0 (21) permet d’affirmer que 〈p,2(̂u) − ϑ〉 ≤ 0 pour
tout p ∈ (Rm)+, en particulier pour p]. Mais pour p = 0 (valeur admissible), cette expression vaut 0,
donc elle doit aussi valoir 0 pour p].
La seconde partie de la condition (2.4-d) est donc bien ne´cessaire pour montrer que la paire (̂u, p])
constitue un point selle du Lagrangien L .
´Evidemment, on peut se demander si une concate´nation û des solutions des proble`mes (2.2) ve´rifiant
la contrainte (2.1b) peut eˆtre une solution de (2.1) meˆme sans eˆtre un point selle de L . Le lecteur est
invite´ a` construire des contre-exemples.







une solution quelconque de (2.7) correspondant a` une solution θ ] de (2.9). La concate´nation
û(θ ]) de ces variables est d’abord une solution admissible de (2.1) car elle ve´rifie la contrainte glo-







tout i). Avec toute autre solution admissible u de (2.1), on fabrique une allocation θ admissible, c’est-a`-
dire ve´rifiant (2.8), en posant θi = 2i (ui ) pour tout i . Soit ûi (θi ) une solution correspondante de (2.7).
Par de´finition, on a
ϕi (θi ) = Ji
(̂
ui (θi )
) ≤ Ji (ui ) .
21Cette ine´galite´ doit se comprendre pour toute coordonne´e dans Rm .
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ϕi (θi ) .













pour tout u admissible pour le proble`me global. On a donc bien montre´ que û(θ ]) est solution de (2.1).
Re´ciproquement, soit u] une solution de (2.1) et θ ] de´fini par (2.11). Montrons d’abord que u]i =
ûi (θ
]). En effet, dans l’ine´galite´
N∑
j=1
J j (u]j ) ≤
N∑
j=1
J j (u j ) (2.39)
pour tout u ve´rifiant (2.1b), on peut choisir u j = u]j pour tout j sauf pour j = i pour lequel on choisit
n’importe quel ui tel que 2i (ui ) = θ ]i , ce qui reste compatible avec (2.1b).
Ceci montre que le premier membre de (2.39) s’e´crit aussi ∑ϕi(θ ]i ). Quant au second membre, on
pourra l’e´crire
∑
ϕi (θi ), pour toute autre allocation θ , en y plac¸ant des valeurs ûi (θi ) correspondantes.
Ceci montre que θ ] est solution de (2.9).
2.5.4 Corrige´ de l’Exercice 2.13
En sommant les e´galite´s (2.12) pour i = 1, . . . , N , et en tenant compte de (2.8) et du fait que tous les
p]i sont e´gaux a` une valeur commune p], on obtient les conditions d’optimalite´ du premier ordre pour le
proble`me (2.1).
2.5.5 Corrige´ de l’Exercice 2.15
Le principe de la de´monstration est identique a` celui de la de´monstration pre´ce´dente : on e´crit les
ine´galite´s du point selle pour chaque sous-proble`me et on les additionne pour tout i en se servant des
hypothe`ses.
2.5.6 Corrige´ de l’Exercice 2.16
Le proble`me global s’e´crit :
min
x1,y1,x2,y2
(− x21 − y21 − 4x1 y1 − x22 − y22 − 4x2 y2) sous x1 + y1 − x2 − y2 = 0 .
Quant aux sous-proble`mes sugge´re´s dans l’e´nonce´, ils s’e´crivent :
Sous-proble`me 1 : min
x1,y1
(− x21 − y21 − 4x1 y1)
sous x1 + y1 = 0 ,
Sous-proble`me 2 : min
x2,y2
(− x22 − y22 − 4x2 y2)
sous − x2 − y2 = 0 .
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On ve´rifie que xi = yi = pi = 0, i = 1, 2, satisfont aux conditions du premier ordre pour ces sous-
proble`mes, et que les meˆmes valeurs nulles pour le variables primales et l’unique variable duale en font
de meˆme pour le proble`me global.
Examinons maintenant les conditions du second ordre. Pour chaque sous-proble`me, les contraintes
e´tant line´aires se confondent avec leur plan tangent. Les vecteurs x1 = a quelconque, et y1 = −x1 = −a,
respectivement x2 = b quelconque, et y2 = −x2 = −b, sont les vecteurs ge´ne´riques satisfaisant la
contrainte du sous-proble`me 1, respectivement 2. Lorsque l’on remplace yi par−xi dans l’expression du
couˆt Ji , on obtient l’expression 4x2i , e´videmment positive pour tout xi 6= 0. Ceci montre que Ji est de´fini
positif le long de la contrainte.
Quant au proble`me global, il comporte une contrainte line´aire pour quatre variables : l’ensemble
admissible, qui se confond avec la varie´te´ tangente, comporte trois degre´s de liberte´. On peut choisir
arbitrairement les valeurs x1 = a, y1 = b, x2 = c, mais il faut prendre ensuite y2 = a + b − c. On
pourrait substituer ces quatre valeurs dans J1 + J2 et se convaincre que l’expression obtenue n’est pas
une forme quadratique de´finie positive en (a, b, c). L’e´nonce´ sugge`re de prendre le cas b = c = 0, d’ou`
x1 = y2 = a, x2 = y1 = 0 : pour ces valeurs J1 + J2 vaut −2a2 qui est e´videmment ne´gatif pour a 6= 0.
2.5.7 Corrige´ de l’Exercice 2.19
Il suffit de paraphraser la de´monstration du Lemme 2.8 (voir corrige´ de l’exercice 2.9, §2.5.3) en effec-
tuant les adaptations rendues ne´cessaires par le fait que
• des ine´galite´s prennent la place des e´galite´s dans (2.1b) et (2.7b) ;
• la formule (2.14) remplace la formule (2.11) (on va discuter plus loin l’inte´reˆt de cette modifica-
tion).
Ainsi, dans la premie`re partie de la de´monstration, lorsqu’on introduit un u admissible quelconque pour
le proble`me (2.1), il faut de´finir les θi correspondants en utilisant (2.14) (a` partir de ce u) au lieu de
(2.11). Dans la de´monstration de la re´ciproque, on prendra u j = u]j pour tout j 6= i et n’importe quel ui
tel que 2i (ui ) ≤ θ ]i .
La remarque fondamentale est la suivante, pour que le reste de la de´monstration fonctionne : pour
tout u ve´rifiant (2.1b) (en particulier pour u]), il faut fabriquer des θi tel que d’une part (2.8) soit ve´rifie´e,
et d’autre part il soit ve´rifie´ que 2i (ui ) ≤ θi (sachant que ceci n’a lieu a priori que pour la somme en i ,
comme c’est dit par (2.1b)). La formule (2.14) a pour inte´reˆt :
1. d’ajouter au vecteur2i (ui ) un vecteur non ne´gatif (par l’hypothe`se que (2.1b) est ve´rifie´e), ce qui
rend l’ine´galite´ 2i (ui ) ≤ θi e´videmment vraie ;
2. de faire en sorte que les θi ainsi de´finis satisfont automatiquement a` (2.8), comme on peut le ve´rifier
facilement a` partir de (2.14).
2.5.8 Corrige´ de l’Exercice 2.21
Les conditions du premier ordre pour le proble`me (2.15) s’e´crivent








2′i i (̂ui )
)> p̂i = 0 ,
2i i (̂ui ) = ϑi − wi .
L’utilisation de l’hypothe`se (2.16) permet de retrouver la partie i des conditions du premier ordre pour le
proble`me (2.1). La re´ciproque est tout aussi imme´diate.
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2.5.9 Corrige´ de l’Exercice 2.23
Suivant les indications donne´es, conside´rons d’abord l’ine´galite´ de droite pour le point selle du Lagrang-





µ j ,2 j i (̂ui )
〉+ 〈 p̂i ,2i i (̂ui )〉 ≤ Ji (ui )+∑
j 6=i
〈
µ j ,2 j i (ui )
〉+ 〈 p̂i ,2i i (ui )〉 .
En tenant compte de (2.16b) et en sommant pour tout i , on obtient l’ine´galite´ de droite pour le Lagrangien
du proble`me global (2.1).
Pour l’ine´galite´ de gauche, on a : pour tout pi (avec pi ≥ 0 dans le cas de contraintes ine´galite´),
〈pi ,2i i (̂ui )+ wi − ϑi 〉 ≤ 〈 p̂i ,2i i (̂ui )+ wi − ϑi 〉 .
La` encore, en tenant compte de (2.16a) et en sommant pour tout i , on obtient l’ine´galite´ correspondante
relative au proble`me global.
2.5.10 Corrige´ de l’Exercice 2.24
Attachons nous a` ve´rifier les conditions du second ordre pour les deux sous-proble`mes. Dans le sous-
proble`me (2.17d)–(2.17e), une variation a de x1 doit s’accompagner d’une variation−a de y1 pour rester
dans le plan tangent aux contraintes. On obtient, en substituant a a` x1 et −a a` y1 dans le Lagrangien, et
en ne s’inte´ressant qu’aux termes de degre´ 2 (les autres ne contribuant pas aux de´rive´es du second ordre),
l’expression suivante :
−a2 − a2 − 4a(−a) = 2a2
qui est e´videmment positive. Le meˆme type de calcul applique´ au sous-proble`me (2.17f)–(2.17g) conduit
a` conside´rer des variations x2 = b et y2 = −b/2, ce qui donne, pour les termes de degre´ 2 :
−b2 − (−b/2)2 − 4b(−b/2)) = 3b2/4
qui est encore positif.
Pour le proble`me global (2.17a)–(2.17c), les variations qui restent dans le plan tangent aux con-
traintes sont de la forme22 (x1, y1, x2, y2) = (a, b − a, b, 0), ce qui donne, pour les termes de degre´ 2 :
−a2 − (b − a)2 − 4a(b − a)− b2 = 2a2 − 2b2 − 2ab .
Cette expression prend des valeurs ne´gatives, par exemple si a = 0 et b = 1, ce qui montre que les
conditions du second ordre ne sont pas ve´rifie´es pour le proble`me (2.17a)–(2.17c) alors qu’elles l’e´taient
pour les proble`mes (2.17d)–(2.17g).
2.5.11 Corrige´ de l’Exercice 2.25
Les contraintes (2.18b)–(2.18c) de´finissent une varie´te´ de dimension 2 qui peut eˆtre parame´trise´e par a et
b tels que les points admissibles de R4 s’expriment par (x1, y1, x2, y2) = (a, b,−a,−b). En substituant
ces valeurs dans la fonction couˆt (2.18a), on obtient l’expression :
a2 + b2 + 3ab + a2 + b2 − 3(−a)(−b) = 2(a2 + b2) .
Ceci montre que la fonction couˆt est de´finie positive sur la varie´te´ admissible, et donc les conditions
suffisantes du second ordre sont ve´rifie´es (dans la de´rive´e seconde du Lagrangien, seule la fonction couˆt
a une contribution non nulle puisque les contraintes sont line´aires).
La contrainte (2.18e) du premier sous-proble`me de´finit des de´placements admissibles (x1, y1) =
(a,−a) et les termes de degre´ 2 dans (2.18d) donnent alors a2 + (−a)2 + 3a(−a) = −a2, ce qui
22C’est une parame´trisation possible, a` 2 parame`tres puisqu’il y a 4 variables et 2 contraintes.
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montre que la fonction couˆt (2.18d) est de´finie ne´gative pour les de´placements admissibles. De meˆme,
(2.18g) autorise des de´placements (x2, y2) = (b, b), ce qui donne, dans (2.18f), les termes du second
ordre b2 + b2 − 3b2 = −b2 : donc meˆme constat.
On vient donc de mettre en e´vidence, cette fois-ci, que c’est le proble`me global qui est convexe sur
sa varie´te´ admissible alors que les deux sous-proble`mes sont concaves sur leurs varie´te´s admissibles
respectives !
2.5.12 Corrige´ de l’Exercice 2.27
On suppose que dans (2.1), N = 2 et m = 1. On e´crira donc l’unique contrainte (2.1b) sous la forme
2(u) = 21(u1) + 22(u2) = 0. On ne peut donc affecter cette unique contrainte qu’a` l’un des deux
sous-proble`mes, disons le sous-proble`me 1. Ce sous-proble`me n’aura donc pas a` subir de modification
de sa fonction couˆt (car, en observant le terme marque´ essentiel dans (2.15a), 2 j i pour j = 2 et
i = 1 est identiquement nulle). Le sous-proble`me 2 devra par contre subir une telle modification de couˆt,
mais n’aura pas, par contre, de contrainte du type (2.15b) a` ge´rer. Les deux sous-proble`mes s’e´criront











2.5.13 Corrige´ de l’Exercice 2.29




lorsque u parcourt U ad est obtenu en fixant
d’abord l’abscisse, c’est-a`-dire en imposant 2(u) = ϑ pour une valeur donne´e de ϑ , puis en
cherchant l’ordonne´e minimale : donc il faut minimiser J (u) sur U ad et sous la contrainte2(u) =
ϑ , ce qui est exactement la de´finition de ϕ(ϑ).
2. L’hyperplan y = −〈p, x〉 + a rencontre le nuage de points s’il existe u ∈ U ad tel que x puisse
s’e´crire 2(u), y puisse s’e´crire J (u), et (x, y) ve´rifie l’e´quation de l’hyperplan. Alors,
a = y + 〈p, x〉 = J (u)+ 〈p,2(u)〉 = L(u, p) .
Ensuite, l’hyperplan le plus bas correspond au a minimal, ce qui revient a` minimiser le Lagrang-
ien L sur U ad, et donc le a minimal est exactement e´gal a` ψ(p).
3. En ϑ = 0, les hyperplans passent par leur ordonne´e a` l’origine a. L’hyperplan d’appui de pente
−p passe donc a` la hauteur ψ(p), et le plus haut d’entre eux (enveloppe supe´rieure) passe a`




4. On rappelle d’abord que (P0) est e´quivalent a` minu maxp L . En effet, pour calculer cette valeur, on





+∞ si 2(u) 6= 0 ;
J (u) si 2(u) = 0 .
Comme on cherche a` minimiser ensuite cette expression en u ∈ U ad, on commence par e´viter la
valeur +∞ en respectant la contrainte 2(u) = 0, et on est ramene´ enfin a` minimiser J (u).









Figure 2.4: Graphe de ϕ et enveloppe convexe
Ceci e´tant fait, on obtient donc ϕ(0) = minu maxp L . Cette valeur coı¨ncide avec ϕ(0), d’apre`s la












ce qui est e´quivalent a` l’existence d’un point selle de L .
D’une manie`re ge´ne´rale, l’e´cart entre ϕ(0) = maxp minu L et ϕ(0) = minu maxp L (la premie`re
valeur e´tant e´videmment infe´rieure ou e´gale a` la seconde) mesure le “saut de dualite´”.
5. Si L n’a pas de point selle, en conside´rant p] ∈ arg maxp∈C∗ ψ(p), pour tout û ∈ Û (p]),
ne´cessairement 2(̂u) 6= 0 (sinon, L aurait un point selle d’apre`s le Lemme 2.2). Or on sait
par ailleurs que 2(̂u) ∈ ∂ψ(p]), et comme on a pris un argument p] du maximum de ψ , on a
aussi ne´cessairement 0 ∈ ∂ψ(p]). On a donc trouve´ deux e´le´ments distincts dans ∂ψ(p]), ce qui
prouve que ψ n’est pas diffe´rentiable a` son maximum.
En fait, ∂ψ(p]) est obtenu par enveloppe convexe ferme´e des valeurs 2(̂u) lorsque û parcourt
Û (p]). Ces valeurs sont les points ou` l’hyperplan d’appui du graphe de ϕ de pente −p] touche ce
graphe (voir Figure 2.4).
6. Dans l’Exemple 2.5, la contrainte e´tant u = 0 (soit u = ϑ pour le proble`me perturbe´), ϕ(ϑ)
coı¨ncide avec J (ϑ) dont le graphe est repre´sente´ sur la Figure 2.3. On voit que l’enveloppe convexe
de cette courbe a une pente horizontale en ϑ = 0 (donc p] = 0). L’allure de la courbe ψ est
repre´sente´e sur la Figure 2.5.
2.5.14 Corrige´ de l’Exercice 2.30
1. Le Lagrangien s’e´crit L(u, p) = −u + pu = (p − 1)u. La solution primale est e´videmment
u] = 0. Le Lagrangien, de de´rive´e en u e´gale a` p − 1, est stationnaire en u au point u] (condition
de Kuhn et Tucker) si et seulement si p = p] = 1. L’unique solution primale duale est donc la
paire (u], p]) = (0, 1).
2. Les ine´galite´s du point selle s’e´crivent
∀u ∈ [−1, 1], ∀p ∈ R, (p − 1)u] ≤ (p] − 1)u] ≤ (p] − 1)u ,
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Figure 2.6: Graphe de ψ




1 si p < 1 ;
[−1, 1] si p = 1 ;
−1 si p > 1 .
4. Compte tenu de la re´ponse ci-dessus, on a
ψ(p) =
{
p − 1 si p ≤ 1 ;
1− p si p ≥ 1 .
Le graphe est repre´sente´ sur la Figure 2.6.
5. ψ est bien maximale en p = 1 et non diffe´rentiable. Son “sous-diffe´rentiel” (s’agissant d’une
fonction concave) est e´gal a` [−1, 1], c’est-a`-dire exactement 2(Û (p])).
6. Si pk < 1, l’algorithme d’Uzawa tendra a` faire augmenter pk mais uk sera e´gal a` 1 ; inversement,
si pk > 1, l’algorithme d’Uzawa tendra a` faire diminuer pk mais uk sera e´gal a` −1. On va donc
construire des suites {uk} dont les valeurs d’adhe´rence seront toujours−1 et 1, alors que la solution
optimale est u] = 0 !
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Figure 2.7: Graphe de ψc
7. Le Lagrangien augmente´ est e´gal a`
Lc(u, p) = (p − 1)u + cu2/2
pour une constante c positive. On a alors
û(p) =

1 si p < 1− c ;
(1− p)/c si 1− c < p < 1+ c ;




p − 1+ c/2 si p ≤ 1− c ;
−(p − 1)2/2c si 1− c ≤ p ≤ 1+ c ;
1− p + c/2 si p ≥ 1+ c .
La courbe est repre´sente´e sur la Figure 2.7 (pour c = 1). Cette fonction est diffe´rentiable et son
gradient, e´gal a` û(p), approche u] = 0 quand p approche p] = 1.
2.5.15 Corrige´ de l’Exercice 2.31
1. On a vu a` la question 6 de l’Exercice 2.29 que la fonction ϕ relative au proble`me conside´re´ a`
l’Exercice 2.5 coı¨ncide avec la fonction J dont le graphe a e´te´ repre´sente´ sur la Figure 2.3. `A
l’abscisse ϑ = 0, la pente de cette courbe vaut −0,768 qui est bien l’oppose´ de la valeur du
multiplicateur optimal des conditions d’optimalite´ du premier ordre. Par contre, on a vu aussi
dans l’Exercice 2.5 que ψ est maximale en p = 0, ce qui n’a rien de commun avec la valeur
pre´ce´dente trouve´e pour ϕ′(0). On retiendra donc qu’en l’absence de point selle du Lagrangien,
seul le multiplicateur des conditions du premier ordre a une interpre´tation marginaliste.
2. Soit (u], p]) le point selle du Lagrangien du proble`me (2.1) (avec e´ventuellement des contraintes
ine´galite´) correspondant a` un certain second membre ϑ . On va conside´rer une autre valeur ϑ de ce
second membre, et le point selle (u], p]) correspondant. L’ine´galite´ de droite du point selle (pour
le proble`me avec ϑ) peut eˆtre utilise´e pour la valeur u] au second membre, ce qui donne
J (u])+ 〈p] ,2(u])− ϑ 〉 ≤ J(u])+ 〈p] ,2(u])− ϑ 〉 .





Figure 2.8: Graphe de ϕ pour le proble`me (2.36)
Le premier membre de cette ine´galite´ est e´gal a` ϕ(ϑ) (c’est la valeur du premier terme et le second
est nul — contrainte e´galite´, ou “e´carts comple´mentaires” dans le cas ine´galite´, oblige(nt)). Au
second membre, par de´finition, J
(
u]
) = ϕ(ϑ), tandis que 〈p] ,2(u])〉 est e´gal (cas e´galite´) ou
infe´rieur ou e´gal (cas ine´galite´ — voyez-vous pourquoi ?) a` 〈p] , ϑ 〉. On obtient donc
ϕ(ϑ) ≤ ϕ(ϑ)+ 〈p] , ϑ − ϑ 〉 ,
ine´galite´ qui prouve exactement le re´sultat recherche´.
2.5.16 Corrige´ de l’Exercice 2.32
1. Le premier membre de la contrainte (2.36c) est minimal quand u2 prend sa valeur infe´rieure 0
(dicte´e par (2.36b)) et u1 prend sa valeur supe´rieure 1. La valeur minimale de ϑ pour laquelle les
contraintes (2.36c) restent compatibles avec (2.36b) est donc−1/2. Par un raisonnement similaire,
on voit que la valeur maximale autorise´e pour ϑ est 1. En dehors de l’intervalle [−1/2, 1], il n’y a
plus de solution admisible pour le proble`me (2.36) et ϕ vaut +∞.
`A l’inte´rieur de cet intervalle, on peut tirer u1 en fonction de u2 a` l’aide de l’e´quation (2.36c)
(u1 = 2u2 − 2ϑ) et le substituer dans le couˆt (2.36a) qui devient e´gal a` 2 + 2ϑ − 3u2, et les
contraintes (2.36b) qui deviennent ensemble :
max(0, ϑ) ≤ u2 ≤ min(1, ϑ + 1/2) .
Le couˆt est minimal pour la valeur de u2 maximale, c’est-a`-dire pour u2 = min(1, ϑ + 1/2). Ce
couˆt optimal est par de´finition e´gal a` ϕ(ϑ) qui vaut donc :
ϕ(ϑ) = max(2ϑ − 1,−ϑ + 1/2) .
Le graphe de cette fonction est repre´sente´ sur la Figure 2.8. On observe que cette fonction est mini-
male, et surtout non diffe´rentiable, en ϑ = 1/2 et admet pour sous-diffe´rentiel le segment [−1, 2].
Pour ϑ = 1/2, les valeurs optimales de u1 et u2 sont, d’apre`s ce qui pre´ce`de, u1 = u2 = 1.
Montrons que tout p] ∈ [−2, 1] est un multiplicateur optimal de la contrainte (2.36c) lorsque
ϑ = 1/2. En effet, en ne dualisant que les contraintes dont on sait qu’elles seront actives a`
l’optimum (en particulier celles qui de´finissent la borne supe´rieure 1 pour u1 et u2),23 le Lagrangien
du proble`me (2.36) s’e´crit :
23De toute fac¸on, les contraintes non actives admettent des multiplicateurs optimaux qui sont nuls
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L(u, p) = 2− (u1 + u2)+ p(−u1/2+ u2 − 1/2)+ q1(u1 − 1)+ q2(u2 − 1) ,






+ q]1 = 0 ,
∂L
∂u2
= −1+ p] + q]2 = 0 ,
avec pour seules autres conditions (a` partir du moment ou` u]1 = u]2 = 1) que q]1 ≥ 0 et q]2 ≥ 0. On
ve´rifie que ces conditions d’optimalite´ sont satisfaites pour toute valeur p] ∈ [−2, 1], ce qui est
conforme avec le fait que −p] ∈ ∂ϕ(1/2) (voir point 2 du corrige´ de l’Exercice 2.31).
Il est clair que cette non unicite´ de la valeur optimale des multiplicateurs tient au fait que trois
contraintes (dans R2), parmi toutes les contraintes (2.36b)–(2.36c), se trouvent eˆtre actives en
meˆme temps (ce qui ne se produit pas pour les autres valeurs autorise´es de ϑ — le ve´rifier), et
que, dans ces conditions, les gradients des contraintes actives ne peuvent e´videmment pas eˆtre
line´airement inde´pendants.
2. La solution primale des sous-proble`mes (2.37) est trivialement donne´e par u1 = −2θ1 et u2 = θ2,
a` condition que 0 ≤ −2θ1 ≤ 1, c’est-a`-dire−1/2 ≤ θ1 ≤ 0, et 0 ≤ θ2 ≤ 1. Mais par ailleurs il faut
respecter (2.38), d’ou` la contrainte supple´mentaire sur θ2 : −1/2 ≤ ϑ − θ2 ≤ 0, donc finalement
max(0, ϑ) ≤ θ2 ≤ min(1, ϑ + 1/2) .
Cet intervalle de´limite les valeurs de θ2 pour lesquelles, avec les valeurs correspondantes de θ1
via (2.38), les sous-proble`mes admettront des solutions admissibles.
Pour ϑ = 1/2, la solution optimale du proble`me (2.36), a` savoir u]1 = u]2 = 1, sera obtenue pour
θ
]
1 = −1/2 et θ ]2 = 1. La stationnarite´ des Lagrangiens L1 et L2 des deux sous-proble`mes, ou` l’on







+ q]1 = 0 ,
∂L
∂u2
= −1+ p]2 + q]2 = 0 ,
ce qui donne, avec les conditions de non-ne´gativite´ des qi , les valeurs possibles :
p]1 ≤ 1 , p]2 ≥ −2 . (2.40)
On retrouve, si p]1 = p]2 (condition du Lemme 2.12 ou 2.14), la plage commune de valeurs [−2, 1]
de´ja` trouve´e a` la question pre´ce´dente, mais ce qui est grave, c’est que toutes les autres valeurs
de p]1 et p
]
2 permises par (2.40) peuvent aussi bien eˆtre trouve´es comme valeurs optimales par
les sous-proble`mes, ce qui ne permet pas en ge´ne´ral de s’apercevoir que la coordination a atteint
l’allocation optimale.
Chapitre 3
Le Principe du Proble`me Auxiliaire
3.1 Introduction
Jusqu’ici dans ce cours, trois me´thodes de de´composition-coordination ont e´te´ expose´es a` partir de
mode`les relativement ge´ne´raux, mais pre´sentant cependant la particularite´ d’avoir des fonctions couˆt
et des contraintes additives par rapport a` la de´composition en sous-proble`mes.
Il a semble´ que cette particularite´ jouait un roˆle essentiel dans la de´marche de de´composition, et il
est vrai qu’elle constitue une forte incitation et un guide pour de´finir le de´coupage en sous-proble`mes.
Mais par ailleurs, cette caracte´ristique constitue un frein lorsqu’il s’agit par exemple d’utiliser le
Lagrangien augmente´ a` la place du Lagrangien ordinaire, car ce genre de technique ne respecte pas la
structure additive. Il en a e´te´ question a` plusieurs reprises au Chapitre 2.
Dans ce qui suit, on pre´sente un principe ge´ne´ral en optimisation appele´ “Principe du Proble`me
Auxiliaire” (PPA). Ce principe a plusieurs objectifs et avantages.
• Il propose un cadre ge´ne´ral pour construire des algorithmes ite´ratifs en optimisation. Ceci inclut
des algorithmes classiques comme l’algorithme du gradient ou l’algorithme de Newton, ainsi que
la plupart des algorithmes de coordination. Dans ce cadre unifie´, on re´alise donc qu’il n’y a pas de
diffe´rence essentielle de nature entre tous ces algorithmes.
• Ce cadre permet aussi de se focaliser sur l’e´tude de convergence d’un nombre limite´ de sche´mas
ite´ratifs de base au travers d’un point de vue ge´ne´ral et abstrait. Ceci permet de bien de´gager les
hypothe`ses et me´canismes ge´ne´raux qui assurent la convergence en dehors des particularite´s de
chaque situation spe´cifique.
• En de´gageant les ressorts essentiels, l’application de ces ide´es au cas des algorithmes
de de´composition-coordination permet de s’affranchir des restrictions structurelles (comme
l’additivite´) e´voque´es plus haut.
En fait, la the´orie de la de´composition-coordination est base´e sur deux “piliers” essentiels.
1. Le premier concerne ce que l’on peut appeler la “manipulation des proble`mes” a` partir de leur
forme originale vers d’autres formes e´quivalentes mais qui se preˆtent mieux a` l’approche par
de´composition. Un exemple de telles manipulations a e´te´ donne´ lors du passage du proble`me (2.1)
a` ses formes e´quivalentes (2.9) ou (2.21). Il s’agit la` plus d’“art”, de “cre´ativite´” ou d’“expe´rience”
que de the´orie.
2. L’autre pilier est une bonne compre´hension des sche´mas ite´ratifs, et ceci est le domaine du PPA.
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Ce formalisme a e´te´ introduit dans [5, 6] dans le contexte de la programmation convexe et diffe´rentiable
dans des espaces de Hilbert (de dimension e´ventuellement infinie), puis a e´te´ e´tendu a` d’autres contextes :
proble`mes non diffe´rentiables [26, 12, 7], optimisation stochastique [13, 10], ine´quations variationnelles
[8, 21, 16, 23].
Il n’est bien suˆr pas question de donner un expose´ complet de tous ces travaux dans le cadre de
ce cours. On se contentera d’exposer les ide´es essentielles du PPA dans le contexte le plus simple :
programmation convexe diffe´rentiable, avec parfois un aperc¸u des autres de´veloppements.
3.2 Le Principe du Proble`me Auxiliaire en optimisation sur un ensemble
admissible
3.2.1 Cadre ge´ne´ral
Dans cette section, on conside`re un proble`me ge´ne´ral du type suivant :
min
u∈U ad
J (u) , (3.1)
ou` U ad est un sous-ensemble convexe ferme´ de l’espace de Hilbert U, J : U → R est convexe, semi-
continue infe´rieurement1 (s.c.i.) et coercive sur U ad, c’est-a`-dire que
lim J (u) = +∞ quand ‖u‖ → +∞ en restant dans U ad. (3.2)
Dans ces conditions, il existe des solutions u] au proble`me (3.1).
Quand J est la somme de deux fonctions convexes s.c.i.J et J et queJ est sous-diffe´rentiable, une
caracte´risation de ces solutions est fournie par l’ine´quation variationnelle (avec bien suˆr u] ∈ U ad)
∃r ] ∈ ∂J (u]) : ∀u ∈ U ad, 〈r ] , u − u]〉+ J(u)− J(u]) ≥ 0 . (3.3)
Cette ine´quation se spe´cialise au cas ou` J est Gaˆteaux-diffe´rentiable :
∀u ∈ U ad, 〈J ′(u]) , u − u]〉+ J(u)− J(u]) ≥ 0 . (3.4)
Enfin, si on suppose que J (u) s’e´crit sous la forme f (G(u)) ou` G est une fonction du meˆme type que
J et ou` f est une application convexe croissante et diffe´rentiable de R dans R, on peut donner la forme
suivante :
∀u ∈ U ad, f ′(G(u]))× (G(u)− G(u]))+ J(u)− J(u]) ≥ 0 . (3.5)
Commentaires 3.1. Une fonction J : U → R est Gaˆteaux-diffe´rentiable en un point u si elle admet
des de´rive´es directionnelles dans toutes les directions d et si ces de´rive´es de´pendent line´airement et
continuˆment de la direction. Une de´rive´e directionnelle en u dans la direction d est la limite, lorsqu’elle
existe, du ratio
(
J (u + εd)− J (u))/ε lorsque ε → 0+. C’est un scalaire note´ DJ (u; d). La de´rive´e de
Gaˆteaux, lorsqu’elle existe, est donc l’e´le´ment de U∗, espace dual de U, note´ J ′(u), tel que DJ (u; d) =〈
J ′(u) , d
〉
. Lorsqu’on dira qu’une fonction est diffe´rentiable dans ce cours, on sous-entendra toujours
que c’est au sens de Gaˆteaux. Une notion de diffe´rentiabilite´ plus forte (Fre´chet) existe mais n’est pas la
plus utile en optimisation.
Lorsqu’une fonction J convexe est seulement sous-diffe´rentiable, la de´rive´e directionnelle est donne´e
par la formule
DJ (u; d) = max
r∈∂ J (u)
〈r , d〉 .
1Une fonction J : U → R est semi-continue infe´rieurement si lim infu→u0 J (u) ≥ J (u0). Autre caracte´risation :
l’e´pigraphe de J est ferme´ dans U× R.
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On parlera de “gradient” (d’une fonction diffe´rentiable J ) note´ ∇ J (u), pour l’e´le´ment du primal
mis en correspondance avec J ′(u) par le the´ore`me de repre´sentation de Riesz. Dans un Hilbert U, ce
the´ore`me met en correspondance tout e´le´ment F de U∗, c’est-a`-dire les formes line´aires continues sur U,
avec un e´le´ment f de U de telle sorte que F(u) = 〈 f , u〉 pour tout u. En ge´ne´ral, nous ne distinguerons
pas un Hilbert de son dual — sauf dans les cas ou` cette distinction devient tre`s importante — et nous
e´crirons par exemple l’algorithme du gradient indiffe´remment
uk+1 = uk − ε∇ J (uk) ou uk − εJ ′(uk) . (3.6)
Lorsqu’il sera question de de´composition, on supposera toujours que U et U ad sont de´compose´s
comme suit :
U = U1 × · · · × UN ; U ad = U ad1 × · · · ×U adN ; U adi ⊂ Ui , i = 1, . . . , N , (3.7)
ou` Ui est encore un espace de Hilbert et U adi est un sous-ensemble convexe ferme´ dans Ui . C’est-a`-
dire que les contraintes implicites u ∈ U ad sont une collection de N contraintes inde´pendantes (on dira
souvent “locales” a` chaque sous-proble`me). Le couplage par les contraintes sera discute´ ulte´rieurement.
De plus, la motivation pour conside´rer J comme une somme J + J est la suivante :
• J sera suppose´e additive par rapport a` la de´composition (3.7) ;
• par conse´quent, seule J sera la source d’un couplage entre sous-proble`mes.
3.2.2 Ide´e et algorithme de base
On conside`re maintenant une fonction auxiliaire K de la meˆme nature que J , mais suppose´e de plus
diffe´rentiable. On conside`re de plus un nombre positif ε, un e´le´ment v quelconque dans U, un sous-
gradient r ∈ ∂J (v) et enfin la fonction
Gv,r,K ,ε(u) = K (u)+
〈
εr − K ′(v) , u〉+ εJ(u) .
Lemme 3.2. Soit û une solution de
min
u∈U ad
Gv,r,K ,ε(u) . (3.8a)
Si û = v, alors v est une solution de (3.1).
De´monstration. Il suffit d’e´crire l’ine´quation variationnelle du type (3.3) pour le proble`me (3.8a) et
d’utiliser l’hypothe`se, ce qui conduit a` la meˆme ine´quation variationnelle pour le proble`me (3.1).
Ce lemme sugge`re un algorithme de point fixe dans lequel on peut se permettre a priori de changer
la fonction auxiliaire K et le scalaire ε a` chaque ite´ration : on conside`re donc des suites {K k, εk}k∈N.
Algorithme 3.3.
1. Commencer avec v = u0 ; poser k = 0.
2. A l’ite´ration k + 1, re´soudre
min
u∈U ad
Guk ,rk ,K k ,εk (u) (r k ∈ ∂J (uk)) ; (3.8b)
soit
(
K k(u)+ 〈εkr k − (K k)′(uk) , u〉+ εkJ(u)) ; (3.8c)
soit uk+1 une solution.
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3. Si
∥∥uk+1 − uk∥∥ est “suffisamment petite”, stop ; sinon, retourner en 2 avec k incre´mente´ de 1.
La convergence d’un tel algorithme sera e´tudie´e plus loin dans le cas ou` J est diffe´rentiable. Dans
[26, 12, 7], le cas sous-diffe´rentiable est e´tudie´, mais on montre que dans ce cas certaines conditions
sur la “vitesse de variation” des fonctions auxiliaires K k doit eˆtre respecte´e, condition qui n’apparaıˆt pas
dans le cas diffe´rentiable (pour lequel r k = J ′(uk)).
3.2.3 Utilisations
Avant d’aborder la question de la convergence de l’Algorithme 3.3, examinons les utilisations que l’on
peut en faire.
3.2.3.1 Algorithme “prox”
Dans les vingt dernie`res anne´es, de nombreux de´veloppements ont e´te´ consacre´s, dans la litte´rature sur
la programmation convexe, a` une technique connue sous le nom d’algorithme proximal (ou “prox” pour
les intimes). Cette technique peut eˆtre plonge´e dans la classe ge´ne´rale de l’Algorithme 3.3 en supposant
queJ est absent (c’est-a`-dire que J est re´duit a` J), et en choisissant K = (1/2) ‖·‖2. `A l’ite´ration k+ 1,






∥∥u − uk∥∥2) . (3.9)
Notre but n’est pas ici de discuter de cet algorithme en particulier, mais juste de mentionner son lien avec
le PPA.
3.2.3.2 Algorithme du gradient et du gradient projete´
On garde ici le meˆme choix de la fonction auxiliaire K que ci-dessus, mais on suppose maintenant que
J se re´duit a` J . De plus, on va supposer dans un premier temps que U ad est e´gal a` tout l’espace U et
que J est diffe´rentiable. Alors, (3.8c) peut eˆtre re´solu explicitement, ce qui conduit a` la formule (3.6) de
l’algorithme du gradient.
Supposons maintenant que U ad est un sous-ensemble convexe ferme´ de U. Le proble`me (3.8c) con-
duit alors a` la formule de l’algorithme du gradient projete´
uk+1 = projU ad
(
uk − εk∇ J (uk)) . (3.10)
Exercice 3.4. De´montrer cette formule (de´montrer que uk+1 est bien solution de (3.8c)).
Si J = J est seulement sous-diffe´rentiable, on retrouve un algorithme de sous-gradient
(e´ventuellement projete´) avec des “pas” εk suivant la re`gle (2.35).
Finalement, si J est vue comme la somme de deux fonctions non triviales J et J, toujours avec le
meˆme choix de K , on obtient un algorithme qui peut eˆtre conside´re´ comme combinant l’ide´e du gradient
ou du sous-gradient (e´ventuellement projete´) avec celle de la technique “prox”.
3.2.3.3 Algorithme de Newton
On suppose a` nouveau que U ad = U, que J se re´duit a` J , et que cette dernie`re fonction est deux fois
continuˆment diffe´rentiable avec une de´rive´e seconde J ′′(u) fortement monotone (disons, pour l’instant,
de´finie positive en dimension finie). `A l’ite´ration k + 1 de l’Algorithme 3.3, on choisit
K k(u) = 1
2
〈
u , J ′′(uk) · u〉 , (3.11)
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et εk = 1. Alors, (3.8c) peut a` nouveau eˆtre re´solu explicitement par la formule
uk+1 = uk − (J ′′(uk))−1 · ∇ J (uk) ,
qui n’est rien d’autre que l’algorithme de Newton (ou Newton-Raphson).
Si U ad est diffe´rent de U, on ne peut plus exprimer explicitement la solution de (3.8c) (il faut faire
appel a` une caracte´risation par une ine´quation variationnelle de type (3.4)), mais, avec le meˆme choix
de K k et de εk , l’algorithme ainsi obtenu peut eˆtre conside´re´ comme la ge´ne´ralisation de l’algorithme de
Newton en pre´sence de contraintes.
Cette utilisation de l’Algorithme 3.3 montre l’inte´reˆt de permettre que la fonction auxiliaire K
de´pende de l’indice k d’ite´ration. De plus, la souplesse d’utilisation de cet algorithme ge´ne´ral est
de´montre´e par la remarque suivante.
Remarque 3.5. Supposons que J ′′(u) n’est pas partout fortement monotone,2 et donc non inversible ;
alors, le choix (3.11) peut eˆtre ame´liore´ en ajoutant a` cette fonction auxiliaire un terme fortement con-
vexe, par exemple (γ /2) ‖u‖2 avec γ positif.
Cette technique pour ame´liorer le conditionnement du proble`me auxiliaire (3.8c) est aujourd’hui
assez bien connue mais elle se pre´sente comme une possibilite´ naturelle dans le cadre du PPA qui,
comme on le verra lors de l’e´tude de convergence, re´clame une fonction auxiliaire fortement convexe.
3.2.3.4 De´composition
Nous en venons maintenant a` notre but principal, celui de la de´composition. Comme de´ja` dit plus haut,
dans ce contexte, on suppose queU et U ad sont de´compose´s comme en (3.7) et que J a une forme additive
vis-a`-vis de cette de´composition, c’est-a`-dire qu’elle s’e´crit J(u) =∑Ni=1 Ji (ui ). Par conse´quent, le seul
couplage entre sous-proble`mes provient e´ventuellement de la fonction J .
On observe alors que, dans (3.8c), cette fonction J apparaıˆt seulement par l’entremise d’un terme
“line´arise´” en u, et qui est donc additif. Il suffit donc de choisir la fonction auxiliaire K k additive pour
obtenir un proble`me auxiliaire (3.8c) qui se de´compose en N sous-proble`mes inde´pendants.
Remarquons que le choix K (u) = ‖u‖2 /2, conduisant a` l’algorithme du gradient ou du sous-gradient
projete´, est de´ja` un choix de fonction auxiliaire additive, ce qui nous autorise a` conside´rer les algorithmes
de gradient comme des algorithmes de de´composition. Cependant, la taˆche de re´solution des sous-
proble`mes ainsi obtenus est plutoˆt simpliste (du moins, si la projection sur les ensembles admissibles
U adi est facile a` calculer) puisqu’elle consiste a` appliquer la formule (3.10). En contrepartie, on peut
s’attendre a` ce que le nombre d’ite´rations de coordination soit important (ce qui arrive en effet avec la
me´thode du gradient pour des proble`mes mal conditionne´s).
Le choix (3.11) conduit a` un proble`me auxiliaire comparativement moins trivial a` re´soudre, et le
nombre d’ite´rations de coordination doit en conse´quence s’en trouver alle´ge´. Cependant, (3.11) n’est pas
une fonction additive en ge´ne´ral : pour obtenir la de´composition, on doit par exemple conserver seule-
ment la partie bloc-diagonale du Hessien J ′′(uk) (correspondant a` la de´composition (3.7) des espaces) ;
on obtient ainsi ce que l’on peut qualifier d’“algorithme de Newton de´compose´” (plus connu sous le nom
ge´ne´rique de “quasi-Newton”).
D’une manie`re ge´ne´rale, il est intuitivement souhaitable de conserver autant que faire se peut du
proble`me original dans le proble`me auxiliaire, avec la contrainte d’obtenir un proble`me auxiliaire
de´composable. Quand J est diffe´rentiable, un proce´de´ syste´matique consiste a` de´finir
K ki : ui 7→ J (uk1, . . . , uki−1, ui , uki , . . . , ukN ) , (3.12)
sous re´serve que cette fonction auxiliaire soit fortement convexe (sinon, on est conduit a` lui rajouter un
terme du type (γ /2) ‖ui‖2). On verra plus loin d’autres conse´quences de cette technique.
2Voir Annexe, §3.4.
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3.2.4 ´Etude de la convergence
3.2.4.1 Sche´ma ge´ne´ral
L’e´tude de la convergence des algorithmes de´crits dans ce cours passe toujours par le sche´ma suivant :
1. Trouver une “fonction de Lyapounov” (notons la` `), c’est-a`-dire une fonction des variables sur
lesquelles ite`re l’algorithme (notons les globalement x), telle que ` est borne´e infe´rieurement (en
ge´ne´ral par 0) et telle que `(x)→∞ quand x →∞.
2. ´Etudier la variation de cette fonction sur une ite´ration de l’algorithme et montrer que cette variation
1k+1k = `(xk+1)− `(xk)
est ne´gative c’est-a`-dire que la fonction de Lyapounov de´croıˆt.
3. On en de´duit d’abord que la suite {xk} est borne´e (sinon `(xk) tendrait vers l’infini, ce qui est
contradictoire avec la de´croissance de ces valeurs avec k).
4. Comme elle est borne´e infe´rieurement et de´croissante, la suite {`(xk)} converge donc (pas
ne´cessairement vers sa borne infe´rieure) et la diffe´rence 1k+1k tend vers 0. De ce fait, et si
1k+1k peut eˆtre conside´re´e comme l’oppose´e d’une fonction fortement monotone de variables yk
(recoupant totalement ou partiellement les variables xk), on de´duit que les variables yk tendent
vers 0. On essaie alors d’en tirer des conclusions quant a` la convergence de l’algorithme.
La possibilite´ d’e´tudier la vitesse de convergence passe en ge´ne´ral par le fait que 1k+1k s’exprime
directement comme une fonction strictement de´croissante de `(xk) (ou `(xk+1)), et que par ailleurs `(x)
soit encadre´e par deux fonctions monotones de ‖x‖.
3.2.4.2 Convergence de l’Algorithme 3.3
On e´tudie l’Algorithme 3.3 dans le cas ou`J est diffe´rentiable. On dira ulte´rieurement quelques mots du
cas non diffe´rentiable.
On dispose en fait de deux de´monstrations qui diffe`rent par le choix de la fonction de Lyapounov.
Celle donne´e dans [6] utilise la fonction couˆt elle-meˆme, c’est-a`-dire J + J, comme fonction de Lya-
pounov. Elle a l’inte´reˆt de montrer que l’Algorithme 3.3 fait de´croıˆtre cette fonction couˆt de fac¸on
monotone sous les hypothe`ses ade´quates. Par ailleurs, elle est aussi facile a` utiliser avec des fonctions
auxiliaires K k et des “pas” εk variables avec k qu’avec des fonctions K et des “pas” ε fixes, ce qui n’est
pas le cas pour la de´monstration ci-apre`s.
Celle que nous allons pre´senter utilise une autre fonction, qui est en fait le plus souvent utilise´e
comme — partie, au moins, de la — fonction de Lyapounov de la plupart des autres de´monstrations de
convergence. Ce peut eˆtre une premie`re raison pour la pre´fe´rer ici. Mais, il y a d’autres raisons de la
privile´gier, malgre´ ses limitations e´voque´es ci-dessus.
1. Elle est adaptable sans aucune difficulte´ au cas d’ope´rateurs non syme´triques, c’est-a`-dire
lorsqu’on cherche a` re´soudre une ine´quation variationnelle du type (3.75) avec une adaptation
triviale de l’Algorithme 3.3 au cas ou` l’ope´rateur 9 n’est pas la de´rive´e d’une fonction (voir [8]
pour l’adaptation et [21] pour l’e´tude de convergence dans le bon cadre d’hypothe`ses).
2. Elle se preˆte a` l’e´tude de la vitesse de convergence (sous les hypothe`ses ade´quates) selon la tech-
nique utilise´e dans [23].
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En fait, cette technique de de´monstration est devenue possible apre`s la prise de conscience de
l’importance de la proprie´te´ de Dunn3 pour la convergence des algorithmes (voir [21]) d’une part, du fait
que l’hypothe`se de Lipschitz et l’hypothe`se de Dunn sont e´quivalentes pour les ope´rateurs syme´triques
d’autre part (voir Lemme 3.44 en fin de chapitre).
On va e´noncer le the´ore`me de convergence “maximal”, c’est-a`-dire celui qui re´sulte de la re´union
des conclusions que l’on peut tirer des deux de´monstrations (celle de [6, Theorem 2.1] et celle qui va
suivre).
The´ore`me 3.6. Les hypothe`ses sont les suivantes :
(H1) J est une fonction convexe s.c.i. ;
(H2) J est une fonction convexe s.c.i. diffe´rentiable, de gradient Lipschitzien avec constante A ;
(H3) le proble`me (3.1), avec J = J + J, admet une solution u] ;4
(H4) les fonctions K k sont convexes s.c.i. diffe´rentiables, de de´rive´es uniforme´ment Lipschitziennes et
uniforme´ment fortement monotones, c’est-a`-dire que si bk (respectivement, Bk) de´signe la cons-
tante de forte monotonie (respectivement, de Lipschitz) de (K k)′, alors
∃b, B > 0 : ∀k ∈ N, bk ≥ b, Bk ≤ B .
Alors, les conclusions sont les suivantes :
(C1) le proble`me auxiliaire (3.8c) admet une solution unique uk+1 ;
(H5) si
α ≤ εk ≤ 2b
k
A + β pour α, β > 0 , (3.13)
(C2) alors J (uk) de´croıˆt strictement (sauf si l’algorithme a converge´ en un nombre fini d’ite´rations) ;
(C3) J ′(uk) converge fortement vers la valeur J ′(u]) (unique meˆme si u] ne l’est pas — voir
Lemme 3.47) ;
(C4) la suite {uk} est borne´e, donc faiblement compacte, et tout point d’accumulation dans la topologie
faible est une solution de (3.1) ;
(H6) si J ′ est fortement monotone de constante a sur un borne´ contenant la suite {uk},
(C5) la suite {uk} converge fortement vers l’unique solution u] ;
(C6) de plus, on a la “majoration a posteriori de l’erreur”
∥∥uk+1 − u]∥∥ ≤ Bk/εk + A
a
∥∥uk+1 − uk∥∥ . (3.14)
3Voir Annexe, §3.6.
4Dans [6], on supposait que J e´tait coercive sur U ad (voir (3.2)), cette hypothe`se e´tant requise en particulier parce que J
servait de fonction de Lyapounov dans la de´monstration. Ici cette raison n’est plus a` invoquer, mais la coercivite´, avec les
hypothe`ses pre´ce´dentes, assure l’existence d’une solution a` (3.1).
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De´monstration. Comme de´ja` dit, on se limite ici au cas ou` les fonctions auxiliaires K k sont toutes
identiques (on notera donc K cette fonction auxiliaire, et b (respectivement, B), la constante de forte
monotonie (respectivement, de Lipschitz) de K ′. On se limitera alors e´galement a` des εk tous e´gaux a`
un ε fixe. Ces restrictions sont leve´es dans la de´monstration donne´e dans [6]. Dans le contexte actuel,
l’hypothe`se (3.13) prend la forme simplifie´e




(C1) La fonction couˆt du proble`me auxiliaire est la somme d’une fonction K s.c.i. et fortement convexe
et de fonctions s.c.i. convexes : elle est donc s.c.i. et fortement convexe et satisfait en particu-
lier (3.68), ce qui implique qu’elle est coercive. Le proble`me (3.8c) admet donc une solution,
e´videmment unique, caracte´rise´e par l’ine´quation variationnelle : uk+1 ∈ U ad,
∀u ∈ U ad, 〈K ′(uk+1)− K ′(uk)+ εJ ′(uk) , u − uk+1〉+ ε(J(u)− J(uk+1)) ≥ 0 . (3.16)
On se livre maintenant a` quelques calculs. On additionne les ine´quations variationnelles (3.16) et
(3.4) (multiplie´e par ε) avec respectivement u = u] et u = uk+1, ce qui donne〈
K ′(uk+1)− K ′(uk) , u] − uk+1〉+ ε 〈J ′(uk)−J ′(u]) , u] − uk+1〉 ≥ 0 . (3.17)
Choix de la fonction de Lyapounov. On pose
φk = `(uk) = K (u])− K (uk)− 〈K ′(uk) , u] − uk 〉 , (3.18)
ou` u] est une solution quelconque de (3.1). Comme K est fortement convexe de constante b,
d’apre`s (3.68), on a
φk ≥ b
2
∥∥uk − u]∥∥2 , (3.19)
ce qui montre que ` remplit bien les crite`res d’une fonction de Lyapounov (voir point 1 du
§3.2.4.1).
D’une part,〈
K ′(uk+1)− K ′(uk) , u] − uk+1〉 = 〈K ′(uk+1) , u] − uk+1〉
− 〈K ′(uk) , (u] − uk)+ (uk − uk+1)〉 .
Comme K est fortement convexe de constante b, d’apre`s (3.68)
− 〈K ′(uk) , uk − uk+1〉 ≤ K (uk+1)− K (uk)− b
2
∥∥uk+1 − uk∥∥2 .
Alors 〈
K ′(uk+1)− K ′(uk) , u] − uk+1〉 ≤ φk − φk+1 − b
2
∥∥uk+1 − uk∥∥2 . (3.20)
D’autre part,
ε
〈J ′(uk)−J ′(u]) , u] − uk+1〉 = ε 〈J ′(uk)−J ′(u]) , (u] − uk)+ (uk − uk+1)〉
≤ −ε 〈J ′(uk)−J ′(u]) , uk − u]〉
+ ε ∥∥J ′(uk)−J ′(u])∥∥ ∥∥uk+1 − uk∥∥
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par utilisation de l’ine´galite´ de Schwarz,
≤ −ε 〈J ′(uk)−J ′(u]) , uk − u]〉
+ ε
2δ
∥∥J ′(uk)−J ′(u])∥∥2 + εδ
2
∥∥uk+1 − uk∥∥2





) 〈J ′(uk)−J ′(u]) , uk − u]〉+ εδ
2
∥∥uk+1 − uk∥∥2
par utilisation de (3.74) pour 9 = J ′.
En additionnant membre a` membre les majorations obtenues et en tenant compte de (3.17), il vient
φk+1 ≤ φk + εδ − b
2
∥∥uk+1 − uk∥∥2 + ε( A
2δ
− 1
) 〈J ′(uk)−J ′(u]) , uk − u]〉 (3.21)
≤ φk + εδ − b
2




) ∥∥J ′(uk)−J ′(u])∥∥2 (3.22)
en utilisant a` nouveau (3.74) a` condition que δ > A/2.
(C3) Si de plus δ < b/ε — notons que cette hypothe`se et la pre´ce´dente sont bien compatibles avec
(3.15) —, l’ine´galite´ (3.22) montre que la suite {φk} est de´croissante. On est donc dans le cadre
de l’application du sche´ma ge´ne´ral du §3.2.4.1 (points 2 a` 4). En particulier, φk+1 − φk tend vers
ze´ro, et d’apre`s (3.22), ceci montre que∥∥uk+1 − uk∥∥→ 0 ; ∥∥J ′(uk)−J ′(u])∥∥→ 0 . (3.23)
Ceci de´montre la conclusion (C3).5
(C4) Par le point 3 du sche´ma ge´ne´ral (§3.2.4.1), on conclut que la suite {uk} est borne´e, donc faible-
ment compacte. Par conse´quent, on peut en extraire une sous-suite faiblement convergente. Soit u
un point d’accumulation (dans la topologie faible) de la suite {uk}. D’apre`s l’ine´quation variation-











) ∥∥uk+1 − uk∥∥ ∥∥u − uk+1∥∥ . (3.25)
Par passage a` la limite pour une sous-suite {uki } telle que uki ⇀ u, du fait que J est s.c.i., y compris
dans la topologie faible (car elle est convexe),6 avec l’aide de (3.23) et le fait que uki est borne´, on
obtient 〈J ′(u]) , u − u〉+ J(u)− J(u) ≥ 0 , ∀u ∈ U ad .
On pourra conclure que u est une solution en montrant que J ′(u]) = J ′(u), ce que nous faisons
maintenant.
5L’affirmation (C2) re´sulte de la de´monstration de [6].
6donc −J(u) ≥ − lim inf
ki→∞
J(uki ) ≥ − lim sup
ki→∞
J(uki ) = lim inf
ki→∞
−J(uki )
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Le fait que J ′ est Lipschitzienne entraıˆne (voir (3.74) en annexe) que〈J ′(uk) , uk − u〉− 〈J ′(u) , uk − u〉 ≥ 1
A
∥∥J ′(uk)−J ′(u)∥∥2 .
Par passage a` la limite sur la sous-suite {uki }, on ve´rifie que les deux termes au premier membre de
cette ine´galite´ tendent vers ze´ro. Comme au second membre J ′(uk) tend vers J ′(u]) fortement,
l’ine´galite´ limite montre que J ′(u]) = J ′(u), ce qui termine la de´monstration du point (C4).
(C5) La convergence forte re´sultera du point (C6) ci-apre`s et de (3.23).
(C6) On repart de l’ine´galite´ (3.17) que l’on re´e´crit〈
K ′(uk+1)− K ′(uk) , u] − uk+1〉
+ ε 〈J ′(uk)−J ′(uk+1) , u] − uk+1〉 ≥ ε 〈J ′(u])−J ′(uk+1) , u] − uk+1〉 .
L’hypothe`se de forte monotonie de J ′ pour le second membre, et les ine´galite´s de Schwarz et




(a) L’ine´galite´ (3.14) s’appelle une “majoration a posteriori de l’erreur” parce qu’elle permet, moyen-
nant toutefois une estimation des diverses constantes pre´sentes au second membre, d’estimer a`
combien on se trouve de l’optimum u] a` partir d’une grandeur “mesurable en ligne”, c’est-a`-dire
au moment du de´roulement de l’algorithme, a` savoir la distance
∥∥uk+1 − uk∥∥.
(b) Pour finir la de´monstration de (C4), on aurait pu, a` partir de (3.25), utiliser une ine´galite´ de la
convexite´ de J au premier membre, puis le caracte`re s.c.i. de J + J. Mais sous la forme de la
de´monstration adopte´e, on peut ve´rifier que celle-ci reste valable sans changement lorsque J ′ est
remplace´ par un ope´rateur 9 monotone non syme´trique ayant la proprie´te´ de Dunn (3.74), et pas
seulement la proprie´te´ de Lipschitz. L’algorithme et sa de´monstration restent donc valables pour
l’ine´quation variationnelle (3.75) dans ce cas. Cette de´monstration a e´te´ donne´e pre´cise´ment dans
ce contexte dans [21].
(c) L’algorithme du proble`me auxiliaire applique´ a` l’ope´rateur line´aire non syme´trique de
l’Exemple 3.46 (voir Annexe, §3.6) avec K (·) = ‖·‖2 /2 donne
uk+11 = uk1 − εuk2 ; uk+12 = uk2 + εuk1 ,
de sorte que
‖uk+11 ‖2 + ‖uk+12 ‖2 =
(
1+ ε2) (‖uk1‖2 + ‖uk2‖2) ,
ce qui signifie que la norme de uk ne fait que croıˆtre, et donc l’algorithme ne converge pas. Cet
exemple montre donc que le caracte`re Lipschitzien d’un ope´rateur non syme´trique est insuffisant
pour garantir la convergence et que c’est donc bien la proprie´te´ de Dunn qui est de´cisive dans le
cas non syme´trique.
(d) Dans le cas d’un ope´rateur non syme´trique 9 Lipschitzien de constante A et fortement monotone
de constante a, le Lemme 3.44 (Annexe, §3.6) indique que 9 ve´rifie aussi l’hypothe`se de Dunn
avec la constante A2/a. L’algorithme converge donc si ε reste infe´rieur a` la valeur 2ab/A2, re´sultat
de´ja` obtenu dans [8].
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(e) L’hypothe`se de Lipschitz sur J ′ est globale, ce qui implique en particulier que J ne peut avoir
une croissance plus forte que quadratique a` l’infini (voir (3.71) en Annexe, §3.5 ; conside´ration qui
n’a e´videmment d’inte´reˆt que si U ad n’est pas borne´). Comme on montre ensuite que la suite {uk}
engendre´e par l’algorithme est borne´e, on peut se demander si une hypothe`se de Lipschitz sur tout
borne´ (on dira queJ ′ est “localement” Lipschitzienne) ne serait pas suffisante. Malheureusement,
il semble difficile d’aboutir a` la conclusion d’une suite borne´e (qui re´sulte elle-meˆme du fait que
la fonction de Lyapounov de´croıˆt) sans faire pre´alablement l’hypothe`se de Lipschitz globale.
3.2.4.3 Un cas de convergence de toute la suite
Graˆce a` la nouvelle de´monstration de convergence ci-dessus, il devient possible d’utiliser un re´sultat de
[7, Lemme 2 de l’Annexe] pour montrer que toute la suite {uk} a le meˆme point d’accumulation (dans la
topologie faible), meˆme en l’absence de forte monotonie deJ ′ : on renonce donc ici a` l’hypothe`se (H6)),
mais on fait la nouvelle hypothe`se :
(H6’) K ′ est continue de U muni de la topologie faible dans U∗ muni de la topologie faible.
Cette hypothe`se est satisfaite en particulier si K ′ est affine (i.e. si K est quadratique).
Lemme 3.8. Sous l’hypothe`se supple´mentaire (H6’) (a` la place de (H6)), la suite {uk} engendre´e par
l’Algorithme 3.3 a un seul point d’accumulation (dans la topologie faible).
De´monstration. Supposons qu’il y ait deux points d’accumulation u]1 et u
]
2 (qui sont ne´cessairement tous
les deux des solutions de (3.1)). On sait d’apre`s la de´monstration pre´ce´dente que la suite {φk} de´finie par
(3.18) converge vers une limite λ. En fait, φk peut eˆtre de´finie a` partir de u]1 comme a` partir de u]2. Nous
noterons φk1 et φ
k
2 ces deux de´finitions possibles, et λ1, respectivement λ2, les limites correspondantes.
Conside´rons une sous-suite {uki } convergeant faiblement vers u]1 ; on a
φ
ki
2 = K (u]2)− K (uki )−
〈
K ′(uki ) , u]2 − uki
〉
= K (u]2)− K (u]1)+ K (u]1)− K (uki )−
〈








K ′(uki ) , u]2 − u]1
〉
.
En passant a` la limite, compte tenu des hypothe`ses faites, et notamment de l’hypothe`se de continuite´
de K ′, on obtient
λ2 = K (u]2)− K (u]1)+ λ1 −
〈




≥ λ1 + b2
∥∥∥u]2 − u]1∥∥∥2 .
En intervertissant le roˆle des indices 1 et 2, on obtient de fac¸on similaire l’ine´galite´
λ1 ≥ λ2 + b2
∥∥∥u]2 − u]1∥∥∥2 .
Par addition de ces deux dernie`res ine´galite´s, on prouve que u]1 = u]2.
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3.2.4.4 Vitesse de convergence dans le cas J fortement convexe
On de´finit d’abord la notion de convergence line´aire en moyenne.
De´finition 3.9. La suite {xk} converge en moyenne line´airement vers x] avec le taux κ ∈ [0, 1[ si
∀k ∈ N : lim sup
n→+∞
n
√∥∥xk+n − x]∥∥∥∥xk − x]∥∥ ≤ κ .
Le lemme suivant est tire´ de [23].
Lemme 3.10. Soit ` : X→ R et x] un point tel que
∃m > 0, ∃M > 0 : ∀x ∈ X, m
2
∥∥x − x]∥∥2 ≤ `(x)− `(x]) ≤ M
2
∥∥x − x]∥∥2 .
Soit {xk} une suite telle que
∃η ∈]0, 1[: ∀k, `(xk+1)− `(x]) ≤ η (`(xk)− `(x])) .




∥∥xk+n − x]∥∥2 ≤ `(xk+n)− `(x]) ≤ ηn (`(xk)− `(x])) ≤ ηn M
2
∥∥xk − x]∥∥2 ,
d’ou`
∀n, ∥∥xk+n − x]∥∥ ≤ √ηn M
m
∥∥xk − x]∥∥ .





√∥∥xk+n − x]∥∥∥∥xk − x]∥∥ ≤ √β .
Ceci e´tant vrai pour tout β > η est e´galement vrai pour β = η.
The´ore`me 3.11. Lorsque J ′ est fortement monotone de constante a, l’Algorithme 3.3 converge
line´airement en moyenne avec le taux
√
1− (2εa/B)(1− εA/2b), le taux optimal estime´ (obtenu pour
ε = b/A) e´tant√1− ab/AB.
De´monstration. On va appliquer le Lemme 3.10 a` la situation du The´ore`me 3.6 en utilisant la fonction
`(u) de´finie par (3.18). On a pose´ φk = `(uk) et on observe que `(u]) = 0 et que
b
2
∥∥u − u]∥∥2 ≤ `(u)− `(u]) ≤ B
2
∥∥u − u]∥∥2 .
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On repart alors de l’ine´galite´ (3.21) en choisissant δ = b/ε, ce qui donne




) 〈J ′(uk)−J ′(u]) , uk − u]〉




) ∥∥uk − u]∥∥2
















`A partir de la`, il suffit d’une part d’appliquer le lemme pre´ce´dent, d’autre part de montrer que le meilleur
taux est atteint pour ε = b/A, c’est-a`-dire au milieu de la plage de valeurs autorise´es pour ε.
3.2.4.5 Quelques mots du cas sous-diffe´rentiable
Si J n’est pas diffe´rentiable mais seulement sous-diffe´rentiable, cela signifie que la constante de Lip-
schitz A est essentiellement infinie, ce qui fait que la borne 2b/A sur ε est nulle : ceci “explique”, ou
indique, que la suite {εk} doive tendre vers 0, et en fait elle devra satisfaire les conditions (2.35).
De plus, si U ad n’est pas borne´, une hypothe`se sur le taux de croissance de la norme des sous-
gradients de J a` l’infini est requise. On notera en effet que dans le cas d’un gradient Lipschitzien,
la croissance de la norme du gradient a` l’infini n’est pas plus rapide que line´aire. Dans le cas sous-
diffe´rentiable, l’hypothe`se requise s’e´crit
∃c1, c2 : ∀u ∈ U ad, ∀r ∈ ∂J (u), ‖r‖ ≤ c1 ‖u‖ + c2 .
Une hypothe`se de meˆme nature est aussi requise pour J (mais elle s’exprime directement sur J sans
re´fe´rence a` ∂J — voir [12] pour les de´tails).
De telles hypothe`ses peuvent en fait eˆtre e´vite´es par une mise en œuvre diffe´rente (et plus couˆteuse)
de l’algorithme : en supposant que J ≡ 0 pour simplifier, on remplace εk par εk = ρk/ ∥∥r k∥∥ dans (3.8c),
ou` {ρk} est a` nouveau une suite satisfaisant (2.35). D’autres mises en œuvre sont e´galement possibles
(voir [12]).
Sous les hypothe`ses de´crites sommairement ci-dessus, on obtient essentiellement les meˆmes re´sultats
de convergence que dans le cas diffe´rentiable, sauf la de´croissance monotone de la fonction couˆt
(d’ailleurs, cette fonction de Lyapounov ne peut plus servir de base a` la de´monstration), et sauf bien
suˆr la majoration a posteriori de l’erreur (3.14).
3.2.5 Variantes
Dans le cas diffe´rentiable, il y a plusieurs autres fac¸ons de mettre en œuvre l’algorithme de base et
d’assurer les conditions de convergence. Nous en de´crivons quelques unes ci-apre`s.
3.2.5.1 Augmentation de la fonction auxiliaire
On a de´ja` e´voque´ aux §3.2.3.3 et 3.2.3.4 la possibilite´ de rajouter a` une fonction auxiliaire K constituant
un premier choix une autre fonction du type (γ /2) ‖·‖2 pour γ > 0. On a vu (cf. (3.9)) que cela rajoute
le terme “proximal” (γ /2)
∥∥u − uk∥∥2 au proble`me auxiliaire.
`A la lumie`re des conditions de convergence, l’addition de ce terme, qui fait passer la constante b
de forte monotonie de K ′ a` la valeur b + γ , peut faire que, pour γ assez grand, l’intervalle admissible
]0, 2(b + γ )/A[ des valeurs de ε contienne la valeur 1. Autrement dit, l’addition au proble`me auxiliaire
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d’un terme “prox” suffisamment “fort” permet de se passer de ε pour assurer la convergence (c’est-a`-dire
de prendre ε = 1).
Il est un cas en particulier ou` le fait de prendre ε = 1 est particulie`rement inte´ressant. C’est le cas
ou` l’on fait un choix “canonique” de la fonction auxiliaire en relation avec J comme de´crit par (3.12).
Avec ce choix, et avec ε = 1, les “corrections line´aires” faisant intervenir les de´rive´es deJ disparaissent








∥∥ui − uki ∥∥2 +J (uk1, . . . , uki−1, ui , uki , . . . , ukN )+ Ji (ui )) , (3.26)
ce que l’on pourrait appeler “algorithme proximal avec de´composition” (a` comparer a` l’algorithme pro-
ximal “pur” de´crit au §3.2.3.1 — voir (3.9)).
Exercice 3.12. Avec le choix (3.12) pour la fonction auxiliaire K ki et εk = 1, montrer que l’on retrouve
bien (3.26) a` partir de (3.8c).
3.2.5.2 Relaxation
Une autre technique pour assurer la convergence de l’algorithme du proble`me auxiliaire tout en gardant
ε = 1 consiste a` recourir a` la “sous-” ou “sur-relaxation”. On de´signe maintenant par uk+1/2 la solution
du proble`me auxiliaire (3.8c) avec εk = 1, puis on pose
uk+1 = (1− ρk)uk + ρkuk+1/2 , (3.27)
qui servira a` rede´finir (3.8c) a` l’ite´ration suivante. On parle de “sous-relaxation” si ρk < 1 et de “sur-
relaxation” si ρk > 1.
Il s’ave`re (voir [6]) que les conditions sur ρk sous lesquelles ce nouvel algorithme converge sont
exactement les meˆmes que celles e´nonce´es au The´ore`me 3.6 et portant sur εk . La seule petite diffe´rence
est que, si J est non diffe´rentiable et si U ad n’est pas e´gal a` U, alors ρk doit eˆtre tel que uk+1, calcule´ par
(3.27), reste dans U ad (ce qui est de toute fac¸on assure´ si ρk ≤ 1).7
3.2.5.3 Version se´quentielle
Lorsque nous avons conside´re´ l’utilisation de l’Algorithme 3.3 dans l’optique de la de´composition (ce
qui passe par le choix de fonctions auxiliaires K k additives), les sous-proble`mes obtenus pouvaient eˆtre
re´solus en paralle`le. Cette caracte´ristique est souhaitable si l’on dispose d’un calculateur paralle`le per-
mettant de re´soudre les sous-proble`mes simultane´ment. Dans le cas contraire, on pre´fe´rera une version
se´quentielle de l’Algorithme 3.3.
`A l’ite´ration de coordination k + 1, les sous-proble`mes sont re´solus l’un apre`s l’autre, disons,
en commenc¸ant par le sous-proble`me 1 et en terminant par le sous-proble`me N ; une fois les sous-
proble`mes 1 a` j−1 re´solus, uk+1i est disponible pour i = 1, . . . , j−1, ; ces solutions sont imme´diatement














j , . . . , u
k
N
)− (K kj )′(ukj), u j 〉+ εkjJ j (u j )) .
Notons qu’un εkj diffe´rent est utilise´ dans chaque sous-proble`me. La convergence est de´montre´e dans [6]
sous les conditions εkj ∈ [α j , β j ] ⊂]0, 2b j/A j [, ou` b j est la constante de forte convexite´ (uniforme en k)
de K kj et, de meˆme, A j est la constante de Lipschitz uniforme de la fonction u j 7→ ∂J (u)/∂u j .
7Cette restriction peut se comprendre en pensant au cas ou` J est justement la fonction indicatrice d’un certain U ad (qui vaut
0 si u ∈ U ad et +∞ sinon).
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`A l’e´vidence, les constantes b et A conside´re´es dans la version paralle`le sont respectivement
infe´rieure et supe´rieure (ou e´gales) a` min j=1,...,N b j et max j=1,...,N A j . Ceci signifie que la borne
supe´rieure sur εk de la version paralle`le est moins bonne que les bornes supe´rieures individuelles des
εkj de la version se´quentielle. Cette observation illustre indirectement le fait (ve´rifie´ en pratique) que la
version se´quentielle est plus rapide, en nombre d’ite´rations, que la version paralle`le. Par conse´quent,
la version se´quentielle sera pre´fe´re´e si l’on dispose d’un calculateur mono-processeur. Cependant, la
version paralle`le peut eˆtre plus rapide, en temps de calcul, a` partir du moment ou` l’on dispose d’un cal-
culateur pre´sentant des possibilite´s substantielles de calcul paralle`le (de type MIMD, comme indique´ au
§1.2.2).
3.2.5.4 Line´arisation partielle
En de´finitive, la de´composition provient du fait que la partie non additive de la fonction couˆt, a` savoir
J , est “line´arise´e” dans la formulation du proble`me auxiliaire. Supposons maintenant que J est de la
forme






ou` Ji : Ui → R est convexe pour tout i , et f : R→ R est diffe´rentiable (ou sous-diffe´rentiable).8
Alors, en suivant le principe de “garder autant que faire se peut du proble`me original dans le proble`me











Ji (ui )+ εkJ(u)
)
. (3.28)
Cette e´criture s’inspire de la fac¸on (3.5) d’e´crire les conditions d’optimalite´ et d’une ge´ne´ralisation
correspondante imme´diate du Lemme 3.2.
3.2.6 Une application
3.2.6.1 Expose´ du proble`me
On conside`re un proble`me du type (3.1), mais avec deux types de variables : d’une part u, elle-meˆme
de´compose´e en variables ui , i = 1, . . . , N , chaque ui devant appartenir a` un sous-ensemble admissible
U adi , d’autre part v dans un espace V. De plus, J (u, v) prend la forme suivante :
J (u, v) = g(J1(u1, v), . . . , JN (uN , v)) , (3.29)
ou` g : RN → R est une fonction croissante de chacun de ses arguments9 et chaque Ji est une fonction
de Ui × V dans R.
3.2.6.2 Approche “ad hoc”
Du fait que g est croissante par rapport a` chacun de ses arguments, il est clair qu’a` v fixe´, la minimisation
de J par rapport a` u ∈ U ad se rame`ne a` la re´solution des sous-proble`mes inde´pendants, pour i =
1, . . . , N ,
min
ui∈U adi
Ji (ui , v) . (3.30)
8 f doit aussi eˆtre convexe et non de´croissante pour queJ soit convexe.
9Ce peut eˆtre la somme, le produit si les Ji sont a` valeurs positives, ou n’importe quelle combinaison a` base de somme,
produit, logarithme, exponentielle, etc.
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La coordination reviendrait alors a` minimiser en v la fonction
ϕ : v 7→ min
u∈U ad
J (u, v) .
Supposant g diffe´rentiable, ainsi que chaque Ji par rapport a` v, et supposant aussi, pour rester simple,






















L’algorithme de de´composition-coordination obtenu se de´cline finalement ainsi : a` l’ite´ration k,
1. re´soudre (3.30) pour v = vk ; soit uk+1i la solution pour i = 1, . . . , N ;
2. remettre a` jour vk par la formule du gradient
vk+1 = vk − ρkϕ′(vk) , (3.32)
ou` la de´rive´e est e´value´e avec (3.31) et v = vk , ûi (vk) = uk+1i .
3.2.6.3 Approche par le PPA
Nous allons maintenant reprendre cet exemple en le plongeant dans le formalisme ge´ne´ral du PPA.
Premie`re e´tape : choix d’une fonction auxiliaire. Comme il se doit, on choisit une fonction auxiliaire
additive par rapport aux ui ; quant a` sa de´pendance en v, on la choisira de telle sorte qu’un algorithme
de gradient en v e´merge de l’application du formalisme ge´ne´ral. On pose donc
K k(u, v) =
N∑
i=1




On peut de plus utiliser la technique (3.12) pour de´finir K ki ce qui donne
K ki (ui ) = g
(
J1(uk1, v




Dans le cas ou` g est la somme (respectivement, le produit) des Ji , K ki (ui ) coı¨ncide, a` une constante
additive (respectivement, multiplicative) pre`s, avec Ji (ui , vk).
`A cette fonction K ki (·), il peut eˆtre ne´cessaire, comme on l’a vu, de rajouter une fonction du type
γ ‖·‖2 /2.
Deuxie`me e´tape : algorithme se´quentiel. On utilise maintenant la version se´quentielle de
l’algorithme du PPA, telle que de´crite au §3.2.5.3. La notion de se´quentialite´ porte sur le de´roulement
des minimisations en u d’une part, v d’autre part, et non pas sur les minimisations par rapport a` chaque ui
qui restent paralle`les.
On a vu au §3.2.5.3 que, dans la version se´quentielle, on pouvait utiliser des “pas” εk diffe´rents pour
chaque minimisation en se´quence. On a vu aussi (voir §3.2.5.1) que dans le cas du choix (3.12), le fait
de prendre εk = 1 e´tait inte´ressant, quitte a` rajouter un terme γ ‖·‖2 /2, avec γ assez grand pour assurer
la convergence. On prendra donc le εk relatif a` u e´gal a` 1, et on de´signera par ρk celui relatif a` v.
Apre`s tous ces choix, l’algorithme obtenu se de´cline ainsi : a` l’ite´ration k,
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K ki (ui )+
γ
2
∥∥ui − uki ∥∥2) , (3.35)
ou` K ki est donne´e par (3.34) ; soit uk+1i la solution.
2. remettre a` jour vk par la formule (3.32).
Exercice 3.13. Ve´rifier qu’en effet, l’application rigoureuse de l’algorithme du PPA conduit bien a` ce
sous-proble`me en v.
Commentaires 3.14.
(a) On obtient donc finalement un algorithme tre`s proche de l’algorithme obtenu par l’approche “ad
hoc” qui s’appuyait sur la structure particulie`re du proble`me initial. Cependant, l’approche du
PPA ne ne´cessite pas d’introduire la fonction ϕ et de connaıˆtre la re`gle de calcul de sa de´rive´e : la
remise a` jour de v, quoiqu’identique dans les deux approches, de´coule d’un calcul syste´matique
dans le cas du PPA.
(b) La remise a` jour de v, qui e´tait vue comme une e´tape de coordination dans l’approche “ad hoc”,
est plutoˆt vue ensuite comme l’une des deux e´tapes d’une version se´quentielle de l’algorithme du
PPA. Ceci montre que la notion de “coordination” n’est en fait qu’une interpre´tation plaque´e a
posteriori sur une approche algorithmique syste´matique.
(c) On a vu qu’il est possible de meˆler au sein d’un meˆme algorithme des phases paralle`les et des
phases se´quentielles.
(d) L’application du PPA permet de recourir a` des the´ore`mes ge´ne´raux de convergence. En particulier,
l’introduction d’un terme “prox” dans les sous-proble`mes en ui , qui aurait pu eˆtre conside´re´e
comme un “truc” supple´mentaire dans l’approche “ad hoc”, se trouve e´ventuellement justifie´e, et
“calibre´e” (en ce qui concerne la valeur a` donner au coefficient γ ) par application des the´ore`mes
de convergence.
(e) Enfin, “last but not least”, si la structure particulie`re (3.29) que nous avons suppose´e pour la
fonction couˆt J n’est plus suppose´e, il est facile de constater que la de´marche de l’algorithme
du PPA s’applique sans aucun changement, sauf bien suˆr que les calculs doivent eˆtre repris
syste´matiquement pour s’adapter a` la nouvelle situation.
´Evidemment, pour envisager une de´composition de u en sous-vecteurs ui alors que v n’est pas
de´compose´, il faut avoir une motivation pratique, mais elle pourrait venir d’une forme (3.29) de
J seulement approximativement ve´rifie´e. Le PPA “fait le ne´cessaire” meˆme dans les cas “non
se´parables”.
3.3 Le Principe du Proble`me Auxiliaire en optimisation sous contraintes
explicites
Jusqu’ a` maintenant, la partie J de la fonction couˆt e´tait, dans le cadre de la de´composition, la seule
cause de couplage entre sous-proble`mes potentiels. Si les contraintes elles-meˆmes sont une cause de
couplage, alors, pour construire des algorithmes de de´composition-coordination, il devient ne´cessaire
• d’une part, de formuler ces contraintes explicitement comme des contraintes e´galite´ ou ine´galite´ ;
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• d’autre part, de faire appel a` la the´orie de la dualite´ afin de transformer, quand c’est possible,
les proble`mes de minimisation en proble`mes de point selle du Lagrangien (ou du Lagrangien
augmente´).
Il nous faudra de`s lors obtenir des extensions du PPA aux proble`mes de point selle.




sous 2(u) ∈ −C . (3.36b)
Les hypothe`ses en vigueur dans toute la fin de ce chapitre sont celles de´crites en Annexe (§3.7) pour
pouvoir garantir l’existence d’un point selle du Lagrangien.
3.3.1 Le PPA et les proble`mes de point selle
Soit L : U × P → R une fonction convexe-concave sur des espaces de Hilbert U et P ; on suppose
l’existence d’un point selle sur des sous-ensembles admissibles convexes ferme´s U ad et Pad. Comme
pre´ce´demment avec la fonction J , on suppose que L est la somme de deux fonctions L et L de la meˆme
nature que L , L e´tant diffe´rentiable ou sous-diffe´rentiable, tandis que L sera suppose´e additive lorsque
nous parlerons de de´composition.
Dans la meˆme optique que celle du Lemme 3.2, soit 3 : U × P → R une fonction auxiliaire
fortement convexe-fortement concave et diffe´rentiable ; soit (v, q) ∈ U × P, r ∈ ∂uL(v, q) (sous-
diffe´rentiel de la fonction convexe u 7→ L(u, q) en v), s ∈ ∂pL(v, q) (“sous-diffe´rentiel” de la fonction
concave p 7→ L(v, p) en q), et finalement, un nombre positif ε. Avec ces e´le´ments, cherchons un point
selle de
3(u, p)+ 〈εr −3′u(v, q) , u〉+ 〈εs −3′p(v, q) , p〉+ εL(u, p) (3.37a)
sur U ad × Pad, ce qui revient aussi a` re´soudre, pour (̂u, p̂) dans U ad × Pad, la paire d’ine´quations
variationnelles
∀u ∈ U ad, 〈3′u (̂u, p̂)+ εr −3′u(v, q) , u − û〉+ ε (L (u, p̂)− L (̂u, p̂)) ≥ 0 , (3.37b)
∀p ∈ Pad, 〈3′p (̂u, p̂)+ εs −3′p(v, q) , p − p̂〉+ ε (L (̂u, p)− L (̂u, p̂)) ≤ 0 . (3.37c)
Il est facile de voir, comme au Lemme 3.2, que si (v, q) est une solution de ce syste`me, c’est aussi un
point selle de L sur les meˆmes sous-ensembles admissibles.
Des algorithmes analogues a` l’Algorithme 3.3 peuvent facilement eˆtre imagine´s. Mais nous n’allons
pas poursuivre le long de cette ligne ge´ne´rale. Nous allons plutoˆt revenir au proble`me de trouver le point
selle d’un Lagrangien (3.81) associe´ a` un proble`me de minimisation sous contraintes comme (3.76) et
nous allons essayer de retrouver des sche´mas de de´composition-coordination rencontre´s au Chapitre 2.
3.3.2 Le PPA et la de´composition par les prix
3.3.2.1 Obtention de l’algorithme ge´ne´ral
Notre propos est ici de retrouver un sche´ma proche de celui du §2.1.2. On fait les observations suivantes :
1. dans la de´composition par les prix, seul l’espace des variables primales est de´compose´ en sous-
espaces ;
2. le proble`me du point selle est remplace´, lors du de´roulement de l’algorithme, par une alternance de
remises a` jour des variables primales et des “prix” : ces deux types de variables sont donc traite´s
dans un sche´ma se´quentiel ;
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3. la remise a` jour des prix se fait par un algorithme de type “gradient”.
Le dernier point sugge`re un choix particulier de la fonction auxiliaire3 quant a` sa de´pendance en p (voir
§3.2.3.2). Le second point indique que le proble`me auxiliaire ne sera pas un proble`me de point selle mais
tantoˆt une minimisation et tantoˆt une maximisation. Quant au premier point, il nous conduit a` ne nous
inte´resser qu’a` la structure par rapport a` u de L du point de vue de la de´composition.
Ces observations e´tant faites, supposons que J dans (3.36a) soit e´gal a`J +J, et de meˆme, que2 dans
(3.36b) soit e´gal a`Θ + T. Lorsque nous parlerons de de´composition, comme d’habitude, on supposera
que J et T sont des structures additives par rapport a` une de´composition de u comme dans (3.7), et il en
sera donc de meˆme de L(u, p) = J(u)+ 〈p ,T(u)〉. ´Evidemment,L(u, p) = J (u)+ 〈p ,Θ(u)〉.
Alors, dans (3.37), choisissons
3(u, p) = K (u)− 1
2α
‖p‖2 , (3.38)
ou` K est fortement convexe et diffe´rentiable et α est un nombre positif (le second terme ci-dessus est
alors fortement concave en p). Selon le sche´ma ou` u et p sont traite´s se´quentiellement, on aboutit a`
l’algorithme suivant.
Algorithme 3.15. 1. Commencer avec u0 et p0 ; poser k = 0.




K (u)+ 〈εJ ′(uk)− K ′(uk) , u〉+ εJ(u)+ ε 〈pk ,Θ ′(uk) · u + T(u)〉) ; (3.39a)




pk + ρ(Θ + T)(uk+1)) , (3.39b)
ou` ρ est e´gal a` αε.
4. Si
∥∥uk+1 − uk∥∥ + ∥∥pk+1 − pk∥∥ est “suffisamment petite”, stop ; sinon, retourner en 2 avec k
incre´mente´ de 1.
Exercice 3.16. Retrouver (3.39) en partant de (3.37) et des choix effectue´s (fonction auxiliaire (3.38),
sche´ma se´quentiel).
3.3.2.2 Utilisations
Conside´rons la re´partition de L enL + L suivante :
L = J (u) ; L = J(u)+ 〈p ,2(u)〉 ,
autrement dit,Θ est conside´re´e comme identiquement nulle et2 se re´sume a` T. Dans (3.39a), on choisit
K e´gal a` εJ ;10 alors l’Algorithme 3.15 se re´duit a` l’algorithme d’Uzawa qui consiste a` minimiser le
Lagrangien en u a` p fixe´, puis a` remettre a` jour p par la formule (3.39b). Comme on l’a vu au §2.1.2,
cette approche conduit a` une de´composition “par les prix” si J et 2 sont additives par rapport a` la
de´composition (3.7), c’est-a`-dire si J (la partie non additive de J ) est aussi identiquement nulle.
Si J n’est pas fortement convexe (et en particulier s’il est nul !), il est ne´cessaire d’“augmenter”
le choix K = εJ avec par exemple un terme ‖·‖2 /2, conduisant au terme “prox” ∥∥u − uk∥∥2 /2
supple´mentaire dans l’algorithme d’Uzawa (terme qui pre´serve la de´composition).
10sous re´serve des conditions de convergence discute´es ulte´rieurement, en particulier la forte convexite´ de K
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`A l’oppose´, si J et T sont identiquement nulles (donc L se re´duit a` L) et si K est choisie comme la
fonction ‖·‖2 /2, on obtient l’algorithme d’Arrow-Hurwicz qui revient a` une alternance de pas de gradient
projete´ dans l’espace primal et dans l’espace dual selon le sche´ma suivant :
uk+1 = projU ad
(





pk + ρ∇p L(uk+1, pk)
)
. (3.40b)
Comme l’algorithme du gradient (voir §3.2.3.2), cet algorithme peut eˆtre conside´re´ comme un algorithme
tre`s simple de de´composition. Mais d’autres algorithmes de de´composition peuvent eˆtre obtenus avec
d’autres choix de fonctions auxiliaires K additives (en supposant toujours que J et T sont additives avec
(3.7)). En effet, sous les hypothe`ses structurelles en vigueur, (3.39a) se de´compose en N sous-proble`mes
inde´pendants.
On vient donc de ge´ne´raliser la me´thode de de´composition par les prix au cas ou` la fonction couˆt et
les contraintes, par la pre´sence des termes J et Θ , ne sont pas additives, a` condition que ces termes
soient diffe´rentiables (on dira plus loin quelques mots du cas sous-diffe´rentiable). En jouant sur la
de´composition de J et 2 en J + J etΘ + T, respectivement, et en jouant sur le choix de K en relation
avec J (et e´ventuellement 〈pk ,Θ(·)〉), c’est en fait tout un continuum d’algorithmes que l’on peut ainsi
obtenir.
Remarque 3.17. On aurait pu, comme a` l’Algorithme 3.3, envisager de prendre des fonctions auxiliai-
res K de´pendantes de l’indice d’ite´ration k. Cependant, on ne dispose pas de de´monstration de con-
vergence pour ce cas (ce qui n’empeˆche pas d’en utiliser dans la pratique, sous re´serve de respecter les
conditions de convergence portant sur K de fac¸on uniforme en k).
3.3.2.3 Convergence
L’Exercice 2.30 en fin de Chapitre 2 a montre´ que l’algorithme d’Uzawa applique´ au Lagrangien d’un
proble`me d’optimisation dont la fonction couˆt J est simplement convexe (meˆme avec une de´rive´e J ′
Lipschitzienne) ne permet pas d’obtenir la convergence des variables primales (en plus de proble`mes de
non diffe´rentiabilite´ de la fonction duale ψ de´finie par (2.4)). On va donc ici faire une hypothe`se de forte
convexite´ pour cette fonction couˆt J .
On montre d’abord que cette hypothe`se — plus une hypothe`se de Lipschitz sur la fonction con-
trainte 2 — assure non seulement la diffe´rentiabilite´ de ψ (ce qui serait de´ja` assure´ par la stricte con-
vexite´ de J ), mais aussi le fait que ψ ′ est Lipschitzienne.
Lemme 3.18. Si J est fortement convexe de constante a et si 2 est Lipschitzienne de constante τ , alors
ψ , de´finie par (2.4), est diffe´rentiable et de de´rive´e Lipschitzienne de constante τ 2/a.
De´monstration. On observe d’abord que pour une fonction f fortement convexe de constante a, et si u]
de´signe son unique argument du minimum (sur U ad), pour u ∈ U ad et α ∈ [0, 1], on a
f (u]) ≤ f (αu] + (1− α)u)
≤ α f (u])+ (1− α) f (u)− α(1− α)a
2
∥∥u − u]∥∥2 .
En faisant passer α f (u]) a` l’extreˆme gauche, en simplifiant par le facteur (1− α) qui apparaıˆt en facteur
des deux coˆte´s extreˆmes, puis en posant α = 1, on obtient
f (u)− f (u]) ≥ a
2
∥∥u − u]∥∥2 . (3.41)
Conside´rons maintenant deux valeurs (admissibles) p et q des variables duales et les arg min u et v
correspondants de L (voir de´finition (2.4) de ψ). Si J est fortement convexe, c’est aussi le cas de L(·, p)
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pour tout p admissible car, comme on l’a vu, 〈p ,2(·)〉 est convexe si p ∈ C∗ et2 est C-convexe. Alors,
par application de (3.41),
L(v, p)− L(u, p) ≥ a
2
‖v − u‖2 .
En sommant cette ine´galite´ avec l’ine´galite´ analogue ou` le roˆle de (u, p) est e´change´ avec celui de (v, q),
on obtient
〈p − q ,2(v)−2(u)〉 ≥ a ‖v − u‖2 .
D’une part, l’hypothe`se de Lipschitz sur 2 permet d’obtenir
‖v − u‖2 ≥ 1
τ 2
‖2(v)−2(u)‖2 ,
d’autre part, on note que2(u) = ψ ′(p) et2(v) = ψ ′(q). L’ine´galite´ ci-dessus devient alors l’expression
de la proprie´te´ de Dunn pour ψ avec la constante τ 2/a (en tenant compte du fait que ψ est une fonction
concave). Ceci ache`ve la de´monstration.
Remarque 3.19. En reprenant cette de´monstration avec l’hypothe`se
J
(
αu + (1− α)v) ≤ α J (u)+ (1− α)J (v)− α(1− α) 1
2d
‖2(u)−2(v)‖2 ,
ce qui est une sorte de “forte convexite´ de J par rapport a` 2”, on aboutit a` une autre de´monstration du
re´sultat ci-dessus avec la constante de Dunn de ψ e´value´e a` d . Les hypothe`ses faites dans le lemme
impliquent la proprie´te´ ci-dessus avec la constante d e´value´e a` τ 2/a. La re´ciproque e´tant fausse a priori,
la proprie´te´ ci-dessus semble plus faible que les hypothe`ses du lemme. Le meˆme genre de remarque
s’appliquerait a` tout ce qui va suivre.
La proprie´te´ de Lipschitz de ψ ′ avec la constante τ 2/a montre que l’algorithme d’Uzawa, qui n’est
rien d’autre qu’un algorithme de gradient projete´ pour maximiser ψ sur C∗, converge si son pas ρ est
infe´rieur a` 2a/τ 2 : ceci est une simple application du The´ore`me 3.6 (voir plus pre´cise´ment (3.15)) en
observant que l’algorithme du gradient correspond au choix K (·) = (1/2) ‖·‖2, fonction pour laquelle
b = 1. C’est une borne similaire que l’on va retrouver pour ρ dans le the´ore`me de convergence relatif a`
l’Algorithme 3.15.
The´ore`me 3.20. Les hypothe`ses sont les suivantes :
(H1) J est une fonction convexe s.c.i. ;
(H2) J est une fonction convexe s.c.i. diffe´rentiable, de gradient Lipschitzien avec constante A ;
(H3) la fonction J = J + J est fortement convexe de constante a ;
(H4) la fonction Θ est C-convexe et diffe´rentiable ; elle est telle que la fonction convexe u 7→
〈p ,Θ(u)〉, est de de´rive´e Lipschitzienne de constante G uniforme´ment en p ;11
(H5) la fonction T est C-convexe ;
(H6) la fonction 2 =Θ + T est Lipschitzienne de constante τ ;
(H7) le Lagrangien du proble`me (3.36) admet un point selle (u], p]) sur U ad × C∗ ;12
11On reviendra plus loin — voir Commentaires 3.23-c — sur cette hypothe`se tre`s forte.
12Une hypothe`se de coercivite´ de J sur U ad — voir (3.2) — et une hypothe`se de qualification des contraintes — voir (3.83)
— seraient requises en plus des hypothe`ses ci-dessus pour garantir cette existence. ´Evidemment, sous l’hypothe`se de forte
convexite´ retenue ici, u] est unique (mais pas ne´cessairement p]).
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(H8) la fonction K est convexe s.c.i. diffe´rentiable, de de´rive´e Lipschitzienne de constante B et fortement
monotone de constante b.
Alors, les conclusions sont les suivantes :
(C1) le proble`me auxiliaire (3.39a) admet une solution unique uk+1 ;
(H9) si
0 < ε ≤ b




(C2) alors uk converge (en norme) vers u] ;
(C3) la suite {pk} est borne´e et tout point d’accumulation de cette suite, dans la topologie faible, cons-
titue avec u] un point selle de L.
De´monstration.
(C1) On ne revient pas sur l’existence et l’unicite´ de uk+1 comme solution de (3.39a), ce point e´tant
justifie´ par des arguments similaires a` ceux de la de´monstration du The´ore`me 3.6.
(C2) On fait le choix de la fonction de Lyapounov suivante :




∥∥p − p]∥∥2︸ ︷︷ ︸
φ2(p)
, (3.43)
ou` (u], p]) est un point selle de L . On observe que le terme φ1(u) est celui de´ja` utilise´ dans (3.18)
et que φ2(p) est un terme analogue de´rive´ de la fonction auxiliaire (3.38). On a
`(u, p) ≥ (b/2) ∥∥u − u]∥∥2 + (ε/2ρ) ∥∥p − p]∥∥2 ,
ce qui qualifie ce choix comme fonction de Lyapounov.
L’ine´quation variationnelle associe´e au proble`me (3.39a) s’e´crit
∀u ∈ U ad, 〈K ′(uk+1)− K ′(uk)+ εJ ′(uk) , u − uk+1〉+ ε(J(u)− J(uk+1))
+ ε 〈pk ,Θ ′(uk).(u − uk+1)+ T(u)− T(uk+1)〉 ≥ 0 . (3.44)
On l’utilise avec u = u] et on additionne cette ine´quation (divise´e par ε) a` celle caracte´risant u]
(renforce´e par le caracte`re fortement convexe de L(·, p)), ou` l’on pose u = uk+1, a` savoir,
(J + J)(uk+1)− (J + J)(u])
+ 〈p] , (Θ + T)(uk+1)− (Θ + T)(u])〉 ≥ a
2





K ′(uk+1)− K ′(uk) , u] − uk+1〉
+ 〈J ′(uk) , u] − uk+1〉+ (J (uk+1)−J (u]))+ 〈pk ,Θ ′(uk).(u] − uk+1)+Θ(uk+1)−Θ(u])〉
+ 〈pk − p] ,Θ(u])−Θ(uk+1)〉 ≥ a
2
∥∥uk+1 − u]∥∥2 . (3.46)
Par ailleurs, l’ine´galite´ de gauche du point selle de L est e´quivalente a` l’e´quation de point fixe
suivante, valable pour tout ρ positif :
p] = projC∗
(
p] + ρ(Θ + T)(u])) . (3.47)
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Exercice 3.21. De´montrer l’e´quivalence de (3.47) avec l’ine´galite´ de gauche du point selle.
De cette e´quation et de (3.39b), on de´duit, parce que la projection est un ope´rateur non expansif,∥∥pk+1 − p]∥∥ ≤ ∥∥pk − p] + ρ((Θ + T)(uk+1)− (Θ + T)(u]))∥∥ .
Exercice 3.22. Montrer que la projection projC sur un sous-ensemble convexe ferme´ C est un
ope´rateur non expansif, c’est-a`-dire que∥∥projC x − projC y∥∥ ≤ ‖x − y‖ . (3.48)
Cette ine´galite´ est e´leve´e au carre´ et divise´e par 2ρ, ce qui donne
1
2ρ
∥∥pk+1 − p]∥∥2 ≤ 1
2ρ
∥∥pk − p]∥∥2 + 〈pk − p] , (Θ + T)(uk+1)− (Θ + T)(u])〉
+ ρ
2
∥∥(Θ + T)(uk+1)− (Θ + T)(u])∥∥2 ,
puis elle est ajoute´e a` (3.46). On obtient finalement, apre`s remultiplication par ε,〈
K ′(uk+1)− K ′(uk) , u] − uk+1〉︸ ︷︷ ︸
(a)
+ ε 〈J ′(uk) , u] − uk+1〉+ ε(J (uk+1)−J (u]))︸ ︷︷ ︸
(b)












∥∥uk+1 − u]∥∥2︸ ︷︷ ︸
(f)
≥ 0 . (3.49)
Le terme (a) est traite´ comme dans la preuve du The´ore`me 3.6 (voir (3.20)), ce qui permet de le
comparer a` la variation de φ1. Le terme (d) s’exprime directement comme la variation de φ2. Le
terme (e) est majore´ par (ερτ 2/2) ∥∥uk+1 − u]∥∥2 graˆce la proprie´te´ de Lipschitz de 2. Examinons
le traitement du terme (b). Le traitement du terme (c) pourra suivre la meˆme proce´dure ou` l’on
remplace J (·) par 〈pk ,Θ(·)〉. On a〈J ′(uk) , u] − uk+1〉 = 〈J ′(uk) , u] − uk 〉+ 〈J ′(uk) , uk − uk+1〉
≤ J (u])−J (uk)− 1
2A
∥∥J ′(uk)−J ′(u])∥∥2 (3.50)
+J (uk)−J (uk+1)+ A
2
∥∥uk+1 − uk∥∥2




∥∥uk+1 − uk∥∥2 − (1/A) ∥∥J ′(uk)−J ′(u])∥∥2 ) .
On peut faire des calculs similaires s’appliquant a`
〈
pk ,Θ(·)〉 au lieu de J (·), la constante G
remplac¸ant donc A. Le rassemblement de toutes ces majorations dans (3.49) aboutit, en posant
1k+1k = φ1(uk+1)+ φ2(pk+1)− φ1(uk)− φ2(pk) ,





(ρτ 2 − a) ∥∥uk+1 − u]∥∥2 + 1
2
(
ε(A + G)− b) ∥∥uk+1 − uk∥∥2 ,
ou` on a omis, au second membre, certains termes ne´gatifs qui ne seront pas utiles.
En tenant compte des conditions (3.42), on voit que le second membre est strictement ne´gatif (sauf
si l’algorithme a converge´ en un nombre fini d’ite´rations). On est donc dans le cadre du sche´ma
ge´ne´ral (§3.2.4.1) et l’on peut affirmer que la fonction de Lyapounov de´croıˆt, la suite {(uk, pk)}
est borne´e, et la diffe´rence de deux termes successifs tend vers 0, ce qui montre la convergence
forte de uk vers u].
(C3) La suite {pk} e´tant borne´e admet des points d’accumulation dans la topologie faible. Soit p un tel
point. Montrons que c’est, associe´ a` u], un point selle de L . Comme C∗ est convexe ferme´, donc
aussi faiblement ferme´, p appartient a` C∗.
On conside`re maintenant une sous-suite {pki } convergeant faiblement vers p. Sans entrer dans
les de´tails, compte tenu de la convergence forte de uk vers u], des hypothe`ses de Lipschitz sur
les diverses de´rive´es implique´es, et du caracte`re convexe s.c.i., donc faiblement s.c.i., des diverses
fonctions couˆts apparaissant dans (3.44), il doit eˆtre clair qu’en passant a` la limite dans cette
ine´quation, on obtient l’ine´galite´ de droite du point selle pour le couple (u], p).
Pour prouver l’autre ine´galite´ du point selle, on observe d’abord que la suite
{
`(uk, pk) = φ1(uk)+
φ2(pk)
}
a une limite, et comme φ1(uk) (voir (3.43)) tend vers 0 en raison de la convergence forte
de uk vers u], la suite
{
φ2(pk) = (ε/2ρ)
∥∥pk − p]∥∥2 } a donc aussi une limite.
En second lieu, puisque ne´cessairement 2(u]) ∈ −C et que p ∈ C∗, alors 〈p ,2(u])〉 ≤ 0. On
va montrer l’ine´galite´ oppose´e, ce qui montrera que
〈
p ,2(u])
〉 = 0. Pour cela, on observe que
(3.39b) est e´quivalent a` l’ine´quation variationnelle : pk+1 ∈ C∗ et, pour tout p ∈ C∗,〈
p − pk+1 , pk + ρ2(uk+1)− pk+1〉 ≤ 0 .
On pose p = p] et l’on obtient
ρ
〈
pk+1 − p] ,2(uk+1)〉 ≥ 〈pk+1 − p] , (pk+1 − p])− (pk − p])〉
≥ 1
2
( ∥∥pk+1 − p]∥∥2 − ∥∥pk − p]∥∥2 ) .
En passant a` la limite pour la sous-suite telle que pki+1 tend faiblement vers p, on observe que le
second membre tend vers 0 (car ∥∥pk − p]∥∥2 a une limite), tandis que le premier membre tend vers〈
p ,2(u])
〉
. On en de´duit l’ine´galite´ recherche´e.
Pour terminer, on observe que le fait que
〈
p ,2(u])
〉 = 0 est e´quivalent a` l’ine´galite´ de gauche du
point selle puisque, pour tout p ∈ C∗, 〈p ,2(u])〉 ≤ 0 = 〈p ,2(u])〉.
Commentaires 3.23.
(a) Dans [12], un the´ore`me et une de´monstration quelque peu diffe´rents sont donne´s. Les hypothe`ses
diffe`rent en ce sens que la forte convexite´ est suppose´e pourJ et non pas, comme ici, pourJ +J.
Les conclusions sont les meˆmes, mais avec la borne 2a/τ 2 pour ρ au lieu de celle donne´e dans
(3.42). La de´monstration diffe`re d’une part par le choix de la fonction de Lyapounov13, d’autre part
par la fac¸on de mener les calculs : au lieu de (3.45), on utilise plutoˆt, comme dans la de´monstration
du The´ore`me 3.6, l’ine´quation variationnelle faisant intervenir J ′(u]).
13qui comporte, par rapport a` (3.43), un terme supple´mentaire−ε(a/2)
∥∥∥u − u]∥∥∥2 ; on ve´rifiera que ce terme ne´gatif conserve
malgre´ tout les proprie´te´s requises a` la nouvelle fonction de Lyapounov ;






Figure 3.1: Projection sur l’intersection d’un coˆne et d’une boule
(b) Inversement, on pourrait reprendre la de´monstration du The´ore`me 3.6 dans le cas ou` on avait
suppose´ queJ est fortement convexe, mais en faisant maintenant l’hypothe`se que c’estJ + J qui
est fortement convexe : il faudrait alors conduire les calculs (pour les termes qui restent pertinents
dans le cadre du The´ore`me 3.6) d’une fac¸on analogue a` celle utilise´e dans la de´monstration ci-
dessus et cela conduirait a` la borne b/A sur ε (au lieu de 2b/A — voir (3.15)).
(c) Revenons maintenant sur l’hypothe`se (H4) du The´ore`me 3.20 (qui fait l’objet de la note 11 de
bas de page), hypothe`se quelque peu irre´aliste. En effet, il faut s’attendre a` ce que la fonction
u 7→ 〈p ,Θ(u)〉 ait une de´rive´e dont la constante de Lipschitz est plutoˆt proportionnelle a` ‖p‖
(c’est-a`-dire que G devient g ‖p‖ pour g > 0). Dans la de´monstration, a` la place de G, on verrait
alors apparaıˆtre g
∥∥pk∥∥, et ceci ne permettrait pas de conclure a` la de´croisssance de la fonction de
Lyapounov sans prouver au pre´alable que pk reste borne´, ce qui s’ave`re impossible a priori.
On a donc recours au proce´de´ suivant pour contourner la difficulte´. On modifie l’Algorithme 3.15,
et plus particulie`rement la formule (3.39b), en remplac¸ant la projection sur C∗ par la projection
sur C∗R = C∗ ∩ B(0, R) ou` B(0, R) est la boule ferme´e de centre 0 et de rayon R dans C∗, et ou` R
doit eˆtre choisi assez grand pour que cette boule contienne au moins un p]. On observe que
1. cette condition ne´cessite de connaıˆtre une estimation de la norme d’un multiplicateur p] op-
timal, mais compte tenu de l’interpre´tation e´conomique des multiplicateurs, cette hypothe`se
n’est pas irre´aliste dans la pratique ;
2. si la condition ci-dessus est ve´rifie´e, alors le Lagrangien du proble`me (3.36) admet encore un
point selle sur U ad × C∗R et la formule (3.47) est aussi vraie avec la projection sur C∗R ; les
calculs de la de´monstration peuvent alors eˆtre adapte´s sans difficulte´ ;
3. la projection sur l’intersection du coˆne C∗ et de la boule B(0, R) n’est pas beaucoup plus
difficile a` calculer que la projection sur C∗ : on commence par faire le calcul de cette pro-
jection sur C∗ et si le re´sultat est de norme supe´rieure a` R, on rame`ne cette norme a` R par
homothe´tie (voir Figure 3.1) ;
4. avec ce nouvel algorithme, on a automatiquement que
∥∥pk∥∥ ≤ R.
Dans ces conditions, on peut e´noncer les conditions de convergence (3.42) avec G remplace´ par
gR.
On observe qu’un certain compromis est a` trouver : si on veut augmenter les chances qu’il existe
un p] dans B(0, R), on a tendance a` prendre R grand, mais alors la borne sur ε diminue.
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3.3.3 Le PPA et la de´composition par pre´diction
Le but est maintenant de retrouver la me´thode de de´composition par pre´diction pre´sente´e au §2.1.4. En
fait, nous avons vu deux algorithmes distincts : l’algorithme de point fixe (2.19) et l’algorithme d’Arrow-
Hurwicz (2.22), ainsi que diverses variantes. Nous allons montrer comment ces algorithmes peuvent eˆtre
retrouve´s, et e´tendus, en utilisant le PPA.
3.3.3.1 Obtention de l’algorithme de point fixe
`A chaque ite´ration de la me´thode par pre´diction, c’est un proble`me d’optimisation sous contrainte qui est
re´solu, autant dire, dans notre contexte, un proble`me de point selle d’un Lagrangien. Cette observation a`
deux conse´quences :
1. d’une part, contrairement a` la de´marche adopte´e pre´ce´demment, les variables primales et duales
vont eˆtre traite´es en paralle`le, et non plus se´quentiellement, afin d’obtenir un proble`me auxiliaire
sous forme de proble`me de point selle ;
2. d’autre part, il faut faire en sorte que ce point selle puisse se re´interpre´ter comme un proble`me
d’optimisation sous contrainte, ce qui ne´cessite que la fonction dont on cherche le point selle ait
une forme de Lagrangien.
Afin de re´pondre a` cette seconde pre´occupation, une fonction auxiliaire ressemblant a` un Lagrangien
doit eˆtre utilise´e. Au lieu de (3.38), on choisit maintenant la fonction auxiliaire
3(u, p) = K (u)+ 〈p , (u)〉 (3.51)
ou`
• K : U→ R est encore une fois une fonction de la meˆme nature que J ;
•  : U→ C est une fonction de la meˆme nature que 2.
Une fois le choix de cette fonction auxiliaire effectue´, on revient a` l’expression (3.37a) dont on
cherche le point selle, ce qui revient a` re´soudre le couple d’ine´quations variationnelles (3.37b)–(3.37c),
ou`, bien entendu, L et L sont les parties du Lagrangien du proble`me (3.36) relatives a` (J ,Θ) et (J,T),
respectivement. On se place aussi dans le cas ou` J et Θ sont diffe´rentiables. `A l’ite´ration k + 1, on
remplace, dans (3.37), v par uk , q par pk , r par L′u(uk, pk) et s par L′p(uk, pk) = Θ(uk). Avec la
re´interpre´tation du proble`me auxiliaire, on obtient finalement l’algorithme suivant.
Algorithme 3.24. 1. Commencer avec u0 et p0 ; poser k = 0.




K (u)+ εJ(u)+ 〈εJ ′(uk)− K ′(uk) , u〉+ 〈pk , (εΘ ′(uk)−′(uk)) · u〉) (3.52a)
sous
(u)+ εT(u) ∈ −C +(uk)− εΘ(uk) . (3.52b)
soit uk+1 une solution et pk+1 un multiplicateur optimal associe´ a` la contrainte (3.52b).
3. Si
∥∥uk+1 − uk∥∥ + ∥∥pk+1 − pk∥∥ est “suffisamment petite”, stop ; sinon, retourner en 2 avec k
incre´mente´ de 1.
Exercice 3.25. En suivant la de´marche e´voque´e ci-dessus, retrouver (3.52).
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3.3.3.2 Utilisations
Utilisation en de´composition. Comme toujours, le proble`me auxiliaire est de´composable si on choisit
une fonction auxiliaire additive par rapport a` une de´composition des espaces donne´e, et si on a “line´arise´”
les fonctions du proble`me original qui ne sont pas elles-meˆmes additives (celles qui sont re´pute´es ad-
ditives sont en lettres gothiques). La diffe´rence fondamentale entre la situation traite´e ici et celle de la
de´composition par les prix traite´e pre´ce´demment est que, pour cette dernie`re, on ne s’inte´ressait qu’a` une
de´composition des variables primales selon (3.7). Ici, on s’inte´resse non seulement a` une de´composition
des variables primales mais aussi a` une de´composition des variables duales, c’est-a`-dire des contraintes
explicites (3.36b), ou bien encore, de l’espace C des contraintes. Mais comme pour l’ensemble admis-
sible U ad qu’il fallait supposer lui-meˆme de´compose´ selon une de´composition compatible avec celle de
U (voir (3.7)), il faut ici supposer que le coˆne positif C , ou de fac¸on e´quivalente le coˆne dual C∗, est
de´composable selon une de´composition compatible : on suppose donc que
C∗ = C∗1 × · · · × C∗N ; C∗ = C∗1 × · · · × C∗N , (3.53)
ou` C∗i est un coˆne convexe ferme´ dans C∗i , pour i = 1, . . . , N . ´Evidemment, cette condition est triviale-
ment ve´rifie´e dans le cas des contraintes e´galite´ (C = {0} ou C∗ = C∗).
Remarque 3.26. Il est important de remarquer que la fac¸on de nume´roter les variables primales de i = 1
a` N est a priori inde´pendante de celle qui permet de nume´roter les variables duales.14 En associant un
indice i de ui avec un indice i de pi , on re´alise en fait implicitement l’“allocation des contraintes aux
sous-proble`mes” discute´e au §2.1.4.
Remarque 3.27. Pour le choix habituel du coˆne positif dans Rm , a` savoir (R+)m , la de´composition de
C∗ en C∗1 × · · · × C∗N est acquise.
Une fois pose´es les de´compositions (3.7) et (3.53), la partie L du Lagrangien L(u, p) qui est additive
est celle qui peut s’e´crire
∑
i Li (ui , pi ) : elle sera compose´e
• de la partie J de la fonction couˆt qui est elle-meˆme additive par rapport a` (3.7) ;
• et de la partie T de la fonction “contrainte” qui est bloc-diagonale par rapport a` (3.7) et (3.53), et
pas seulement additive comme dans la de´composition par les prix.
Il reste alors a` choisir la fonction auxiliaire (3.51) e´galement additive, ce qui implique que K soit additive
et que  soit bloc-diagonale.
Alors, le proble`me auxiliaire (3.52) se se´pare en N sous-proble`mes inde´pendants. On notera que
par rapport a` la situation conside´re´e au Chapitre 2, on a une fois de plus obtenu cette de´composition en
pre´sence d’un couplage entre sous-proble`mes a` la fois par la partie J de la fonction couˆt et par la partie
non de´couple´e des contraintes, a` savoir la partieΘ .
Remarque 3.28. Comme de´ja` observe´ au §2.1.4, il n’y a pas de difficulte´ a` faire cohabiter des
sous-proble`mes en (ui , pi ) avec des sous-proble`mes en u j seulement, c’est-a`-dire a` conside´rer une
de´composition de C∗ en moins de N sous-espaces.
Autres utilisations. En dehors de l’utilisation en de´composition, il existe d’autres utilisations possi-
bles de l’algorithme 3.24, dont certaines ge´ne´ralisent celles qui ont e´te´ de´crites au §3.2.3. Nous nous
contenterons ici de mentionner ce qui peut eˆtre conside´re´ comme l’extension de la me´thode de Newton
e´voque´e au §3.2.3.3, extension au cas avec contraintes explicites. En plus du choix (3.11) de la fonction
14En re´alite´, comme il a e´te´ dit au commentaire 2.26-g du Chapitre 2, il n’est pas ne´cessaire qu’il y ait autant d’e´le´ments
dans la de´composition duale que dans la de´composition primale.
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auxiliaire K k (qui constitue, avec les termes line´aires correctifs apporte´s par le PPA, une approximation
quadratique de la fonction couˆt originale), on cherche a` approximer line´airement les contraintes par le
choix suivant de la fonction auxiliairek (en supposant a` nouveau que2 se re´duit a`Θ dans le proble`me
original) :
k(u) = 2′(uk) · u . (3.54)
On obtient donc un proble`me auxiliaire a` couˆt quadratique et contraintes (explicites) line´aires qui,
en l’absence de contraintes implicites lie´es a` U ad, peut eˆtre re´solu analytiquement. Cette famille
d’algorithmes est aujourd’hui de´signe´e par le sigle SQP (Sequential Quadratic Programming) dans
la litte´rature. Le meˆme type d’approche a e´te´ applique´e depuis assez longtemps a` la re´solution des
proble`mes de commande optimale (sous le nom de “quasi-line´arisation”) en prenant appui sur le fait que
les proble`mes de commande optimale line´aires-quadratiques obtenus a` chaque ite´ration ont une solution
analytique (via la fameuse e´quation de Riccati).
3.3.3.3 Convergence
On ne dispose d’une e´tude de convergence de l’Algorithme 3.24 que dans la situation assez restrictive
suivante (voir [6]).
• Les fonctions couˆts J et K sont quadratiques tandis que J est identiquement nulle.15 On posera
donc, avec deux ope´rateurs line´aires auto-adjoints et monotones K et J de U dans U (ou U∗) et un
point j dans U (ou U∗),
K (u) = 1
2
〈u ,K u〉 , J (u) = J (u) = 1
2
〈u , J u〉 + 〈 j , u〉 .
• Les contraintes (3.52b) sont des contraintes e´galite´, c’est-a`-dire que C = {0}.
• Les fonctions etΘ sont affines tandis que T est identiquement nulle. On posera donc, avec deux
ope´rateurs line´aires O et T de U dans C et un point t dans C, ainsi qu’un scalaire γ > 0 (dont on
verra l’utilite´ plus loin),
(u) = γO u , 2(u) =Θ(u) = T u + t .
• Le sous-ensemble U ad est e´gal a` tout l’espace U.
Sous ces hypothe`ses, les conditions d’optimalite´ du proble`me (3.52) s’e´crivent :
K(uk+1 − uk)+ ε(J uk + j)+ γO∗(pk+1 − pk)+ εT∗ pk = 0 ,
γO(uk+1 − uk)+ ε(T uk + t) = 0 ,
ou`, par exemple, T∗ de´signe l’ope´rateur adjoint de T. Par ailleurs, les conditions d’optimalite´ caracte´ri-
sant une solution (u], p]) du proble`me (3.36) s’e´crivent :
(J u] + j)+ T∗ p] = 0 , (3.55a)
T u] + t = 0 . (3.55b)
La combinaison de ces deux syste`mes d’e´quations donne :
K(uk+1 − uk)+ εJ(uk − u])+ γO∗(pk+1 − pk)+ εT∗(pk − p]) = 0 , (3.56a)
γO(uk+1 − uk)+ εT(uk − u]) = 0 . (3.56b)
15Cette dernie`re restriction, comme celle sur T, pourraient probablement eˆtre leve´es assez facilement mais nous conservons
ici la version la plus simple.
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The´ore`me 3.29. Sous les hypothe`ses suivantes :
(H1) K et J sont fortement monotones et Lipschitziens ;
(H2) O et T sont surjectifs ;
alors
(C1) les solutions (uk+1, pk+1) de (3.56) et (u], p]) de (3.55) sont uniques.
Si, de plus
(H3) l’ope´rateur (syme´trique)
T J−1 O∗ +O J−1 T∗ (3.57)
est fortement monotone ;
alors,





T J−1 O∗ +O J−1 T∗)− T J−1 (K+ εJ/2) J−1 T∗ (3.58b)
soient fortement monotones, et, dans ces conditions,
(C3) l’ite´ration (3.56) produit une suite {(uk, pk)} qui converge fortement vers (u], p]).
La de´monstration de ce the´ore`me peut eˆtre trouve´e dans [6]. Elle est base´e, comme les
de´monstrations pre´ce´dentes, sur l’e´tude d’une fonction de Lyapounov, en l’occurrence
`(u, p) = 1
2
〈
u − u] , J(u − u])〉+ 〈p − p] ,T(u − u])〉+ 〈p − p] ,T J−1 T∗(p − p])〉 . (3.59)
Les deux premiers termes ci-dessus sont construits a` partir du Lagrangien du proble`me (3.36) (on a
ramene´ a` 0 sa valeur et celles de ses de´rive´es en (u], p])) ; le dernier terme est ajoute´ pour rendre `
fortement convexe en (u, p).
Exercice 3.30. Montrer que ` est fortement convexe en (u, p). Quel est le rapport du dernier terme avec
ψ(p) de´finie par (2.4) ?
Commentaires 3.31.
(a) L’hypothe`se (H3) est une hypothe`se ge´ome´trique pre´alable sans laquelle on ne peut garantir que
l’algorithme converge pour un bon choix de ε (et de γ ). Cette situation est nouvelle par rapport
a` celle des deux pre´ce´dents algorithmes e´tudie´s dans ce chapitre. Pour ceux-ci, des hypothe`ses
classiques de forte monotonie et de Lipschitz e´taient suffisantes pour permettre de fixer une plage
de valeurs admissibles pour les pas de l’algorithme.
On doit attribuer la ne´cessite´ de cette condition ge´ome´trique pre´alable au fait que la fonction auxi-
liaire (3.51) qui a e´te´ choisie ici n’est pas fortement concave en p comme l’e´tait par exemple (3.38).
On rappelle que le choix (3.51) a e´te´ dicte´ par la ne´cessite´ de retrouver un proble`me auxiliaire de
point selle qui se re´interpre`te comme un proble`me de minimisation sous contrainte.
(b) Sous l’hypothe`se (H1), il doit eˆtre clair que l’ope´rateur (3.58a) peut effectivement eˆtre rendu forte-
ment monotone par un choix approprie´ de ε.
(c) Sous l’hypothe`se (H3), il doit eˆtre e´galement clair qu’on peut assurer la forte monotonie de
l’ope´rateur (3.58b) pour γ assez grand.
Exercice 3.32. Montrer que le choix dicte´ par le commentaire 3.31-b ci-dessus correspond exactement
a` (3.15).
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3.3.3.4 Discussion de la condition ge´ome´trique
Les commentaires ci-dessus montre que le point crucial est la ve´rification de la condition
ge´ome´trique (H3).
On observe d’abord que cette condition est ve´rifie´e si on peut choisir O e´gal a` T (la monotonie
de (3.57) est alors e´vidente, et la forte monotonie re´sulte de l’hypothe`se de surjectivite´ de ces ope´rateurs).
Mais la ne´cessite´ de de´composer le proble`me auxiliaire impose de choisir O bloc-diagonal comme dis-
cute´ au §3.3.3.2. Par exemple, au §2.1.4, O e´tait proportionnel a` la partie bloc-diagonale de T. Ainsi
si T est bloc-diagonal, ou tre`s proche de cette structure parce que les termes “hors-diagonaux” sont tre`s
petits devant les blocs de la diagonale, on voit que l’hypothe`se (H3) est ve´rifie´e sans difficulte´. C’est la
situation de faible couplage entre sous-proble`mes par les contraintes.
Cependant, cette situation ne semble pas eˆtre la seule qui soit favorable au respect de
l’hypothe`se (H3). Voici un autre exemple. Supposons que T = O + αO S J, ou` α est un nombre
positif, S : U→ U est un ope´rateur “antisyme´trique”, en ce sens que S∗ = −S, alors que O est suppose´
bien suˆr bloc-diagonal. C’est donc le terme αO S J qui est la cause du couplage entre sous-proble`mes.
Le calcul de l’expression (3.57) donne dans ce cas
(O+ αO S J) J−1 O∗ +O J−1 (O+ αO S J)∗ = 2O J−1 O∗
en prenant en compte l’antisyme´trie de S. On voit donc a` nouveau que l’hypothe`se (H3) est ve´rifie´e. Ceci
e´tant vrai pour toute valeur positive de α, on constate que le couplage par la contrainte lie´ au terme αO S J
peut devenir arbitrairement grand sans remettre en cause cette conclusion.
D’une manie`re ge´ne´rale, la fac¸on de distribuer les contraintes aux sous-proble`mes discute´e au §2.1.4
est en relation directe avec la ge´ome´trie de O et donc avec la satisfaction de la contrainte (H3).
Pour pouvoir e´noncer le The´ore`me 3.29, on a suppose´ que U ad = U, sachant que U ad a toujours servi
a` exprimer des contraintes “locales” (ou de´compose´es). En pre´sence de contraintes locales, a` condition
qu’il s’agisse de contraintes e´galite´ (seul cas couvert par le the´ore`me), il faut traiter ces contraintes
comme les autres pour pouvoir se replacer dans le cadre du the´ore`me, c’est-a`-dire qu’il faut les incorporer
a` la de´finition des ope´rateurs T et O. L’exemple qui suit montre que la pre´sence de telles contraintes
locales peut contribuer a` faire e´chouer l’hypothe`se (H3).





x21 + x22 + x23
)
sous
x1 − x2 + 2x3 = 0 ,
x1 + 3x2 + x3 = 0 ,
avec la de´composition u1 = (x1, x2) et u2 = x3. On alloue la premie`re contrainte au premier sous-

















matrice e´videmment de´finie positive.
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Ajoutons maintenant au proble`me ci-dessus la contrainte x2 = 0, contrainte e´videmment alloue´e au
premier sous-proble`me. Alors,
T =
1 −1 20 1 0
1 3 1
 , O =
1 −1 00 1 0
0 0 1
 ,
ce qui donne maintenant pour (3.57) :  4 −2 0−2 2 3
0 3 2
 .
Cette matrice n’est pas de´finie positive, ne serait-ce que parce que son de´terminant, e´gal a` −28, est
ne´gatif.
3.3.3.5 Obtention de l’algorithme d’Arrow-Hurwicz
Comme nous l’avons vu au §2.1.4, l’algorithme de coordination “a` la Arrow-Hurwicz” (2.22) repose
initialement sur une manipulation du proble`me (2.1) qui remplace ce proble`me par le proble`me (2.21)
e´quivalent. Nous conside´rons maintenant une manipulation du meˆme genre a` partir du proble`me (3.36),
en nous limitant cependant au cas de contraintes e´galite´ (C = {0}) afin de simplifier le propos. On
introduit une nouvelle application 4 : U → C et une nouvelle variable primale w ∈ C : il est clair





4(u)+ w = 0 , (3.60b)
2(u)−4(u)− w = 0 . (3.60c)
Le Lagrangien correspondant s’e´crit
L(u, w; p, µ) = J (u)+ 〈p , 4(u)+ w〉 + 〈µ ,2(u)−4(u)− w〉 . (3.61)
Dans ce Lagrangien, il convient, comme d’habitude, de distinguer la partie L qui sera “line´arise´e”
dans le proble`me auxiliaire et la partie L qui sera conserve´e telle quelle. Pour faire ce choix, il convient
de ne pas perdre de vue que les variables (u, p) seront traite´es simultane´ment a` un niveau de l’algorithme
(ou, si l’on pre´fe`re, a` une e´tape dans un sche´ma se´quentiel) alors que (w,µ) seront traite´es a` un autre
niveau (ou a` une autre e´tape du sche´ma se´quentiel). De ces conside´rations, on de´duit entre autres les
choix suivants.
• Sachant qu’on choisira bien suˆr 4 bloc-diagonal par rapport a` une de´composition (3.7)–(3.53), le
terme 〈p , 4(u)〉 est additif en (ui , pi ) et a donc sa place dans L.
En fait, on choisira
4 = T+ (1/ε) , (3.62)
ou` T est comme d’habitude la partie bloc-diagonale de2, : U→ C est une nouvelle application
auxiliaire, et l’introduction du nombre positif ε a` ce stade est une astuce non essentielle, mais
destine´e simplement a` faciliter la comparaison avec l’algorithme par pre´diction pre´ce´demment
rencontre´.
• Le terme 〈p , w〉, bien qu’additif en (pi , wi ), doit eˆtre range´ dansL parce que les variables p et w
ne sont pas traite´es au meˆme stade de l’algorithme.
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• On peut en dire de meˆme des termes “croise´s” en (u, µ).
• Plus inte´ressant est le cas du terme 〈µ ,w〉 : puisque ce terme est additif en (wi , µi ) et que les deux
variables seront traite´es au meˆme stade de l’algorithme, on devrait inclure ce terme dans la partieL.
Si on le fait, on obtiendra cependant un proble`me “couple´” en (w,µ) : ceci conduit directement a`
la version que nous avions qualifie´e d’“implicite” au Chapitre 2 (voir (2.22c)–(2.22d) a` la fin du
§2.1.4).
Si on conserve 〈µ ,w〉 dans la partie line´arise´eL, on obtiendra deux sous-proble`mes inde´pendants
en w et en µ : ceci conduit directement a` la version paralle`le (2.22). C’est cette version que nous
allons d’abord e´tudier.
Ces conside´rations e´tant faites, on est donc amene´ a` de´composer L dans (3.61) de la fac¸on suivante :
L = L + L , (3.63a)
avec
L = J (u)+ 〈p , w〉 + 〈µ ,Θ(u)− (1/ε)(u)− w〉 , (3.63b)
L = J(u)+ 〈p ,T(u)+ (1/ε)(u)〉 . (3.63c)
On conside`re alors la fonction auxiliaire :





ou` α et β sont des nombres positifs (comparer cette fonction auxiliaire a` (3.38) et (3.51)). Observons
que si K est fortement convexe, cette fonction est e´galement fortement convexe en (u, w) et fortement
concave en µ, mais elle ne l’est toujours pas en p (dont elle ne de´pend pas en fait). Ce choix est encore
dicte´ par la pre´occupation de pouvoir re´interpre´ter le proble`me auxiliaire en (u, p) comme un proble`me
de minimisation sous contrainte.
La diffe´rence notable avec la situation de l’algorithme pre´ce´dent est qu’ici, L (la partie line´arise´e
de L) ne de´pend de p que par le terme 〈p , w〉 dont la ge´ome´trie est “plus simple” que celle du terme
〈p ,Θ(u)〉 qu’il fallait pre´ce´demment ranger dans L. Ceci peut expliquer, dans le the´ore`me de conver-
gence qui va suivre, la disparition d’une hypothe`se ge´ome´trique du type (H3) du The´ore`me 3.29.
Il faut maintenant mener des calculs analogues a` ceux qui sont effectue´s dans (3.37) en ne perdant
pas de vue le fait que les variables sont maintenant (u, p, w,µ) et que le calcul du point selle de (3.37a)
est traite´ se´quentiellement : d’abord on recherche un point selle en (u, p) a` (wk, µk) fixe´s, ce qui donne
une solution (uk+1, pk+1), puis on cherche un point selle en (w,µ) avec ces valeurs fixe´es de (u, p). On
aboutit finalement a` l’algorithme suivant (Arrow-Hurwicz paralle`le).
Algorithme 3.34. 1. Commencer avec u0, p0, w0, µ0 ; poser k = 0.




K (u)+ εJ(u)+ 〈εJ ′(uk)− K ′(uk) , u〉+ 〈µk , (εΘ ′(uk)−′(uk)) · u〉) (3.65a)
sous
(u)+ εT(u)+ εwk = 0 . (3.65b)
soit uk+1 une solution et pk+1 un multiplicateur optimal associe´ a` la contrainte (3.65b).
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3. Remettre ensuite a` jour (w,µ) par
wk+1 = wk − ρ1
(
pk+1 − µk) , (3.65c)
µk+1 = µk + ρ2
(
Θ(uk+1)− (1/ε)(uk+1)− wk) , (3.65d)
ou` ρ1 = αε et ρ2 = βε.
4. Si
∥∥uk+1 − uk∥∥+ ∥∥pk+1 − pk∥∥+ ∥∥wk+1 − wk∥∥+ ∥∥µk+1 − µk∥∥ est “suffisamment petite”, stop ;
sinon, retourner en 2 avec k incre´mente´ de 1.
Exercice 3.35. En suivant la de´marche e´voque´e ci-dessus, retrouver (3.65).
Remarque 3.36. Comme de´ja` remarque´ au Chapitre 2, en tenant compte de (3.65b), on peut re´e´crire
(3.65d) de la fac¸on suivante :
µk+1 = µk + ρ2
(
(Θ + T)(uk+1)) ,
ce qui rappelle la remise a` jour dans la me´thode par les prix.
Exercice 3.37. En faisant “basculer” le terme −〈µ ,w〉 de L a` L (voir (3.63)), reconside´rer les calculs
ayant conduit a` l’Algorithme 3.34 et retrouver la version implicite (2.22c)–(2.22d) de´crite au Chapitre 2.
L’e´tude de convergence de l’Algorithme 3.34 a e´te´ mene´e dans [11] dans le cas de contraintes e´galite´,
et donc pour des ope´rateurs 2 et  affines, et en l’absence des termes J et T. Sans e´noncer un the´ore`me
pre´cis (voir la re´fe´rence [11]), on peut re´sumer les hypothe`ses et conclusions de la fac¸on suivante.
• La fonction couˆt J = J est suppose´e fortement convexe, s.c.i. et diffe´rentiable de de´rive´e Lips-
chitzienne de constante A.
• La fonction 2 =Θ est affine et continue.
• La fonction couˆt auxiliaire K satisfait les hypothe`ses habituelles (en particulier, elle est fortement
convexe de constante b).
• La fonction auxiliaire  est affine, continue et surjective.
• Dans ces conditions, il existe une solution unique (uk+1, pk+1) au proble`me (3.65a)–(3.65b).
• Pour assurer la convergence, les conditions sur les pas ε, ρ1, ρ2 sont assez complique´es. On com-
mence par imposer a` ε la condition ε ∈]0, b/A[. Puis il faut choisir ρ1 dans une plage de valeurs
entre 0 et une borne supe´rieure de´pendant de ε. Enfin, il faut imposer a` ρ2 d’appartenir a` une
plage de valeurs entre 0 et une borne supe´rieure de´pendant de ε et ρ1. L’expression explicite
de ces bornes supe´rieures n’est pas facile a` donner et re´sulte de conditions rencontre´es dans la
de´monstration. Ce que l’on peut dire est que la borne supe´rieure sur ρ1 s’approche de 0 si ε
est choisi tre`s pre`s de sa borne infe´rieure ou supe´rieure, et il en va de meˆme pour ρ2 si ε ou ρ1
s’approche de ses bornes. On a donc inte´reˆt a` chaque fois a` viser le milieu des intervalles.
• Moyennant les conditions ci-dessus, la suite {uk} tend fortement vers la solution u] unique du
proble`me (3.36) et par conse´quent wk tend vers −(1/ε)(u]) (d’apre`s (3.65b)).16
• Les suites {pk} et {µk} restent borne´es, ont les meˆmes points d’accumulation dans la topolo-
gie faible, et ces points d’accumulation sont des multiplicateurs optimaux des contraintes du
proble`me (3.36).
• Enfin, si 2 = Θ est surjective, on peut garantir l’unicite´ du multiplicateur optimal dans (3.36) et
la convergence de pk et µk vers ce multiplicateur a lieu dans la topologie forte.
16On rappelle que le cas conside´re´ ici est celui ou` T est identiquement nulle.
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3.4 Annexe : Monotonie, forte monotonie et forte convexite´
De´finition 3.38. Un ope´rateur9 de l’espace de Hilbert U dans son dual, e´ventuellement multivoque, est
fortement monotone de constante a si
∃a > 0 : ∀u, v, ∀p ∈ 9(u), q ∈ 9(v), 〈p − q, u − v〉 ≥ a‖u − v‖2 . (3.66)
Il est simplement monotone si l’ine´galite´ est ve´rifie´e au moins avec a = 0. Il est strictement monotone si
l’ine´galite´ de la monotonie simple est une ine´galite´ stricte de`s que u 6= v.
Le lien avec la convexite´ est bien connu : une fonction de U dans R, diffe´rentiable, est (stricte-
ment) convexe si et seulement si sa de´rive´e est un ope´rateur (strictement) monotone. De meˆme, le
sous-diffe´rentiel d’une fonction (strictement) convexe est un ope´rateur multivoque (strictement) mono-
tone.
Le cas d’une de´rive´e ou d’un sous-diffe´rentiel fortement monotone correspond a` celui d’une fonction
fortement convexe.
De´finition 3.39. On dit qu’une fonction J : U→ R est fortement convexe si il existe a > 0 tel que pour
tout α ∈ [0, 1], tout u et tout v,
J
(
αu + (1− α)) ≤ α J (u)+ (1− α)J (v)− α(1− α)a
2
‖v − u‖2 . (3.67)
Lemme 3.40. La proprie´te´ (3.66), e´crite pour 9 = ∂ J , et la proprie´te´ (3.67) sont toutes deux
e´quivalentes a` l’ine´galite´ suivante : pour tout u, tout v, et tout r ∈ ∂ J (u),
J (v) ≥ J (u)+ 〈r , v − u〉 + a
2
‖v − u‖2 , (3.68)
avec e´videmment la meˆme valeur de a dans les trois cas.
De´monstration. Dans cette de´monstration, (3.68) joue un roˆle central et il est plus facile de de´montrer
que les deux autres proprie´te´s lui sont e´quivalentes que de chercher a` faire une de´monstration “circu-
laire”.
(3.68)⇔ (3.67) L’implication de gauche a` droite est obtenue en utilisant une premie`re fois (3.68) avec
u ← αu + (1 − α)v, r ∈ ∂ J(αu + (1 − α)v) et v ← v, puis une seconde fois avec la meˆme
substitution pour u et r mais avec la substitution v← u. La premie`re ine´galite´ ainsi obtenue e´tant
multiplie´e par 1− α et la seconde par α, on les additionne et on trouve (3.67).
Re´ciproquement, partant de (3.67) que l’on peut re´e´crire
(1− α)(J (v)− J (u)) ≥ J(αu + (1− α)v)− J (u)+ α(1− α)a
2
‖v − u‖2 ,
il vient, avec r ∈ ∂ J (u),
(1− α)(J (v)− J (u)) ≥ (1− α) 〈r , v − u〉 + α(1− α)a
2
‖v − u‖2 ,
que l’on divise membre a` membre par 1− α, puis l’on prend α = 1 pour obtenir (3.68).
(3.68)⇔ (3.66) L’implication de gauche a` droite est obtenue en e´crivant (3.68) une seconde fois apre`s
avoir interverti le roˆle de u et v (s ∈ ∂ J (v) prenant donc la place de r dans cette deuxie`me version),
puis en additionnant les deux versions, ce qui donne (3.66) pour 9 = ∂ J .
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Re´ciproquement, on conside`re la fonction
f (β) = J((1− β)u + βv) . (3.69)
Lorsque β varie de 0 a` 1, w(β) = (1 − β)u + βv varie de u a` v sur la droite joignant ces deux
points. La fonction f n’est pas diffe´rentiable si J ne l’est pas, mais elle est convexe et admet des
de´rive´es directionnelles de part et d’autre de chaque point. Au point β dans la direction +1, on a





w(β + ε))− J(w(β)))/ε
≥ 〈rβ , v − u〉 (rβ ∈ ∂ J(w(β)))
≥ 〈r , v − u〉 + aβ ‖v − u‖2 (r ∈ ∂ J (u)) ,
en utilisant (3.66). D’apre`s cette ine´galite´, il est clair que
f (1)− f (0) ≥
∫ 1
0
( 〈r , v − u〉 + aβ ‖v − u‖2 ) dβ
= 〈r , v − u〉 + a ‖v − u‖2 /2 ,
ce qui e´tablit (3.68).
3.5 Annexe : Proprie´te´ de Lipschitz
De´finition 3.41. Un ope´rateur9 de l’espace de Hilbert U dans son dual ve´rifie la proprie´te´ de Lipschitz,
ou est Lipschitzien, si
∃A > 0 : ∀u, v ∈ U, ‖9(u)−9(v)‖ ≤ A ‖u − v‖ . (3.70)




´Evidemment, la de´finition (3.70) n’a de sens que pour un ope´rateur univoque. On l’applique main-
tenant a` la de´rive´e d’une fonction.
Lemme 3.42.
1. Si J est diffe´rentiable et de de´rive´e Lipschitzienne avec la constante A, alors, pour tous u, v,
J (v) ≤ J (u)+ 〈J ′(u) , v − u〉+ A
2
‖v − u‖2 . (3.71)
2. Le fait que J ′ soit Lipschitzienne avec la constante A est e´quivalente au fait que J et J ′ ve´rifient
l’ine´galite´
J (v) ≥ J (u)+ 〈J ′(u) , v − u〉+ 1
2A
∥∥J ′(v)− J ′(u)∥∥2 . (3.72)
De´monstration.
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1. On utilise a` nouveau la fonction f (·) de´finie par (3.69). Cette fois-ci, cette fonction est
diffe´rentiable et l’on a
f ′(β) = 〈J ′(w(β)) , v − u〉
= 〈J ′(u) , v − u〉+ 〈J ′(w(β))− J ′(u) , v − u〉
≤ 〈J ′(u) , v − u〉+ βA ‖v − u‖2
en utilisant successivement l’ine´galite´ de Schwarz et l’hypothe`se. Ensuite, par inte´gration de β = 0
a` β = 1, on obtient le re´sultat de´sire´.
2. La proprie´te´ de Lipschitz de J ′ entraıˆnant (3.71), on utilise cette ine´galite´ avec v − (J ′(v) −
J ′(u)
)






J ′(v)− J ′(u))) ≤ J (v)+ 1
A
(
− 〈J ′(v) , J ′(v)− J ′(u)〉+ 1
2
∥∥J ′(v)− J ′(u)∥∥2) .






J ′(v)− J ′(u))) ≥ J (u)+ 〈J ′(u) , v − u − 1
A
(
J ′(v)− J ′(u))〉 .
En combinant ces deux ine´galite´s, on obtient (3.72).
Re´ciproquement, supposant (3.72), on peut re´crire cette ine´galite´ en intervertissant le roˆle de u et
v, puis sommer les deux versions pour obtenir
〈
J ′(v)− J ′(u) , v − u〉 ≥ 1
A
∥∥J ′(v)− J ′(u)∥∥2 . (3.73)
En utilisant ensuite l’ine´galite´ de Schwarz pour majorer le premier membre de (3.73), on obtient
la proprie´te´ de Lipschitz apre`s simplification.
On ne peut pas vraiment e´noncer une re´ciproque de la premie`re partie de ce lemme. On peut seulement
montrer que (3.71) entraıˆne la proprie´te´ que, pour tous u, v,〈
J ′(u)− J ′(v) , u − v〉 ≤ A ‖u − v‖2 ,
proprie´te´ a priori plus faible que la proprie´te´ de Lipschitz.
3.6 Annexe : Proprie´te´ de Dunn
De´finition 3.43. Un ope´rateur 9 de l’espace de Hilbert U dans son dual ve´rifie la proprie´te´ de Dunn
avec la constante A si
∃A > 0 : ∀u, v ∈ U, 〈9(u)−9(v) , u − v〉 ≥ 1
A
‖9(u)−9(v)‖2 . (3.74)
Cette proprie´te´ est en fait tout simplement la proprie´te´ de forte monotonie avec la constante 1/A pour
l’ope´rateur (e´ventuellement multivoque) 9−1 (il suffit, pour le voir, de poser p = 9(u) et q = 9(v),
donc u ∈ 9−1(p) et v ∈ 9−1(q)). Elle a e´te´ nomme´e ainsi parce que J.C. Dunn [15] a montre´ que
si 9 est la de´rive´e J ′ d’une fonction convexe deux fois diffe´rentiable, et si J ′ est Lipschitzienne de
constante A, alors 9 ve´rifie (3.74).
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En fait, comme on va le voir dans la suite, l’hypothe`se de re´gularite´ C2 de J est inutile. De plus,
dans le cas d’un ope´rateur “non syme´trique”, c’est-a`-dire non e´gal a` la de´rive´e d’une fonction J (ou “ne
de´rivant pas d’un potentiel”), la proprie´te´ de Dunn est plus forte, mais aussi plus inte´ressante du point de
vue de la convergence des algorithmes, que la proprie´te´ de Lipschitz qu’elle entraıˆne (en particulier, cela
montre que 9 est ne´cessairement univoque).
Il est cependant possible de montrer une forme d’e´quivalence entre les deux proprie´te´s (mais avec
des constantes diffe´rentes) pour des ope´rateurs fortement monotones.
Lemme 3.44.
1. Si 9 ve´rifie la proprie´te´ de Dunn avec la constante A, alors 9 est monotone et Lipschitzienne de
constante A.
2. Si 9 est fortement monotone de constante a et Lipschitzienne de constante A, alors 9 ve´rifie la
proprie´te´ de Dunn avec la constante A2/a.
3. Si 9 est la de´rive´e J ′ d’une fonction J , et si J ′ est Lipschitzienne de constante A, J ′ ve´rifie aussi
la proprie´te´ de Dunn avec la meˆme constante.
4. Les proprie´te´s de Dunn et de Lipschitz de J ′ et l’ine´galite´ (3.72) sont trois e´nonce´s e´quivalents.
De´monstration.
1. La proprie´te´ (3.74) entraıˆne e´videmment la monotonie de 9. De plus, par l’ine´galite´ de Schwarz,




‖9(u)−9(v)‖2 ≤ ‖9(u)−9(v)‖ ‖u − v‖ .
En simplifiant par ‖9(u)−9(v)‖, on obtient l’ine´galite´ de Lipschitz pour 9 avec la constante A.
2. Supposons maintenant que9 est fortement monotone et Lipschitzienne de constantes respectives a
et A :
〈9(u)−9(v) , u − v〉 ≥ a ‖u − v‖2 ,
‖9(u)−9(v)‖2 ≤ A2 ‖u − v‖2 .
En combinant ces deux ine´galite´s,
〈9(u)−9(v) , u − v〉 ≥ a
A2
‖9(u)−9(v)‖2 ,
ce qui montre que 9 a la proprie´te´ (3.74) avec la constante A2/a.
3. On a de´ja` vu dans la preuve du Lemme 3.42 que la proprie´te´ de Lipschitz entraıˆne (3.72) qui
entraıˆne (3.73) qui n’est autre que la proprie´te´ de Dunn de J ′.
4. Cette e´quivalence des trois propositions est un simple corollaire de tout ce qui pre´ce`de.
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Commentaires 3.45. Ce lemme affirme donc l’e´quivalence des proprie´te´s de Dunn et Lipschitz dans
le cas syme´trique. Dans le cas non syme´trique, la proprie´te´ de Dunn est plus forte que (puisqu’elle
implique) la proprie´te´ de Lipschitz. Une re´ciproque est possible seulement dans le cas fortement mono-
tone, mais dans ce cas la constante de Lipschitz A est en ge´ne´ral infe´rieure a` la constante de Dunn (es-
time´e) A2/a (car bien suˆr A/a ≥ 1). L’exemple suivant montre que pour un ope´rateur non syme´trique,
la proprie´te´ de Lipschitz n’implique pas la proprie´te´ de Dunn en ge´ne´ral.




qui repre´sente la rotation de pi/2 dans le plan est e´videmment un
ope´rateur line´aire Lipschitzien, mais cet ope´rateur ne ve´rifie pas la proprie´te´ (3.74).
Soit J une fonction a` valeurs re´elles et U ad un sous-ensemble convexe ferme´ de U. On conside`re
l’ine´quation variationnelle : trouver u] ∈ U ad tel que
∀u ∈ U ad, 〈9(u]) , u − u]〉+ J(u)− J(u]) ≥ 0 . (3.75)
On sait que si 9 est fortement monotone, u] est unique. De fac¸on analogue, si 9 ve´rifie la proprie´te´ de
Dunn, c’est 9(u]) qui est unique meˆme si u] ne l’est pas.
Lemme 3.47. Soit u] et u∗ deux solutions de (3.75). Alors 9(u]) = 9(u∗).
De´monstration. On a simultane´ment〈
9(u]) , u∗ − u]〉+ J(u∗)− J(u]) ≥ 0
et 〈
9(u∗) , u] − u∗〉+ J(u])− J(u∗) ≥ 0 ,
d’ou`, par addition, 〈




∥∥9(u])−9(u∗)∥∥2 ≥ 0 ,
ce qui e´tablit le re´sultat.
3.7 Annexe : Proble`mes sous contraintes et dualite´
On se reportera a` la re´fe´rence [9] pour un traitement plus exhaustif.
3.7.1 Formulation et relation d’ordre dans un espace de Hilbert




sous 2(u) ∈ −C , (3.76b)
ou`
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• J est une fonction s.c.i. d’un espace de Hilbert U dans R ;
• U ad est un sous-ensemble convexe ferme´ de U ;
• 2 est une application de U dans un autre espace de Hilbert C ;
• C est un coˆne convexe ferme´ de C tel que
C ∩ (−C) = {0} . (3.77)
En introduisant C , le but est de munir l’espace C d’une relation d’ordre note´e  ainsi de´finie :
θ1  θ2 ⇔ θ1 − θ2 ∈ C .
Cette relation est bien
• re´flexive : θ  θ car 0 ∈ C ;
• transitive : si θ1 − θ2 ∈ C et θ2 − θ3 ∈ C , alors θ1 − θ3 ∈ C (en effet, dans un coˆne convexe, si
x1 et x2 sont dans C , y1 = (1/α)x1 et y2 = (1/(1 − α))x2 le sont aussi, pour α ∈]0, 1[, et donc
αy1 + (1− α)y2 = x1 + x2 l’est aussi) ;
• antisyme´trique : si θ1 − θ2 ∈ C et θ2 − θ1 ∈ C , alors θ1 − θ2 = 0, ceci graˆce a` (3.77).
Un exemple classique est le cas ou` C = Rm et l’on prend
C = (R+)m = {x ∈ Rm | xi ≥ 0, i = 1, . . . ,m } .
Cette relation d’ordre est compatible avec la structure d’espace vectoriel, c’est-a`-dire, si θ1  0 et
θ2  0, alors θ1 + θ2  0 (comme de´ja` vu ci-dessus pour un coˆne convexe) et αθ  0 pour α ≥ 0 (c’est
la proprie´te´ meˆme de coˆne). De plus, la limite d’une suite d’e´le´ments positifs est un e´le´ment positif (car
C est ferme´).
Le coˆne C est appele´ “coˆne positif primal”. La contrainte (3.76b) doit eˆtre comprise comme un
ensemble de contraintes ine´galite´, e´ventuellement en dimension infinie. En fait, le cas des contraintes
e´galite´ est aussi couvert par cette e´criture : il suffit de conside´rer C = {0} qui est bien encore un coˆne
convexe. Plus ge´ne´ralement, le me´lange de contraintes ine´galite´ et e´galite´ se traite en conside´rant un
coˆne du type C = Ci × Ce avec Ce = {0} : Ce correspond au sous-espace dans lequel e´volue le second
membre des contraintes e´galite´.
Remarque 3.48. Notons qu’en plus des contraintes (3.76b), il existe toujours des contraintes implicites
du type u ∈ U ad, mais seules les premie`res vont eˆtre dualise´es.
3.7.2 Convexite´ et croissance en relation avec un coˆne positif
`A partir de la relation d’ordre sur C de´finie par le coˆne C , une notion de convexite´ pour des fonctions a`
valeurs dans C peut eˆtre de´finie. On dit que 2 : U→ C est C-convexe si
∀u, v ∈ U, ∀α ∈ [0, 1], α2(u)+ (1− α)2(v)−2(αu + (1− α)v) ∈ C . (3.78)
Notons que si C = {0}, ceci signifie simplement que 2 est affine.
De meˆme, pour une fonction φ de C dans R, on dit que φ est C-non de´croissante si
θ1 − θ2 ∈ C ⇒ φ(θ1) ≥ φ(θ2) . (3.79)
Exercice 3.49. Montrer que la composition φ ◦2 d’une fonction C-convexe2 avec une fonction C-non
de´croissante et convexe φ est convexe.







Figure 3.2: Coˆne, coˆne adjoint et de´composition orthogonale
3.7.3 Coˆne positif dual
De meˆme qu’une relation d’ordre a e´te´ introduite dans l’espace C par l’interme´diaire d’un coˆne convexe
ferme´ C , une relation d’ordre peut eˆtre introduite dans l’espace dual C∗ des multiplicateurs associe´s
aux contraintes (3.76b). Bien qu’un espace de Hilbert soit identifiable a` son dual, il n’est pas approprie´
d’utiliser ne´cessairement le meˆme coˆne positif dans C et C∗. Une fois introduit C , coˆne positif primal, on
introduit le “coˆne positif dual”, ou “coˆne adjoint”, ou encore “coˆne conjugue´”, note´ C∗ et ainsi de´fini :
C∗ = {p ∈ C∗ | 〈p , θ〉 ≥ 0,∀θ ∈ C } . (3.80)
Cette de´finition est illustre´e par la Figure 3.2. On appelle parfois −C∗ le “coˆne polaire” de C . Dans le
cas classique ou` C = (R+)m , C∗ coı¨ncide avec C (si Rn est identifie´ a` son dual). Mais ce n’est pas le cas
en ge´ne´ral, et c’est pourquoi nous pre´fe`rerons les notations θ ∈ C ou θ ∈ C∗, plutoˆt que θ  0 qui serait
ambigue lorsque l’espace C est identifie´ a` son dual.
La Figure 3.2 illustre e´galement la de´composition orthogonale et unique de tout e´le´ment θ ∈ C en




Exercice 3.50. Montrer que si2 : U→ C est C-convexe et si p ∈ C∗, alors la fonction a` valeurs re´elles
u 7→ 〈p ,2(u)〉 est convexe (au sens ordinaire du terme).
3.7.4 Lagrangien et dualite´
Un outil de base de la dualite´ est le Lagrangien associe´ au proble`me (3.76), a` savoir
L(u, p) = J (u)+ 〈p ,2(u)〉 . (3.81)
On l’appelle aussi “Lagrangien ordinaire” par opposition au Lagrangien augmente´ dont il est aussi ques-
tion dans ce cours.
Un point selle de L sur U ad × C∗ est un point (u], p]) dans ce sous-ensemble et tel que
∀(u, p) ∈ U ad × C∗, L(u], p) ≤ L(u], p]) ≤ L(u, p]) . (3.82)

















1) le sont aussi.
Exercice 3.52. De´montrer que si (u], p]) est un point selle de L sur U ad × C∗, alors u] est une solution
de (3.76).
17Bien suˆr, on doit ici encore identifier C∗ a` C par le the´ore`me de repre´sentation de Riesz pour que la somme des deux
e´le´ments ait un sens.
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Remarque 3.53. Le fait que p est restreint a` C∗ est l’e´quivalent en dimension infinie du fait que les
multiplicateurs sont non ne´gatifs pour des contraintes ine´galite´. On doit en effet noter que les contraintes
e´galite´ correspondent au cas ou` C = {0}, et que dans ce cas, en appliquant la de´finition (3.80), on a
C∗ = C∗, ce qui signifie qu’il n’y a pas de contrainte de signe sur les multiplicateurs.
La re´ciproque de l’e´nonce´ de l’Exercice 3.52 repose sur les conditions suffisantes sous lesquelles une
fonction admet un point selle. Essentiellement, il y a trois types d’hypothe`ses :
• des hypothe`ses de convexite´-concavite´ ;
• des hypothe`ses de semi-continuite´ infe´rieure-supe´rieure destine´es a` garantir l’atteignabilite´ des
minima-maxima ;
• des hypothe`ses de coercivite´ destine´es a` garantir qu’ils sont atteints a` distance finie.
Dans le cas particulier du Lagrangien du proble`me d’optimisation (3.76), on est donc conduit a` supposer
que
• U ad est convexe ferme´ ainsi que le coˆne C ;
• J est convexe, s.c.i. et coercive (voir (3.2)) ;
• 2 est C-convexe18 (et il faut faire une hypothe`se de continuite´ pour garantir que u 7→ 〈p ,2(u)〉
est s.c.i pour tout p ∈ C∗ — dans la pratique, pour la convergence des algorithmes, on supposera
meˆme que 2 est Lipschitzienne) ;
• une certaine condition de qualification des contraintes est satisfaite (voir ci-dessous).
Le roˆle de cette qualification des contraintes est d’assurer la coercivite´ de L dans l’espace dual C∗, c’est-
a`-dire par rapport a` p. Elle s’e´nonce
0 ∈ int (2(U ad)+ C) . (3.83)
Moyennant les hypothe`ses ci-dessus, on peut affirmer l’existence d’un point selle du Lagrangien du
proble`me (3.76). L’Exercice 2.29 en fin de Chapitre 2 a cependant montre´ que ces hypothe`ses ne sont
pas ne´cessaires pour qu’un point selle existe.
3.8 Corrige´ des exercices
3.8.1 Corrige´ de l’Exercice 3.4





∥∥u − uk + εkr k∥∥2 )− 1
2
∥∥uk − εkr k∥∥2 .
Par de´finition de la projection sur un convexe (point a` distance minimale d’un point donne´ et appartenant
au convexe), on voit que la solution de ce proble`me est donne´e par la formule (3.10) avec e´ventuellement
r k remplace´ par ∇ J (uk).
18donc, comme on l’a vu, affine lorsque C = {0}— cas des contraintes e´galite´
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3.8.2 Corrige´ de l’Exercice 3.12
Il suffit de noter qu’en raison de (3.12),(
K ki
)′
(ui ) = J ′ui (uk1, . . . , uki−1, ui , uki+1, . . . , ukN ) ,
et que cette expression peut s’e´crire J ′ui (uk) pour ui = uki . Or ceci est la valeur qu’il faut donner a`
la coordonne´e r ki de r k dans (3.8c). Les corrections line´aires apparaissant dans ce proble`me auxiliaire
s’annulent donc pour le choix εk = 1.
3.8.3 Corrige´ de l’Exercice 3.13
En raison du choix (3.34) pour la de´pendance en ui de la fonction auxiliaire (augmente´ de (γ /2) ‖ui‖2)
et en prenant εk = 1 pour calculer les corrections line´aires en u, on a a` nouveau une simplification de la




, qui, combine´ avec (γ /2) ‖ui‖2, donne le dernier
terme de (3.35) a` une constante pre`s, a` savoir (γ /2) ∥∥uki ∥∥2 ; ce proble`me (3.35) constitue donc bien le
sous-proble`me auxiliaire en ui . Pour ce qui est du sous-proble`me auxiliaire en v (re´solu une fois que
uk+1 a e´te´ calcule´, selon le sche´ma se´quentiel), la de´pendance de la fonction auxilaire (3.33) par rapport






‖v‖2 + 〈ρk J ′v(uk+1, vk)− vk , v〉) .
La re´solution explicite de ce proble`me conduit bien a` la formule (3.32) si l’on note que ϕ′(vk) est bien
e´value´ a` J ′v(uk+1, vk) d’apre`s (3.31).
3.8.4 Corrige´ de l’Exercice 3.16
Compte tenu des valeurs prises ici par L, L et 3 (voir (3.38)), l’ine´quation variationnelle (3.37b) donne
ici, avec û = uk+1, v = uk , q = pk , exactement (3.44), ce qui correspond au proble`me (3.39a). On doit
ensuite conside´rer l’ine´quation variationnelle (3.37c) avec û = v = uk+1 en raison du sche´ma se´quentiel





pk+1 + ε(Θ(uk+1)+ T(uk+1))+ 1
α
pk , p − pk+1
〉
≤ 0 ,
ce qui e´quivaut a` (3.39b), compte tenu du fait que ρ = αε.
3.8.5 Corrige´ de l’Exercice 3.21
La projection p] calcule´e par (3.47) est caracte´rise´e par l’ine´quation variationnelle
∀p ∈ C∗, 〈p] + ρ(Θ + T)(u])− p] , p − p]〉 ≤ 0 ,
ce qui est exactement l’ine´galite´ de gauche du point selle.
3.8.6 Corrige´ de l’Exercice 3.22
On a, pour tout z ∈ C , 〈
x − projC x , z − projC x
〉 ≤ 0 ,〈
y − projC y , z − projC y
〉 ≤ 0 .
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On pose z = projC y dans la premie`re ine´quation et z = projC x dans la seconde et on additionne les
ine´quations ainsi obtenues, ce qui donne∥∥projC y − projC x∥∥2 ≤ 〈y − x , projC y − projC x 〉 ,
d’ou` l’on de´duit facilement (3.48).
3.8.7 Corrige´ de l’Exercice 3.25
L’application de (3.37) avec le choix (3.51) de la fonction auxiliaire3 et avec v = uk , q = pk , û = uk+1,
p̂ = pk+1, avec
r = L′u(uk, pk) = J (uk)+
(
Θ ′(uk)
)∗ · pk ,
ou` ∗ de´signe l’ope´rateur adjoint, et avec
sk = L′p(uk, pk) =Θ(uk) ,
donne lieu aux ine´quations variationnelles suivantes
∀u ∈ U ad, 〈K ′(uk+1)+ εJ ′(uk)− K ′(uk) , u − uk+1〉
+ 〈pk+1 , ′(uk+1) · (u − uk+1)〉+ 〈pk , (εΘ ′(uk)−′(uk)) · (u − uk+1)〉
+ ε(J(u)− J(uk+1)+ 〈pk+1 ,T(u)− T(uk+1)〉 ) ≥ 0 , (3.84a)
∀p ∈ C∗, 〈(uk+1)−(uk)+ ε(Θ(uk)+ T(uk+1)) , p − pk+1〉 ≤ 0 . (3.84b)
Ces ine´quations variationnelles sont exactement les conditions d’optimalite´ du proble`me (3.52).
3.8.8 Corrige´ de l’Exercice 3.30








Une condition ne´cessaire et suffisante pour que cette forme quadratique soit fortement convexe est que
les “mineurs principaux”, c’est-a`-dire J et 2TJ−1T∗ − TJ−1T∗ = TJ−1T∗, soient fortement convexes,
ce qui est garanti par l’hypothe`se (H1) sur J et l’hypothe`se de surjectivite´ (H2) sur T. Les deux premiers
termes de (3.59) correspondent au Lagrangien du proble`me original. Quant au dernier terme, destine´ a`
“convexifier” le Lagrangien, il peut s’interpre´ter de la fac¸on suivante. Pour le calcul de ψ(p) (voir (2.4)),
il faut minimiser le Lagrangien en u a` p donne´ : on trouve ici




〉+ termes line´aires et constants.
`A ces termes pre`s (qui ne sont pas essentiels dans la de´finition d’une fonction de Lyapounov), on peut
conside´rer que (3.59) est e´gale a` L(u, p) − 2ψ(p). Cette expression est e´tudie´e dans un cadre plus
ge´ne´ral (non ne´cessairement quadratique) dans [7, Conclusion] ou` l’on montre qu’elle a en effet un
certain nombre de proprie´te´s inte´ressantes qui la qualifient comme une “bonne” fonction de Lyapounov.
3.8.9 Corrige´ de l’Exercice 3.32
Si b est la constante de forte monotonie de K, alors 〈u ,Ku〉 ≥ b ‖u‖2, et si A est la constante de Lipschitz
de J, alors 〈u , Ju〉 ≤ A ‖u‖2, d’ou` il doit eˆtre clair que l’on peut garantir que l’ope´rateur (3.58a) est
fortement monotone si (3.15) est ve´rifie´e.
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3.8.10 Corrige´ de l’Exercice 3.35
On repart a` nouveau de (3.37) avec L donne´ par (3.61) et de´compose´ selon (3.63), 3 donne´ par (3.64),
et en se plac¸ant au pas k de l’algorithme. On ne doit pas perdre de vue que les ine´quations variation-
nelles (3.37b)–(3.37c) doivent maintenant eˆtre e´crites deux fois : une fois pour le couple (u, p), les vari-
ables (w,µ) e´tant alors fixe´es a` leurs valeurs courantes a` l’indice k), et une fois pour le couple (w,µ),
les varaibles (u, p) e´tant alors fixe´es a` leurs valeurs courantes a` l’indice k + 1 (en raison du sche´ma
se´quentiel adopte´). Ceci donne successivement :
∀u ∈ U ad, 〈K ′(uk+1)− K ′(uk)+ εJ ′(uk) , u − uk+1〉+ε 〈µk , (Θ ′(uk)− (1/ε)′(uk)) · (u − uk+1)〉
+ ε
(
J(u)− J(uk+1)+ 〈pk+1 ,T(u)− T(uk+1)+ (1/ε)((u)−(uk+1))〉 ) ≥ 0 ,
ε
(








+ ε(Θ(uk+1)− (1/ε)(uk+1)− wk) = 0 .
Ces conditions sont directement interpre´tables en termes de (3.65) moyennant les de´finitions de ρ1 et ρ2.
3.8.11 Corrige´ de l’Exercice 3.37
Le de´placement du terme −〈µ ,w〉 de L vers L n’affecte que les deux dernie`res e´quations ci-dessus ou`
il faut remplacer le dernier terme wk , respectivement µk , par wk+1, respectivement µk+1. Ceci conduit a`
des formules implicites dont la re´solution me`ne aux formules (2.22c)–(2.22d) a` condition d’adapter les
notations (remplacer (εk, ρk) par (ρ1, ρ2) et
∑
j 6=i 2i j (u
k+1
j ) parΘ(uk+1)− (1/ε)(uk+1)).
3.8.12 Corrige´ de l’Exercice 3.49
En appliquant φ a` θ1 = α2(u) + (1 − α)2(v) et a` θ2 = 2
(
αu + (1 − α)v), on a, du fait de (3.78) et
(3.79) :
φ B2(αu + (1− α)v) ≤ φ(α2(u)+ (1− α)2(v))
≤ αφ B2(u)+ (1− α)φ B2(v) ,
cette dernie`re ine´galite´ du fait de la convexite´ de φ. Ceci e´tablit le re´sultat souhaite´.
3.8.13 Corrige´ de l’Exercice 3.50
On fait le produit de dualite´ du premier membre de (3.78) avec p. Du fait de (3.80), ce produit est non
ne´gatif, ce qui e´tablit le re´sultat de´sire´.
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3.8.14 Corrige´ de l’Exercice 3.51










L(u, p2) . (3.86)
Alors,
L(u2, p1) ≤ L(u2, p2) d’apre`s (3.86a),
≤ L(u1, p2) d’apre`s (3.86b),
≤ L(u1, p1) d’apre`s (3.85a),
≤ L(u2, p1) d’apre`s (3.85b),
d’ou l’on de´duit l’e´galite´ des quatre valeurs L(ui , p j ), i = 1, 2, j = 1, 2. Alors, ∀u ∈ U ad, ∀p ∈ C∗,
L(u2, p) ≤ L(u2, p1) d’apre`s (3.86a) et L(u2, p1) = L(u2, p2) ,
≤ L(u, p1) d’apre`s (3.85b) et L(u2, p1) = L(u1, p1) ,
ce qui montre que (u2, p1) est un point selle.
3.8.15 Corrige´ de l’Exercice 3.52
Avec l’ine´galite´ de gauche de (3.82) ou` l’on choisit p = 0 dans le membre gauche, on de´duit que〈
p] ,2(u])
〉 ≥ 0 .
Mais on va montrer que 2(u]) ∈ −C , et comme p] ∈ C par hypothe`se, l’ine´galite´ inverse est aussi
vraie, et donc 〈
p] ,2(u])
〉 = 0 . (3.87)
Le fait que 2(u]) ∈ −C se de´montre de la fac¸on suivante : si ce n’est pas vrai, alors en vertu de la
de´composition orthogonale illustre´e par la Figure 3.2, projC 2(u]) 6= 0. On peut alors choisir p =
αprojC 2(u]), ou` α est un scalaire positif, dans le membre le plus a` gauche de (3.82), et, en laissant
tendre α vers +∞, on obtient une contradiction. Donc projC 2(u]) = 0, ce qui e´quivaut a` 2(u]) ∈ −C
(et donc u] est admissible pour le proble`me (3.76)).
On va maintenant exploiter l’ine´galite´ de droite de (3.82). `A cause de (3.87), cette ine´galite´ s’e´crit
∀u ∈ U ad, J (u]) ≤ J (u)+ 〈p] ,2(u)〉 .
En particulier, puisque p] ∈ C , si 2(u) ∈ −C , le dernier terme est non positif, et on a donc montre´ que
J (u]) ≤ J (u) pour tout u satisfaisant les contraintes du proble`me (3.76), et donc u], qui est admissible,
est en fait optimal.
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Chapitre 4
Re´gularisation et Lagrangien augmente´
4.1 Lien entre Lagrangien augmente´ et re´gularisation
4.1.1 Non convexite´ et convexite´ plus ou moins forte
Comme on l’a vu aux Chapitres 2 et 3, l’utilisation de la de´composition par les prix repose sur l’existence
d’un point selle du Lagrangien du proble`me d’optimisation sous contrainte (3.36). Un saut de dualite´
rend donc l’utilisation de cette me´thode impossible. Comme on l’a vu a` l’Exercice 2.29, le saut de dualite´
s’accompagne, de plus, de la non diffe´rentiabilite´ de la fonction duale ψ de´finie par (2.4) au point ou`
elle atteint son maximum. Or l’algorithme d’Uzawa s’interpre`te comme un algorithme de gradient ou de
sous-gradient (projete´) pour maximiser cette fonction ψ .
La diffe´rentiabilite´ de la fonction duale ψ est garantie lorsque la fonction couˆt primale J est stricte-
ment convexe. Mais le The´ore`me 3.6 a montre´ qu’un algorithme de gradient par exemple, pour eˆtre
garanti de converger avec des pas fixes, ou en tout cas ne tendant pas vers 0, ne´cessite que le gradient soit
Lipschitzien. Le Lemme 3.18 a montre´ que la fonction ψ a une de´rive´e Lipschitzienne dans le cas ou` la
fonction couˆt primale J est fortement convexe. C’est cette hypothe`se qui a e´te´ requise au The´ore`me 3.20
(voir (H3)) pour montrer la convergence de l’Algorithme 3.15 dont Uzawa est un cas particulier.
Ainsi, bien qu’on puisse garantir l’existence d’un point selle du Lagrangien dans le cas d’un
proble`me de minimisation sous contrainte simplement convexe (moyennant quelques autres hypothe`ses
techniques — voir Annexe, §3.7), les algorithmes ne´cessitent, quant a` eux, une hypothe`se de forte con-
vexite´. L’Exercice 2.30 a montre´ que l’absence de forte convexite´ ne permet pas d’espe´rer la convergence
d’algorithmes du type Uzawa en ce qui concerne plus particulie`rement les variables primales, meˆme si
on parvenait a` faire converger les variables duales vers leur valeur optimale par une strate´gie adapte´e
concernant le choix des pas de l’algorithme d’Uzawa (pas “en se´rie divergente” — voir Annexe, §2.3).
4.1.2 Lagrangien augmente´
La technique du Lagrangien augmente´ (aussi appele´e “multiplier method” en Anglais) a e´te´ intro-
duite pour surmonter les sauts de dualite´ survenant dans le cas non convexe (voir [3]) : une in-
terpre´tation ge´ome´trique va nous permettre de comprendre comment. Nous allons pour cela reprendre
l’Exercice 2.29.
On a vu qu’un saut de dualite´ survient lorsque la fonction “perturbation” (cas de contraintes e´galite´)
ϕ(θ) = {min J (u) | u ∈ U ad et 2(u) = θ} (4.1)
ne coı¨ncide pas en θ = 0 avec son enveloppe convexe. Comme l’a montre´ la de´marche de l’exercice, le
fait que l’enveloppe convexe de ϕ joue un roˆle provient du fait que le Lagrangien J (u)+ 〈p ,2(u)〉 est
interpre´te´ comme l’ordonne´e a` l’origine d’un hyperplan de coefficient directeur −p dans l’espace C×R
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ϕ
θ
Figure 4.1: Graphe de ϕ et enveloppe de paraboles concaves




. Minimiser le Lagrangien, c’est-a`-dire calculer la fonction duale ψ(p),
c’est rechercher l’ordonne´e a` l’origine de l’hyperplan de “pente” −p s’appuyant sur l’e´pigraphe de ϕ.
Toutes ces interpre´tations ge´ome´triques sont illustre´es par la Figure 2.4.
Dans cette optique, l’ide´e du Lagrangien augmente´ consiste, pour “ausculter” l’e´pigraphe de ϕ, a`
remplacer les “objets plats” que sont les hyperplans par des objets concaves, et suffisamment “poin-
tus” pour venir se loger dans les “trous” e´ventuels de l’e´pigraphe. Ainsi, si on remplace le Lagrangien
ordinaire (3.81) par le Lagrangien augmente´
Lc(u, p) = J (u)+ 〈p ,2(u)〉 + c2 ‖2(u)‖
2 , (4.2)
ou` c est un nombre positif, cela revient, selon le point de vue de la question 2 de l’exercice, a` remplacer
l’hyperplan d’e´quation y = −〈p , x〉 + a par le paraboloı¨de concave
y = −〈p , x〉 − c
2
‖x‖2 + a ,
qui est d’autant plus “pointu” que c est grand.
Il est facile de constater que toutes les questions de l’Exercice 2.29 peuvent eˆtre reprises avec ce
nouvel e´le´ment d’appui a` la place de l’hyperplan pre´ce´dent.
La Figure 4.1 illustre ce qui va se passer dans cette nouvelle situation : si c est assez grand, la famille
de paraboles d’appui indexe´e par leur “pente a` l’origine” −p va parvenir a` “suivre” l’e´pigraphe de ϕ, y
compris dans sa partie concave. Ainsi, si l’enveloppe de cette famille de paraboles d’appui coı¨ncide en 0










Par contre, si c n’est pas assez grand pour les concavite´s de l’e´pigraphe de ϕ, la Figure 4.2 montre
que le saut de dualite´ subsiste (mais est atte´nue´ par rapport a` ce qu’il serait avec le Lagrangien ordinaire).
En fait, pour certains proble`mes, il sera impossible de re´duire le saut de dualite´ a` 0 avec cette tech-
nique meˆme pour c arbitrairement grand.




Figure 4.2: Le saut de dualite´ subsiste si c n’est pas assez grand (mais il est plus petit que pour c = 0)
ϕ
θ
Figure 4.3: Cas de proble`mes en variables entie`res ou mixtes





Figure 4.4: De´croissance plus rapide que quadratique et effet de la “localisation”
• Il y a d’abord les proble`mes en variables entie`res ou mixtes pour lesquels des discontinuite´s de ϕ
ne sont pas exclues (changement brutal de la solution entie`re pour une faible variation de la per-
turbation θ ), ce qui peut conduire a` la situation illustre´e par la Figure 4.3 : aucune “parabole” ne
peut “combler le trou” cause´ par une discontinuite´ verticale au voisinage du point θ = 0.
Ceci dit, on observera que meˆme dans ces cas, le saut de dualite´ sera moindre avec le Lagrangien
augmente´ qu’avec le Lagrangien ordinaire.1
• Il y a ensuite le cas des proble`mes ou` ϕ peut tendre vers−∞ plus vite qu’une fonction quadratique
de la perturbation θ . Alors, aucune “parabole” ne peut rester entie`rement sous le graphe de ϕ
comme l’illustre la Figure 4.4.
Mais cette figure illustre aussi le fait que si on limite la plage de variation des variables primales (en
remplac¸ant U ad par U ad∩V(u0), ou` V(u0) de´signe un voisinage convexe ferme´ d’une estimation u0
de la solution u]), ce qui aura pour effet de limiter aussi la plage atteignable pour θ , remplac¸ant
ϕ(θ) par la valeur+∞ en dehors de cette plage atteignable,2 alors les “branches infinies” du graphe
de ϕ sont “redresse´es” vers le haut, et le proble`me d’une de´croissance plus rapide que quadratique
disparaıˆt.
C’est pourquoi, dans la the´orie du Lagrangien augmente´ pour le cas non convexe (voir [3]), on ne
pre´tend retrouver qu’un point selle “local” pour c assez grand : le mot “local” doit eˆtre compris
au sens ci-dessus, c’est-a`-dire celui d’une limitation des variables primales a` un voisinage de la
solution.
Le fait de retrouver un point selle, meˆme seulement local, est e´videmment un progre`s de´cisif pour
appliquer une me´thode duale a` un proble`me d’optimisation sous contrainte non convexe. Mais, meˆme
dans le cas convexe, l’utilisation du Lagrangien augmente´ est un tre`s grand pas en avant.
1La “relaxation lagrangienne” est une technique tre`s re´pandue pour approcher la solution de proble`mes en variables entie`res
ou mixtes, en particulier parce qu’elle conduit souvent a` une de´composition de la minimisation primale. Beaucoup d’auteurs
dans la litte´rature, s’ils n’ignorent pas que le Lagrangien augmente´ est pre´fe´rable du point de vue de la re´duction du saut de
dualite´ — facilitant d’autant la “fabrication a` la main” d’une solution admissible a` partir de la solution obtenue par relax-
ation lagrangienne —, pensent que le recours a` cette technique est interdit par la pre´occupation de pre´server la possibilite´ de
de´composition, parce qu’ils me´connaissent en fait le contenu de ce qui va suivre dans ce chapitre.
2+∞ est la valeur optimale du couˆt pour un proble`me de minimisation sous contrainte dont l’ensemble des solutions
admissibles est vide.
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• On va pouvoir re´soudre la difficulte´ de convergence des variables primales rencontre´es a`
l’Exercice 2.30 lorsque la fonction couˆt n’est ni fortement, ni meˆme strictement convexe, mais
seulement convexe. Ceci tient a` la proprie´te´ de “stabilite´ en u” du Lagrangien augmente´, de´ja`
e´voque´e au Commentaire 2.4-c.
• Par ailleurs, meˆme dans le cas fortement convexe, tous les essais nume´riques confirment la plus
grande rapidite´ de convergence des algorithmes par dualite´ utilisant le Lagrangien augmente´ plutoˆt
que le Lagrangien ordinaire.
Les deux points ci-dessus ont une explication commune. Elle a e´te´ donne´e par Rockafellar dans le
cas convexe : on montre que la fonction duale
ψc(p) = min
u∈U ad
Lc(u, p) , (4.3)
analogue de la fonctionψ introduite dans (2.4), mais ici a` partir du Lagrangien augmente´, est pre´cise´ment
relie´e a` ψ par une re´gularisation de Yosida-Moreau. On va voir que cette re´gularisation transforme une
fonction concave ψ non ne´cessairement diffe´rentiable en une autre fonction concave ψc, diffe´rentiable,
de gradient Lipschitzien, et admettant le meˆme maximum (du point de vue de la valeur de la fonction ψ
et du point de vue des arguments p] re´alisant le maximum).
Remarque 4.1. On a parfois tendance a` voir le Lagrangien augmente´ comme le me´lange d’une tech-
nique de dualite´ (Lagrangien ordinaire) et de pe´nalisation, le terme supple´mentaire (c/2) ‖2(u)‖2 jouant
ce roˆle. Si cette interpre´tation e´tait la bonne, l’e´quivalent du Lagrangien augmente´ pour le cas de con-














car d’apre`s la de´composition orthogonale illustre´e par la Figure 3.2 (et plutoˆt avec les coˆnes oppose´s), ce
terme constitue bien une pe´nalisation de la contrainte.
Or, les formules ci-dessus ne permettent pas de retrouver un Lagrangien augmente´ stable en u pour le
cas de contraintes ine´galite´, et en fait ne permettent pas de pre´server l’interpre´tation de la re´gularisation
de ψ en ψc. L’exercice ci-dessous indique une fac¸on de retrouver les bonnes formules qui seront ex-
plicite´es plus loin.
Exercice 4.2. Dans le cas de contraintes ine´galite´ pour le proble`me (3.36) (c’est-a`-dire avec C 6= {0}),
on peut se ramener au cas e´galite´ en introduisant une “variable d’e´cart” ξ ∈ −C supple´mentaire (par
rapport a` laquelle il faudra aussi minimiser) et en transformant la contrainte en e´galite´ : 2(u)− ξ = 0.
Former le Lagrangien augmente´ correspondant a` ce nouveau proble`me avec contrainte e´galite´. Mon-
trer que la minimisation en ξ ∈ −C de cette expression peut eˆtre effectue´e par des formules analytiques
qui fournissent alors l’expression, ne de´pendant plus que de u, qui est la “bonne” expression du Lagrang-
ien augmente´ dans le cas ine´galite´. On pourra, si on le souhaite, commencer par le cas d’une contrainte
scalaire.
4.1.3 Re´gularisation de Yosida-Moreau
Bien que nous nous en servirons plutoˆt pour des fonctions concaves, on de´veloppe ici le cas convexe.
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‖u − v‖2 + J (v)
)
, (4.4)
ou` c est un scalaire positif.
Le lemme suivant est facile a` de´montrer.
Lemme 4.4. La fonction Jc est convexe et diffe´rentiable. De plus, Jc(u) ≤ J (u) pour tout u dans U,
mais les deux fonctions coı¨ncident sur
arg min
u∈U
J (u) = arg min
u∈U
Jc(u) . (4.5)
Exercice 4.5. Donner une de´monstration de ce lemme.
Exercice 4.6. Calculer explicitement la transforme´e de Yosida-Moreau de J : R → R ou` J (u) = |u|.
Tracer le graphe.
Remarque 4.7. Le fait peut eˆtre le plus surprenant est que Jc, bien que calcule´e comme l’enveloppe
infe´rieure d’une famille de fonctions convexes, est malgre´ tout convexe. Ceci peut eˆtre de´duit d’un
re´sultat plus ge´ne´ral qui affirme que si une fonction f (x, y) est conjointement convexe en (x, y), alors
la fonction “marginale” g(x) = infy f (x, y) est convexe en x .
Exercice 4.8. Donner une de´monstration de l’affirmation ci-dessus.
Remarque 4.9. Il faut insister sur le fait que la formule (4.4) et le Lemme 4.4 sont e´nonce´s pour des
minimisations dans tout l’espace U. Si on vise plutoˆt a` re´soudre un proble`me de minimisation de J sur
un sous-ensemble convexe ferme´ U ad, alors il faut remplacer J par J + IU ad ou` IU ad est la fonction






‖u − v‖2 + J (v)
)
, (4.6)
alors que (4.5) doit eˆtre remplace´e par
arg min
u∈U ad
J (u) = arg min
u∈U
Jc(u) . (4.7)
Autrement dit, le calcul de la re´gularisation s’ope`re sur U ad mais la minimisation de la fonction
re´gularise´e peut avoir lieu sur tout l’espace (alors que le sche´ma inverse ne marche pas !).
On va montrer que la re´gularise´e est non seulement diffe´rentiable, mais de de´rive´e Lipschitzienne.
On a donc la possibilite´ de remplacer la minimisation d’une fonction convexe e´ventuellement non
diffe´rentiable par celle d’une fonction de gradient Lipschitzien, ce qui est e´videmment plus favorable
sur le plan algorithmique. Malheureusement, en ge´ne´ral, le calcul (4.4) ou (4.6) de la re´gularise´e est
pratiquement aussi complique´ que la re´solution du proble`me de minimisation original. On va cepen-
dant voir que l’ide´e est exploitable dans le cas de la fonction concave ψ de´finie par (2.4), non pas que
cette fonction et sa re´gularise´e soient faciles a` calculer directement, mais cela reviendra a` remplacer le
Lagrangien ordinaire dans (2.4) par le Lagrangien augmente´.
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4.2 Un point de vue sur la re´gularisation
4.2.1 Bref rappel sur la transforme´e de Fenchel(-Legendre) et sur l’inf-convolution
Sur les sujets de ce paragraphe, on pourra consulter [24] pour plus de de´tails.
De´finition 4.10. Pour une fonction J : U → R, la transforme´e de Fenchel, note´e J ∗ : U∗ → R, est
de´finie par
J ∗(v) = sup
u∈U
( 〈v , u〉 − J (u)) . (4.8)
Comme enveloppe supe´rieure d’une famille de fonctions affines en v, la transforme´e de Fenchel est
convexe et s.c.i. De plus, si J est convexe s.c.i., alors (J ∗)∗ = J .
Il y a un autre point de vue sur la transforme´e de Fenchel si on s’inte´resse aux de´rive´es, ou plus
ge´ne´ralement au sous-diffe´rentiel. Supposant J convexe et sous-diffe´rentiable, si le sup est atteint en un
point û(v) dans (4.8), alors
v ∈ ∂ J (̂u(v)) ,
(condition de stationnarite´ du proble`me), et donc û(v) ∈ (∂ J )−1(v) (inverse ensembliste). Par ailleurs,
la de´rive´e partielle de l’expression a` maximiser dans (4.8) par rapport a` v, e´value´e en û(v), constitue un
sous-gradient de J ∗. Ce calcul redonne pre´cise´ment û(v), et donc û(v) ∈ ∂ J ∗(v). On peut montrer avec
rigueur que
∂ J ∗ = (∂ J)−1 . (4.9)
La transforme´e de Fenchel, au niveau des sous-diffe´rentiels, n’est donc rien d’autre que l’inversion.
La re´gularise´e (4.4) a e´te´ en fait de´finie a` partir d’une ope´ration de porte´e plus ge´ne´rale introduite
ci-apre`s.
De´finition 4.11. L’inf-convolution de deux fonctions J et K de U dans R est la fonction
(J  K )(u) = inf
v
(
J (u − v)+ K (v)) . (4.10)
Pour la meˆme raison que celle invoque´e a` la Remarque 4.7, cette fonction est convexe lorsque J et
K le sont.
Exercice 4.12. De´montrer que la transforme´e de Fenchel d’une inf-convolution est la somme des trans-
forme´es de Fenchel (ou si l’on pre´fe`re, la transforme´e de Fenchel convertit les inf-convolutions en
sommes3).
Lemme 4.13. Si J et K sont deux fonctions convexes s.c.i. et sous-diffe´rentiables, et si4
dom J ∗ ∩ int dom K ∗ 6= ∅ , (4.11)
alors
∂(J  K ) = ((∂ J )−1 + (∂K )−1)−1 ; (4.12)
autrement dit, l’inf-convolution re´alise, au niveau des sous-diffe´rentiels, la moyenne harmonique.
3Ce re´sultat est a` rapprocher du fait analogue que la transforme´e de Fourier transforme les convolutions en produits.
4D’une manie`re ge´ne´rale, dom J de´signe le domaine de J , c’est-a`-dire l’ensemble des u tels que dom J (u) < +∞.
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Dunn







Figure 4.5: Graphe d’implications des proprie´te´s d’un ope´rateur et son inverse
De´monstration. La de´monstration proce`de d’un “aller-retour” avec la transforme´e de Fenchel. En effet,(
∂(J  K )
)−1 = ∂((J  K )∗)
d’apre`s (4.9),
= ∂(J ∗ + K ∗)
d’apre`s l’Exercice 4.12,
= ∂(J ∗)+ ∂(K ∗)
graˆce a` l’hypothe`se technique (4.11) qui assure que le sous-diffe´rentiel de la somme est e´gal a` la somme
des sous-diffe´rentiels,
= (∂ J )−1 + (∂K )−1
encore d’apre`s (4.9). Il suffit de reprendre les inverses (ou les transforme´es de Fenchel en ce qui concer-
nent les fonctions elles-meˆmes) pour trouver (4.12).
Remarque 4.14. Sachant que dom J ∗ ⊃ im ∂ J , on peut remplacer l’hypothe`se (4.11) par l’hypothe`se
(a priori plus forte)
im ∂ J ∩ int im ∂K 6= ∅ . (4.13)
4.2.2 Transmission de proprie´te´s par l’inf-convolution
Le Lemme 4.13 a des conse´quences tre`s inte´ressantes en ce qui concerne les diverses proprie´te´s passe´es
en revue dans les annexes du Chapitre 3 (Lipschitz, Dunn, forte monotonie). La Figure 4.5 re´sume les
implications entre proprie´te´s des ope´rateurs et de leurs inverses. Pour alle´ger la figure, on n’a pas fait
mention des diverses constantes, mais on rappelle que
• si a et D sont les constantes de forte monotonie et de Dunn d’un ope´rateur, D−1 et a−1 sont les
constantes correspondantes pour l’ope´rateur inverse ;
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• si D est la constante de Dunn, c’est aussi la constante de Lipschitz ;
• si a est la constante de forte monotonie et si A est la constante de Lipschitz, A2/a est la constante
de Dunn (estime´e) ;
• dans le cas syme´trique, la constante de Lipschitz est aussi la constante de Dunn.
`A ces conside´rations, il faut ajouter les remarques e´videntes que
• si un ope´rateur 8 est fortement monotone de constante a et si 9 est simplement monotone, la
somme 8 + 9 est fortement monotone de constante a ; e´videmment, si 9 est aussi fortement
monotone de constante b, alors la somme est fortement monotone de constante a + b ;
• pour garantir que 8 + 9 est Lipschitzien, il faut que 8 et 9 soient tous les deux Lipschitziens ;
une estimation de la constante de Lipschitz de la somme est la somme des constantes de Lipschitz.
Lemme 4.15. On conside`re deux fonctions convexes s.c.i. sous-diffe´rentiables J et K de U dans R et on
suppose l’une des hypothe`ses (4.11) ou (4.13) satisfaite.
1. Si K est diffe´rentiable et de de´rive´e Lipschitzienne de constante B, alors J  K est aussi
diffe´rentiable et de de´rive´e Lipschitzienne avec la meˆme constante.
2. Si de plus J est diffe´rentiable de de´rive´e Lipschitzienne de constante A, alors la constante de
Lipschitz de (J  K )′ est estime´e a` (A−1 + B−1)−1.
3. Si J et K sont toutes les deux fortement convexes de constantes respectives a et b, alors J  K est
fortement convexe de constante (a−1 + b−1)−1.
De´monstration.
1. D’apre`s l’hypothe`se et les conside´rations pre´ce´dentes, (K ′)−1 est fortement monotone de cons-
tante B−1, et donc e´galement (∂ J )−1+ (K ′)−1, ce qui implique que ((∂ J )−1+ (K ′)−1)−1 ve´rifie la
proprie´te´ de Dunn avec la constante B, mais comme l’ope´rateur est syme´trique, il est Lipschitzien
avec la meˆme constante. Enfin, le Lemme 4.13 permet de conclure.
2. On reprend la de´monstration ci-dessus avec l’hypothe`se supple´mentaire sur J ′.
3. D’apre`s l’hypothe`se, ∂ J et ∂K sont fortement monotones de constantes respectives a et b, donc
(∂ J )−1 et (∂K )−1 ve´rifient la proprie´te´ de Dunn avec les constantes respectives a−1 et b−1, et
elles sont Lipschitziennes avec les meˆmes constantes. On poursuit comme ci-dessus en faisant la
somme et en reprenant l’inverse.
4.2.3 Ze´ro d’un ope´rateur et inf-convolution
De´finition 4.16. On appelle ze´ro d’un ope´rateur 9 (de U dans U∗) tout point u] tel que 0 ∈ 9(u]).
En fait, ce qu’on appelle donc un ze´ro c’est plutoˆt tout e´le´ment de l’image de ze´ro par 9−1.
Exercice 4.17. Supposons que 9 est de la forme 8 + ∂IU ad ou` 8 est monotone et U ad est un sous-
ensemble convexe ferme´ de U. Montrer que les ze´ros de 9 sont les solutions de l’ine´quation variation-
nelle
u] ∈ U ad, ∃r ∈ 8(u]) : ∀u ∈ U ad, 〈r , u − u]〉 ≥ 0 .
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Lemme 4.18. On conside`re deux fonctions convexes s.c.i. sous-diffe´rentiables J et K de U dans R et on
suppose l’une des hypothe`ses (4.11) ou (4.13) satisfaite. Les ze´ros de ∂ J sont les meˆmes que les ze´ros
de ∂(J  K ) si et seulement si ∂K (0) = {0}.
De´monstration. Un ze´ro u] de ∂(J  K ) est tel que
u] ∈ (∂(J  K ))−1(0) = (∂ J )−1(0)+ (∂K )−1(0) .
Pour que le dernier terme ne provoque aucune translation ni aucune dilatation de l’autre terme auquel il
est ajoute´, il faut et il suffit qu’il se re´duise a` {0}, ce qui est e´quivalent a` la condition e´nonce´e.
4.2.4 Apport de la re´gularisation de Yosida-Moreau
Comme on l’a vu, la re´gularisation (4.4) est un cas particulier d’inf-convolution entre une fonction J et la
fonction (1/2c) ‖·‖2. Cette dernie`re fonction a toutes les proprie´te´s requises (diffe´rentiablilite´ et de´rive´e
Lipschitzienne, forte convexite´, de´rive´e nulle en 0, dom K ′ = U). De ces observations, et de tout ce qui
pre´ce`de, on tire le the´ore`me suivant.
The´ore`me 4.19.
1. La transforme´e de Yosida-Moreau Jc d’une fonction J convexe, s.c.i. et sous-diffe´rentiable est
diffe´rentiable et de de´rive´e Lipschitzienne de constante au moins e´gale a` 1/c (et a` A/(1+ cA) si
J a une de´rive´e Lipschitzienne de constante A).
2. Si J est fortement convexe de constante a, alors Jc est aussi fortement convexe de constante a/(1+
ca).
3. Le minimum de Jc est atteint aux meˆmes points que le minimum de J sur U.
Ce the´ore`me, qui renforce le Lemme 4.4, est un simple corollaire de tout ce qui pre´ce`de dans cette
section.
Remarque 4.20. La premie`re partie de l’e´nonce´ du point 1 du The´ore`me 4.19 (relatif a` la constante
1/c de J ′c) est valable meˆme si la re´gularisation a lieu sur U ad (ce qui revient, comme on l’a de´ja` vu, a`
remplacer J par J + IU ad). Mais la deuxie`me partie de l’e´nonce´ 1 (avec la constante A/(1+ cA)) n’est
valide que si la re´gularisation a lieu sur U car e´videmment J + IU ad n’a pas une de´rive´e Lipschitzienne.
Exercice 4.21. Rede´montrer ce the´ore`me en se servant seulement de la de´finition de la re´gularise´e et des
ine´galite´s de´finissant les proprie´te´s invoque´es dans le the´ore`me.
Remarque 4.22. Insistons sur le fait que si le proble`me est de minimiser J sur un sous-ensemble con-
vexe ferme´ U ad et non pas sur tout U, alors il faut appliquer la the´orie a` J + IU ad . Il en re´sulte que la
re´gularise´e se calcule sur U ad comme indique´ a` la Remarque 4.9 (voir (4.6)). Par contre, comme indique´
par (4.7), on peut alors chercher le minimum de Jc sur tout U, et non pas seulement sur U ad (meˆme si le
the´ore`me implique que ce minimum sera finalement atteint sur U ad).
Le mot de “re´gularisation” est de´ja` justifie´ par le fait que Jc est diffe´rentiable et de de´rive´e Lips-
chitzienne meˆme si J n’est que sous-diffe´rentiable. Mais on va voir que l’ame´lioration concerne aussi
ce qu’on peut appeler le “conditionnement” de J dans le cas ou` celui-ci peut eˆtre de´fini.
De´finition 4.23. On appelle conditionnement d’une fonction J , fortement convexe de constante a, et
diffe´rentiable de de´rive´e Lipschitzienne de constante A, le ratio A/a.
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Cette de´finition se justifie par les re´sultats sur la vitesse de convergence d’algorithmes appartenant a`
la famille de l’Algorithme 3.3 (dont l’algorithme du gradient), re´sultats e´nonce´s au The´ore`me 3.11. On
a vu que le taux optimal de la convergence line´aire en moyenne e´tait d’autant meilleur que le condition-
nement (toujours supe´rieur ou e´gal a` 1) e´tait proche de 1.
Ge´ome´triquement, les “ensembles de niveau” de la fonction J (ensembles du du type {u | J (u) ≤ α})
ressemblent plus ou moins a` des ellipsoı¨des, et ces ellipsoı¨des ont une excentricite´ plus ou moins forte
en fonction du conditionnement, le cas ide´al e´tant constitue´ par les fonctions du type γ ‖·‖2 dont les
ensembles de niveau sont “sphe´riques” et dont le conditionnement vaut 1.
Lemme 4.24. Lorsque le conditionnement de J est de´fini, le conditionnement de la re´gularise´e Jc est
meilleur que celui de J . Ce conditionnement s’ame´liore de fac¸on monotone lorsque c varie de 0 a` +∞ :
il est inchange´ lorsque c tend vers 0 et il tend vers le conditionnement ide´al 1 lorsque c tend vers +∞.
Pour deux fonctions J ayant la meˆme constante de forte convexite´, l’ame´lioration du conditionnement
pour une valeur fixe´e de c est, en valeur relative, meilleure pour la fonction la moins bien conditionne´e.
Ou bien, a` conditionnement e´gal, elle est meilleure pour la fonction avec la constante de forte convexite´
la meilleure (c’est-a`-dire la plus grande).
De´monstration. Notons ω = A/a le conditionnement de J et ωc celui de Jc. Des re´sultats du
The´ore`me 4.19, on obtient
ωc = A/(1+ cA)
a/(1+ ca) = ω
1+ ca
1+ cA = ω
1+ ca
1+ caω ,
d’ou` l’on de´duit que ωc/ω est infe´rieur ou e´gal a` 1 et est une fonction de´croissante de c, de a et de ω
avec les limites annonce´es pour c→ 0 et c→+∞.
4.3 Retour sur les Lagrangiens augmente´s
4.3.1 Une nouvelle de´finition du Lagrangien augmente´
Le §4.1.2 a donne´ une justification ge´ome´trique de la formule (4.2) au moins dans le cas des contraintes
e´galite´. Cette justification ge´ome´trique est illustre´e par la Figure 4.1. L’Exercice 4.2 a sugge´re´ une fac¸on
de trouver la bonne formule pour le cas des contraintes ine´galite´.
Nous allons aborder ici le proble`me sous un angle totalement diffe´rent, approche e´voque´e apre`s la
formule (4.3). ´Evidemment, cette nouvelle approche ne fonctionne que dans le cas convexe, mais on a
de´ja` dit que meˆme dans ce cas un proble`me de “stabilite´ en u” du Lagrangien ordinaire peut se poser,
proble`me automatiquement re´gle´ par le Lagrangien augmente´.
Essayons donc de calculer la re´gularise´e de Yosida-Moreau de la fonction duale ψ de´finie par (2.4).
Il faut bien suˆr dans ce cas adapter la de´finition de la re´gularise´e au cas concave.
Avant d’entreprendre ce calcul, on doit souligner que ψ de´finie par (2.4) doit eˆtre maximise´e sur C∗
dans le cas de contraintes ine´galite´ : il faut donc conside´rer, selon les Remarques 4.9 et 4.22 (voir en
particulier (4.6)) la re´gularise´e de la fonction
ψ(p) = ψ(p)− IC∗(p) =

































en utilisant l’expression de L et la possibilite´ de faire commuter les min et max dans le cas convexe-
concave.
La formule (4.3) se trouve donc justifie´e si on adopte la de´finition suivante du Lagrangien augmente´ :






ζc(p, θ) = max
q∈C∗
(





On peut facilement, au moins dans le cas des contraintes e´galite´ ou` C∗ = C∗, ve´rifier que l’on retrouve
bien l’expression (4.2). Le lemme ci-dessous fournit d’autres expressions de la fonction ζc introduite par
(4.15b), de ses de´rive´es, et e´nonce certaines de ses proprie´te´s.
Lemme 4.25.
1. La fonction ζc introduite par (4.15b) peut aussi eˆtre de´finie par
ζc(p, θ) = min
ξ∈−C
(







(∥∥projC∗ (p + cθ)∥∥2 − ‖p‖2) . (4.15d)












θ (p, θ) = projC∗ (p + cθ) . (4.15f)
3. Elle est concave en p et convexe en θ .
4. Elle est C-non de´croissante en θ .
De´monstration. On pourra aussi consulter le corrige´ de l’Exercice 4.2 qui donne d’autres indications sur
la de´monstration ci-dessous.
1. Le proble`me (4.15b) est un proble`me de maximisation sous la contrainte q ∈ C∗ que l’on dualise
avec le multiplicateur ξ ∈ −C . Plus pre´cise´ment, on se convainc que (4.15b) est e´quivalent a`





〈q , θ〉 − 1
2c
‖p − q‖2 − 〈q , ξ〉
)
par le fait que l’infξ vaut −∞ si q 6∈ C∗. Par dualite´ (le proble`me de maximisation e´tant concave
sous contrainte convexe et “qualifie´e”), on peut intervertir le max et l’inf dans l’expression ci-
dessus qui deviennent respectivement un supq∈C∗ (et meˆme un maxq∈C∗) et un minξ∈−C . Enfin, le
max e´tant celui d’une fonction quadratique sans contrainte se re´soud explicitement, ce qui conduit
finalement a` l’expression alternative (4.15c) de ζc.
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( ‖p + cθ‖2 − ‖p + cθ − q‖2 − ‖p‖2 ) , (4.16)
d’ou` il re´sulte imme´diatement que le max est atteint pour q] = projC∗ (p + cθ) et que la valeur
optimale est e´gale a` (4.15d) en utilisant la de´composition orthogonale de p + cθ sur les coˆnes C∗
et −C illustre´e par la Figure 3.2 (qui montre plutoˆt la de´composition analogue sur C et −C∗).
2. La de´rive´e partielle en p de l’expression sous le max dans (4.16) est e´gale a` (q − p)/c et cette
quantite´, e´value´e a` l’unique arg max q] qui a e´te´ calcule´ ci-dessus (l’unicite´ montrant par ailleurs
la diffe´rentiabilite´ de ζc en p), conduit a` (4.15e) (selon un re´sultat souvent utilise´ dans ce cours).
On montre de la meˆme fac¸on la formule (4.15f).
3. La fonction ζc est concave en p comme enveloppe infe´rieure de fonctions affines en p
d’apre`s (4.15c). Elle est convexe en θ comme enveloppe supe´rieure de fonctions affines en θ
d’apre`s (4.15b).
4. La fonction est C-non de´croissante en θ car sa de´rive´e en θ appartient a` C∗ d’apre`s (4.15f).
Le point 4 du lemme permet de montrer que Lc est convexe-concave en (u, p) (en utilisant notamment
le re´sultat de l’Exercice 3.49).
Remarque 4.26. Dans le cas C = R (donc C∗ = R+), on obtient l’expression suivante de ζc :
ζc(p, θ) = 12c
((
max(0, p + cθ))2 − p2) .
Se reporter a` ce sujet a` la Remarque 4.1.
4.3.2 Proprie´te´s du Lagrangien augmente´
Lemme 4.27.
1. Le Lagrangien augmente´ Lc admet sur U ad × C∗ les meˆmes points selle que L sur U ad × C∗.
2. Le Lagrangien augmente´ Lc est “stable en u”.
De´monstration.
1. Si on de´signe par
(
U ] × P]) l’ensemble des points selle de L et par (U ]c × P]c ) le meˆme ensemble
relatif a` Lc (on a vu que ces ensembles ont bien une forme “produit” — voir Exercice 3.51), alors






d’apre`s le point 3 du The´ore`me 4.19 applique´ a` ψ et ψc,
= P]c .
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Par ailleurs,


























en prenant d’abord le max en p qui est atteint pour p = q,
= U ] .
2. Soit û ∈ arg minu∈U ad Lc(u, p]) avec p] ∈ P]c . Ceci est e´quivalent a` l’ine´galite´ de droite du point
selle de Lc pour le couple (̂u, p]). Il s’agit de montrer l’autre ine´galite´ du point selle, ce qui
prouvera enfin que û ∈ U ].
Puisque p] ∈ P]c = arg maxp∈C∗ ψc(p) et puisque ψc est diffe´rentiable, on a e´videmment




(̂u, p]) = 0 . (4.17)
La dernie`re ine´galite´ prouve que la fonction p 7→ Lc (̂u, p) est stationnaire, donc maximale car
concave, ce qui prouve l’autre ine´galite´ du point selle.
Commentaires 4.28.
1. On voit, dans la dernie`re partie de la de´monstration, le roˆle fondamental joue´ par la diffe´rentiabilite´
de ψc. En effet, si ψc e´tait seulement sous-diffe´rentiable, on pourrait seulement dire que
0 ∈ ∂ψc(p]) et ∂Lc
∂p
(̂u, p]) ∈ ∂ψc(p]) ,




Or la diffe´rentiabilite´ de ψc provient de l’interpre´tation en terme de re´gularise´e de ψ .
2. On ne peut pas dire que le Lagrangien augmente´ re´alise une “forte convexification” du Lagrangien
ordinaire. En effet, si c’e´tait le cas, l’arg min en u de Lc(·, p]), note´ û(p]), devrait eˆtre unique. Or
on vient de voir que si le proble`me original n’a pas de solution unique, mais bien un ensemble U ]
optimal, alors Lc “ne perd” aucune de ces solutions. Le “miracle” de la diffe´rentiabilite´ de ψc ne
vient pas de l’unicite´ de û(p]) mais de celle de l’expression
∂Lc
∂p





p] + c2(̂u(p])))− p])
(d’apre`s (4.15e)), dont on sait maintenant qu’elle est nulle pour tout û(p]) d’apre`s (4.17).
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4.4 Algorithme
4.4.1 Obtention de l’algorithme
La de´marche d’obtention d’un algorithme du proble`me auxilaire suit le sche´ma habituel :
1. re´partition de l’expression du Lagrangien augmente´ Lc entre une partie “additive en u” (en sup-
posant la de´composition (3.7)), note´eLc, et une partie “non additive” mais diffe´rentiable, note´eLc ;
2. choix d’une fonction auxilaire et application des calculs du type (3.37), en n’oubliant pas, ici
encore, le traitement se´quentiel des variables primales et duales.
Du point de vue de ce qui va naturellement dans Lc, si J = J +J, alors J en fait bien suˆr partie. Par
contre, si 2 =Θ + T, on ne profite pas imme´diatement de la partie T du fait qu’elle est compose´e avec
la fonction ζc (voir (4.15)) qui est non line´aire en θ et qui ne pre´serve donc pas la structure additive. On
n’a donc pas un inte´reˆt imme´diat a` distinguer les partiesΘ et T.
Cependant, si on applique une technique de “line´arisation partielle” a` la fonction ζc(·, p) comme
dans (3.28), on pourra tout de meˆme profiter de la pre´sence e´ventuelle d’un terme T additif.
Du point de vue du choix de la fonction auxiliaire, il n’y a pas de raison a priori de faire un choix
diffe´rent du choix (3.38). Les calculs (3.37), avec les adaptations de´crites ci-dessus, conduisent finale-
ment a` l’algorithme suivant.
Algorithme 4.29. 1. Commencer avec u0 et p0 ; poser k = 0.




K (u)+ 〈εJ ′(uk)− K ′(uk) , u〉+ εJ(u)+ ε 〈(ζc)′θ(pk,2(uk)) ,Θ ′(uk) · u + T(u)〉) ;
(4.18a)
soit uk+1 une solution.
3. Calculer





ou` ρ est e´gal a` αε.
4. Si
∥∥uk+1 − uk∥∥ + ∥∥pk+1 − pk∥∥ est “suffisamment petite”, stop ; sinon, retourner en 2 avec k
incre´mente´ de 1.
Remarque 4.30. 1. On note, dans (4.18b), l’absence d’une projection sur C∗ du fait que la maximi-










pk + c2(uk+1)) . (4.18c)
Avec ρ = c, on retrouve exactement (3.39b).




intervenant dans (4.18a) est e´gal a`
pk+1/2 = projC∗
(
pk + c2(uk)) .
Ceci correspond a` une sorte de pas de l’algorithme de remise a` jour de p qui est effectue´ a` partir
de pk et de uk (c’est-a`-dire avant que uk+1 ne soit calcule´). En quelque sorte, l’utilisation d’un
Lagrangien augmente´ conduit a` une “double remise a` jour” des prix, une fois avec la formule ci-
dessus qui utilise uk , une autre fois avec la formule (4.18c) qui utilise uk+1 (mais les deux fois a`
partir de pk).
104 OPTIMISATION DES GRANDS SYSTE`MES — GUY COHEN
4.4.2 Convergence
Terminons en donnant rapidement un aperc¸u des conditions de convergence e´nonce´es dans [12]. Dans
cette re´fe´rence, la pre´sence d’un terme Θ n’a pas e´te´ e´tudie´e explicitement : on le supposera donc nul
ici. Pour le reste, les hypothe`ses et notations sont pratiquement les meˆmes qu’au The´ore`me 3.20 a`
l’importante diffe´rence pre`s que l’hypothe`se (H3) sur la forte convexite´ de J n’est plus indispensable.
Les conditions trouve´es sur les pas ε et ρ sont
0 < ε <
b
A + cτ 2 ; (4.19a)
0 < ρ < 2c (cas C = {0}); 0 < ρ ≤ c (cas C 6= {0}). (4.19b)
Sous ces conditions, la suite {(uk, pk)} engendre´e par l’algorithme est borne´e et tout point
d’accumulation de cette suite (dans la topologie faible) est un point selle.
Commentaires 4.31.
1. On peut s’attendre a` une convergence forte de {uk} sous l’hypothe`se supple´mentaire de forte con-
vexite´ de J .
2. Pour l’algorithme d’Uzawa pur applique´ a` Lc (c’est bien suˆr un cas particulier de
l’Algorithme 4.29), la borne sur ρ (borne stricte) est 2c meˆme pour le cas ine´galite´ (C 6= 0).
3. En fait, on peut montrer que la plage de valeurs acceptables pour le couple (ε, ρ) est plus large que



















4. Les conditions de convergence re´ve`lent un compromis dans le choix de c. On sait, d’apre`s le
Lemme 4.24, que plus c est grand, plus la re´gularise´e ψc sera bien conditionne´e, ce qui est favor-
able au choix de pas ρ grands. C’est bien ce que confirme (4.19b). Pour l’algorithme d’Uzawa pur
(qui ne conduit malheureusement pas a` la de´composition, meˆme dans le cas de J et 2 additives),
on aura donc a priori inte´reˆt a` choisir c arbitrairement grand.
Cependant, cette attitude ignore la difficulte´ plus ou moins grande de minimiser Lc en u a` p fixe´,
c’est-a`-dire le conditionnement de ce proble`me. Il est a` craindre que ce conditionnement primal
se de´grade lorsque c augmente exage´re´ment au profit d’un meilleur conditionnement du proble`me
dual. Ce compromis est re´ve´le´ par la conside´ration simultane´e de (4.19a) et (4.19b) (ou celle
de (4.19c)) de`s que la minimisation en u fait l’objet, comme la maximisation en p, d’ite´rations
explicites dans le cadre de l’Algorithme 4.29 (dont l’algorithme d’Arrow-Hurwicz applique´ a` Lc
est un autre cas “extreˆme”).
Ce compromis entre conditionnement primal et conditionnement dual dans le choix de c a e´te´
confirme´ par toutes les expe´riences nume´riques (nombreuses !) conduites a` ce jour.
4.5 Corrige´ des exercices
4.5.1 Corrige´ de l’Exercice 4.2
Le Lagrangien augmente´ pour un proble`me avec contrainte e´galite´ de la forme 2(u)− ξ = 0 s’e´crit
Lc(u, ξ, p) = J (u)+ 〈p ,2(u)− ξ〉 + c2 ‖2(u)− ξ‖
2 .
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Cette forme quadratique en ξ doit eˆtre minimise´e par rapport a` cette variable sous la contrainte ξ ∈ −C ,
ce qui donne lieu a` l’ine´quation variationnelle :
∀ξ ∈ −C, 〈c(̂ξ −2(u))− p , ξ − ξ̂ 〉 ≥ 0 soit 〈2(u)+ p/c − ξ̂ , ξ − ξ̂ 〉 ≤ 0 .




Selon la de´composition orthogonale illustre´e par la Figure 3.2, ou plutoˆt la de´composition sur les coˆnes
−C et C∗, on a
2(u)+ p/c = ξ̂ + projC∗
(
2(u)+ p/c)⇒ 2(u)− ξ̂ = projC∗ (2(u)+ p/c)− p/c .
En reportant cette expression dans le Lagrangien Lc, on obtient
Lc
(
u, ξ̂ (u, p), p

















)∥∥∥2 − 12c ‖p‖2 .
C’est l’expression du Lagrangien augmente´ pour le cas des contraintes ine´galite´, qui se spe´cialise au cas
e´galite´ quand C = {0}, donc C∗ = C∗, et projC∗ devient l’identite´.
4.5.2 Corrige´ de l’Exercice 4.5
La fonction que l’on doit minimiser au second membre de (4.4) — notons la f (u, v) — est une fonction
diffe´rentiable et e´videmment fortement convexe en v. Elle atteint donc son minimum en v en un point
unique (notons v̂(u) cet arg min). Par un the´ore`me classique, la de´rive´e du re´sultat, c’est-a`-dire de Jc(u),
est la de´rive´e partielle de f (u, v) en u, soit (u − v)/c, e´value´e au point v̂(u).
Par ailleurs,
• d’une part, Jc(u) ≤ J (u) pour tout u puisque J (u) = f (u, u) qui est force´ment supe´rieur ou e´gal
a` infv f (u, v) ; en particulier, infu Jc(u) ≤ infu J (u) ;
• d’autre part, f (u, v) ≥ J (v) puisque le terme ‖u − v‖2 /2c est non ne´gatif, donc infu,v f (u, v) =
infu Jc(u) ≥ infv J (v).
De ces conside´rations, on de´duit que infu Jc(u) = infv J (v). Ensuite, il doit eˆtre clair que si l’infv est
atteint pour J en un certain point, il est atteint pour le meˆme v et pour u = v en ce qui concerne f . La
re´ciproque est tout aussi e´vidente.
4.5.3 Corrige´ de l’Exercice 4.6
On doit minimiser la fonction : v 7→ |v| + ‖v − u‖2 /2c.
• Si v̂(u) > 0, alors en ce point la fonction v 7→ |v| a pour de´rive´e 1 et donc 1+ (̂v(u)− u)/c = 0,
d’ou` v̂(u) = u − c, mais la condition v̂(u) > 0 impose que u > c ; alors Jc(u) = |u − c| + c/2 =
u − c/2.
• Si v̂(u) < 0, alors en ce point la fonction v 7→ |v| a pour de´rive´e−1 et donc−1+(̂v(u)−u)/c = 0,
d’ou` v̂(u) = u+c, mais la condition v̂(u) < 0 impose que u < −c ; alors Jc(u) = |u+c|+c/2 =
−u − c/2.












Figure 4.6: Graphe de la re´gularise´e de Yosida de la fonction “valeur absolue”
• Enfin, si v̂(u) = 0, le sous-diffe´rentiel de la fonction v 7→ |v| en ce point est le segment [−1, 1] et
il faut que
(̂




−u − c/2 si u < −c ;
‖u‖2 /2c si − c ≤ u ≤ c ;
u − c/2 si u > c .
Le graphe de cette fonction est repre´sente´ sur la Figure 4.6. On notera la similitude avec la Figure 2.7.
4.5.4 Corrige´ de l’Exercice 4.8
Pour deux valeurs donne´es x1 et x2 et un nombre α ∈ [0, 1], on a
g(αx1 + (1− α)x2) = inf
y
f (αx1 + (1− α)x2, y) = inf
y1,y2
f (αx1 + (1− α)x2, αy1 + (1− α)y2) ,
car on ne perd ni ne gagne rien a` exprimer y comme αy1+(1−α)y2. Mais, graˆce a` la convexite´ conjointe
de f en (x, y), on a
g(αx1 + (1− α)x2) ≤ inf
y1,y2
(




f (x1, y1)+ (1− α) inf
y2
f (x2, y2)
= αg(x1)+ (1− α)g(x2) .
4.5.5 Corrige´ de l’Exercice 4.12
On a
(J  K )∗(p) = sup
u
(
〈p , u〉 − inf
v
(
J (u − v)+ K (v)))
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( 〈p , u〉 − J (u − v)− K (v))





( 〈p , w + v〉 − J (w)− K (v))
en changeant u en v + w,
= sup
w
( 〈p , w〉 − J (w))+ sup
v
( 〈p , v〉 − K (v))
= (J ∗ + K ∗)(p) .
4.5.6 Corrige´ de l’Exercice 4.17
Si 0 ∈ (8+ ∂IU ad)(u]), il existe r ∈ 8(u]) ∩ (− ∂IU ad)(u]). Comme le domaine de de´finition de IU ad
est U ad, il faut d’abord que u] ∈ U ad. Ensuite, par de´finition du sous-diffe´rentiel d’une fonction convexe,
∀u, IU ad(u)− IU ad(u]) ≥
〈−r , u − u]〉 .
Comme IU ad(u) = +∞ si u 6∈ U ad, cette ine´galite´ est non triviale seulement si u ∈ U ad, et elle devient
∀u ∈ U ad, 〈r , u − u]〉 ≥ 0 .
Cette ine´galite´ est celle recherche´e en se souvenant que r ∈ 8(u]).
4.5.7 Corrige´ de l’Exercice 4.21
Conside´rons deux valeurs u1 et u2 et notons v1 et v2 les valeurs correspondantes (uniques) ou` le minimum
est atteint dans (4.4). Pour un certain r1 ∈ ∂ J (v1), respectivement r2 ∈ ∂ J (v2), on a les ine´quations
〈r1 + (v1 − u1)/c , v2 − v1〉 ≥ 0 ,
〈r2 + (v2 − u2)/c , v1 − v2〉 ≥ 0 ,
d’ou`, par addition, 〈
r1 − r2 +
(
(v1 − u1)− (v2 − u2)
)
/c , v2 − v1
〉 ≥ 0 , (4.20)
soit encore〈(
(u1 − v1)− (u2 − v2)
)
/c , u1 − u2
〉 ≥ 〈r1 − r2 , v1 − v2〉 + c ∥∥((u1 − v1)− (u2 − v2))/c∥∥2 . (4.21)
On sait que J ′c(u) =
(
u − v̂(u))/c. Par ailleurs, le premier terme au second membre de l’ine´galite´ (4.21)
est non ne´gatif du fait de la monotonie de ∂ J . Par conse´quent, (4.21) s’interpre`te comme l’ine´galite´ de
Dunn avec la constante 1/c pour J ′c. En particulier, J ′c est Lipschitzien de constante 1/c.
Si de plus J ′ existe et est Lipschitzien de constante A, et si U ad = U, alors les ine´quations ci-dessus
sont des e´quations, et en particulier (ui − vi )/c = ri = J ′(vi ) pour i = 1, 2. Le premier terme au
second membre de (4.21) est minore´ par (1/A) ∥∥J ′(v1)− J ′(v2)∥∥2 (proprie´te´ de Dunn de J ′) qui est
e´gal a` (1/A)
∥∥((u1 − v1)− (u2 − v2))/c∥∥2. Alors, (4.21) se re´e´crit〈
J ′c(u1)− J ′c(u2) , u1 − u2
〉 ≥ ((1/A)+ c) ∥∥J ′c(u1)− J ′c(u2)∥∥2 ,
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d’ou` la constante de Dunn et de Lipschitz A/(1+ cA).
Supposons maintenant ∂ J fortement monotone de constante a (et U ad a` nouveau un convexe ferme´
quelconque). Revenons a` (4.20) qui donne
〈u2 − u1 , v2 − v1〉 ≥ (1+ ca) ‖v2 − v1‖2 ,
d’ou` l’on de´duit que
‖v1 − v2‖ ≤
(
1/(1+ ca)) ‖u1 − u2‖ (4.22)
(proprie´te´ de Lipschitz de u 7→ v̂(u)). Alors,〈
J ′c(u1)− J ′c(u2) , u1 − u2
〉 = (1/c) 〈(u1 − v1)− (u2 − v2) , u1 − u2〉
= (1/c) (‖u1 − u2‖2 − 〈v1 − v2 , u1 − u2〉)
≥ (1/c) (‖u1 − u2‖2 − ‖v1 − v2‖ ‖u1 − u2‖)
≥ (a/(1+ ca)) ‖u1 − u2‖2 ,
en utilisant (4.22).
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