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Abstract
In a previous work we have introduced the concept of quasi-integrable
quantum system. In the present one we determine sufficient conditions un-
der which, given an integrable classical system, it is possible to construct
a quasi-integrable quantum system by means of a quantization procedure
based on the symmetrized product of operators. This procedure will be
applied to concrete classes of integrable systems in two following papers.
1 Introduction
In a previous paper [1] (see also references therein) we have introduced the con-
cept of quasi-integrable quantum system. It represents a quantum equivalent
of the concept of classical integrable system in the noncommutative sense, i.e.
with a number of functionally independent first integrals generally greater than
the dimension of the configuration space [2, 3, 4, 5]. As an application of this
concept, in this paper we discuss about the mathematical basis of the quanti-
zation by symmetrization. The simplest situation, among those considered in
the paper, is the following. There exists a one-to-one correspondence between
a given set of functions on an abstract Poisson manifold, and a given set of op-
erators on some configuration space. This correspondence preserves the linear
operations, and to the Poisson bracket of two functions it associates the com-
mutator of the corresponding operators. We then consider the extension of this
correspondence, which associates with the (commutative) product of functions
the symmetrized product of the corresponding operators, where the product of
operators is defined as their composition. We investigate under which condi-
tions this extension preserves the correspondence between the Poisson brackets
of functions on one side, and the commutators of the corresponding operators on
the other. In this way, we find conditions on a classical integrable system which
allow a corresponding quantum integrable system to be constructed by means
of symmetrization. The main condition is the existence of a set of functions
B = (B1, . . . , Bl) on a symplectic manifold M
2n, which is a basis of a finite
dimensional Lie algebra with respect to Poisson brackets, and moreover has the
following property. There exists an “integrable” set of functions of the type
1
considered in [1], F = (F1, . . . , F2n−k), which are polynomials of the functions
of the set B with constant coefficients: Fj = Pj(B), j = 1, . . . , 2n − k. Two
main cases are considered: the general one and the case in which {Bi, Bj} = cij ,
where cij are constants. In the general case a sufficient condition for the con-
struction of an integrable quantum system is that the polynomials P1, . . . , Pk
are of first degree, i.e., F1, . . . , Fk are linearly dependent on B:
Fj =
l∑
i=1
djiBi + bj ,
where cji and bj are constants. In the latter case instead, a quadratic depen-
dence on the functions of the set B is sufficient, that is degPi ≤ 2, i = 1, . . . , k.
A typical example of the second case is when B is the set (or a subset) of the
linear canonical coordinates in the symplectic manifold R2n: B = (p, x). In this
case l = 2n. Note that we fix the Planck constant ~ = 1 throughout the arti-
cle, and correspondingly we never consider the limit ~ → 0. In particular, we
consider only exact quantization, which means that if three functions A,B,C
satisfy the equality {A,B} = C, then their quantizations Aˆ, Bˆ, Cˆ satisfy the ex-
act equality [Aˆ, Bˆ] = Cˆ without any additional term which tends to 0 as ~→ 0
(as for example in [6, 7]).
In quantum physics, the main source of integrable sets of operators is the
quantization of integrable sets of functions on symplectic manifolds. The fol-
lowing statement is generally true: if a classical system is integrable, then the
corresponding quantum system is also integrable. This refers to systems which
describe real phenomena of nature, because artificial examples of systems which
contradict this rule can be apparently constructed. Sometimes this rule has a
formal basis. In this paper we consider some significant cases in which, starting
from integrable classical systems, one can easily construct integrable quantum
systems. A fundamental role in this construction is played by the so-called “sym-
metrization” of products of operators corresponding to classical functions on a
symplectic manifold. Hence we begin with the study of some general properties
of symmetrized products in an abstract associative algebra.
2 Symmetrized products in an associative alge-
bra
Let us consider an arbitrary associative algebra A, for example an algebra of
linear operators with composition as product. The operation of commutation
[A,B] := AB − BA between elements A and B of the algebra A transforms
this algebra into a Lie algebra. A commutator can be considered as (twice) the
“antisymmetrized product” of two elements of the algebra. It is then natural to
introduce also a “symmetrized product”.
Definition 2.1. The operation which associates with the pair (A,B) the ele-
ment
Sym2(A,B) :=
1
2
(AB + BA) (2.1)
is called symmetrized product of the associative algebra A. We shall denote this
operation between two elements also with the symbol ⋄:
A ⋄ B := Sym2(A,B) = B ⋄ A .
2
We also call symmetrized product of the set (A1,A2, . . . ,Ak) of k elements of
the algebra A the expression
Symk(A1,A2, . . . ,Ak) :=
1
k!
∑
pi∈Πk
Api(1)Api(2) · · · Api(k) ,
where Πk is the set of all k! permutations pi of k objects.
The symmetrized product is distributive with respect to the sum, but it is
not associative. In general we have in fact
A1 ⋄ (A2 ⋄ A3) 6= (A1 ⋄ A2) ⋄ A3 .
Moreover, both members of the above inequality are in general different from
Sym3(A1,A2,A3), see lemma 2.2.
Let us consider the linear space SlC = S
0,l
C of all commutative polynomials
P = P (B) of l variables. By making use of the symmetrized product, it is
possible to associate with any element P ∈ S0,lC a noncommutative polynomial
P sym ∈ SlN = S
0,l
N (see definition of noncommutative polynomial in [1]) which
is symmetrical with respect to any permutation of its l arguments. Consider
the linear map sym: SlC → S
l
N , which associates with an arbitrary monomial
Q = Bi1Bi2 · · ·Bik the symmetrized product
Qsym := Symk(Bi1 , Bi2 , . . . , Bik) .
The set of all monomials Q is a basis of the linear space SlC . Therefore the
mapping Q 7→ Qsym defines a linear map sym: P 7→ P sym on the full space SlC .
Definition 2.2. We call the noncommutative polynomial P sym ∈ SlN , associ-
ated with the commutative polynomial P (B) ∈ SlC by the linear map defined
above, the symmetrization of the polynomial P = P (B1, . . . , Bl).
The abelianization of P sym (see definition of abelianization in [1]) obviously
coincides with P . The map sym defined above is a one-to-one linear map from
SlC to S
l
sym, where S
l
sym denotes the linear space of all symmetrical noncommu-
tative polynomials of l variables. The restriction to Slsym of the abelianization
T represents the inverse map of sym.
The symmetrization of polynomials will play an essential role in the following
of this paper, since it is the main tool which we shall employ for the quantization
of classical hamiltonian systems. However, before putting this tool at work, we
need preliminarily some important results about the algebraic relations between
commutators and symmetrized products in the associative algebra A. In the
following propositions, A and B (with suitable indexes when necessary) will
denote generic elements of A.
Proposition 2.1. We have
[A, Symk(B1,B2, . . . ,Bk)] = Symk([A,B1],B2, . . . ,Bk)
+ Symk(B1, [A,B2], . . . ,Bk) + · · ·+ Symk(B1,B2, . . . , [A,Bk]) . (2.2)
Proof. The thesis follows from the algebraic identity
[A, B1B2 · · · Bk] = [A,B1]B2 · · · Bk + B1[A,B2]B3 · · · Bk
+ · · ·+ B1B2 · · · Bk−1[A,Bk] ,
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after symmetrization with respect to indexes 1, . . . , k and rearrangement of the
terms of the sum.
Lemma 2.2. We have
A ⋄ (B1 ⋄ B2) = Sym3(A,B1,B2)
+
1
12
(
[[A,B1],B2] + [[A,B2],B1]
)
(2.3)
and
A ⋄ Sym3(B1,B2,B3) = Sym4(A,B1,B2,B3)
+
1
12
{
B1 ⋄
(
[[A,B2],B3] + [[A,B3],B2]
)
+ B2 ⋄
(
[[A,B1],B3] + [[A,B3],B1]
)
+ B3 ⋄
(
[[A,B1],B2] + [[A,B2],B1]
)}
. (2.4)
The above identities are particular cases of the general formula
A ⋄ Symk(B1,B2, . . . ,Bk) = Symk+1(A,B1,B2, . . . ,Bk)
+
[k/2]∑
h=1
chCk,h(A;B1,B2, . . . ,Bk) , (2.5)
where [k/2] indicates the integer part of k/2. In the above formula we put
Ck,h(A;B1,B2, . . . ,Bk) (2.6)
:=
∑
i1 6=i2 6=···6=i2h
Symk−2h+1
(
[2hA,Bi1 ],Bi2 ], . . . ],Bi2h ],Bj1 ,Bj2 , . . . ,Bjk−2h
)
,
where the symbol [2h stands for 2h open square brackets [[[· · · [ in a row, and
indexes j1, . . . , jk−2h have to be taken so that (i1, . . . , i2h) ∪ (j1, . . . , jk−2h) =
(1, . . . , k). Finally, the coefficients ch in (2.5) are determined recursively by the
relations
c1 =
1
12
, ch = −
1
2h+ 1
h−1∑
i=1
cich−i for h > 1 . (2.7)
It follows in particular that
c2 = −
1
720
, c3 =
1
30 240
, c4 = −
1
1 209 600
, c5 =
1
47 900 160
, . . .
Using (2.7) it can be shown that ch = B2h/(2h)!, h = 1, 2, . . . , where Bh are
the so-called Bernoulli numbers.
Proof. For any set of elements C0, C1, . . . , Ck ∈ A, let us define
Ak(C0; C1, C2, . . . , Ck) := C0 ⋄ Symk(C1, C2, . . . , Ck)
− Symk+1(C0, C1, C2, . . . , Ck) . (2.8)
The above expression is obviously symmetric with respect to any permutations
of C1, C2, . . . , Ck. By symmetry we have also
C0 ⋄ Symk(C1, C2, . . . , Ck) + C1 ⋄ Symk(C0, C2, . . . , Ck)
+ C2 ⋄ Symk(C1, C0, C3, . . . , Ck) + · · ·+ Ck ⋄ Symk(C1, . . . , Ck−1, C0)
= (k + 1)Symk+1(C0, C1, C2, . . . , Ck) , (2.9)
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whence
Ak(C0; C1, C2, . . . , Ck) +Ak(C1; C0, C2, . . . , Ck)
+Ak(C2; C1, C0, C3, . . . , Ck) + · · ·+Ak(Ck; C1, . . . , Ck−1, C0) = 0 . (2.10)
We shall prove by induction that
Ak(A;B1,B2, . . . ,Bk) =
[k/2]∑
h=1
chCk,h(A;B1,B2, . . . ,Bk) , (2.11)
which is equivalent to (2.5). For k = 2 we have by direct calculation
A2(A;B1,B2) =
1
12
(AB1B2 + B1B2A+AB2B1 + B2B1A)
−
1
6
(B1AB2 + B2AB1)
=
1
12
(
[A,B1]B2 + B1[B2,A] + [A,B2]B1 + B2[B1,A]
)
=
1
12
(
[[A,B1],B2] + [[A,B2],B1]
)
,
which is equivalent to (2.3). This also implies
B1 ⋄ (B2 ⋄ A)− B2 ⋄ (B1 ⋄ A)
=
1
12
(
2[[B1,B2],A] + [[B1,A],B2]− [[B2,A],B1]
)
=
1
4
[[B1,B2],A] , (2.12)
where the last equality follows from Jacobi identity.
According to (2.8) we can write
A ⋄ Symk(B1,B2, . . . ,Bk)) = A ⋄
(
B1 ⋄ Symk−1(B2, . . . ,Bk)
)
−A ⋄Ak−1(B1;B2, . . . ,Bk) . (2.13)
From (2.12), (2.8) and proposition 2.1, it follows that
A ⋄
(
B1 ⋄ Symk−1(B2, . . . ,Bk)
)
= B1 ⋄
(
A ⋄ Symk−1(B2, . . . ,Bk)
)
+
1
4
[[A,B1], Symk−1(B2, . . . ,Bk)]
= B1 ⋄ Symk(A,B2, . . . ,Bk) + B1 ⋄Ak−1(A;B2, . . . ,Bk)
+
1
4
{
Symk−1([[A,B1],B2],B3, . . . ,Bk) + (Symk−1(B2, [[A,B1],B3], . . . ,Bk)
+ · · ·+ (Symk−1(B2, . . . ,Bk−1, [[A,B1],Bk])
}
.
Let us substitute this expression into the right-hand side of (2.13), and then
symmetrize with respect to B1, . . . ,Bk. Using (2.8), (2.9) and (2.10) we obtain
(k + 1)Ak(A;B1,B2, . . . ,Bk) = B1 ⋄Ak−1(A;B2, . . . ,Bk)
+ B2 ⋄Ak−1(A;B1,B3, . . . ,Bk) + · · ·+ Bk ⋄Ak−1(A;B1,B2, . . . ,Bk−1)
+
1
4
∑
i1 6=i2
Symk−1([[A,Bi1 ],Bi2 ],Bj1 , . . . ,Bjk−2) , (2.14)
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where (i1, i2) ∪ (j1, . . . , jk−2) = (1, . . . , k).
Let us now use the hypothesis of induction, and assume that all elements
Ah have the form (2.11) for h = 2, 3, . . . , k − 1. We want to begin by showing
that Ak(A;B1,B2, . . . ,Bk) contains the term
c1Ck,1(A;B1,B2, . . . ,Bk)
=
1
12
∑
i1 6=i2
Symk−1
(
[[A,Bi1 ],Bi2 ],Bj1 ,Bj2 , . . . ,Bjk−2
)
. (2.15)
For simplicity of notation, let us consider in the above sum only the term for
i1 = k, i2 = k − 1. Using (2.8) and (2.10) we have
B1 ⋄ Symk−2([[A,Bk],Bk−1],B2,B3, . . . ,Bk−2)
+ B2 ⋄ Symk−2([[A,Bk],Bk−1],B1,B3, . . . ,Bk−2)
+ · · ·+ Bk−2 ⋄ Symk−2([[A,Bk],Bk−1],B1,B2, . . . ,Bk−3)
= (k − 2)Symk−1([[A,Bk],Bk−1],B1,B2, . . . ,Bk−2)
−Ak−2([[A,Bk],Bk−1];B1,B2, . . . ,Bk−2) .
Therefore, using the induction hypothesis in (2.14), we easily see that Ak(A;
B1,B2, . . . ,Bk) contains the term
c′1Symk−1([[A,Bk],Bk−1],B1,B2, . . . ,Bk−2) ,
where
c′1 =
1
k + 1
[
(k − 2)c1 +
1
4
]
.
Using the first of (2.7) it follows that
c′1 =
1
12
= c1 .
The full expression (2.15) can then be obtained by repeating the above argument
for all the other terms of the sum.
Similarly, for 1 < h ≤ [k/2], let us consider all the terms on the right-hand
side of (2.14) which can contribute to Ak(A;B1,B2, . . . ,Bk) a piece of the form
αSymk−2h+1
(
[2hA,Bk],Bk−1], . . . ],Bk−2h+1],B1,B2, . . . ,Bk−2h
)
, (2.16)
where α is a numerical coefficient. For any j such that 1 ≤ j ≤ h, using (2.8)
and (2.10) we have
B1 ⋄ Symk−2j([
2jA,Bk],Bk−1], . . . ],Bk−2j+1],B2,B3, . . . ,Bk−2j)
+ B2 ⋄ Symk−2j([
2jA,Bk],Bk−1], . . . ],Bk−2j+1],B1,B3, . . . ,Bk−2j) + · · ·
+ Bk−2j ⋄ Symk−2j([
2jA,Bk],Bk−1], . . . ],Bk−2j+1],B1,B2, . . . ,Bk−2j−1)
= (k − 2j)Symk−2j+1([
2jA,Bk],Bk−1], . . . ],Bk−2j+1],B1,B2, . . . ,Bk−2j)
−Ak−2j([
2jA,Bk],Bk−1], . . . ],Bk−2j+1];B1,B2, . . . ,Bk−2j) .
We see that the above expression contains a term of type (2.16) with
α =
{
−ch−j if 1 ≤ j < h ,
k − 2h if j = h .
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Therefore, we find using (2.14) that Ak(A;B1,B2, . . . ,Bk) contains the term
c′hSymk−2h+1
(
[2hA,Bk],Bk−1], . . . ],Bk−2h+1],B1,B2, . . . ,Bk−2h
)
,
where
c′h =
1
k + 1
[−c1ch−1 − c2ch−2 − · · · − ch−1c1 + (k − 2h)ch] .
Using the second of (2.7) it follows that c′h = ch, in agreement with (2.11). The
lemma is thus completely proved.
Proposition 2.3. We have
[A1 ⋄ A2,B1 ⋄ B2] = Sym3([A1,B1],A2,B2) + Sym3([A1,B2],A2,B1)
+ Sym3([A2,B1],A1,B2) + Sym3([A2,B2],A1,B1)−
1
12
(
[[[A1,B1],B2],A2]
+ [[[A1,B2],B1],A2] + [[[A2,B1],B2],A1] + [[[A2,B2],B1],A1]
)
(2.17)
and
[A1 ⋄ A2, Sym3(B1,B2,B3)] = Sym4 (A1, [A2,B1],B2,B3)
+ Sym4 (A1,B1, [A2,B2],B3) + Sym4 (A1,B1,B2, [A2,B3])
+
1
12
∑
pi∈Π3
(
[[A1,Bpi(1)],Bpi(2)] ⋄ [A2,Bpi(3)]− [[[A1,Bpi(1)],Bpi(2)],A2] ⋄ Bpi(3)
)
+A1↔A2 , (2.18)
where Π3 is the set of all 6 permutations pi of 3 objects, and the symbol A1↔A2
means interchanging A1 and A2 in all preceding terms on the right-hand side of
the equality. The above identities are particular cases of the general formula
[A1 ⋄ A2, Symk(B1,B2, . . . ,Bk)]
=
k∑
i=1
Symk+1(A1,B1, . . . ,Bi−1, [A2,Bi],Bi+1, . . . ,Bk)
−
[k/2]∑
h=1
chDk,h(A1;A2;B1,B2, . . . ,Bk)
+
[(k−1)/2]∑
h=1
chEk,h(A1;A2;B1,B2, . . . ,Bk) +A1↔A2 , (2.19)
where
Dk,h(A1;A2;B1,B2, . . . ,Bk) (2.20)
:=
∑
i1 6=···6=i2h
Symk−2h+1
(
[2h+1A1,Bi1 ], . . . ],Bi2h ],A2],Bj1 , . . . ,Bjk−2h
)
,
Ek,h(A1;A2;B1,B2, . . . ,Bk) (2.21)
:=
∑
i1 6=···6=i2h+1
Symk−2h+1
(
[2hA1,Bi1 ], . . . ],Bi2h ], [A2,Bi2h+1 ],Bj1 , . . . ,Bjk−2h−1
)
,
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and the coefficients ch are determined recursively by relations (2.7). Indexes
j1, . . . , jk−2h in (2.20) have to be taken so that (i1, . . . , i2h) ∪ (j1, . . . , jk−2h) =
(1, . . . , k). An analogous convention is used in (2.21).
Proof. By applying proposition 2.1 twice and lemma 2.2 we get
[A1 ⋄ A2, Symk(B1,B2, . . . ,Bk)]
= A1 ⋄ [A2, Symk(B1,B2, . . . ,Bk)] +A2 ⋄ [A1, Symk(B1,B2, . . . ,Bk)]
=
k∑
i=1
A1 ⋄ Symk(B1, . . . ,Bi−1, [A2,Bi],Bi+1, . . . ,Bk) +A1↔A2
=
k∑
i=1
Symk+1(A1,B1, . . . ,Bi−1, [A2,Bi],Bi+1, . . . ,Bk) (2.22)
+
[k/2]∑
h=1
ch
k∑
i=1
Ck,h(A1;B1, . . . ,Bi−1, [A2,Bi],Bi+1, . . . ,Bk) +A1↔A2 .
Let us consider all terms which, according to (2.6), are contained in
∑k
i=1 Ch,k(A1;
. . . , [A2,Bi], . . . ) for a given value of h. Those terms in which [A2,Bi] does not
appears inside the iterated commutators of formula (2.6) give rise to the expres-
sions Ek,h in (2.19). The sum of the terms in which [A2,Bi] appears inside the
iterated commutators can instead be considerably simplified by making use of
the identity
[2hA1, [A2,Bi1 ]],Bi2 ], . . . ],Bi2h ] + [
2hA1,Bi1 ], [A2,Bi2 ]], . . . ],Bi2h ]
+ · · ·+ [2hA,Bi1 ],Bi2 ], . . . ], [A2,Bi2h ]]
= [2h+1A1,A2],Bi1 ],Bi2 ], . . . ],Bi2h ]− [
2h+1A,Bi1 ],Bi2 ], . . . ],Bi2h ],A2] .
(2.23)
This identity is derived by splitting each term on the left-hand side according
to the formula
[mA1,Bi1 ],Bi2 ], . . . ],Bim−1 ], [A2,Bim ]]
= [m+1A1,Bi1 ],Bi2 ], . . . ],Bim−1 ],A2],Bim ]
− [m+1A1,Bi1 ],Bi2 ], . . . ],Bim−1 ],Bim ],A2] ,
which follows from Jacobi identity. The first term on the right-hand side of
(2.23) is then cancelled in (2.22) by the corresponding term of A1↔A2, whereas
the second one contributes to the expressions Dk,h in (2.19).
Corollary 2.4. Let (A1,A2) and (B1,B2, . . . ,Bk) be two sets of elements of A
such that
[[Ai,Bj ],Bj′ ] = 0 ∀ i = 1, 2 and ∀ j, j
′ = 1, . . . , k, j 6= j′ .
Then
[A1 ⋄ A2, Symk(B1,B2, . . . ,Bk)]
=
k∑
i=1
{
Symk+1(A1,B1, . . . ,Bi−1, [A2,Bi],Bi+1, . . . ,Bk)
+ Symk+1(A2,B1, . . . ,Bi−1, [A1,Bi],Bi+1, . . . ,Bk)
}
. (2.24)
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Proof. In this case, all terms Dh,k and Eh,k respectively defined by formulas
(2.20) and (2.21) are zero.
A typical case, in which the above corollary can be applied, is when [Ai,Bj]
is a number (more exactly, a number times the neutral element I of the algebra
with respect to the product) ∀ i = 1, 2 and ∀ j′ = 1, . . . , k. Under a similar
hypothesis, it is also possible to obtain a formula for the product of the sym-
metrized products of two sets containing arbitrary numbers of elements of the
algebra. In order to write this formula in a sufficiently compact form, let us intro-
duce the following notations. For all m ∈ N we denote with Nm := (1, 2, . . . ,m)
the set of the first m natural numbers. For any h ≤ m we denote with Ph,m the
set of the parts of Nm which contain exactly h elements. For all Ih ∈ Ph,m we
denote with ICh the complementary set of Ih, that is I
C
h := Nm \ Ih. The set
ICh obviously contains exactly m− h elements. For any set I = (i1, . . . , im) ⊂ N
and any l ∈ N, we also denote with l + I the set (l + i1, . . . , l + im).
Proposition 2.5. Let (L1, . . . ,Ll) and (M1, . . . , Mm) be two sets of elements
of the algebra A, such that [Li,Mj ] = dij, where dij is a number for all i ∈ Nl
and all j ∈ Nm. Then
Syml(L1, . . . ,Ll)Symm(M1, . . . ,Mm)
=
min(l,m)∑
h=0
∑
I∈Ph,l
∑
J∈Ph,m
∑
pi∈Πh
1
2h
di1jpi(1) · · · dihjpi(h)
× Syml+m−2h(Li′1 , . . . ,Li′l−h ,Mj′1 , . . . ,Mj′m−h) , (2.25)
where I = (i1, . . . , ih), J = (j1, . . . , jh), I
C = (i′1, . . . , i
′
l−h) and J
C = (j′1, . . . ,
j′m−h).
For instance, for l = 2 and m = 3 the above proposition asserts that
Sym2(L1,L2)Sym3(M1,M2,M3) = Sym5(L1,L2,M1,M2,M3)
+
1
2
[
d11Sym3(L2,M2,M3) + d12Sym3(L2,M1,M3)
+ d13Sym3(L2,M1,M2) + d21Sym3(L1,M2,M3)
+ d22Sym3(L1,M1,M3) + d23Sym3(L1,M1,M2)
]
+
1
4
[
(d11d22 + d12d21)M3 + (d11d23 + d13d21)M2 + (d12d23 + d13d22)M1
]
.
Note that no hypothesis has been made on commutators of type [Li,Lj ] and
[Mi,Mj ].
Proof. Let us consider the set of elements (N1, . . . ,Nl+m), where Ni = Li for
i = 1, . . . , l and Nl+j = Mj for j = 1, . . . ,m. Let Π˜l,m be the set of all
permutations σ of l+m objects, which do not change the order of both the group
of the first l elements and the group of the last m elements. More formally, Π˜l,m
is the set of all (l +m)!/(l!m!) permutations σ ∈ Πl+m satisfying the following
two conditions:
i. σ−1(i) < σ−1(j) ∀ i, j such that 1 ≤ i < j ≤ l;
ii. σ−1(l + h) < σ−1(l + k) ∀h, k such that 1 ≤ h < k ≤ m.
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Introducing for i ∈ Nl and j ∈ Nm the quantities
d˜σij =
{
0 if σ−1(i) < σ−1(l + j)
dij if σ
−1(i) > σ−1(l + j) ,
(2.26)
it is easy to prove by induction that, for any σ ∈ Π˜m,l,
L1 · · · LlM1 · · ·Mm =
min(l,m)∑
h=0
∑
I∈Ph,l
∑
J∈Ph,m
∑
pi∈Πh
d˜σi1jpi(1) · · · d˜
σ
ihjpi(h)
×Nσ(k1) · · · Nσ(kl+m−2h) , (2.27)
where I = (i1, . . . , ih), J = (j1, . . . , jh), (σ(k1), . . . , σ(kl+m−2h)) = I
C∪ (l+JC)
and k1 < k2 < . . . < kl+m−2h. For instance, for l = 2, m = 3 and σ = (31425),
the above equality becomes
L1L2M1M2M3 = M1L1M2L2M3 + d11M2L2M3
+ d21L1M2M3 + d22M1L1M3 + d11d22M3 .
We are obviously allowed to replace the right-hand side of (2.27) with its
average with respect to all (l +m)!/(l!m!) distinct permutations σ ∈ Π˜l,m. If
we then symmetrize both members of the equation with respect to all possible
permutations of the l elements Li and the m elements Mj , we obtain on the
right-hand side an average over all (l +m)! permutations σ ∈ Πl+m:
Syml(L1, . . . ,Ll)Symm(M1, . . . ,Mm)
=
1
(l +m)!
min(l,m)∑
h=0
∑
I∈Ph,l
∑
J∈Ph,m
∑
pi∈Πh
∑
σ∈Πl+m
d˜σi1jpi(1) · · · d˜
σ
ihjpi(h)
×Nσ(k1) · · ·Nσ(kl+m−2h) . (2.28)
From this, in order to obtain (2.25) we need only observe that, as a consequence
of (2.26),
1
(l +m)!
∑
σ∈Πl+m
d˜σi1jpi(1) · · · d˜
σ
ihjpi(h)
Nσ(i′1) · · ·Nσ(i′l+m−2h)
=
1
2h
di1jpi(1) · · · dihjpi(h)Syml+m−2h(Li′1 , . . . ,Li′l−h ,Mj′1 , . . . ,Mj′m−h) ,
where IC = (i′1, . . . , i
′
l−h) and J
C = (j′1, . . . , j
′
m−h). In fact, (l +m)!2
−h is the
number of permutations σ ∈ Πl+m such that σ−1(ir) > σ−1(l + jpi(r)) for all
r ∈ Nh.
Corollary 2.6. Under the same hypotheses of the preceding proposition, we
have
[Syml(L1, . . . ,Ll), Symm(M1, . . . ,Mm)]
=
∑
h∈H
∑
I∈Ph,l
∑
J∈Ph,m
∑
pi∈Πh
1
2h−1
di1jpi(1) · · · dihjpi(h)
× Syml+m−2h(Li′1 , . . . ,Li′l−h ,Mj′1 , . . . ,Mj′m−h) , (2.29)
where the notation is the same as that of (2.25), and H is the set of all odd
integers p such that 1 ≤ p ≤ min(l,m).
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Proof. Since [Mi,Lj ] = −dji, it is easy to see that the commutator on the
left-hand side of (2.29) is twice the sum of the terms on the right-hand side of
(2.25) which correspond to odd values of h.
3 Correspondence by symmetrization between
functions on a Poisson manifold and abstract
operators
Let us consider the following abstract construction. Let M be a Poisson man-
ifold. We recall that a Poisson manifold is a manifold such that an operation
called “Poisson bracket” is defined in the space of the functions defined on this
manifold. This operation has the following properties: it is bilinear, skewsym-
metric, it satisfies the identity of Jacobi and the rule of Leibniz. An important
example of Poisson manifold is a symplectic manifold M = M2N of arbitrary
dimension 2N . Moreover, let A be an associative algebra of operators with
composition as product.
Let B = (B1, . . . , Bl) be a set of linearly independent functions on the Pois-
son manifold M , which generate a finite dimensional Lie algebra with respect
to Poisson brackets. Correspondingly, let B = (B1, . . . ,Bl) be a set of linearly
independent operators which generate a finite Lie subalgebra of A. We suppose
that the correspondence Bi → Bi defines an isomorphism between Lie algebras.
Definition 3.1. Let P = P (B) be a polynomial of l variables. We call the
operator P sym = P sym(B) := P sym(B)|B=B, where P sym is the symmetrization
of P according to definition 2.2, the symmetrization with respect to the operators
B1, . . . ,Bl of the polynomial P = P (B1, . . . , Bl).
We shall consider initially two different cases, “constant” and “linear”.
1. In the constant case we have
{Bi, Bj} = cij , [Bi,Bj ] = cij , i, j = 1, . . . , l , (3.1)
where cij = −cji are constant numbers.
2. In the linear case we have
{Bi, Bj} =
l∑
k=1
ckijBk , [Bi,Bj ] =
l∑
k=1
ckijBk , i, j = 1, . . . , l , (3.2)
where ckij = −c
k
ji are constant numbers. Note that Jacobi identity implies
that
l∑
k=1
(
ckijc
m
kh + c
k
hic
m
kj + c
k
jhc
m
ki
)
= 0 ∀ i, j, h,m = 1, . . . , l .
If F = F (B) and H = H(B) are polynomials in B of arbitrary degree with
constant coefficients, then {H,F} = G, where G is a function on M which too
can be represented as a polynomial in B. Such a polynomial representation is
unique when B = (B1, . . . , Bl) is a set of polynomially independent functions
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on the Poisson manifold M . Polynomial independence means that if P (B) = 0,
where P is a polynomial with constant coefficients, then P = 0, i.e., all the
coefficients of P are zero. For example, if the functions B are functionally
independent, i.e., their differentials are linearly independent almost everywhere
on M , then they are in particular also polynomially independent.
In any case, the application of linearity and Leibniz rule to Poisson brackets
univocally determines a polynomial representation for G = {H,F}. One is
therefore free to choose this particular representation, even when the set B is not
polynomially independent. More precisely, let us consider the map B :M → Rl
such that B(x) = (B1(x), . . . , Bl(x))∀x ∈ M . This map naturally induces a
Poisson structure on N = Rl. For any pair of functions f, g ∈ C∞(Rl) and
∀ y ∈ Rl we have:
1. In the constant case
{f, g}N(y) =
l∑
i,j=1
cij
∂f
∂yi
(y)
∂g
∂yj
(y) ; (3.3)
2. In the linear case
{f, g}N(y) =
l∑
i,j,k=1
ckijyk
∂f
∂yi
(y)
∂g
∂yj
(y) , (3.4)
where { , }N denote Poisson brackets on N = Rl. It is obvious that, in both
cases, if f and g are polynomial functions, then {f, g}N is also a polynomial
function. It is convenient to denote also with B (instead of y) the coordinates
on the Poisson manifold N .
Definition 3.2. Let F = F (B) and H = H(B) be two polynomials in B. We
say that the polynomial G = G(B) = {H,F}N , obtained with the procedure
described above, is the Leibniz representation with respect to B of the Poisson
bracket {H,F}. Moreover, we call the symmetrization Gsym of G with respect
to B the Leibniz symmetrization with respect to B of {H,F}.
Obviously we have G(B) ≡ {H,F} everywhere in the Poisson manifold M .
The name “Leibniz representation” is due to the fact that, in the case of poly-
nomials, the expression of {f, g}N , provided by formulas (3.3) or (3.4), can also
simply be obtained from (3.1) or (3.2), by repeated application of linearity and
Leibniz rule to Poisson brackets.
Our goal in this section is to find classes of polynomial functions H(B) of
the functions B, such that their Poisson brackets with any polynomial function
F = F (B) is converted by the operation of Leibniz symmetrization into the
commutator of the corresponding operators:
[Hsym, F sym] = {H,F}symN .
Let us then consider a function H which has in the two cases constant and
linear considered above the following forms:
1. In the constant case H is a polynomial of degree two in the functions B:
H =
∑
i≤j
aijBiBj +
∑
j
bjBj + c . (3.5)
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2. In the linear case H is a polynomial of degree one, that is a linear nonho-
mogeneous function of B:
H =
∑
j
bjBj + c . (3.6)
In the two above equations the coefficients aij , bj and c are constants.
Proposition 3.1. Let one of the two following hypotheses be satisfied:
1. Condition (3.1) on Poisson brackets (constant case) and condition (3.5)
on the degree of H;
2. Condition (3.2) on Poisson brackets (linear case) and condition (3.6) on
the degree of H.
Suppose also that we have an isomorphism of Lie algebras defined by the corre-
spondence B → B.
Let F = F (B) be an arbitrary polynomial in B. Then the commutator of
the operators Hsym and F sym, obtained by symmetrization of the polynomials H
and F respectively, is equal to the Leibniz symmetrization of the Poisson bracket
of these functions:
[Hsym, F sym] = {H,F}symN . (3.7)
In particular, if the Leibniz representation of {H,F} is the vanishing polynomial,
i.e., {H,F}N = 0, then [H
sym, F sym] = 0.
Proof. It is clearly enough to prove the proposition when the functions H and F
are monomials. In the general situation the thesis will then follow immediately
by linearity. Let us then suppose that F = Bj1 · · ·Bjp .
In case 1 let us suppose that H = BhBk. Applying corollary 2.4, Leibniz
rule for Poisson brackets, and relations (3.1), we get
[Hsym, F sym] = [Bh ⋄ Bk, Symm(Bj1 , . . . ,Bjm)]
= chj1Symm(Bk,Bj2 ,Bj3 , . . . ,Bjm) + chj2Symm(Bk,Bj1 ,Bj3 , . . . ,Bjm)
+ · · ·+ chjmSymm(Bk,Bj1 ,Bj2 , . . . ,Bjm−1)
+ ckj1Symm(Bh,Bj2 ,Bj3 , . . . ,Bjm) + ckj2Symm(Bh,Bj1 ,Bj3 , . . . ,Bjm)
+ · · ·+ ckjmSymm(Bh,Bj1 ,Bj2 , . . . ,Bjm−1)
= {BhBk, Bj1 · · ·Bjm}
sym
N = {H,F}
sym
N .
Similarly, in case 2 let us suppose that H = Bi. Applying proposition 2.1,
Leibniz rule to Poisson brackets, and relations (3.2), we get
[Hsym, F sym] = [Bi, Symp(Bj1 , . . . ,Bjp)]
=
∑
k
[
ckij1Symp(Bk,Bj2 ,Bj3 , . . . ,Bjp) + c
k
ij2Symp(Bj1 ,Bk,Bj3 , . . . ,Bjp)
+ · · ·+ ckijpSymp(Bj1 ,Bj2 , . . . ,Bjp−1 ,Bk)
]
= {Bi, Bj1 · · ·Bjp}
sym
N = {H,F}
sym
N .
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Remark 3.1. In case 1, if H has not the form (3.5), then in general equality (3.7)
is no longer valid. Let us in fact identify the operators L and M of corollary
2.6 with the operators B of proposition 3.1, and let us calculate [Hsym, F sym]
by means of formula (2.29). One easily sees that {H,F}symN corresponds to the
term for h = 1 on the right-hand side of (2.29). But, if H contains also terms
of degree greater than two in B, then there are in general also terms with h ≥ 3
which contribute to the commutator.
Similarly, equality (3.7) generally fails in case 2 if H has not the form (3.6).
In fact, ifH contains a quadratic term in B, then [Hsym, F sym] can be calculated
by means of proposition 2.3. One then sees that {H,F}symN corresponds to only
the first sum on the right-hand side of (2.19). In general, however, also the
two remaining sums, containing the terms Dh,k and Eh,k, give nonvanishing
contributions to the commutator.
Corollary 3.2. Let B be a set of polynomially independent functions on the
Poisson manifold M . Let one of the two following hypotheses be satisfied:
1. Condition (3.1) on Poisson brackets (constant case) and condition (3.5)
on the degree of H;
2. Condition (3.2) on Poisson brackets (linear case) and condition (3.6) on
the degree of H.
Suppose also that we have an isomorphism of Lie algebras defined by the corre-
spondence B → B.
Let F = F (B) be a polynomial in B such that {H,F} = 0 everywhere on
M . Then
[Hsym, F sym] = 0 .
Proof. Since B is a polynomially independent set, from the equality {H,F} = 0
everywhere on M it follows that the Leibniz representation of {H,F} is the
vanishing polynomial. The thesis then follows from proposition 3.1.
Remark 3.2. Let us consider the case in which B = (x, p) is the set of canonical
coordinates in the linear space R2nxp, and B = (x, pˆ = ∂/∂x) is its canonical
quantization, In this case, proposition 3.1 for case 1 (constant) also directly
follows from the useful formula of Moyal brackets [8], which can in turn be
derived from corollary 2.6. We write this formula in the following form:
[Hsym, F sym] = Gsym ,
where
G =
∑
k∈N
∑
|α+β|=2k+1
(−1)|β|
22kα!β!
∂|α+β|H
∂xα∂pβ
∂|α+β|F
∂xβ∂pα
.
The sum in the above formula is over all vectors α = (α1, . . . , αn) ∈ Zn+, β =
(β1, . . . , βn) ∈ Zn+, such that |α + β| =
∑n
i=1(αi + βi) = 2k + 1. Since H and
F are polynomials, only a finite number of terms of the sum are different from
zero.
We are now going to consider a more general case, in which we get rid of the
hypothesis that the functions of set B form a closed Lie subalgebra with respect
to Poisson brackets. This new case, to which we shall refer as case 3 (general),
can be precisely formulated in the following way.
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i. Suppose that there exists a set T of m linearly independent functions,
T = (T1, . . . , Tm), Ti : M → R ∀ i = 1, . . . ,m, and a subset B ⊆ T ,
B = (B1, . . . , Bl), with Bi = Ti for i = 1, . . . , l, l ≤ m, such that the
Poisson brackets between the functions of set B are:
{Bi, Bj} =
m∑
s=1
csijTs , 1 ≤ i < j ≤ l , (3.8)
where csij = −c
s
ji are constant coefficients. Note that we do not suppose
that the functions of set T are dependent on B. Moreover, neither the
functions of set B nor the functions of set T are assumed to be closed with
respect to Poisson brackets. However, in practical situations one encoun-
ters sometimes sets of functions B satisfying nonlinear Poisson bracket
relations. In such cases one is able to write formulas of the form (3.8), in
which the elements of set T are nonlinear functions of B.
ii. Suppose also that there exist a set T of m elements of an associative
Lie algebra A of operators, and a subset B ⊆ T , B = (B1, . . . ,Bl), with
Bi = Ti for i = 1, . . . , l, such that the commutation relations between the
operators of set B are
[Bi,Bj ] =
m∑
s=1
csijTs , 1 ≤ i < j ≤ l , (3.9)
where csij are the same constants coefficients as in formula (3.8).
In this case the map T : M → Rm defined by the set T does not induce
a Poisson structure on the set N = Rm. Nevertheless, by means of a simple
modification of formula (3.4), one is able to define an operation { , }N , which as-
sociates with any pair of functions f, g ∈ C∞(Rl) a function {f, g}N ∈ C∞(Rm).
More precisely, ∀ y ∈ N = Rm we define
{f, g}N(y) =
l∑
i,j=1
m∑
k=1
ckijyk
∂f
∂yi
(y)
∂g
∂yj
(y) . (3.10)
Obviously, if f and g are polynomial functions, then {f, g}N is also a polynomial
function. It may be convenient in this case to denote with T (instead of y) the
coordinates on the Poisson manifold N = Rm, and with B the first l components
of T .
Definition 3.3. Let F = F (B) and H = H(B) be two polynomials in B. We
say that the polynomial G = G(T ) = {H,F}N , obtained with the procedure
described above, is the Leibniz representation with respect to T of the Poisson
bracket {H,F}. Moreover, we call the symmetrization Gsym of G with respect
to T the Leibniz symmetrization with respect to T of {H,F}.
Obviously we have G(T ) ≡ {H,F} everywhere in the Poisson manifold M .
Also in this case, the name “Leibniz representation” is due to the fact that, in
the case of polynomials, the expression of {f, g}N , provided by formula (3.10),
can also simply be obtained from (3.8) by repeated application of linearity and
Leibniz rule to Poisson brackets.
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Proposition 3.3. In the general case 3 specified by hypotheses i and ii given
above, see formulas (3.8)–(3.9), consider the function
H(B) =
l∑
j=1
bjBj + c (3.11)
and the corresponding operator
H =
l∑
j=1
bjBj + c . (3.12)
The coefficients bj and c are the same in the two formulas above. Let F = F (B)
be an arbitrary polynomial, and let F sym denote its symmetrization with respect
to B. Then the commutator of the operators H and F sym is equal to the Leibniz
symmetrization with respect to T of the Poisson bracket {H,F}:
[H, F sym] = {H,F}symN . (3.13)
In particular, if the Leibniz representation of {H,F} with respect to T is the
vanishing polynomial, i.e., {H,F}N = 0, then [H, F sym] = 0.
Proof. The proof is similar to that of proposition 3.1 for case 2. For H = Bi
and F = Bj1 · · ·Bjp we have
[H, F sym] = [Bi, Symp(Bj1 , . . . ,Bjp)]
=
∑
k
[
ckij1Symp(Tk, Tj2 , Tj3 , . . . , Tjp) + c
k
ij2Symp(Tj1 , Tk, Tj3 , . . . , Tjp)
+ · · ·+ ckijpSymp(Tj1 , Tj2 , . . . , Tjp−1 , Tk)
]
= {Bi, Bj1 · · ·Bjp}
sym
N = {H,F}
sym
N .
The general result follows by linearity.
The following corollary is the analogue of corollary 3.2.
Corollary 3.4. Let hypotheses i–ii above be satisfied, see formulas (3.8)–(3.9).
Consider the function H and the operator H given by formulas (3.11) and (3.12)
respectively. In addition, suppose that T is a set of polynomially independent
functions on the Poisson manifold M . Let F = F (B) be a polynomial in B
such that {H,F} = 0, and let F sym denote its symmetrization with respect to
B. Then
[H, F sym] = 0 . (3.14)
Remark 3.3. Very often the set T is locally closed with respect to Poisson
brackets, that is locally Poisson-closed. (If this set is not closed, usually it
makes sense to consider its Poisson closure, i.e., its extension by means of finite
iterations of Poisson brackets.) Let us consider for simplicity a set T which is
globally Poisson-closed, i.e., there exist globally uniquely defined functions cij
of m variables such that {Ti, Tj} = cij(T ) at all points of M , 1 ≤ i < j ≤ m.
In this case, using the map T : M → Rm, defined by the set T = (T1, . . . , Tm),
one can transfer the Poisson structure of M on its image T (M) ⊆ Rm. With
respect to this Poisson structure induced on N := T (M), the map T becomes a
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Poisson map. We recall that a map T : M → N , where M and N are Poisson
manifolds, is called a Poisson map if
{f, g}N ◦ T = {f ◦ T, g ◦ T }M
for any pair of functions f, g ∈ C∞(N). Here { , }M and { , }N denote Poisson
brackets in the two Poisson manifolds M and N respectively, and the symbol
◦ is used to indicate the composition of maps. When T is a globally Poisson-
closed set of functions onM , the above formula univocally determines a Poisson
structure on N . The Poisson bracket of two functions f and g on N takes the
form
{f, g}N(y) :=
m∑
i,j=1
cij(y)
∂f
∂yi
(y)
∂g
∂yj
(y)
for all y = (y1, . . . , ym) ∈ N ⊆ R
m.
An example of Poisson-closed set of functions on a Poisson manifoldM is the
set of functions B = (B1, . . . , Bl) in the linear case 2. The set B is a basis of the
l-dimensional Lie algebra g defined by the linear Poisson bracket relations (3.2).
In this case, the set B defines the Poisson map B :M → N , where the Poisson
manifold N is isomorphic to the l-dimensional linear space Rl. The manifold
N can be identified with the Lie co-algebra g∗, that is with the space which is
the linear conjugate to the Lie algebra g: N = g∗. The Poisson structure on
N transferred from M can be written in intrinsic terms: for any two functions
g, f ∈ C∞(g∗) and any point ξ ∈ g∗, one defines {g, f}ξ := ([dg|ξ, df |ξ], ξ),
where the differentials dg|ξ and df |ξ are elements of the Lie algebra g, and [ , ]
is the commutator in this Lie algebra. This means that any Lie co-algebra has a
natural structure of Poisson manifold. It has to be noted that the elements of set
B, considered as functions on the Poisson manifold g∗, are always functionally
independent, even when they are not functionally independent as functions on
the Poisson manifold M .
Definition 3.4. A Casimir function on the Lie co-algebra g∗ is an invariant
of the co-adjoint action of the local Lie group G associated with the Lie al-
gebra g. It means that f : g∗ → R is a Casimir function if (df |ξ, τb,ξ) =
0 ∀ ξ ∈ g∗ and ∀ b ∈ g, where τb ∈ g∗ is defined by the formula (a, τb,ξ) =
([b, a], ξ) ∀ a ∈ g. Hence, for any other function g : g∗ → R we can write
{g, f}ξ = ([dg|ξ, df |ξ], ξ) = (df |ξ, τb,ξ) = 0, with b = dg|ξ. It follows that
Casimir functions are in involution with any other function defined on the Lie
co-algebra.
Remark 3.4. It is known that any function H : M → R on a Poisson manifold
M defines univocally a vector field XH onM , which is tangent to the symplectic
leaves of this manifold M . (In local coordinates y on M , this vector field XH
is defined by the system of differential equations y˙ = {H, y}.) This vector
field XH is called hamiltonian with hamiltonian function H . As in the case
of symplectic manifolds, one has [XH , XF ] = X{H,F} for any two functions H
and F on any Poisson manifold M , where the left-hand side represents the Lie
bracket of vector fields. So one has a natural homomorphism of the Lie algebra
of functions on the Poisson manifoldM to the Lie algebra of vector fields onM .
In particular the structure of a finite dimensional Lie subalgebra of functions
on M transfers to the vectors fields corresponding to these functions.
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Let us consider again a finite-dimensional Lie co-algebra g∗, with the intrinsic
structure of Poisson manifold described above. Any linear function H : g∗ → R
can be considered as an element a of the Lie algebra g and can be written in
the form H = Ha. In this case, the phase flow of the hamiltonian vector field
XH , H = Ha, coincides with a local one-parametric Lie subgroup of the Lie
group G with co-adjoint action on the Lie co-algebra g∗: G × g∗ → g∗. Here
G is the local Lie group corresponding to the Lie algebra g, and this subgroup
of G corresponds to the element a ∈ g. If a 6= 0, this means that the straight
line tangent to this subgroup at the neutral element e ∈ G contains the vector
a ∈ g.
Propositions 3.1 and 3.3 are particular cases of the following more general
proposition. Let us suppose that we have, in addition to the sets T and T ,
another set of functions D = (D1, . . . , Ds) on the Poisson manifold M , and
another set of operators D = (D1, . . . ,Ds) of the associative algebra A, such
that {Di, Dj} = {Di, Tk} = 0, [Di,Dj] = [Di, Tk] = 0 for i, j = 1, . . . , s and
k = 1, . . . ,m. In cases 1 and 2 one can take T = B, T = B and m = l. In
case 1 let us also suppose that the coefficients aij , bj and c of formula (3.5), and
the coefficients cij of formula (3.1), are polynomial functions of D. Similarly,
in cases 2 and 3, let us suppose that the coefficients bj and c of formulas (3.6)
and (3.11), and the coefficients ckij of formulas (3.2) and (3.8), are polynomial
functions of D.
For this situation we now generalize the definition of symmetrization. Con-
sider the linear space P [D,T ] of all polynomials P = P (D,T ) of s variables
D and m variables T . Consider the linear map sym: P [D,T ] → A, which
associates with an arbitrary monomial Q = Dα11 · · ·D
αs
s Ti1 · · ·Tik the operator
Qsym := Dα11 · · · D
αs
s Symk(Ti1 , . . . , Tik) .
Here the αi are integers numbers, αi ≥ 0. The monomials Q form a basis in the
linear space P [D,T ]. Hence the mapping Q 7→ Qsym defines a linear map sym:
P 7→ P sym on the full space P [D,T ].
Definition 3.5. We call the operator P sym = P sym(D, T ) ∈ A, associated with
the polynomial P (D,T ) by the linear map defined above, the symmetrization
with respect to the operators T1, . . . , Tl of the polynomial P = P (D,T ).
We observe that the functions of D can practically be treated as constant
in all the algebraic manipulations that were necessary to prove propositions 3.1
and 3.3. Therefore:
Proposition 3.5. In this more general situation, propositions 3.1 and 3.3 re-
main valid. The symmetrization of all terms of formulas (3.7) and (3.13) is
now performed with respect to the operators of the set T .
4 Application to quantization
The term “quantization” is here used for convenience. We will discuss the con-
struction, from functions defined on the Poisson manifold M , of differential
operators acting on functions defined on the manifold K. These operators are
not necessarily connected with quantum mechanics, for example we can con-
sider the linear operator with nonconstant coefficients which defines the heat
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equation We suppose that in this construction the Poisson brackets of func-
tions are converted into Lie brackets of operators which are the “quantization”
of these functions. As a rule, the manifold M is the cotangent bundle of K,
M = T ∗K, but this is not necessary. This transformation of functions into op-
erators is based on the assumption that there exists a correspondence between
some finite-dimensional algebras of functions onM and of operators on K. This
correspondence under some assumptions is extended to products of functions
which correspond to the composition of operators.
So, let us consider a particularly interesting case for us, in which B1, . . . ,Bl
are linear differential operators in the variables x = (x1, . . . , xn). More precisely,
using the notation of [1], we suppose that Bi ∈ O = OK , i = 1, . . . , l, where
K is a domain of Rnx . Let these operators form a Lie algebra with respect to
commutators. As above, we also suppose the existence of a set B = (B1, . . . , Bl)
of functions on the Poisson manifoldM , which forms a basis of a Lie algebra with
respect to Poisson brackets. We suppose that there exists an isomorphism I of
Lie algebras, which is defined by the correspondence Q : Bi → Bi, i = 1, . . . , l,
between their bases. Let us consider an arbitrary polynomial P of l variables,
and let P sym(B) be the symmetrization of P with respect to the operators B,
see definition 3.1.
Definition 4.1. In this case, the correspondence Q and the isomorphism I de-
fined by Q is called basic quantization. The operator P sym(B) is called quanti-
zation by symmetrization of the polynomial P (B) of variables B = (B1, . . . , Bl),
or symmetric quantization of P (B) with respect to the set B.
Let us consider the important example M2n = R2nxp, B = (x, p) and B =
(x, pˆ), where pˆ = ∂/∂x. We have
{xi, xj} = 0 , {pi, pj} = 0 , {pi, xj} = δij (4.1)
and
[xi, xj ] = 0 , [pˆi, pˆj] = 0 , [pˆi, xj ] = δij (4.2)
for i, j = 1, . . . , n, where δij is the Kro¨necker symbol. Hence the sets (x, p)
and (x, pˆ) are bases in two 2n-dimensional Lie algebras, and the correspondence
between these bases defines an isomorphism of Lie algebras.
Definition 4.2. In this case the basic quantization, given by the correspon-
dence Qc : (x, p) → (x, pˆ) and the isomorphism Ic = I(Qc), is called canonical
quantization.
Note that canonical quantization corresponds to the standard quantization
of the set (x, p) according to the definition given in [1]. However, the stan-
dard quantization of a polynomial P (x, p) in general does not coincide with its
symmetric quantization P sym(x, ∂/∂x) constructed according to definition 4.1.
Let us suppose that B = (B1, . . . , Bl) is a set of arbitrary functions on
some Poisson manifold M . Consider the set of operators F = (F1, . . . ,Fr;
Fr+1, . . . ,Fs) on Rnx , which are obtained from a given basic quantization Q :
B → B, B = (B1, . . . , Bl), by symmetrization (with respect to B) of the set
of polynomials P = (P1, . . . , Pr; Pr+1, . . . , Ps), Pi = Pi(B). We can thus write
Fi = P
sym
i (B). We suppose that
{Pi(B), Pj(B)}N = 0 , i = 1, . . . , r, j = 1, . . . , s , (4.3)
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where { , }N denote the Leibniz representation with respect to B of Poisson
brackets, see definition 3.2. Consider the case 1 (constant): {Bi, Bj} = cij .
Proposition 4.1. Let us suppose additionally that the polynomials of the set P
satisfy at least one of the two following conditions:
a. degPi(B) ≤ 2, i = 1, . . . , r.
b. degPj(B) ≤ 2, j = 2, . . . , s.
Here and in next proposition deg means degree with respect to B.
Then the following two statements are true:
1. [Fi,Fj] = 0, i = 1, . . . , r, j = 1, . . . , s.
2. Let us additionally suppose that we can extract two sets of polynomi-
als (P ′1, . . . , P
′
r′) ⊆ (P1, . . . , Pr) and (P
′
r′+1, . . . , P
′
s′) ⊆ (Pr+1, . . . , Pr+s),
where r′ + s′ = 2n, such that the operators of the set F ′ = (F ′1, . . . ,F
′
r′ ;
F ′r′+1, . . . ,F
′
s′) are quasi-independent, see definition of quasi-independence
in [1].
Then the set of operators F ′ is quasi-integrable with r′ central integrals
(F ′1, . . . ,F
′
r′).
Let us now consider the case 2 (linear): {Bi, Bj} =
∑
k c
k
ijBk.
Proposition 4.2. Under the same hypotheses stated before proposition 4.1, let
us suppose that the polynomials of the set P satisfy at least one of the two
following conditions:
a. degPi(B) ≤ 1, i = 1, . . . , r.
b. degPj(B) ≤ 1, j = 2, . . . , s.
Then the same statements 1 and 2 of proposition 4.1 are true.
Let us finally consider case 3 (general), see hypotheses i–ii before definition
3.3. In this case we have two sets of functions B and T , such that B ⊆ T , and
two sets of operators B and T , such that B ⊆ T . These functions and operators
satisfy the relations (3.9)–(3.8). Furthermore, we have a set of polynomials P =
(P1, . . . , Pr; Pr+1, . . . , Ps), Pi = Pi(B), which satisfy relations (4.3), where { , }N
now denote the Leibniz representation with respect to T of Poisson brackets,
see definition 3.3. Finally, we have a set of operators F which are obtained
from P by symmetrization: Fi = P
sym
i (B), on the basis of the correspondence
Q : B → B. The following proposition is a generalization of proposition 4.2 in
two different respects. One does not require that the functions of either the set
B or T satisfy linear Poisson brackets relations, and one does not require that
such sets be closed with respect to Poisson brackets.
Proposition 4.3. Under the above hypotheses, let us additionally suppose that
the polynomials of the set P satisfy at least one of the two conditions a or b of
proposition 4.2. Then the same statements 1 and 2 of proposition 4.1 are true.
Propositions 4.1–4.2 easily follow from proposition 3.1, while the last propo-
sition 4.3 follows from proposition 3.3.
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Remark 4.1. Let us suppose that the functions B1, . . . , Bl are polynomially inde-
pendent almost everywhere in M . In this case, the equality {Pi(B), Pj(B)} = 0
in M implies that the Leibniz representation of {Pi(B), Pj(B)} is the vanishing
polynomial, i.e., {Pi(B), Pj(B)}N = 0. Hence, in propositions 4.1–4.2 one can
replace the hypothesis {Pi(B), Pj(B)}N = 0 with {Pi(B), Pj(B)} = 0. The
same statement is true for proposition 4.3, if the functions T1, . . . , Tm are poly-
nomially independent almost everywhere in M .
Let us consider the case of linear relations {Bi, Bj} =
∑l
s=1 c
s
ijBs, see for-
mula (3.2). Let g be the Lie algebra formed by linear combinations of the
functions of set B. We know already (see section 3) that the co-algebra g∗, i.e.,
the linear space conjugated to g, has a natural structure of Poisson manifold.
As above, let us suppose that there is a set of linear operators B = (B1, . . . ,Bl)
such that [Bi,Bj ] =
∑l
s=1 c
s
ijBs with the same constants c
s
ij . Let the polynomial
C = C(B), i.e., C : g∗ → R, be some invariant of the co-adjoint representation
on g∗ of the local group G which corresponds to the Lie algebra g.
Corollary 4.4. In this case the operator Csym commutes with all operators of
set B: [Csym,B] = 0.
Proof. Taking into account that any invariant of the co-adjoint representation
of a group is a Casimir function on g∗, we have {C,Bi}N = 0 for all functions
Bi of set B, or shortly {C,B}N = 0, where { , }N denotes Poisson bracket on
the co-algebra g∗. The thesis then follows from proposition 4.2, case b.
Obviously, corollary 4.4 also implies that [Csym, P (B)] = 0 for any noncom-
mutative polynomial P ∈ S0,lN .
Remark 4.2. According to the results of [1], if a set (F1, . . . ,Fk; Fk+1, . . . ,F2n−k)
of operators is quasi-integrable, then the set (MF1, . . . , MFk;MFk+1, . . . , MF2n−k)
of the main parts of their symbols Fi := F
smb
i is also integrable in the usual
classical sense. Therefore, in the situation of statement 2 of propositions 4.1–4.3
(r′ + s′ = 2n), the set MF ′ of the main parts of the symbols of the operators
F ′i
smb
, i = 1, . . . , s′, must be integrable in the classical sense.
Note that classical integrability of a set (F1, . . . , Fk;Fk+1, . . . , F2n−k) implies
that this set is (locally) closed with respect to Poisson brackets. This means that
locally, in some neighborhood of almost every point, one has {Fi, Fj} = fij(F ),
where fij are some functions of 2n − k variables and i, j = 1, . . . , 2n − k (see
remark 3.3). In particular, in the situation considered above, the set of functions
MF ′ is integrable and hence Poisson-closed.
Corollary 4.5. Let us suppose that the hypotheses of one of propositions 4.1–
4.3 are true, with r + s = 2n, and that the operators F are quasi-independent.
Let H be an operator of class O and let the set (H,F1, . . . ,Fk) be globally de-
pendent. For example, H = S(F1, . . . ,Fk), where S is an arbitrary polynomial
of k variables, that is S ∈ SkC . We suppose also that [H,Fi] = 0 for each
i = 1, . . . , 2n − k. In this case, H is a quasi-integrable operator with k central
operators.
Remark 4.3. The consideration of general case 3 allows one to go outside the
frame of finite Lie algebras of functions on symplectic manifolds, and corre-
spondingly of linear differential operators. Operators forming a basis of a finite
Lie algebra usually are quadratic with respect to (x, ∂/∂x), or linear with respect
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to ∂/∂x. The consideration of nonlinear commutation relations gives in princi-
ple the possibility of dealing with operators of more general type. An example
of nonlinear commutation relations, arising from the quantization of a classical
system of nonlinear resonant oscillators, will be considered in a following paper.
Remark 4.4. The class of systems to which the last corollary can be applied
is too small for many physical applications. For example, one has often to
deal with functions which are not polynomials. Let us consider the situation
of canonical quantization, where B is the set of canonical coordinates (p, x)
(constant case). In this case it is often necessary to consider functions of x which
are not polynomials. Sometimes one also considers functions of p such as exp(ip),
and also functions of the form f(x1, p2). Of course, if one considers operators
of class O, that is polynomials with respect to p, then the only non polynomial
functions one can meet are of the form f(x). In this case it is necessary to use
an additional property of the operators under consideration. Namely, suppose
there exist some subsets B˜i ⊆ B such that [B˜i, B˜i] = 0 for each i = 1, . . . , l. This
means that all operators of the set B˜i are pairwise commuting. Suppose also that
for functions f of some class (which contains also non polynomials functions)
the operator f(B˜i) is well defined. Then, [f(B˜i), g(B˜i)] = 0 for any functions
f, g of this class, and if [Bj, B˜i] = 0 for some Bj ∈ B, we have [Bj , f(B˜i)] = 0.
Let us suppose that there exist also a set of functionsD = (D1, . . . , Ds) and a
set of operators D = (D1, . . . ,Ds) with the properties considered in proposition
3.5.
Corollary 4.6. In this case, statement 1 of propositions 4.1–4.3 remains true
when the constants cij in formula (3.1) or c
k
ij in formulas (3.2) or (3.8) are
replaced by functions cij(D) or c
k
ij(D) respectively, and the coefficients of poly-
nomials Pi(B) are functions of D. The symmetrization of these polynomials is
performed with respect to operators T according to definition 3.5.
The proof is an easy application of proposition 3.5.
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