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Understanding the dynamics of strongly interacting disordered quantum systems is one of the most challeng-
ing problems in modern science, due to features such as the breakdown of thermalization and the emergence
of glassy phases of matter. We report on the discovery of anomalous slow relaxation dynamics in an isolated
quantum spin system realized by a frozen gas of Rydberg atoms. The total magnetization is found to relax
sub-exponentially analogous to classical glassy dynamics yet being governed by the build-up of non-classical
correlations. Experimentally as well as in semi-classical simulations, we find the evolution towards a ran-
domized state to be independent of the strength of disorder up to a critical value. This suggests a unifying
description of relaxation dynamics in disordered isolated quantum systems, analogous to the generalization of
statistical mechanics to out-of-equilibrium physics in classical spin glasses.
The far from equilibrium behavior of isolated quan-
tum spin Hamiltonians with disorder is still relatively
poorly understood. This is in part due to the fact that
most condensed matter systems are not fully isolated
from their environment, and hence always relax to the
thermal equilibrium that is imposed by the bath [1].
However, disorder and frustration in open many-body
quantum systems lead to a breakdown of thermaliza-
tion on experimentally accessibly timescales [2]. In-
stead, such systems show anomalously slow relaxation
of macroscopic observables in a characteristically non-
exponential way which seems to be a unifying fea-
ture encountered in e.g., spin glasses [3], quasi crys-
tals [4], organic superconductors [5], atoms in optical
lattices [6] or diamond color centers [7, 8]. In con-
trast, for isolated quantum systems it is an open ques-
tion which fundamental processes govern the dynam-
ics towards equilibrium. Recently it was conjectured
that even isolated quantum systems evolving accord-
ing to fully unitary dynamics also generically relax to
a state of local thermal equilibrium according to the
eigenstate formalization hypothesis (ETH) [9], possi-
bly via long-lived pre-thermal states [10–12]. Here,
we encode a quantum pseudo-spin-1/2 in two electroni-
cally excited (Rydberg) states of each atom comprising
a frozen atomic gas [13]. Spin-spin interactions arise
from the state-dependent van der Waals interactions be-
tween Rydberg states, while disorder originates from
the random positions of each atom in the gas which
gives rise to distance dependent couplings. Thus, our
system represents a quantum simulator for unitary spin
dynamics far-from-equilibrium [14–19].
To give a qualitative picture of the quantum dynam-
ics in our system, we consider a small ensemble of 12
spin-1/2 particles randomly positioned in space and all
initialized in the |→〉⊗Nx = 1/
√
2(|↑〉 + |↓〉)⊗N state,
corresponding to an initial magnetization 〈S(i)x 〉 =
1/2. The experimental protocol is depicted in Figure
1A. The unitary dynamical evolution of the system is
governed by the Heisenberg XXZ-Hamiltonian in the
absence of magnetic fields (in units where ~ = 1),
HXXZ =
1
2
∑
i,j
Jij(S
(i)
x S
(j)
x + S
(i)
y S
(j)
y + δS
(i)
z S
(j)
z ) ,
(1)
where δ is the anisotropy parameter and Jij are the
interaction couplings between the spins i and j (see
Fig. 2B). We focus on spin-spin interactions that decay
as a power law Jij = C6/r6ij with the inter-particle
distance rij (for the derivation of the Hamiltonian,
see [20]). The results of a full quantum mechanical
simulation is shown in Fig. 1C. Due to the spatial disor-
der, spin-spin interactions give rise to complex many-
body dynamics on strongly varying timescales in a sin-
gle disorder realization (see grey curve in Fig. 1C).
The loss of magnetization is accompanied by a
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2FIG. 1. Relaxation dynamics in a disordered quantum
spin system. (A) Experimental protocol for initialization
and readout of the many-body spin system composed of Ry-
dberg atoms. Spin |↑〉 and |↓〉 correspond to two different Ry-
dberg states. (B) Level diagram of a pair of spin- 1
2
particles.
The interactions Jij and δJij entering the Hamiltonian (1)
arise from the interactions between Rydberg atoms [20]. (C)
Exact simulation of 12 spins interacting via a Heisenberg
XXZ Hamiltonian. The plot shows the magnetization for a
single realization (grey curve) and the disorder average over
1000 realizations (black curve) which relaxes as function of
time given units of the median interaction strength Jmf . The
dotted line indicates the mean-field prediction that does not
relax. The dashed black line is a guide to the eye highlighting
the logarithmic timescale of the dynamics. The microscopic
expectation values of 〈S(i)x 〉, 〈S(i)y 〉 and 〈S(i)z 〉 for each spin
are plotted at three different time steps on the Bloch sphere.
The reduction of the expectation values (magnetization) is a
consequence of the spreading of entanglement (visualized by
the blue bonds between spins).
build-up of entanglement between spins witnessed by
a reduction of the local purity of each spin [20]. This
behaviour is in stark contrast to an effectively classical,
mean-field prediction for this Hamiltonian (dotted line
in Fig. 1c), which assumes each spin to evolve in the
average field generated by all other spins thus neglect-
ing quantum correlations. In fact, the initial fully mag-
netized state is an eigenstate of the mean-field Hamil-
tonian resulting in a total absence of relaxation. Af-
ter ensemble and disorder averaging the magnetization
approaches a fully randomized state with 〈S(i)x,y,z〉 = 0
(see black curve in Fig. 1C), consistent with the ETH
prediction. However this relaxation occurs very slowly
compared to the timescales associated with spin-spin
interactions, and appears to follow an almost logarith-
mic dependence (dashed line in Fig. 1C). It remains an
open question whether such glassy dynamics can actu-
ally be observed in fully isolated quantum many-body
systems and to what extent it shares common features
with classical spin glasses.
We address this question with our experiments that
are performed using a gas of ultracold rubidium atoms
held in an optical trap and then prepared in a super-
position of two different Rydberg states: |↓〉 = |48s〉
and |↑〉 = |49s〉. The experimental procedure (Fig. 1A
starts with a laser pulse of variable duration that brings
a small, but controllable fraction of atoms from the
atomic ground state to the |↓〉 state with an approxi-
mately three-dimensional Gaussian density distribution
consisting of between 400 and 1200 spins. Next a mi-
crowave pi/2 pulse coupling |↓〉 ↔ |↑〉 rotates all spins
to the fully-magnetized state |→〉⊗Nx with all spins
pointing along the x-direction on the Bloch sphere.
This state has been chosen since it would not undergo
any dynamics according to the classical equations of
motion and is thus ideally suited to elucidating the role
of quantum effects on the dynamics. On the timescale
of our observations, atomic motion can be neglected
(frozen gas limit). The time evolution is governed by
the Hamiltonian (1), with C6/2pi = 64 GHz µm6 char-
acterizing the strength of the interactions which arise
from dipole-dipole couplings between pairs of atoms.
After a time evolution t, a second microwave pi/2 pulse
with adjustable phase is applied to rotate the equa-
torial magnetization components to the detection ba-
sis (Fig. 1c). In this way we effectively read out the
〈Sx〉 and 〈Sy〉 magnetizations from population mea-
surements of the two spin states |↓〉 and |↑〉 using elec-
tric field ionization [20].
Fig. 2 shows the experimentally observed relaxation
of the magnetization using tomographic spin-resolved
readout of the 〈Sx〉 and 〈Sy〉 magnetizations. Starting
from the almost fully magnetized state 〈Sx〉 = 1/2 we
observe that the magnetization decays towards the un-
magnetized state within ≈ 10 µs. This is much shorter
than the independently measured single-spin coherence
time of & 100 µs ([20]), but still orders of magnitude
3FIG. 2. Many-body relaxation dynamics of a Heisen-
berg XXZ Rydberg spin system. Temporal evolution of
the two magnetization components 〈Sx〉 and 〈Sy〉 from a
tomographic spin readout. Error bars are determined from
120 realizations of the experiment at a peak spin density
of ρ0S = 1.2(3)× 109 cm−3. The observed dynamics are
clearly inconsistent with the mean-field prediction including
imperfect initial state preparation (dotted line). The solid
lines are dTWA predictions without free parameters. The
shaded area indicates the systematic uncertainty of the mea-
sured density. The dashed line depicts a fit of the data with a
stretched exponential function yielding a stretched exponent
of β = 0.32(2).
slower than the characteristic timescale governing mi-
croscopic physics, (Jmf/(2pi))
−1
= 0.7(1) µs. Here,
the mean field interaction strength Jmf = 1N
∑
ij
C6
r6ij
is
estimated from a model of the spatial spin distribution
([20]).
The time evolution seen in the experiment is quali-
tatively similar to the dynamics obtained by exact di-
agonalisation in Fig. 1C. Even when accounting for
imperfect preparation of the initial state 〈Sx〉 . 1/2
the mean field prediction shows essentially no dynam-
ics on the experimentally relevant timescales. This ab-
sence of dynamics in the mean-field prediction implies
a close relation between the relaxation of the magneti-
zation and the spreading of entanglement also apparent
in the exact diagonalisation calculations.
Motivated by the apparent similarity to glassy dy-
namics in classical disordered media, we fit the time-
dependence of the xmagnetization with a stretched ex-
ponential function, as commonly used to heuristically
describe relaxation in disordered systems [7, 21–23] :
〈Sx(t)〉 = 1
2
exp[−(γJ t)β ] (2)
where β is the stretched exponent and γJ defines an
effective relaxation rate. The exponent β characterizes
the deviation from a simple exponential (β = 1) to-
wards a purely logarithmic decay (β → 0). The exper-
imental data are well described by this phenomenolog-
ical function (dashed line in Fig. 2) yielding an expo-
nent β = 0.32(2). This value clearly rules out a pure
exponential decay, i.e. β = 1 that could be expected on
the basis of single-particle dephasing. It is also incon-
sistent with an exponent of 1/2 that is expected for an
Ising model [23, 24], a fluctuator model for open quan-
tum systems [7, 8] or an averaging of local exponential
decays weighted by the inhomogeneous Gaussian spin
distribution [20]. Our observation therefore indicates a
close similarity between classical glassy dynamics and
quantum glassy dynamics in the form of subexponen-
tial relaxation of the macroscopic magnetization [25].
To further investigate how the slow relaxation and
the characteristic exponent depends on microscopic de-
tails, we control the degree of spatial disorder by tak-
ing advantage of the Rydberg blockade effect during
state preparation [26, 27]. During laser excitation the
strong van der Waals interactions between Rydberg
states prevents two spins to be prepared at distances
smaller than the Rydberg blockade radius Rbl. The de-
gree of disorder is thus controlled by the ratio a/Rbl
where a is the Wigner-Seitz radius for the spin distri-
bution a =
(
4piρ0S/3
)−1/3
(Fig. 3a). For a/Rbl → 0
the blockade effect has little influence and the spins are
randomly distributed, whereas the limit a/Rbl → 1
corresponds to a fully ordered configuration. In be-
tween (when Rbl becomes comparable to a), the short
distance cutoff imposed by the Rydberg blockade ef-
fect effectively reduces the strength of the disorder
compared to fully uncorrelated random spin positions.
In the experiment we can tune the disorder strength by
changing the peak spin density ρ0S and thus the mean
number of spins per blockade sphere (a/Rbl)−3 from
0.20(5) to 0.7(2) (two-dimensional representations of
corresponding distributions are depicted in Fig. 3a).
Remarkably, we find the stretched exponent β to be ef-
fectively independent over this range (inset in Figure
3b). Furthermore, after rescaling the time axis by the
characteristic energy scale C6/a6, the time-dependent
data collapse onto a single line (Fig. 3b). This suggests
that the dynamics are universal, i.e. independent of the
microscopic details of the system, an observation that
will be explored further in a theoretical model.
To simulate the three-dimensional Rydberg gas on
4FIG. 3. Rescaled magnetization dynamics for different
densities and disorder strengths. (A) 2D representation of a
spin system with different densities and thus strengths of dis-
order, characterized by the mean number of spins per block-
ade radius (a/Rbl)−2. The bar denotes the mean x and stan-
dard deviation σ of the interparticle-distances mini 6=j rij .
(B) Data points represent measurements of the averaged mag-
netization 〈Sx〉 for spin densities ρ0S = 0.43(11)×109cm−3
(blue), 0.8(2) × 109cm−3 (green), 1.2(3) × 109cm−3 (or-
ange and red). By rescaling time with the effective interaction
strengthC6/a6 the data collapses on a single curve described
by a stretched exponential function with stretched exponent
β = 0.32(2). The inset shows β as a function of the corre-
sponding ratio (a/Rbl)−3 for the experimental data and dis-
crete Truncated Wigner Approximation (dTWA) calculations
(solid grey line).
a classical computer, we model the system by an
ensemble of spin-1/2 particles with interactions de-
scribed by the Heisenberg XXZ-Hamiltonian. Due to
the large number of spins in the experiment, the full
simulation of the unitary dynamics of the Hamilto-
nian Eq. (1) is not possible. Instead, quantum ef-
fects can be partially taken into account by apply-
ing the semiclassical discrete Truncated Wigner Ap-
proximation (dTWA, [20]) [28, 29] which has recently
been shown to describe the dynamics of Rydberg in-
teracting spin systems very well [13]. To model the
present experiments, all relevant parameters for the
simulation are determined through independent mea-
surements, such as the spatial density distribution, total
number of spins and the microwave coupling strength
Ω used in the preparation and readout stage. The ini-
tial spin distribution is obtained from a random exci-
tation model of the Rydberg atoms, including a cut-
off distance to account for the blockade effect [20].
The numerical simulations describe remarkably well
the glassy dynamics, further confirming the validity of
the dTWA approximation for treating the dynamics of
disordered quantum systems [13]. This ability to repro-
duce the experimental observations using dTWA sim-
ulation also suggests a possible explanation in analogy
to classical spin glasses: quantum, instead of thermal
fluctuations, allow the system to explore a rugged en-
ergy landscape leading to a hierarchical separation of
time-scales [25, 30], resulting in stretched exponential
relaxation. Theoretical modeling using the dTWA al-
lows to further test the universal behaviour and exclude
possible effects of the inhomogeneous spin density re-
sulting from the optical trap. Rescaled spin dynamics
in a uniform particle distribution are shown in Fig. 4.
For early times the leading order quadratic Hamilto-
nian evolution is clearly visible. For times beyond the
perturbative regime we find that the rescaled data col-
lapse on a single stretched exponential curve character-
istic of glassy quantum dynamics.
Investigating the dTWA simulations for even higher
densities than accessible in the experiment (corre-
sponding to more correlated spatial configurations of
the atoms) shows that the stretching exponent β is sen-
sitive to the strength of the disorder above a threshold.
The stretched exponent β > 1 indicates a breakdown
of the glassy dynamics for more ordered systems. To
quantify this we use the Kullback-Leibler divergence
DKL of the distribution of nearest-neighbour interac-
tion strength with respect to a completely disordered
one. By definition, it is zero for uncorrelated distribu-
tions and diverges for atoms on a regular lattice. The
inset of Fig. 4 shows the resulting exponent as func-
tion of DKL. For disorder strengths DKL . 1, we find
a universal stretched exponent of β = 0.36 close to
the experimental value. In this regime the cutoff is
much larger than the median interaction strength and
the functional form of the spin distribution function is
mainly modified at strong interactions. This can ex-
plain why only the early time dynamics is changed
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FIG. 4. Scaled dynamics for a homogeneous spin dis-
tribution. Numerical simulation of the magnetization for a
uniform density distribution using the dTWA. For small den-
sities of ρS = 1.25 × 108cm−3 (blue line) and intermediate
densities of 3.51×108cm−3 (green line) and 8.73×108cm−3
(yellow line), the numerical data collapses on one curve af-
ter rescaling time with C6/a˜6, where a˜ plays the role of an
effective distance that takes into account the roles of dis-
order and power-law interactions. For densities as large as
ρS = 2.89× 109cm−3 (dashed line) the order introduced by
the blockade is so large, that the dynamics does not follow
the universal behaviour observed for smaller densities. In-
set: Stretched exponent β as a function of the order in the
system expressed by the Kullback-Leibler divergence DKL
(line). Below a critical value of DKL . 1 the exponent be-
comes constant. The dots denote the exponent β derived from
the curves depicted in the main figure.
and glassy dynamics is observed. Still it is remark-
able that changes in the overall distribution function do
not affect the exponent as could be derived by a sim-
ple model involving averaging over exponential decays
with rates given by a local mean interaction strength
[20]. The fact that the exponent is constant over a wide
range of DKL provides evidence that glassy dynamics
is not significantly influenced by the inhomogeneous
density or the strength of disorder over the range of
parameters experimentally explored. Therefore, apply-
ing dTWA for the actual inhomogeneous spin distri-
bution results in a density independent stretched expo-
nent β which is in excellent agreement with the mea-
surements as shown by the inset in Fig. 3. In this
work we observed glassy dynamics reminiscent of the
subexponential relaxation that is known from classi-
cal spin glasses. While the latter is driven by thermal
fluctuations, the dynamics of the disordered isolated
quantum system is governed by quantum fluctuations
and spreading of entanglement going beyond mean-
field approximations. Remarkably, the stretching ex-
ponent β appears to be a universal parameter below
a certain disorder strength, as confirmed by both ex-
periment and semi-classical simulations. In the experi-
ment, disorder is changed by controlling of the density
of spins, which actually shifts the upper cutoff scale
in the distribution of interaction strengths due the ex-
citation blockade effect. Thus, the long-time evolution
is insensitive to the details of the system parameters
on high energy scales which hints at a low-energy ef-
fective theory valid at long times. In addition, we ob-
serve that in this regime the dynamics of the magne-
tization is well described by semi-classical truncated
Wigner simulations suggesting that the significance of
quantum interference effects decreases as the system
approaches its equilibrium state. This is in line with
the finding that the long-time dynamics of generic ther-
malizing quantum many-body systems simplifies also
in the sense that states can be represented efficiently
due to their limited entanglement [31]. We take the ob-
served independence of high-energy details and appli-
cability a of semi-classical description as strong hints
that simplified effective descriptions of the dynamics of
quantum many-body systems at long times, i.e. close
to thermal equilibrium, exist. The analogy to classical
spin glasses where the fluctuation-dissipation theorem
has been found to hold in the aging regime [32] and
the spin-glass transition shows similarities to thermal
phase transitions [33] highlights numerous opportuni-
ties to find an effective description of glassy dynamics
in the quantum regime.
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SUPPLEMENTARY MATERIALS
Preparation of an ultracold Rydberg gas
A gas of 87Rb atoms in their electronic ground state
|g〉 = |5S1/2, F = 2,mF = 2〉 is initially prepared in
an optical dipole trap and cooled down to ∼ 50µK,
a low-enough temperature to freeze the motional de-
grees of freedom over the time scale of the experi-
ment. A controllable fraction of the atoms are then
prepared in the |↓〉 = |48S1/2,mj = +1/2〉 Rydberg
state by two-photon laser excitation at 780 nm and
480 nm, with a detuning from the intermediate state
|e〉 = |5P3/2, F = 3,mF = 3〉 of−2pi ·100 MHz. The
effective Rabi frequency is 2pi · 150 kHz. To address
the Zeeman states individually, a magnetic field of 6 G
is continuously applied.
During the excitation process, van der Waals inter-
actions between atoms in the |↓〉 state at a relative
distance r induce an energy shift E↓↓/r6 of the dou-
bly excited state, with E↓↓/(2pi) = 9.3 GHz · µm6.
Excitation of two Rydberg atoms is therefore prohib-
ited as soon as the energy shift is larger than the laser
linewidth ∆νL. It results in the so-called Rydberg
blockade effect [34], for which the excitation of a sec-
ond Rydberg atom is possible only at distances larger
than the blockade radius
Rbl = (E↓↓/∆νL)
6
. (3)
For the weak Rabi frequency considered here, the laser
linewidth is Fourier limited. For a 1 µs duration pulse,
it leads to blockade radius of Rbl = 5.2 µm.
To characterize the prepared gas of ultracold Ryd-
berg atoms, we perform depletion imaging. The latter
consists in measuring the depletion of the ground-state
population due to excitation to the Rydberg state. It is
performed by absorption imaging of the ground-state
atoms before and after the laser pulse. It allows us to
infer the density distribution of Rydberg atoms.
Spin manipulation and Ramsey sequences
A two-photon microwave field is then used to couple
the |↓〉 state to the |↑〉 = |49S1/2,mj = +1/2〉 Ryd-
berg state. The single photon frequency ν = 35.2 GHz
is detuned from the intermediate state |48P3/2〉 by
170 MHz, far enough to guarantee a residual popula-
tion on this state smaller than 4%. The atoms can
therefore be considered as two-level systems and de-
scribed by a pseudo-spin degree of freedom S(i). The
microwave field acts on the spins as an external field
and is described by the Hamiltonian
Hext =
∑
i
Ω cosφS(i)x + Ω sinφS
(i)
y + ∆S
(i)
z , (4)
with Ω the Rabi frequency, ∆ the detuning and φ the
phase of the field. To vary these three parameters at the
10 ns time scale, we use frequency up-conversion with
a radio-frequency field at 400 MHz.
The preparation and readout pi/2 pulses are per-
formed at an effective Rabi frequency Ω/(2pi) =
3.00(1) MHz and a detuning ∆/(2pi) = 0. The Rabi
frequency is extracted from the period of Rabi oscilla-
tions between the two spin states. By convention, the
phase φ of the preparation pulse is set to 0, but it can
be tuned for the readout pulse to measure the magneti-
zation 〈Sφ〉 in any direction of the equatorial plane:
〈Sφ〉 = cosφ〈Sx〉+ sinφ〈Sy〉 . (5)
Uncertainties in the duration and amplitude of the
pulses as well as interaction effects lead to imperfect
initial spin state. Based on simulations, we estimate
the fidelity to be higher than 96%.
Determination of the magnetization
The magnetization is extracted from population
measurements of the Rydberg states using electric field
ionization [35]. At the end of the sequence, a strong
electric field of 100 V cm−1 is switched on and the re-
sulting ions are guided towards a multichannel plate
detector. To calibrate the detection efficiency, we com-
bine ionization measurements and depletion imaging.
We deduce a detection efficiency η = 0.173 ± 0.043
from four different calibration curves.
At time t we access the magnetization 〈Sφ〉 by
counting after the readout pulse both the population of
the |↑〉 state N↑(φ), and the total spin number N↓+↑,
according to
〈Sφ〉 = N↑(φ)−N↓(φ)
2N↑+↓
=
N↑(φ)
N↑+↓
− 1
2
. (6)
7Since the ionization is not state-selective, N↑(φ) is in-
ferred by counting the spin number after depopulating
the |↓〉 state. It is performed by optically coupling the
|↓〉 state to the short-lived intermediate state |e〉 during
1.5 µs.
Due to the finite lifetime of the spin states and mi-
crowave transfer, auxiliary Rydberg states might also
be populated. This residual population leads to an off-
set in the measured ion signal, a number Na of those
atoms being energetically above the ionization thresh-
old (see Fig. 5). As a consequence, what we measure
instead of N↑(φ) and N↓+↑ are two quantities M↑(φ)
and M↓+↑ given by
M↑(φ) = N↑(φ) +Na , (7)
M↓+↑ = N↓+↑ +Na . (8)
The measured quantity M↑ is a sinusoidal function of
φ, centred around its mean value
M↑ =
N↓+↑
2
+Na . (9)
We determine from a sinusoidal fit the values M↑(φ)
and M↑ and thus compute the magnetization 〈Sφ〉 us-
ing eqs. (6) to (9). The amplitude A of the sinusoidal
fit, normalized by N↑+↓, corresponds to the magneti-
zation in the xy-plane.
0
200
400
600
800
1000
1200
1400
1600
io
n
s
M↑+↓
0.0 0.2 0.4 0.6 0.8 1.0
φ
A
M↑
N↑+↓
2
N↑+↓
2
Na
FIG. 5. Reconstruction of the magnetization. Left panel:
measurements of the total number of spins M↑+↓. Right
panel: measurement of the population in the |↑〉 state M↑(φ)
after a readout pulse of phase φ. Both are affected by the pop-
ulation in auxiliary states Na. The measurement M↑ is fitted
by a sinusoidal function (orange line), from which we extract
the mean value M↑. The amplitude A of the fit, normalized
by the total number of spin N↑+↓, indicates the magnetiza-
tion in the xy plane.
Following this procedure, we deduce that the num-
ber of atoms in the auxiliary states Na increases lin-
early in time with a rate of 7 kHz, consistent with the
blackbody decay of the spin states toward Rydberg
states above the ionization threshold.
Measurement of the single spin phase coherence time
To check the assumption of unitary Hamiltonian
evolution with negligible effects of decoherence, we
have performed a Ramsey measurement at low spin
densities where interactions are negligible (Fig. 6, left
panel). The full contrast oscillation shows that the sin-
gle spin coherence time is as long as the depopulation
time of the Rydberg states through spontaneous decay
and redistribution by black-body radiation (113µs and
121µs for the chosen Rydberg states [36]) and that
single particle dephasing can be neglected on our ex-
perimental time scales ranging up to 10 µs. At higher
densities (Fig. 6, central and right panel), however, we
observe a decay of the oscillation contrast which in-
creases with increasing density, which indicates that
this decay is caused by the spin-spin interactions.
density p 
0.5 
;: 0.0 
-0.5
0 5 10 0 5 10 0 5 10 
time [µs] 
FIG. 6. Single spin phase coherence. a, Ramsey oscillations
induced by a detuning of ∆/2pi = 0.47 MHz for peak spin
densities ρ0S = 6.0(15)×107cm−3 (left panel), ρ0S = 6(2)×
108cm−3 (central panel), ρ0S = 1.7(4) × 109cm−3 (right
panel).
Spatial spin distribution and disorder strength
To model the experimental 3D spin distribution, we
simulate the Rydberg excitation dynamics in a cloud
of ground state atoms with Gaussian density distri-
bution (measured radii at 1/e2: σx = 203(3) µm,
σy = σz = 35(1) µm). We excite each atom randomly
one after the other with a certain probability if it is not
within the blockade sphere of an already excited atom.
The excitation probability takes into account the
√
Nb
enhancement due to Rydberg interactions, with Nb the
8number of atoms within a blockade sphere. It also con-
sider the profile of the laser excitation, characterized
by a Gaussian distribution of the two-photon Rabi fre-
quency with measured radius σ = 70.6(3) µm (1/e2).
Its amplitude is adjusted such that the total number of
excited atoms equals the one measured by field ioniza-
tion.
For simulations of a homogeneous system, the spins
are randomly distributed in a uniform box taking into
account a blockade radius of 5 µm until the desired
density is reached. In the limit of no blockade ef-
fect, the nearest-neighbour distribution would be given
by [37]
h(r) =
3
a
(r/a)
2
exp
(
− (r/a)3
)
, (10)
yielding the distribution of coupling strengths h(J) =
h(r) ∂r∂J . Instead, the blockade effect modifies the
nearest-neighbour distribution, resulting in a different
coupling distribution g(J) (see Distribution of interac-
tion strengths). We quantify the disorder strength of the
spin system with the Kullback-Leibler divergence [38]
DKL(g ‖ h) =
∫
g(J) log
(
g(J)
h(J)
)
dJ, (11)
i.e. the amount of information that is gained by updat-
ing from the distribution h(J).
When investigating the universal character of the
spin dynamics for homogeneous system, we have con-
cluded that the typical energy scale should be deter-
mined by C6/a˜6 (see Fig. 4). The effective distance a˜
is defined as the median of the non-Gaussian distribu-
tion {r˜i}with r˜−6i =
∑
j r
−6
ij . The energy scaleC6/a˜
6
is thus the median of the mean-field energies C6/r˜6i .
This typical energy is well suited to rescale the dynam-
ics since it agrees precisely with the fitted relaxation
rate γJ for the explored densities (see Fig. 7).
For low density, the effective distance a˜ almost coin-
cides with the Wigner-Seitz radius a (see Fig. 7). It thus
justifies the analysis performed in Fig. 3, the experi-
mental data exploring a range of low to intermediate
densities where deviations of a˜ to a can be neglected.
Calculation of Rydberg interactions and Spin model
In order to describe the interaction between two Ry-
dberg excitations, the Hamiltonian is expanded in mul-
tipoles. This is well justified, as the minimal distance
6× 100 101
a [µm]
4× 100
6× 100
101
a˜
[µ
m
]
FIG. 7. Typical distances for time rescaling of the spin
dynamics. The effective distance a˜ (solid line) is plotted
as a function of the Wigner-Seitz radius a (dashed line). It
coincides well with the typical distances extracted from the
dynamics by fitting the relaxation rates γJ (dots). For low
densities (large a), a˜ converges to a.
between the Rydberg atoms that is determined by the
blockade radius Rbl is much larger than the LeRoy ra-
dius RLR that describes the typical spread of the elec-
tron wave function. The leading order term of this ex-
pansion is the dipole-dipole interaction Hamiltonian
HˆDDI =
dˆi · dˆj − 3
(
dˆi · er
)(
dˆj · er
)
R3
(12)
that couples Rydberg atoms with different angular mo-
ment quantum number l. For dipolar forbidden tran-
sitions, the second order term in perturbation theory
needs to be calculated giving rise to the van der Waals
Hamiltonian
HvdW = −1~
∑
m
HDDI|m〉〈m|HDDI
∆F
δ(ωfm + ωmi)
(13)
where the Foerster defect ∆F = Em−Ei is the energy
difference between the intermediate and initial state.
Aiming for a simpler notation, the two different Ry-
dberg states can be identified as spin states |↑〉 and |↓〉.
In the pair state basis (|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉), the to-
tal Hamiltonian describing the interaction between two
atoms i and j can be written in matrix form as
Hˆtoti,j =

E↑↑ 0 0 0
0 E↓↑ Jex2 0
0 Jex2 E↓↑ 0
0 0 0 E↓↓
 . (14)
9with the matrix elements E↑↑ = 〈↑↑|HvdW |↑↑〉,
E↓↑ = 〈↓↑|HvdW |↓↑〉, E↓↓ = 〈↓↓|HvdW |↓↓〉 and
Jex = 〈↑↓|HvdW |↓↑〉. This Hamiltonian can be identi-
fied as the Heisenberg XXZ Hamiltonian
HXXZ =
1
2
∑
i,j
Jij(S
(i)
x S
(j)
x +S
(i)
y S
(j)
y + δS
(i)
z S
(j)
z )
+
∑
i
∆vdWS
(i)
z
where Jij = 2Jex, δ = (E↓↓ + E↑↑ − 2E↓↑) /Jij and
∆vdW = (E↓↓ − E↑↑)/2. The additional single-spin
detuning ∆vdW is an order of magnitude smaller than
the interaction strength Jij and thus negligible.
The matrix elements E↑↑, E↓↑, E↓↓ and Jex were
calculated using the python module ARC [36]. For the
Rydberg states |48S 1
2
,+ 12 〉 and |49S 12 ,+
1
2 〉 this yields
the interaction strength Jij = C6/rij with C6/(2pi) =
59 GHz µm6 and δ = −0.73.
Distribution of interaction strengths
When the spin density increases, the spatial distribu-
tion of spins becomes more and more affected by the
blockade effect, leading to increasing order. For a uni-
form distribution of Rydberg atoms with fixed block-
ade radius, the Kullback-Leibler divergence increases
approximately linear with density (see inset in Fig. 8).
As an illustration, we plot in Fig. 8 the distribu-
tion of nearest-neighbour interaction strengths. For
the minimal density in the experiment, the probabil-
ity distribution (orange solid line) is very similar to the
completely random case (orange dashed line). For the
maximal density of the experiment, the blockade ef-
fect introduces a cut-off for large interaction strengths
that changes significantly the probability distribution
(green solid line) compared to the random case (green
dashed line).
Theoretical models
To compare the experiment to the mean-field predic-
tion, we solve the classical equations of motion that are
obtained from the classical Hamiltonian function [29]
HC =
1
2
∑
i,j
Jij(s
(i)
x s
(j)
x + s
(i)
y s
(j)
y + δs
(i)
z s
(j)
z ) (15)
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FIG. 8. Disorder in the Rydberg cloud: Probability dis-
tribution of nearest-neighbour interactions g(J) for the den-
sities given in Fig. 4 (green line: ρS = 3.51 × 108cm−3,
yellow line: ρS = 8.73 × 109cm−3, red line: ρS =
2.89×109cm−3). The dashed lines depict a distribution h(J)
of randomly distributed spins. The blockade radius induces
correlations in the system and decreases disorder compared
to the completely random case. For smaller densities, the
entropy falls off because the mean interaction strength de-
creases. Inset: The Kullback-Leibler divergence as a function
of density.
via Hamilton’s equation
s˙(j)x =
{
s(j)x , HC
}
. (16)
Here, s(i) = (s(i)x , s
(i)
y , s
(i)
z ) are classical spins and
{. . . } denotes the Poisson bracket. For a perfect initial
state where all spins are aligned in x-direction, mean-
field theory does not predict any dynamics. However,
the interactions present during the first pi/2-pulse of the
Ramsey protocol induce small fluctuations in the initial
state. These lead to the dynamics shown by the dotted
line in Fig. 2. For the relevant time-scale of the exper-
iment, these dynamics are negligible.
For the considered dynamics, the initial state is an
eigenstate of the mean-field Hamiltonian. The relax-
ation is thus triggered by the initial quantum fluctua-
tions, meaning that mean-field approaches fails in this
case. Instead, we use a Truncated Wigner Approxima-
tion (TWA), which still performs classical evolution of
the spins but includes the initial quantum fluctuations
into statistical ensembles of the initial state [28, 29].
This approach has been successfully applied to spin
systems in recent work [13]. Imperfections of the
preparation and readout are taken into account by sim-
ulating the whole sequence, including those two stages.
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We also compared TWA with an approximate quantum
mechanical model, the so called Moving Average Clus-
ter Expansion [39] which qualitatively give similar re-
sults (see Fig. 9).
0 2 4 6 8 10
time [ s]
0.0
0.1
0.2
0.3
0.4
0.5
S x
, 
S y
 
Sx , mean field
Sx , dTWA
Sx , MACE
Sx  measured
FIG. 9. Comparison between dTWA and MACE. Both,
MACE and dTWA perform well to describe the experimental
data at late times, at intermediate times (between 1 and 3 µs),
MACE predicts faster depolarisation dynamics.
Quantification of slow dynamics by a stretched
exponential
A phenomenological approach to describe slow dy-
namics in disordered systems is a fit of the magnetiza-
tion with a stretched exponential
Sx(t) =
1
2
exp(−(γJ t)β) (17)
with relaxation rate γJ and stretched exponent β. This
was already proposed by Kohlrausch in 1847 [40], a
review on the stretched exponent in numerical simula-
tions and in experimental data of various materials can
be found in [21].
For β = 1 the stretched exponential describes an ex-
ponential decay. In the limit β → 0, the stretched ex-
ponential approaches the logarithmic decay which can
be seen by performing a Taylor expansion at small β
exp(−(t/τ)β) = 1
e
− β log(
t
τ )
e
+O(β3). (18)
So, the stretched exponent β quantifies how slow a sys-
tem relaxes: A small value signifies that the dynamics
are close to logarithmic and slow, a large value indi-
cates fast dynamics.
The magnetization at early times can be calculated
by Baker-Campbell-Haussdorf formula
〈Sx(t)〉 = 〈eiHtSxe−iHt〉
= 〈Sx〉+ it〈[H,Sx]〉 − t2/2〈[H, [H,Sx]]〉+ . . . ,
(19)
therefore we expect the initial dynamics to be quadratic
in time. However, this doesn’t hold for the stretched
exponential function that is a power low with exponent
β for short times t 1γJ :
Sx(t) = 1/2
(
1− β (γJ t)β
)
(20)
Therefore, we exclude the very early dynamics from
the fit where t < 1/Jmax (see Fig. 4).
10−2 10−1 100 101 102 103
time [µs]
0.0
0.1
0.2
0.3
0.4
0.5
〈S
x
〉
FIG. 10. Relaxation of the magnetization in a uniform sys-
tem for different DKL. Time evolution of the magnetization
and fits of the stretched exponential for the same simulations
as in Figure 4. The early time dynamics is excluded up to
t = 1/Jmax.
Slow dynamics inconsistent with an average over
exponential decays
It is an open question how to explain the slow
dynamics and especially the seemingly universal
stretched exponent β for strongly disordered systems.
Stretched exponential dynamics are typically explained
by an average over exponential decays [21], however
in our isolated system it is not trivial to identify those
decay channels. A first guess where the decay rates
11
FIG. 11. Average of exponential decays. (A) The aver-
age over exponential decays with rates given by C6/r˜6i (solid
line) and a fit with a stretched exponential decay (dotted line).
(B) Comparison of the stretched exponent β for simulations
with dTWA and the average over exponential decays.
are given by C6/r˜6i , reproduces stretched exponential
functions for disordered spin distributions and an in-
crease of β for less disordered systems (see Fig. 11).
However, this approach cannot explain the existence
of the regime with constant β for DKL . 1. In the in-
finitely disordered limit, the sum over exponential de-
cays predicts a stretched exponent of β = 0.5. This
value of β agrees with analytic results obtained by inte-
grating over a Gaussian distribution of decay rates. The
discrepancy to the numerical and experimental value is
similar to the one observed by Fischer et al. [22] and
might be explained by higher order correlations propa-
gating in the system.
Entanglement
After the discussion of the slow relaxation dynamics,
we want to stress out the significance of quantum fluc-
tuations for the dynamics by providing a link between
the relaxation of the magnetization and the build-up of
entanglement between an individual spin and the re-
maining system. This is remarkable, because typically,
the entanglement is difficult to measure and the full
density matrix ρi of each spin needs to be known. In
order to partly overcome this problem, we will exploit
the fact, that the spins show no classical dynamics (see
Figure 2).
We will exploit the connection between entangle-
ment and the length of a Bloch vector
ai = (〈sx〉, 〈sy〉, 〈sz〉)
= ai (cos(ϕi) sin(θi), sin(ϕi) sin(θi), cos(θi))
(21)
of a spin. For a classical spin, the length of the Bloch
vector is conserved, i.e. a = 1. Thus, the total magne-
tization
M =
1
2N
∣∣∣∣∣
N∑
i
ai
∣∣∣∣∣ (22)
relaxes only through dephasing of the spins with re-
spect to each other. For spins perfectly aligned in x-
direction, this process is inhibited because the state |X〉
is an eigenstate of the mean-field Hamiltonian. So, for
classical spins, the magnetization stays constant. In the
quantum realm, this is no longer the case. Both, dTWA
and MACE simulations show that the angles θi and ϕi
are still conserved, but the lengths ai ∈ [−1, 1] evolve
in time leading to the depolarization dynamics.
For a pure spin-1/2 system ρ, the linear entropy
SL,i = 1 − Tr(ρ2i ) is a measure for the entanglement
between the subsystem ρi and the rest [41]. In case
of the subsystem being an individual spin, the linear
entropy can be directly expressed as a function of the
length of the Bloch vector ai via SL,i = 12
(
1− a2i
)
.
A linear entropy of SL = 0 (a length of the Bloch
vector a = 1) represents a pure quantum state, a
linear entropy of SL = 1/2 or a length of the Bloch
vector a = 0 a completely mixed state. Since the
depolarization dynamics are solely given by a variation
of the length of the Bloch vector, the linear entropy
provides a link between the magnetization and the
build-up of entanglement (see also Figure 1).
The blue line in Figure 12 shows the average linear
entropy calculated using MACE. Similar to the slow
relaxation dynamics of the magnetization, the build-
up of entanglement is slow and stretched over mul-
tiple decades. Using (22) and the assumption of all
12
FIG. 12. Linear Entropy The linear entropy calculated using
Moving Average Cluster Expansion (MACE) and lower and
upper bounds determined by the magnetization.
spins being permanently aligned, we can define up-
per and lower bounds for the average linear entropy
1
2 (1 − 1N
∑
i(ai)
2). Given a fixed magnetization, the
upper bound is given if all spins have equal length,
while the lower bound is determined for all spins either
fully polarized or depolarized. For the lower bound,
the additional assumptions of all spins pointing in pos-
itive direction needs to be fulfilled which holds only for
early times (see Figure 12). It should be noted, that a
magnetization smaller than 0.5 can only be explained
by the build-up of entanglement, assuming that the sys-
tem is globally in a pure state.
Summary of parameters
Table I summarizes the parameters of the individual measurements shown in figure 2 and 3 of the main text.
fig. texc ρ0gs ρ0S NS Rbl a
(
a
Rbl
)−3
C6/(2pi)/a
6 β
[µs] 1011 [cm−3] 109 [cm−3] ×1000 [µm] [µm] - [MHz] -
2, 3 1.0 1.79(9) 1.2(3) 1.2(3) 5.21 5.8(5) 0.7(2) 1.5(8) 0.32(2)
3 0.6 1.69(12) 0.43(11) 0.4(1) 4.81 8.2(7) 0.20(5) 0.195(97) 0.37(2)
3 0.8 1.73(9) 0.8(2) 0.8(2) 5.03 6.6(6) 0.43(11) 0.7(3) 0.36(4)
3 1.0 1.64(15) 1.2(3) 1.1(3) 5.21 5.9(5) 0.7(2) 1.4(7) 0.305(14)
TABLE I. Experimental parameters. texc denotes the time of laser excitation from the ground to the Rydberg state. ρ0gs denotes
the measured ground state density. ρ0S the derived peak spin density, NS, the derived number of total spins. Rbl is the blockade
radius derived from the excitation time and laser coupling strength. a denotes the Wigner-Seitz radius, C6/a6 the van der Waals
Coefficient, DKL the Kullback-Leibler divergence and β is the exponent of the stretched exponential derived from a fit to the
relaxation curves.
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