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In [I] Lanczos describes an ingenious method, which he calls the r-method, 
for finding polynomial approximations to certain functions and gives 
numerous examples of the technique. Our purpose here is to demonstrate 
the sense in which the -r-method provides precisely the solution of an 
extremal problem, and then to show that the resulting polynomial approxima- 
tions are asymptotically best possible in certain domains of the complex plane. 
1. 
We begin by recalling some properties of best uniform polynomial 
approximations in the complex plane. Let P,h denote the space of (complex) 
polynomials of degree at most n. Suppose L, ,..., L, are linearly independent 
linear functionals on P,, , and ol, ,..., 0~~ are complex numbers, 0 < s < n. 
(The case s = 0 means there are no linear functionals occurring in the 
subsequent discussion.) The space of admissible polynomials, A, consists of 
p E P, such that 
Lip = LYi ) i = l,..., S. 
A, is not empty, and is equal to P, when s = 0. A signature, 2, is a finite 
collection of ordered pairs ((zi , Q); i = 1 ,..., r} where the zi are distinct 
points of the plane and the ei are complex numbers satisfying / ci / = 1. 
When there is no ambiguity the set {xi} will also be called Z. A signature 
2 will be called extremal (for A,) if there exist nonzero complex numbers 
5 1 ,..., 5, with 
&= sgn & = ij , j = I,..., Y 
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such that 
(1) 
for every p E P, which is annihilated by all the Li , i.e., for which 
L,p = 0, i = l,..., s. 
In the case that there are no Li we are requiring that (1) hold for all p E P, . 
Some properties of extremal signatures are discussed in Rivlin and 
Shapiro [2], where the following theorem, which utilizes this notion, is 
proved. The setting is a compact set, B, in the plane (containing at least 
n + 2 - s points). (In this context we always assume ZC B.) Given 
f~ C(B), f $4 > we call a p* E A, that satisfies 
llf --*Ii < llf -PII, P E 4, 
(the norm being the maximum norm in C(B)) a best (admissible) approxima- 
tion to f. We then have 
THEOREM A. If an admissible poEynomia1 p can be found such that f - p 
attains its maximum absolute value on the points of an extremal signature, 
with the indicated signa, then p is a best approximation to f. Conversely, if 
p* is a best approximation to f, some subset of thepoints xfor which j f(z) - p*(z)1 
attains its maximum, endowed with the signa, sgn(f(z) - p*(z)), is an extremal 
signature. 
COROLLARY A. If .Z is any signature ((zc , Ed); i = l,..., r} and there is no 
p E P,, satisfying L,p = 0, i = l,..., s such that 
Rep@,) gi > 0, i = l,..., r 
then some subsignature of 2 is extremal. 
Let us examine two examples, which we shall use later. 
EXAMPLE 1. Given p > 0 the set 
t 
2nij _ enij 
peTTz, e n+2 
! 
, j = O,..., n + 1 
is an extremal signature, Z1 , for P, . The required “weights” in (1) are 
5; = eni2, j = O,..., n + 1, 
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for, if 0 < k < n 
la+1 g __ Oniik n+1 2&+1)ii 
Ce 
w-2 e n-k2 
j=O 
= ; t?n+z == 0. 
It is now easy to verify, by invoking Theorem A, that the best approximation 
to z”+l (out of P,) on B : / x 1 < p is p* = 0.l For 
zaij 
j p+1j = p+l if zEC, and at z=ez 
zniih+1) 24 
sgnXn+l = e--s-- = e--G. 
EXAMPLE 2. Let C, denote the ellipse 
1 .y = - 2 p +; cm y i ) 
Y = - i (j - p) sin 9, 0 < v < 277, 
which has foci at (& 1, 0) and is the image of the circle / w 1 = p, 0 < p < 1, 
under the mapping 
z=;(w+J-). 
The points 
1 1 ,zj = - p + - cos - - 
( 1 
jv .ll . 
2 P nfl 
22 p-p slnm, i ) 
jm j = o,..., 2n + 1 
lie on C, . The set (zj , (-l>j), j = 0 ,,.., 2n + 1, is an extremal signature, 
&, for P, . The required weights in (1) are 
(j = (-l)j, j = o,..., 2?l + 1, 
for, if 0 < k < n 
It is now easy to verify, by Theorem A, that the best approximation to 
zn+l (out of P,) on C, (and hence by the maximum modulus principle, 
on C, : C, plus the domain inside C,) is 
p* = z”+l - Tael , 
1 Another demonstration of this fact may be found in Polya and Szegij [3, VI. 
Abschn, No. 651. 
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where 
Fn;,,, = 2-“Tn,, 
and Tk(z) is the usual Chebyshev polynomial defined by T,(cos e) = cos k0. 
For on C, 
while 
I Tn+&)I d HP1 + P-(“‘-9, (2) 
Tn+l(Z$) = (- l)i g(p(n+l) + p-‘“+“). (3) 
As another application of the notion of extremal signature we give a 
generalization of a result of de La VallCe-Poussin [4, p. 781 (compare 
Al’per [5]). Let p* E F’, be a best (admissible) approximation to f on B. 
We put 
Uf; B) = Ilf -P” Il. 
We then have 
LEMMA 1. If Z C B is an extremal signature for A, then for any p E A,, 
Uf; B) 3 min Re(f(4 - p(4) 4 , i = l,..., r, 
where 
.Z = {(zi , l i); i = l,..., Y}. 
PROOF. Let p* be a best admissible approximation to f, then since 
Li(p - p*) = 0, i = l,..., s 
and hence 
Hence 
and the lemma now follows. 
REMARK. Since in the case that B is a closed interval of the real line 
and f and all polynomials considered are real-valued eaery set of n + 2 - s 
points equipped with alternating signs is an extremal signature (cf. Rivlin 
409,22;2-10 
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and Shapiro [2, p. 6821) the above-mentioned result of de La Vallte-Poussin 
follows from the lemma. 
2. THE T-METHOD 
In [l] Lanczos describes a method which he calls the -r-method, which 
can be used to obtain among other results, polynomial approximations to 
certain functions. Meinardus and Strauer [6] pursued this aspect of the 
T-method further and showed that the polynomial approximations obtained 
for the exponential function on [0, I] are asymptotically best possible. We 
wish to show in this section and the next that the r-method leads to 
polynomial approximations to the exponential function which are asymp- 
totically best possible in the complex plane as well. We also wish to 
demonstrate the sense in which the T-method is an optimizing procedure, 
as well as being justified a posteriori, by leading to good approximations. 
As a polynomial approximation to eZ on [-I, I] (in the uniform sense) 
it seems quite reasonable to choose that P,?~ E P,, which satisfies p,(O) -=- I 
and minimizes 
II P -P’ II 
among allp E P, satisfyingp(0) = 1. (The norm being the maximum norm on 
[ -1, I].) Suppose v(x) = b, $ b,;v + ... + bnC@, and p(x) = a,, + .** + u,x* 
satisfies p - p’ = n and p(0) = 1. Then 
(4) 
and, in particular, 
a, = f i! ba . 
i=O 
If we define A, to consist of r E P, such that 
Llr= ii!bi 11, 
i=O 
then we are seeking a best admissible approximation to zero on [ - 1, I], 
The determination of this best approximation is facilitated by the following: 
LEMMA 2. Suppose the zeros of n(x) = 6, + b,x + e-f + b,x”, (n > 1) 
“1 ,..., a,, , are all real and satisfy 
04* < 1, j = I,..., n, (5) 
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with the strict inequality holding for at least one j. If b, = 1, then 
407 
Ll*?s = if.,i! bi > 0, O<m<n--I. 
PROOF. The proof is by mathematical induction on n. If n = I the 
lemma is clearly true. Suppose the lemma is true for all n E P, . Suppose 
7rn+l E Pn+l satisfies 
7f n+l = (x - 4 vn , (6) 
where a < 1 and nn satisfies the inductive hypothesis (so that, in particular, 
at least one zero of nn satisfies the strict inequality in (5)). Let 
Bi = P(0) n 9 B; = n;$(O), (7) 
then in view of (6) 
B:I = -aB, + iBiel (8) 
and if 0 < m < tl, 
n+1 
L1,,n(~n+l) = c B; = 4, + (Bn + h-1) + *.. + @,a + ..* + B,,,) 
f (1 - a)(& + *** + 8,) + m(B,, + **+ + &n-J, (9) 
which is a positive quantity since 
if 0 < k < n - 1, by the inductive hypothesis. 
We now have 
THEOREM 1. If z-(x) = b0 + bIx + ... + bnxn and 
Lp = i i! 6, = 1, 
i=O 
so that VT E A,, 
then 
where r, is chosen so that TUT, E A, , i.e., 
7, = [go T?(o)]-l. 
(11) 
(12) 
(13) 
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Zf n # 1 equality holds in (12) only if r = r,T, , while if n = 1 there is 
equality in ( 12) f or all x satisfying 77(l) = 1, / 7r-I)1 < 1. 
PROOF. Consider the signature Zs , defined in Example 2, with n + 1 
replaced by n and p m= 1. It consists of the n + 1 pairs 
(co+, (-l)‘), j = O,..., n, 
with weights 
50 = I,[, = (-I)“, 5j = (-1)‘2, j-1 ,..., ?a - 1. 
We claim that for no polynomial q E P, for which 
L,q = 0 (14) 
do we have 
(-1)) q (,os $) > 0, j = 0 ,.,,, n. (15) 
For suppose there were a q satisfying (14) and (15), then q has all its n zeros 
in (-1, 1). Lemma 2 then implies upon choosing m = 0 that 
contradicting (14). (In the case n = 0 the Theorem is trivial and we are 
assuming that n > 1.) Thus, in view of Corollary A, some subsignature 
of 4 9 4 1 is extremal for A, , But 7nTn E A, , and 1 TUT,, 1 attains its 
maximum, 7, , (which, as we shall see later, is positive) with the indicated 
signa on Zs , and hence by Theorem A, is a best approximation to zero. 
This proves (12). 
The uniqueness question is resolved by noting that if n > I the subspace 
of q E P, for which L,q = 0 (which has dimension n) satisfies the Chebyshev 
condition, since in view of Lemma 2, no (+ 0) polynomial in the subspace 
can have n distinct zeros in [-I, 11. Uniqueness then follows by the 
Generalized Haar Theorem (see Rivlin and Shapiro, [2, Theorem 31.) If 
n = 1, then rr = b, + (1 - h,) X, and the conclusion in this case follows 
easily. 
REMARK. An alternate proof (which we shall sketch) that r,T, (for II > 1) 
is the admissible polynomial deviating least from zero which has the 
additional virtue of being completely constructive, in the sense that one 
need not guess the answer but is led to it, can be based on the following 
interpolation formula for linear functionals (see Rivlin and Shapiro, [2, 
Corollary 31): 
Let L be any linear functional on V, a k-dimensional subspace of C(B), 
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B a compact subset of [-I, 11. Then there exist points x1 ,..., X, of B, 
r < k, and nonzero constants (Ye ,..., 01~ such that for any 7r E I’ 
and 
L?T = i LYjf(Xj) (16) 
j=l 
IILl = i I % I. (17) 
j=l 
Let us apply (16) to L, , (V being P, and hence li = n + 1). If r < R 
(16) contradicts Lemma 2 if f = (X - x1) *.* (X - x,); hence r = n + 1. 
But then (16) and (17) imply the existence of V* E P,, with IIn* 11 = 1 such 
that ] v*(x~)\ = 1, j = I,..., 12 + 1. This, in turn, implies that 7r* = T, 
(cf. Rivlin and Shapiro [2]). That is, 1 LIT,, I >, ( Lrrr 1 for all r E P, of norm 
one, or if 7r E P,, and L,n- = 1 then 1 < T;~ 11 r 11 and hence 11 T,T, /) < (I n 11. 
Thus we have shown that if p(0) = 1, Ijp - p’ /I is minimum when 
p = p, , where 
P, -P; = Qn. (18) 
This way of determining p, is the T-method of Lanczos. It is clear that 
!! p, - p; (I = I 7, I. We next estimate the size of T, . 
THEOREM 2. Ifn > 1 then 
[n! 29+11-l < 7, < [n! 2n-a (4 - -&,1-l. (19) 
PROOF. The definition, (13), of Tn is equivalent to 
T,, = c 
i=O 
(n - 2i)! tnm2q-: 
where the tnezi , the nonzero coefficients of the Chebyshev polynomial, T, , 
are given by 
tn-2i z (-1)9-2i-’ ‘-7 i” ; 3, 
i = 0 ,..., [;I. (20) 
Since it is easy to deduce from (20) that 
(n - 2i)! tn.-2i + (n - 2(i + l))! &-2(i+l) > 0, 
and 
i = 0, 2, 4 )..., (21) 
(n - 2i)! tnm2i + (n - 2(i + l))! tn--$(i+l) < 0, i = 1, 3, 5 I...) 
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we see that 7n. > 0 and, moreover, 
and 
-1 
T?l :- n! t, + (72 - 2)! t,& = n! 2”-3 c 
4 - --& 
1 
, 
T,l < n! tn = n! 2%-l. 
REMARK 1. In view of (4) and (21) all the coefficients of p, are positive 
(the leading coefficient of p, is 2+%J. 
REMARK2. ~~=q=l. 
The first few p, and TV are listed below. 
PO = 1 To = 1 
p,=l+x 7-l = 1 
p, = 9(3 + 4X + 2x2) 72 = l/3 
p, = ,?(21 + 21x + 12x2 + 4x3) 73 = l/21. 
The p, and 7n can also be readily evaluated by finding qn such that 
qn - qk = T,, . Then TV = l/qn(0) and p, = Tnqn .
3. ERROR BOUND 
We now wish to show that the T-method provides polynomials of 
approximation to e5 in cP which are asymptotically best possible. In the 
case p = 1, this was shown by Meinardus and Strauer [6]. As an approxima- 
tion to ez of degree n we take not p, but pk,, . (pk,, is “close” to p,,, and 
so we get the advantage of one more degree of polynomial for nothing.) 
Suppose z E cP . If we solve (18) (with 12 replaced by 12 + 1) subject to 
the initial condition P,+~(O) = 1 we obtain 
e* - p,+&> = Tn+& s : emtTn+dt> 4 (22) 
the integral being taken along the line segment joining 0 to z. Differentiation 
of (22) yields 
ez - PA+l(x) = T,+I [ T,+&z) + e” J: e+Tn+dt> dt]- (23) 
If we put 
S,,,(w) = 1; Tn+l(t) dt = $ [y - T$;‘] n7r n+1 
- cos z n(n + 2) ’ 
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then for any w E C, 
l+p+l 
I Sn+,(w)l G n 
p p+1 +2p-(.+1). 
(24 
Integrating by parts, noting that / z 1 < (p + p-l)/2 for z E c, and applying 
(24) yields 
! s 
z 
ez e-T,+,(t) dt < ’ . 
0 [ 
1 + &W’) p +J+ 1. 
If we put 
/3 = (1 + p + p-l) (1 + E+& ep+-@), 
L .I 
(25) 
(26) 
then in view of (23), (29, and (2) we obtain 
/ ez - p;+l(z)l < TnclPnfl +2p-‘“+l’ [l + i], ZEC,. (27) 
Moreover, if E,(es; C,,) = /I ez - p* I/, the norm being the maximum norm 
on C, , (and hence on c’,) where p* E P, is the best approximation we have 
THEOREM 3. Ifn 3 1, 
rn+1 
P n-i-1 +2p-,.+1, 
( ) 
l-4 <qez;Cp) 
< TV%+1 P”+l +2F’n+1)  +f , ( 1 ?I. cw 
PROOF. The upper bound follows at once from (27). In Example 2 we 
exhibited an extremal signature, L’a C C,, , for P,, . If zi E Z; , then according 
to (3) and (22) 
es” - pk+l(z ) = T,+~ ( -l)i ’ a+1 +2p-(*+1) + ez’ j-:’ &F&t) dt) 
and so 
Re(e'" - p;l+l(zt))<i = 7n+1 C 
‘%” ‘2P-(nt1) + ( -l)i Re 8 1’” e-tZ’,+l(t) dt], 
0 
since & = (- l)i. 
But 
412 RIVLIN AND WEISS 
in view of (25). Hence 
and 
The lower bound, and hence the Theorem now follows from the generalized 
de La VallCe-Poussin result, Lemma 1, with B = C, , A, = P, , f = ez, 
.Z = .?Z’a and p = p;,, . 
REMARK 1. In view of Theorems 2 and 3 there exists a positive constant y 
(= y(p)) such that 
E,(@; C,) 
faTa+ p-("+l) 2-Q -1 <y 71’ n = 1, 2,... . 
2 (n + I)! 
REMARK 2. If we determine s, Al?, by the conditions 
(2% 
we obtain 
1 22 z” 
u?$=---, 
n! s&) = 1 + z + z + ... + 2 I 
i.e., S&Z) is the partial sum of order n of the Taylor expansion about the 
origin of ez. Upon solving (29) (for the case n + 1) we obtain, after differentia- 
tion 
es - sn(z) = e* - sk+1(z) = ____ (n +l l)! [,~+l + ez 1: ecttn+l dt]. 
If Kp denotes the circle 1 z / = p we have, for z E K, , and a constant 6 
(= YPN, 
As we saw in Example 1, the set 
anij -2d 
(Pe 
n+2 ,en+2),j=O ,..., n+l 
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is an extremal signature, ,Zr C K, , for P, . An application of Lemma 1 
now yields (cf. Al’per [5]) 
4. TRIGNOMETRIC FUNCTIONS 
The r-method when applied to the sine and cosine functions leads to 
asymptotically best possible polynomial approximations on C,, , just as it 
does in the case of the exponential. We shall next show this for the function 
cos ” z, 
4 
but will suppress many details which resemble their analogues for ez. 
As a polynomial approximation to cos cx, where we are putting 
c=z- 
4 ’ (30) 
on [-1, 11, it seems reasonable to consider p E Pz, where 
and 
such that 
p(x) = a, + a,x2 + *at + u2nX2n 
P(O) = 1, 
llc2P+P”II 
(31) 
(34 
is minimum. Let us call the linear subspace of P2, consisting of polynomials 
of the form (31), V, . V, is an n + 1 dimensional subspace of C([ - 1, 11). 
(The restriction to even polynomials is reasonable since the best uniform 
approximation of [-1, l] to an even function, like cos cx, must be even.) 
Suppose n(x) = b, + b2x2 + **. + bznx2% and p, given by (31) satisfies 
c”p + p” = 37, p(0) = 1. 
Then, the condition p(0) = 1 or a, = 1, becomes 
L?T = i (-l)j &+‘(2j)! b2i = 1, 
j-0 
(33) 
where 
d = c-~, 
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If we take A, to consist of n E V, such that 
Ln = 1, 
then we are seeking a best admissible approximation to zero on [ - 1, 11. 
The machinery described in section 1 remains valid if the space of polynomials 
P, is replaced by any finite dimensional subspace of C(B), (cf. Rivlin and 
Shapiro [2]), such as V, . 
We need the following analogue of Lemma 2 
LEMMA 3. If TT E V, , and all the zeros of m are real then ;f b,, # 0 
L77 # 0. 
PROOF. The proof is much simpler than that of Lemma 2. Since v is 
an even function 
T(X) = b2nx2k fj (x2 - xj2), 
i=l 
(34) 
where k + Y = n. (34) implies that (-l)j bzj has the same sign forj = I,..., n 
and the Lemma is proved in view of the definition of Lrr in (33). 
THEOREM 4. If rr E V, and Ln = 1 then 
II r !I 2 II yn7’2, II, (35) 
where yn is chosen so that y,T,, E A, , i.e., 
3/n = [ ‘$ (-l)j dj+l(2j)! t,,]-‘, 
j=O (36) 
tzj being the coeficient of x2j in T2, . 
PROOF. Consider the signature Za , defined in Example 2, with n + 1 
replaced by 2n and p = 1. It consists of the 2n + 1 pairs 
(cosJ;, (-l)“), j = O,..., 2n, 
with weights 
(o = 5,, = 1, [j = (-l)i2, j = l,..., 2n - 1. 
Suppose that for some q E V, 
(-l)j q (cos &) > 0, j = 0 ,..., 2n, 
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Then 4 has all its 2n zeros in (-1, 1) and by Lemma 3, Lq f 0. Thus, 
in view of Corollary A, some subsignature Za , of ,Za is extremal for A, . 
But yrtTzn E A, and 1 K T,,, 1 attains its maximum, / 3/n I, with the indicated 
signa on Za , and hence by Theorem A, is a best approximation to zero. 
THEOREM 5. 
K 1+ l --) (2+1(2n)! d.+‘)]-l 2n - 1 < (-1)“~~ < [22”-1(2n)! dn+r]-l (37) 
PROOF. The proof follows from (36) and (20) and is omitted. 
We turn next to the error bound. Suppose c,,, E V,,, is uniquely 
determined by 
2 
ccn+1 + cl+1 = Yn+1I;,+2 ; GL+1(0) = 1, d&+,(O) = 0, (38) 
then if z E C, 
C ?%+1 n+l = cos cz + - 
I 
‘sin c(z - t) Ta,+s(t) dt. 
c 0 
Upon differentiating (39) twice we obtain 
(39) 
coscz - (- +q = 9 [T,,+,(z) - c 1: s(n c(z - t) Ta,+a(t) dt]. (40) 
We propose 
an element of V, , as a polynomial approximation (of degree 2n) to cos cz 
on C, . 
Integration by parts in (40) and application of (24) yields 
z 
sin c(.z - t) T2n+2 
0 
where p depends only on p, and we conclude from (40) that for z E C, , 
1 yn+l ( p+2 + p-(2n+2) 
1 cos cz - p*(.z)l < 7 
2 [ l-L2& * 1 (41) 
THEOREM 6. 
p I yn+1 I P2n+2 + P-‘2”+2’ 
C= 2 I 
1 _ 
2n + 1 I
1 ym+l / p2n+2 +/+2n+w 
< &(COS cz; C,) 9 - 
C2 2 [ 1 12&. (42) I 
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PROOF. The upper bound follows from (41). The lower bound is a 
consequence of Lemma I, as in the proof of Theorem 3. 
REMARK 1. In view of Theorems 5 and 6, there exists a positive constant v 
(V = v(p)) such that 
E,, 
t 
cos; z; Cpj 
--_--- 
+H-2 p ( 2n+2 + P-‘2n+2’) [26”t6(2n + 2)!]-1 -l -=l 2,; 1 ’ 
2 
, 
REMARK 2. If we determine ss,, E I’, by the conditions 
c2s2, +sin = anz2*; szn(O) = 1, 
we obtain 
(-1) 
un = &a+l(&!) ; S2&) = i (-l)j g , 
j=o 
i.e., s,, is the partial sum of the Taylor series expansion of cos cz (about 
z = 0). In by now familiar fashion we obtain 
cos cz - S2&) = y [,2,+2 - c 
I 
z 
sin c(z - t) t2n+2 dt . 
0 I 
IfxEK,: 121 =p, 
I cos m - %&)I < (2n : 2)1 C2n+2P2n+2 
[ 1 + & I , 
where ;\ depends only on p, and Lemma 1 leads to 
E,,(cos CT GJ _ 1 < A 
(CP> 2n+2 G--q* 
(2n + 2)! 
REMARK 3. A similar discussion can be carried out for sin cz, the approx- 
imating polynomials being taken to be odd and satisfy p’(0) = 1. 
REMARK 4. Other functions for which the appropriate multiple of the 
Chebyshev polynomial minimizes the norm of the differential operator under 
consideration and leads to asymptotically best possible polynomial approxima- 
tions are 
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(i) arc tan x, x E [-1, l] 
(ii) log x, x E [01, 11, 0 < (Y < 1 
(iii) cash X, sinh X. 
The differential equations are 
(i) (1 +X2)y’ - 1 =0, 
and 
(ii) xy’ - 1 = 0 
(iii) y - y” = 0. 
The linear functionals associated with the approximation problem in the first 
two of these cases are evaluation functionals, namely, (i) Lx = --r(i) and 
(ii) LTT = --r(O), and h ence verification of their nonvanishing (the analogues 
of Lemma 2) is particularly simple. Case (iii) leads again to Lemma 2. 
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