Abstract. Working in doubling metric spaces, we examine the connections between different dimensions, Whitney covers, and geometrical properties of tubular neighborhoods. In the Euclidean space, we relate these concepts to the behavior of the surface area of the boundaries of parallel sets. In particular, we give characterizations for the Minkowski and the spherical dimensions by means of the Whitney ball count.
Introduction
Various notions of dimension reflect the structure of sets in different ways. In this article, the main interest is directed towards the Minkowski and Assouad dimensions. Common to both of these is that they are defined using covers consisting of balls with a fixed radius, contrary to the Hausdorff dimension, where more flexibility for covers is allowed. The main difference between Minkowski and Assouad dimensions is, roughly speaking, that the former is related to the average small scale structure of sets, while the latter depends on the extreme properties of sets and takes into account all scales. The goal of this work is to understand the relationships between these dimensions and the behavior of (tubular or annular or spherical) neighborhoods of a given set. In this respect, also the role of geometrical conditions, such as porosity and uniform perfectness, is examined. Our study continues and combines e.g. the works of [1, 2, 3, 5, 17, 24, 25, 27, 32, 40] . A common theme to most of our results is that we explore means to obtain knowledge on the internal structure of a closed set E ⊂ X when only external information is available. Such external information can be given, for instance, in terms of a Whitney type cover of the complement X \ E. One motivation for this kind of study originates from the geometric function theory: How are good properties of domains related to the behavior of their boundaries?
In the first part of the article, Sections 2 and 3, we recall definitions and preliminary results, but also record some new observations concerning dimensions and geometric conditions. More precisely, in Section 2 we review the setting of a doubling metric space and the notions of different dimensions, and recall some of the interrelations and other basic properties of these dimensions. Whitney covers, generalizations of the classical Whitney decompositions (see [36] ) to more general metric spaces, are reviewed at the end of Section 2; recall that Whitney covers are a standard tool in analysis, used for instance in various extension theorems and in the study of singular integrals.
Most of Section 3 deals with the interplay between dimensions, codimensions, and doubling measures. As a particular by-product of these considerations, we improve the classical dimension estimate of porous sets: If the space is s-regular, then the upper Assouad dimension of E is at most s − c̺ s for all ̺-porous E; cf. [15, Theorem 4.7] .
In Section 4, we perform a systematic study on the relations between the Whitney ball count, Minkowski dimensions, and Assouad dimensions. In the Euclidean case, the connection between the upper Minkowski dimension and upper bounds for Whitney cube count was considered in [27] . Besides extending these results and their local counterparts to more general spaces, we also establish corresponding results for lower bounds and lower dimensions. We remark here that the porosity of the set E plays an important role when lower bounds for Whitney ball count are considered. In particular, we characterize the Minkowski dimensions of a compact porous set E by the limiting behavior of the Whitney ball count of the complement of E.
The final Section 5 is devoted to another type of external information, special to the Euclidean space R d . Namely, here we study the behavior of the boundaries of the parallel sets E r , the socalled r-boundaries, of closed sets E ⊂ R d . For earlier results concerning these sets, see for instance [6, 10, 11, 12, 16, 29, 32, 35, 41] . Continuing this line of research, we show that there is in fact an intimate connection between the 'surface area' H d−1 (∂E r ) and the Whitney ball count of R d \ E. One particular outcome of this connection is the result that if E ⊂ R d is compact and s-regular for 0 < s < d, then cr d−1−s ≤ H d−1 (∂E r ) ≤ Cr d−1−s for all sufficiently small r > 0. As another application we examine the properties of the spherical dimensions of E, defined by the limiting behavior of H d−1 (∂E r ). We answer an open question of Rataj and Winter [32] by constructing a compact set having zero measure and lower Minkowski dimension d but lower spherical dimension d − 1. Our construction also shows, answering a question of Winter [41] , that the existence of the Minkowski dimension does not guarantee the equivalence of the lower Minkowski dimension and the lower spherical dimension. Moreover, unlike in the case of the Minkowski dimension, the limiting behavior of the Whitney ball count of the complement of E characterizes the spherical dimensions for all compact sets E ⊂ R d .
Dimensions in metric spaces
Unless otherwise explicitly stated, we work on a doubling metric space (X, d): there is N = N (X) ∈ N so that any closed ball B(x, r) of center x and radius r > 0 can be covered by N balls of radius r/2. Notice that even if x = y or r = t, it may happen that B(x, r) = B(y, t). For notational convenience, we keep to the convention that each ball comes with a fixed center and radius. This makes it possible to use notation such as 2B = B(x, 2r) without referring to the center or radius of the ball B = B(x, r). For convenience, we also make the general assumption that the space X contains at least two points.
A doubling metric space is clearly separable. Hence for each r > 0 and E ⊂ X there exists a maximal r-packing of E. Recall that a countable collection B of pairwise disjoint balls centered at E with radius r > 0 is called an r-packing of E. It is maximal if for each x ∈ E there is B ∈ B so that B(x, r) ∩ B = ∅. We frequently use the fact that if {B i } i is a maximal packing of E, then {2B i } i is a cover of E.
Applying the doubling condition inductively, it follows that there is a constant C ≥ 1 such that each ball B(x, R) can be covered by at most C(r/R) −s balls of radius r for all 0 < r < R < diam(X), where s = log 2 N . Of course, this can also be true for smaller values of s. The infimum of such admissible exponents s is called the upper Assouad dimension of X. Therefore, doubling metric spaces are precisely the metric spaces with finite upper Assouad dimension. Considering the restriction metric, the definition extends to all subsets of X. The upper Assouad dimension of E ⊂ X is denoted by dim A (E).
The above intrinsically metric definition of dimension is essentially due to Assouad (see e.g. [3] ), but, according to [25, Remark 3.6] , the origins of a related concept date back to Bouligand [5] whose definition (for E ⊂ R d ) was external and used also the Lebesgue measure near the set E. We refer to Luukkainen [25] for the basic properties and a historical account on the upper Assouad dimension. We also remark that in the literature, the upper Assouad dimension is more commonly referred to as Assouad dimension.
Conversely to the above definition, we may also consider all t ≥ 0 for which there is a constant c > 0 so that if 0 < r < R < diam(X), then for every x ∈ X at least c(r/R) −t balls of radius r are needed to cover B(x, R). We call the supremum of all such t the lower Assouad dimension of X. Again, the restriction metric is used to define the lower Assouad dimension dim A (E) of a subset E ⊂ X. If dim A (E) = dim A (E) = s, then we say that E is uniformly s-homogeneous and we denote s by dim A (E).
A metric space X is uniformly perfect if there exists a constant C ≥ 1 so that for every x ∈ X and r > 0 we have B(x, r) \ B(x, r/C) = ∅ whenever X \ B(x, r) = ∅.
Lemma 2.1. A metric space X is uniformly perfect if and only if dim
Proof. If X contains at least two points and is uniformly perfect with a constant C ≥ 1, then it follows from [31, Remark 3.6(iii)] that dim A (X) ≥ log 2/ log(2C + 1) > 0.
Suppose that dim A (X) > 0, but X is not uniformly perfect. If 0 < s < dim A (X) and B is any ball of radius 0 < R < diam(X), then #B ≥ c(r/R) −s for all maximal r-packings B of B. Choosing now C so that C s ≥ 2/c, we find x ∈ X and R > 0 so that B(x, R) \ B(x, R/C) = ∅. This gives a contradiction since B(x, R) can clearly be covered by one ball of radius R/C, but the previous estimate says that each maximal R/C-packing of B(x, R) contains at least two balls.
We will frequently use the Hausdorff dimension dim H and the λ-dimensional Hausdorff measure H λ and its r-content H λ r (cf. [28, §4] ). Recall also that the λ-dimensional Minkowski r-content of a compact set E ⊂ X is
and the upper and lower Minkowski dimensions are defined, respectively, as
In the case when dim M (E) = dim M (E), the common value is denoted by dim M (E). If the Assouad dimension is determined by looking at the number of balls needed to cover the set locally everywhere, then the Minkowski dimension tells how many balls are needed in average.
Proof. Notice first that if 0 < t 0 < dim A (E), then for each ball B ⊂ X centered at E with radius 0 < R < diam(E) we have, by the definition of the lower Assouad dimension, that M t 0 r (E ∩ B) ≥ c 0 R t 0 for all 0 < r < R, where c 0 > 0 does not depend on r nor the choice of the ball B. From such a uniform estimate we obtain, by [22, Lemma 4.1] , that for each 0 < t < t 0 there is a constant c > 0 such that
The proof in [22] is written for closed subsets of a Euclidean space, but it applies verbatim also in complete doubling metric spaces; the idea is to use the uniform Minkowski content estimate repeatedly to construct a Cantor-type subset C ⊂ E ∩ B 0 for which estimate (2.1) holds. Therefore dim H (E ∩ B 0 ) ≥ dim H (C) ≥ t, and the claim follows.
Remark 2.3. The proof of Lemma 2.2 shows that condition (2.1) holds for each 0 ≤ t < dim A (E). Conversely, if (2.1) holds, then it is clear that also M t r (E ∩ B(x, R)) ≥ cR t for all 0 < r < R, and thus dim A (E) ≥ t. Hence, in a complete space, dim A (E) = sup{t ≥ 0 : (2.1) holds}.
Remark 2.4. The notion of uniform perfectness of subsets of the complex plane was perhaps first studied in [30] . About the same time, the equivalent notion of homogeneously dense set, in the setting of general metric spaces, was introduced in [37] . In [40] , a metric thickness condition was defined in terms of capacity densities and in [17, Theorem 4.1] it was shown that for a closed set E ⊂ R d this thickness condition is equivalent to uniform perfectness and also to the existence of t > 0 such that (2.1) holds; compare this to Lemma 2.1 and Remark 2.3.
Let Ω ⊂ X be an open set such that Ω = X. By a Whitney cover we mean a collection of closed balls having radii comparable to the distance to the closed set X \ Ω and with controlled overlap. More precisely, a Whitney cover W(Ω) is a countable collection {B i } i∈I of balls B i = B(x i , r i ) with x i ∈ Ω and r i = 1 8 dist(x i , X \ Ω) such that Ω = i∈I B i and i∈I χ B i ≤ C for some constant C ≥ 1. Here χ E is the characteristic function of E ⊂ X. Such a collection can be constructed from maximal packings of the sets (X \ Ω) 2 k \ (X \ Ω) 2 k−1 , k ∈ Z; see e.g. [14, Proposition 4.1.15] for details. Here E r = {x ∈ X : dist(x, E) < r} is the open r-neighborhood of E. It is obvious that for a given open set Ω ⊂ X there usually exist many Whitney covers. Note also that the choice of the constant 1 8 is not important. If we used radii r i = δ dist(x i , X \ Ω) for 0 < δ ≤ 1 2 instead, then our results would remain valid up to constants depending on δ and, in some particular cases, other modifications which will be commented later; see, for instance 4.8.
For k ∈ Z and A ⊂ X we set
Recall that the Whitney decomposition of an open set Ω ⊂ R d is Ω = Q∈W Q, where the cubes Q ∈ W have pairwise disjoint interiors, edges parallel to coordinate axes, and their diameters are of the form diam(Q) = 2 −k , k ∈ Z. Moreover, the diameters satisfy the condition
See [36] for the existence and properties of Whitney decompositions. It is clear that a Whitney decomposition introduces a Whitney cover having exactly the same cardinality (but with constant δ = 1 2 ).
Dimensions in metric measure spaces
By a measure, we exclusively refer to a nontrivial Borel regular outer measure for which bounded sets have finite measure. We say that a measure µ on X is doubling if there is a constant C ≥ 1 so that 0 < µ(2B) ≤ Cµ(B) (3.1)
for all closed balls B of X. The existence of a doubling measure yields an upper bound for the upper Assouad dimension of X. Indeed, let C ≥ 1 be as in (3.1), s = log 2 C, and apply (3.1) inductively to find a constant c > 0 for which
for all y ∈ B(x, R) and 0 < r < R < diam(X). Again, the estimate (3.2) may also hold for smaller values of s. The infimum of such admissible exponents s is called the upper regularity dimension of µ, denoted by dim reg (µ). A simple volume argument implies that dim A (X) ≤ dim reg (µ) whenever µ is a doubling measure on X. On the other hand, Vol'berg and Konyagin [39, Theorem 4] have given an example of a space X where this inequality is strict for all doubling measures µ. In particular, if a metric space carries a doubling measure, then the space is doubling. The reverse implication is true if X is assumed to be complete; see [38, 39, 26, 43, 7, 19] . We have the following converse to (3.2).
Lemma 3.1. If X is uniformly perfect and µ is doubling, then there exist t > 0 and
whenever 0 < r < R < diam(X) and y ∈ B(x, R).
Proof. It follows from [13, Proposition B.4.6] that there exists 0
The proof is finished since µ(B(y, R)) ≤ µ(B(x, 2R)) ≤ Cµ(B(x, R)).
The supremum of all admissible exponents t in (3.3) is called the lower regularity dimension of µ, denoted by dim reg (µ). In particular, Lemma 3.1 says that dim reg (µ) > 0 for a doubling measure µ in a uniformly perfect space. It follows directly from the estimate (3.3) that dim reg (µ) ≤ dim A (X). If X is not uniformly perfect, then, by recalling Lemma 2.1, it is natural to define dim reg (µ) = 0. In the case when dim reg (µ) = dim reg (µ), the common value is denoted by dim reg (µ).
The measure µ is s-regular (for s > 0) if there is a constant C ≥ 1 such that
for all x ∈ X and every 0 < r < diam(X). It is immediate that if X is bounded, then a measure µ is s-regular if and only if dim reg (µ) = s (and 'only if' part holds for any X). Thus, if X is s-regular, i.e. it carries an s-regular measure µ, then X is uniformly s-homogeneous. A subset E ⊂ X is s-regular if it is an s-regular space in the relative metric.
Remark 3.2. If X is s-regular and a closed subset E ⊂ X is such that (2.1) holds for all 0 < R < diam(X) with t < s − 1 (in particular, if t < min{dim A (E), s − 1}), then E satisfies a uniform capacity density condition: E is uniformly p-fat for all p > s − t, that is,
for all balls B ⊂ X of radius 0 < r < diam(X). Here cap p (K, Ω) is the variational p-capacity of a compact set K with respect to the open set Ω ⊃ K. See e.g. [8] for the definitions; the above result can be deduced from [8, Remark 4.5] . Recall that in an s-regular space, cap p (B, 2B) is comparable to r s−p for all balls B of radius r > 0. Conversely, if a closed set E ⊂ X is uniformly p-fat for some 1 < p ≤ s, then estimate (2.1) holds with t = s − p for all 0 < R < diam(X). This follows e.g. from [8, Theorem 4.9] . But then, by Remark 2.3, dim A (E) ≥ t = s − p. Combining the above observations, we conclude that in an s-regular complete space X the lower Assouad dimension can also be characterized as
for a subset E ⊂ X with dim A (E) < s − 1; in the case when X is unbounded we need to further assume that E is unbounded as well. The relation between uniform s-fatness and uniform perfectness in an s-regular metric space (recall Remark 2.3) has also been considered in [21] .
In doubling metric spaces, it is sometimes more convenient to use modified version of the Minkowski content, namely the Minkowski r-content of codimension q. Given a doubling measure µ, this is defined by setting
r (E) is comparable to r −q µ(E r ). The lower and upper Minkowski codimensions of E are defined, respectively, as 
for all compact sets E ⊂ X and doubling measures µ.
We also consider the following localizations of the Minkowski codimensions, in the spirit of Bouligand [5] . If µ is a doubling measure and E ⊂ X, then we say that the lower Assouad codimension, denoted by co dim µ A (E), is the supremum of those t ≥ 0 for which there exists a constant C ≥ 1 such that
for every x ∈ E and all 0 < r < R < diam(E). The upper Assouad codimension of E ⊂ X, denoted by co dim µ A (E), is naturally defined as the infimum of all s ≥ 0 for which there is c > 0 such that
for every x ∈ E and all 0 < r < R < diam(E). 
for every x ∈ E and all 0 < r < diam(E). We interpret the integral to be +∞ if q > 0 and E has positive measure. A concept of dimension defined via integrals as in (3.7) was first used by Aikawa in [1] for subsets of R d (see also [2] ). Thus, in [24] , where the interest originates from such integral estimates, the lower Assouad codimension is called the Aikawa codimension. However, the resemblance between the conditions in (3.5) and (3.6) and the definitions of upper and lower Assouad dimensions justifies the present terminology; compare also (3.4) to Lemma 3.4 below.
Lemma 3.4. If µ is a doubling measure on X and E
Proof. Fix 0 < r < R < diam(E). To prove the left-hand side inequalities of (3.8), let t < dim reg (µ) and let {B i } n i=1 be a cover of E∩B(x, 2R) by balls of radius r. Then the balls 2B i cover E r ∩B(x, R), and thus
Now, if s > dim A (E) we may assume that n ≤ c(r/R) −s . It follows that co dim µ A (E) ≥ t − s, and this proves the first left-hand side inequality. On the other hand, if s > co dim µ A (E), then µ(E r ∩ B(x, R)) ≥ c(r/R) s µ(B(x, R)), whence (3.9) shows that n ≥ c(r/R) s−t . This yields the second left-hand side inequality.
Conversely, if s > dim reg (µ) and
, then we obtain from (3.10) that n ≤ c(r/R) t−s and thus dim A (E) ≤ s − t giving the first right-hand side inequality. Finally, if t < dim A (E), then we may assume that n ≥ c(r/R) −t . Now (3.10) implies that co dim µ A (E) ≤ s − t yielding the second right-hand side inequality.
In particular, if µ is s-regular, then Lemma 3.4 implies
for all E ⊂ X. The first equation in (3.11) was also proven in [24] . On the other hand, it is not hard to give examples where µ is doubling and any given inequality in (3.8) is strict for a set E ⊂ X; compare to [24, Example 4.3] .
We say that a set E ⊂ X is ̺-porous (for 0 ≤ ̺ ≤ 1), if for every x ∈ E and all 0 < r < diam(E) there exists a point y ∈ X such that B(y, ̺r) ⊂ B(x, r) \ E. We remark that a more precise name for this porosity condition would be uniform lower porosity. In an s-regular complete metric space X porosity and regularity of sets are closely related concepts: E ⊂ X is porous if and only if there are 0 < t < s and a t-regular set F ⊂ X so that E ⊂ F ; see [15, Theorem 5.3] and [18, Theorem 1.1]. In [15, Theorem 4.7] , it was shown that dim M (E) ≤ s − c̺ s for all ̺-porous sets E in an s-regular space. We can now improve this result by using Lemma 3.4:
Proof. The claim follows by first noting that co dim 
Whitney covers and dimension
We assume throughout this section that X is a doubling metric space. If E ⊂ X is a compact set, then it is rather obvious that the number of the Whitney balls in W k (X \ E) should be related to the Minkowski dimensions of E. In this section we make these relations precise and, in addition, show that for closed sets a similar correspondence holds between 'local Whitney ball count' and the Assouad dimensions. In all of these results, we understand that E is a nonempty proper closed subset of X and furthermore, W(X \ E) refers to an arbitrary (but fixed) Whitney cover of the complement of E. As a particular outcome of the considerations in this section we obtain the following characterizations for Minkowski dimensions. Recall that a metric space X is q-quasiconvex if there exists a constant q ≥ 1 such that for every x, y ∈ X there is a curve γ : [0, 1] → X so that x = γ(0), y = γ(1), and length(γ) ≤ qd(x, y).
Theorem 4.1. If X is quasiconvex and E ⊂ X is compact and porous, then
Proof. The characterization for the upper Minkowski dimension follows from Lemma 4.4(2) and Lemma 4.10(2). For the lower dimension use Lemma 4.5(2) and Lemma 4.7(2), instead.
(2) If µ is an s-regular measure on X and E ⊂ X is a compact set with µ(E) = 0, then
Proof. The first estimate is a consequence of Lemma 4.5(2) and the characterization for the upper dimension in the second claim follows from Lemma 4.4(2) and Corollary 4.12(2).
The inequality of Theorem 4.2 may be strict (for non-porous sets), as our Example 5.12 shows. As indicated above, the proofs of these two theorems are worked out through several lemmas, in which different upper and lower bounds for Minkowski dimensions are obtained from respective upper and lower bounds for Whitney ball count, and vice versa. In each case we also obtain the corresponding estimates between the local Whitney ball count and Assouad dimensions. Note that separately considered many of these lemmas hold under much weaker assumptions than those in Theorem 4.1 or Theorem 4.2.
In the Euclidean case, the relations between the upper Minkowski dimension and upper bounds for Whitney ball (cube) count were established by Martio and Vuorinen [27] . Their results can now be viewed as special cases of our more general approach; in particular, [27 
We begin with a lemma which gives a general upper bound for the local Whitney ball count.
Lemma 4.3. If E ⊂ X is a closed set and 0 < δ ≤ 1, then there is a constant C ≥ 1, depending only on Xand δ, satisfying the following: If B 0 is a closed ball of radius R centered at E, 0 < r < R, and {B(w j , r)} n j=1 , w j ∈ E, is a cover of E ∩ 2B 0 , then
Moreover, for each y ∈ B(x, r ′ ) we have dist(y, E) ≤ d(y, x) + dist(x, E) ≤ r + 8r = 9r. In particular, there is j ∈ {1, . . . , n} so that y ∈ B(w j , 10r) and thus B(x, r ′ ) ⊂ B(w j , 10r). Fix j ∈ {1, . . . , n} and denote W k X \ E; B 0 ∩ B(w j , 10r) by {B(x i , r ′ i )} i∈I . Note that each B(x i , r ′ i ) is a subset of B(w j , 12r). Letting B = {B(x i , δr/4)} i∈I , we have B∈B χ 2B ≤ C 1 , where the constant C 1 ≥ 1 is as in the definition of the Whitney cover. Let B ′ be a maximal disjoint subcollection of B and define B B ′ = {B ∈ B : the center point of B ′ is in 2B} for all B ′ ∈ B ′ . By the maximality of B ′ , we have B = B ′ ∈B ′ B B ′ . Since #B B ′ ≤ C 1 for all B ′ ∈ B ′ , we obtain
where s > dim A (X) and the constant C 2 ≥ 1 depends only on X.
Since each ball in W k X \ E; B 0 is contained in some B(w j , 10r), we conclude that
We remark that a different version of the above lemma can be found in [4, Lemma 3.8]. Notice, in particular, that in [4] it was assumed that Whitney balls with radii multiplied by 1 2 are pairwise disjoint, and that there the Whitney balls cover, in general, only a part of the complement of the closed set E.
We obtain the following two lemmas as rather immediate consequences of Lemma 4.3. The first one (Lemma 4.4) gives upper bounds for Whitney ball count in terms of upper dimensions, while in the second one (Lemma 4.5) lower bounds for Whitney ball count lead to lower estimates for lower dimensions.
Lemma 4.4. (1) If E ⊂ X is a closed set and dim A (E) < λ, then there is C ≥ 1 such that if B 0 is a closed ball of radius 0 < R < diam(E) centered at E, we have
Proof. If k > − log 2 R, the definition of the upper Assouad dimension implies that the set E ∩ B 0 can be covered by balls {B(w j , 2 −k )} n j=1 , w j ∈ E, where n ≤ C(2 −k /R) −λ for some constant C ≥ 1. The first claim follows by recalling Lemma 4.3.
In the second claim, the assumption on the Minkowski content shows that there are M > 0 and r 0 > 0 so that M λ r (E) ≤ M for all 0 < r < r 0 . Let k 0 ∈ N be such that 2 −k 0 ≤ r 0 and k ≥ k 0 . Since now E has a cover {B(w j , 2 −k )} n j=1 , w j ∈ E, for which n2 −λk ≤ 2M , also the second claim follows from Lemma 4.3.
Lemma 4.5. Let ℓ ∈ N, λ ≥ 0, and c > 0.
(1) If E ⊂ X is a closed set and for each closed ball B 0 of radius
If E ⊂ X is a compact set and there is k 0 ∈ Z for which
Proof. Let B 0 be such a ball, fix 0 < r < R2 −ℓ , and take k ∈ Z such that 2 −k < r ≤ 2 −k+1 . Then k > − log 2 R + ℓ. Let {B(w j , r)} n j=1 , w j ∈ E, be a cover of E ∩ B 0 . Then the assumption together with Lemma 4.3 gives
where C ≥ 1 is as in Lemma 4.3. On the other hand, for R2 −ℓ ≤ r < R, a sufficiently small c > 0 gives n ≥ 1 ≥ cC −1 (r/R) −λ for all r-covers of E ∩ B 0 , and thus we conclude dim A (E) ≥ λ.
In the second claim, considering a cover of E, the same calculation yields M λ r (E) ≥ c 1 (with c 1 > 0 depending on X, E, and c) for all 0 < r < 2 −k 0 , and the claim follows.
In order to obtain results in directions converse to the previous lemmas, it is necessary to add some extra conditions on both the space X and the closed set E ⊂ X. We begin again with a general lemma giving a lower bound for the local Whitney ball count in the complement of a porous set. Lemma 4.6. If X is q-quasiconvex and E ⊂ X is a closed ̺-porous set, then there is a constant c > 0 depending only on ̺, q, and the doubling constant N satisfying the following: If B 0 is a closed ball of radius 0 < R < diam(E) centered at E, 0 < r < R/2q, and {B(w j , r/2)} n j=1 , w j ∈ E, is a maximal packing of E ∩
where k ∈ Z is such that ̺r/10 < 2 −k ≤ ̺r/5.
Proof. Fix j ∈ {1, . . . , N }. The porosity assumption implies that there is y j ∈ B(w j , r) satisfying dist(y j , E) ≥ ̺r. By the q-quasiconvexity, there is a curve γ j : [0, 1] → X such that γ j (0) = y j , γ j (1) = w j , and length(γ j ) ≤ qd(y j , w j ). Thus γ j ([0, 1]) ⊂ B(w j , qr) ⊂ B 0 , where the latter inclusion holds since qr ≤ R/2 and w j ∈ 1 2 B 0 . From the continuity of both γ j and the distance function x → dist(x, E) it follows that there exists x j ∈ γ j ([0, 1]) so that dist(x j , E) = 5 · 2 −k ≤ ̺r.
Let B(z j , r j ) ∈ W(X \ E; B 0 ) be such that x j ∈ B(z j , r j ). Then
and, consequently, B(z j , r j ) ∈ W k (X \ E; B 0 ) and B(z j , r j ) ⊂ B(w j , qr + ̺r). Since the balls in the collection {B(w j , r/2)} n j=1 are pairwise disjoint, the doubling condition of X implies that we may decompose {B(w j , qr + ̺r)} n j=1 into M ≥ 1 pairwise disjoint collections, where M depends only on q, ̺, and the doubling constant N . Since each ball B(w j , qr + ̺r) contains a ball from W k (X \ E; B 0 ), we conclude that n ≤ M #W k (X \ E; B 0 ) as desired. Lemma 4.7. Assume that X is q-quasiconvex.
(
Proof. 
By considering a maximal packing of E, a similar calculation shows the second claim.
Remark 4.8. In the case when one is dealing with a more general Whitney cover with parameter
, it might be necessary to consider in Lemma 4.6 (and thus also in Lemma 4.7) the sum over two consecutive generations W k and W k+1 , since the Whitney cover may lack a certain generation of balls. In particular, this is the case with the usual Euclidean Whitney cube decomposition.
Remark 4.9. Porosity appears to be rather crucial in the proof of Lemma 4.6 (and thus also in Lemma 4.7), and indeed, our Example 5.12 shows that the lower bound can fail for non-porous sets. The quasiconvexity assumption can be weakened (in particular the existence of rectifiable curves is not needed), but some kind of a 'quantitative local connectivity' property is required.
To see this, consider, for instance, the set
equipped with the relative metric, where, for m ∈ N, A m = {0} ∪ {2 −mj : j ∈ N}, and E = [0, 1] × {0} ⊂ X. Then E is 2 −2m -porous and connected, and dim M (E) = 1. Nevertheless, for k ∈ N such that 2 −k+3 / ∈ A m (i.e., k − 3 not divisible by m), all Whitney balls in W k (X \ E) are centered at {0} × [0, 1], and thus #W k (X \ E) ≤ C for these k. This shows that the estimate of Lemma 4.7(2) can not be true for E.
However, even without the quasiconvexity assumption we obtain, under the other assumptions of Lemma 4.6, that there exists ℓ ∈ N (depending on ̺) such that
It follows that all the consequences of that lemma also hold in non-quasiconvex spaces with the corresponding modifications.
Lemma 4.10. Assume that X is q-quasiconvex, and let λ ≥ 0 and C ≥ 1.
(1) If E ⊂ X is a closed ̺-porous set such that for each closed ball B 0 of radius 0 < R < diam(E) centered at E and for every k ≥ − log 2 R we have
(2) If E ⊂ X is a compact ̺-porous set and there exists k 0 ∈ Z such that for every k ≥ k 0 we have
. Define r 0 = R/q, fix 0 < r < r 0 , and let k ∈ Z be as in Lemma 4.6. Furthermore, let {B(w j , r/2)} n j=1 , w j ∈ E, be a maximal packing of E ∩ B 0 . Then, using Lemma 4.6 and the assumption for the ball 2B 0 , we obtain
where c > 0 is as in Lemma 4.6. Thus E ∩ B 0 can be covered by at most C 1 (r/R) −λ balls of radius r for all 0 < r < r 0 , where C 1 ≥ 1 does not depend on r. For r 0 ≤ r ≤ R ≤ diam(E) the same bound follows by simply choosing the constant C 1 to be sufficiently large.
In the second claim, considering a maximal packing of E ∩ B 0 , essentially the same calculation yields M λ r (E) ≤ C for all 0 < r < r 0 . If we assume, instead of porosity as in Lemma 4.10, only that E ⊂ X has zero µ-measure, and also drop the quasiconvexity assumption, we obtain (in Lemma 4.11 below) weaker estimates, involving the regularity dimensions of µ, for the upper Assouad and Minkowski dimensions of E. However, as pointed out in Corollary 4.12, in s-regular spaces the conclusions of Lemma 4.11 coincide with those of Lemma 4.10 under these weaker assumptions. The obvious example of the unit ball E = B(0, 1) ⊂ R d shows that the condition µ(E) = 0 can not be removed from these considerations.
Lemma 4.11. Assume that µ is a doubling measure on X, and let 0 ≤ λ < dim reg (µ) and C > 0.
(1) If E ⊂ X is a closed set with µ(E) = 0, and for each closed ball B 0 of radius 0 < R < diam(E) centered at E and for every k ≥ − log 2 R we have
If E ⊂ X is a compact set with µ(E) = 0, and there is k 0 ∈ Z such that for every k ≥ k 0 we have
Proof. Fix a ball B 0 of radius R > 0 and let 0 < r < R. Take
The first claim follows now from the definition of the lower Assouad codimension and Lemma 3.4.
The above calculation also shows that under the assumptions of the second claim, we have µ(E r ) ≤ Cr t−λ for all 0 < r < 2 −k 0 (where the constant C > 0 depends on E). Hence M µ,t−λ r (E) ≤ C for all 0 < r < 2 −k 0 , and so co dim
The upper bound for dim M (E) follows from the estimates in (3.4).
Corollary 4.12.
Assume that µ is an s-regular measure on X.
(1) If E ⊂ X is a closed set with µ(E) = 0 such that for each closed ball B 0 of radius 0 < R < diam(E) centered at E and for every k ≥ − log 2 R we have
If E ⊂ X is a compact set with µ(E) = 0 and there exists k 0 ∈ Z so that for every k ≥ k 0 we have
Tubular neighborhoods and spherical dimension
It is not hard to show that in an s-regular space X the results of Theorems 4.1 and 4.2 can be reformulated equivalently in terms of the measures of the 'annular neighborhoods' E 2 −k \E 2 −k−1 of a compact set E ⊂ X; recall that E r = {x ∈ X : dist(x, E) < r} is the open (tubular ) r-neighborhood of E, sometimes also called the parallel set of E. Now one may ask what happens when the 'width' of the annular neighborhoods is allowed to shrink towards zero, i.e., how µ(E r \ E s ) behaves when 0 < s ↑ r. In general metric spaces this does not necessarily lead to meaningful results, but in the Euclidean space R d one is then prompted to obtain estimates for the (d−1)-dimensional 'surface area' of the sets E r , that is, for H d−1 (∂E r ). The set ∂E r = {x ∈ R d : dist(x, E) = r} is called the r-boundary of E. We remark that the study of the behavior of H d−1 (∂E r ) is related to the study of curvature measures of E; see e.g. [42] .
In this section, we will show that there is an intimate connection between H d−1 (∂E r ) and the number of Whitney balls in W k (R d \ E), where 2 −k ≈ r. More precisely, we have the following estimate for each compact set E ⊂ R d : The consequences of (5.1) are numerous. For instance, Oleksiv and Pesin [29] gave the following general estimate for H d−1 (∂E r ), when E ⊂ R d is bounded and r > 0:
where C 1 ≥ 1 depends only on d and C 2 ≥ 1 depends only on d and the diameter of E. These estimates are now easy consequences of the upper bound in (5.1). Examples from [29] show that the growth orders in (5.2) are essentially sharp for a general bounded set E ⊂ R d . Nevertheless, as soon as more information is available on the geometry of E, our (5.1) implies much better estimates on H d−1 (∂E r ). Another application of (5.1) is related to the so-called lower spherical dimension of a compact set E ⊂ R d . This was defined by Rataj and Winter [32] as
The corresponding upper dimension, defined as above but with lim sup instead of lim inf, was shown in [32] to agree with the upper Minkowski dimension of E if H d (E) = 0 (this result can also be deduced from our more general estimate (5.1) as well), but for the lower dimensions Rataj and Winter [32] obtained the estimate
Moreover, in [41] the bounds in (5.3), apart from the end point in the lower bound, were shown to be sharp. We are now able to bring further clarification into these results: First, we have the following consequence of (5.1) (compare this to Theorem 4.2):
It is also true that the corresponding characterization for the upper spherical dimension holds for all compact E ⊂ R d . By Theorem 4.1, Theorem 5.1 implies the following equivalence of lower dimensions for porous sets of R d :
One particular consequence of this result is that if E ⊂ R d is an s-regular compact set with 0 ≤ s < d, then both the upper and lower spherical dimensions of E are equal to s. See also Corollary 5.9 for a more precise statement concerning s-regular sets.
Our second result on the lower spherical dimension is that we fix the gap concerning the sharpness of the lower bound in (5.3) in Example 5.12, where we show the following:
This example, featuring a 'thick' Cantor type construction, also provides an answer to another question of Winter [41, Remark 2.4] , namely that the existence of the Minkowski dimension does not guarantee the equivalence of the lower Minkowski and the lower spherical dimensions. It is also trivial to see that the converse does not hold either: by Corollary 5.2 it suffices to construct a compact and porous set E with dim M (E) < dim M (E); see [28, §5.3] .
Before going into the details of our results, let us briefly mention some of the previous results concerning the r-boundaries ∂E r of a compact set E ⊂ R d . These sets are always (d−1)-rectifiable (see [28, Lemma 15.13] and [32, Proposition 2.3] ), and have finite (d−1)-dimensional Hausdorff measure (with estimates), as already seen in (5.2). If d ∈ {2, 3} and E ⊂ R d is compact, then the set ∂E r is a (d−1)-Lipschitz manifold for H 1 -almost every r ∈ (0, ∞). This is a result of Brown [6] for d = 2 and Ferry [10] for d = 3. Ferry also gave an example which shows that if d ≥ 4, then the above claim fails: there exists a Cantor type compact set E ⊂ R d such that ∂E r is never a (d−1)-manifold when 0 < r < 1. See also the articles [11, 12, 34] for related results.
It is also true that for all but countably many r > 0 it holds that [32] on spherical dimensions. Contrary to this, our approach is completely geometric. In fact, our proofs are based on the following two geometric lemmas, in which we estimate the size of ∂E r in (or near) a Whitney ball (with a radius comparable to r).
for all r > 0, where C ≥ 1 depends only on d.
We may clearly assume #(∂E r ∩ B) ≥ 2. Fix two different points x 1 , x 2 ∈ ∂E r ∩ B. Let w 1 , w 2 ∈ E be such that |x i − w i | = r, and let y i be the intersection of ∂B and the line segment [x i , w i ] for i ∈ {1, 2}. Also let ℓ be the line through x 1 , x 2 and let proj ℓ denote the orthogonal projection onto ℓ. Then
as otherwise we would have |x 1 − w 2 | < r or |x 2 − w 1 | < r, which is not possible. Our goal is to show that
, then proj ℓ (w i ), and thus also proj ℓ (y i ), can not be on the half-line starting from x i and containing the interval [x 1 , x 2 ]. Hence, by (5.5), it is obvious that
We may thus assume that
, and consequently
proving (5.6). Estimate (5.6) shows that the above procedure of choosing y ∈ ∂B for a given x ∈ ∂E r ∩ B is an inverse of a 2-Lipschitz mapping from a subset of ∂B onto ∂E r ∩ B. Therefore
as claimed.
We remark that in the case d = 2, Lemma 5.4 was proved in [16, Corollary 1] using a different idea.
Our second lemma provides an estimate in the converse direction:
for all 2 −k−1 < r ≤ 2 −k , where c > 0 depends only on d.
Proof. Fix B = B(y, R) ∈ W k (R d \ E) and 2 −k−1 < r ≤ 2 −k , and let w ∈ E be such that |y − w| = 8R. Then for all x ∈ ∂B(y, 4R) we have that dist(x, E) ≥ 4R > 2 −k ≥ r, and for all x ∈ ∂B(w, 2 −k−1 ) that dist(x, E) ≤ 2 −k−1 < r. Moreover, if ℓ is a half-line starting from y and making an angle 0 ≤ α ≤ α 0 = arcsin(1/16) with the line segment [y, w] from y to w, then ℓ intersects both ∂B(y, 4R) and ∂B(w, 2 −k−1 ), and so there exists x ∈ ℓ ∩ ∂E r ∩ B(y, 8R). Let us consider the radial projection onto ∂B(y, 4R), that is, the mapping proj : R d \ {y} → ∂B(y, 4R) for which proj(x) = y + 4R x − y |x − y| .
It is evident that proj is 1-Lipschitz in R n \ B(y, 4R) (and thus especially in ∂E r ∩ B(y, 8R)) and, furthermore, the image proj(∂E r ∩ B(y, 8R)) contains all x ∈ ∂B(y, 4R) for which the angle between the line segments [y, x] and [y, w] is less than α 0 . It follows that
where c only depends on the dimension d.
We can now prove local quantitative estimates for the (d−1)-measures of r-boundaries; notice that the global estimates of (5.1) are special cases of these local results, applied to sufficiently large balls.
(4) If E is porous and dim A (E) > λ, then there exists c > 0 and 0 < δ ≤ 1 so that
for all closed balls B 0 of radius 0 < R < diam(E) centered at E and for every 0 < r < δR.
Proof. The claim (1) follows directly from Lemma 4.4(1) and Proposition 5.6. For (2) we need Proposition 5.6 together with a slight modification of Lemma 4.5(1), where the assumption allows a sum over a fixed number of consecutive generations of Whitney balls, but the conclusion stays the same. The claim (3) follows from Corollary 4.12(1) and Proposition 5.7, and (4) from Lemma 4.7(1) and Proposition 5.7.
Remark 5.11. Global versions of the first three cases of Corollary 5.10 for compact sets, where Minkowski dimensions are used instead of Assouad dimensions and references to B 0 and R are omitted, can be found to be implicit in [32] ; the corresponding version of (1) follows from [32, Lemma 3.5] , and versions of (2) and (3) from [32, Corollary 3.2] . There is also a global version of (4), even without the porosity assumption but then with a larger exponent. Namely, it follows from [32, Proposition 3.7] that dim M (E) > λ implies
for small r > 0. This estimate is of course related to the lower bound for spherical dimension in (5.3). The proof of [32, Proposition 3.7] is based on the use of the isoperimetric inequality. However, we now know by Proposition 5.8 (2) , that the global analog of (4) If Q ⊂ R n is a cube, then ℓ(Q) is its side-length. We begin the construction by introducing the following λ-operation:
(λ) If Q is any collection of rectangles, then we form a new collection by replacing each Q ∈ Q by four rectangles of side-length λℓ(Q) placed in the corners of Q.
Let Λ = (λ j ) ∞ j=1 , where λ j = for all even j. Furthermore, let S = (s j ) ∞ j=1 be a sequence of real numbers so that s j > 1 for all j ∈ N and lim j→∞ s j = 1 and let (n j ) ∞ j=1 be a sequence of natural numbers so that n j+1 is much bigger than j i=1 n i . We will indicate how to make the precise choice for n j+1 during the construction. Set Q 0 = {[0, 1] 2 } and for each j ∈ N construct Q j recursively from Q j−1 by applying the λ j -operation n j times. Observe that Q∈Q j Q = Q∈Q j−1 Q, but #Q j = 4 n j #Q j−1 for all odd j. Define E = ∞ j=1 Q∈Q j
Q.
We define a probability measure µ on E by dividing the mass of Q ∈ Q j−1 evenly for all 4 n j subcubes of Q contained in Q j . Let Q j (x) be a rectangle in Q j that contains x. Since µ(Q) = Observe that we may now choose n j+1 (depending on Λ, S, and n 1 , . . . , n j ) large enough so that the ratio
is as small as we wish. Thus the length of ∂E r is at most a constant times #Q j ℓ j for all cd j < r < d j , where c > 0 is as small as we like. The desired estimate dim S (E) ≤ s j follows from this since #Q j ℓ j d
remains bounded for all even j. Finally, to prove that H 2 (E) = 0 it suffices to show that if j is even, then Q∈Q j ℓ(Q) 2 can be made arbitrary small by choosing n j large enough. But this is obvious since Q∈Q j ℓ(Q) 2 = j−1 i=1 (4λ 2 i ) n i (4λ 2 j ) n j ≤ (4λ 2 j ) n j , and here 4λ 2 j < 1.
