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ABSTRACT
The purpose of this thesis is to develop, establish and apply novel quality assurance
(QA) methods for nuclear and high-energy physics particle detectors. The detectors
should be maintenance-free since devices can only be replaced during long technical
shut-downs. Furthermore, the detector modules must endure handling during instal-
lation and withstand heat generation and cooling during operations. Longevity in a
severe radiation environment must also be assured. Visual inspection and electrical
characterisation of particle detectors are presented in this work.
The detector studies included in this thesis, while based on different technologies,
were united by the demand for reliable and enduring particle detectors. Four major
achievements were accomplished during the the Gas Electron Multiplier (GEM) foil
studies: a software analysis capable of precise foil inspection was developed, a rigor-
ous calibration procedure for the Optical Scanning System was established, a detailed
3D GEM foil hole geometry study was performed for the first time and an impact of
the hole geometry on the detector gain was confirmed. Promising results were also
achieved during the solid-state detectors studies. A new technique for assuring the
height uniformity of the chip interconnections in the pixel detector modules was pro-
posed and implemented. Two semiconductor detectors (Si and GaAs) were designed,
microfabricated and tested. The consistency of the QA results demonstrated the de-
tectors’ reliability and preparedness to serve the needs of future particle and nuclear
physics experiments.
During the performed studies, strict calibration techniques and measurement un-
certainties were applied to guarantee the trustworthy accuracy of the used measure-
ment tools. Thus, all quality assurance techniques presented in this thesis were held
in clean conditions at monitored temperature and humidity.
The combined results of this thesis demonstrate the importance of adequate qual-
ity assurance for guaranteed accurate data collection and long operating life of the
detector.
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PURPOSE AND STRUCTURE OF THIS
THESIS
The purpose of this thesis is to improve, develop, establish and apply novel quality
assurance (QA) methods for the detectors in the international nuclear and high-energy
physics communities. Several steps were taken before achieving these goals: ensuring
the calibration of the instruments used for visual inspection of Gas Electron Multiplier
(GEM) foils and flip-chip interconnections; fulfilling the requirements of the ISO/IEC
17025, UKAS M3003 and GUM JCGM 100:2008 standards for calculating measurement
uncertainty; and studying the impact of GEM hole geometry on the GEM detector gain
by using simulation software. Similar calibration checks were performed on the set-up
used for the electrical characterisation of the solid-state particle detectors.
The structure of the thesis is as follows: in the current chapter, the summary of
the original publications and the author’s contributions are presented. Chapter 1 in-
troduces the Standard Model as the framework for our understanding of matter and
presents the most relevant experiments for this thesis that study matter and its inter-
actions. In Chapter 2, an introduction to the radiation detection in particle physics is
given, followed by a description of the two main particle detector types in the mod-
ern physics experiments that are relevant to this work. The motivation and approach
for QA of particle detectors, as well as the applied inspection techniques and the ob-
tained results are presented in Chapter 3. In Chapter 4, the discussion and research
conclusions are presented.
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diation detectors, A. Karadzhinova, T. Hildén, M. Berdova, R. Lauhakangas, J. Heino,
E. Tuominen, S. Franssila, E. Hæggström, and I. Kassamakov, Measurement Science and
Technology 25, 115403 (2014).
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tion using GEM-foil based Traceable Standard, A. Karadzhinova, A. Nolvi, T. Hildén,
R. Lauhakangas, E. Hæggström, E. Tuominen and I. Kassamakov, Frontiers in Optics
2014, OSA Technical Digest (online) FW5A.2 (2014).
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Tuominen, T. Mäenpää, P. Luukka, E. Tuovinen, A. Karadzhinova, L. Spiegel, S. Era-
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Summaries of the original publications
Publication I: Optical quality assurance of GEM foils
An Optical Scanning System (OSS), constructed at Helsinki Institute of Physics
(HIP), was employed for visual quality assurance of GEM foils. A software applica-
tion was developed to analyse the images taken by the system to determine the GEM
foil quality and reliability. The relationship between the GEM hole size and foil per-
formance, as well as the software capability, were discussed.
Publication II: Calibrating an optical scanner for quality assurance of large area ra-
diation detectors
A rigorous calibration procedure was developed for the OSS. The calibrated high-
aspect ratio system ensures the quality of large area GEM foils. The performed cali-
bration fulfilled the requirements of the ISO/IEC 17025 and UKAS M3003 standards
for calculating measurement uncertainty with 95 % confidence level. The proposed
large-scale scanning technique can potentially be applied to other optical instruments
that work in the micro scale.
Publication III: Scanning White Light Interferometry for Optical Scanner Calibra-
tion using GEM-foil based Traceable Standard
Based on previous experience, a new approach for OSS calibration was performed,
GEM foils were specifically prepared to serve as transfer links between the OSS and a
Scanning White Light Interferometry (SWLI) device. In this manner, traceability of the
OSS calibration via the SWLI was established (calibrated dynamically and statically at
the Finnish Centre for Metrology and Accreditation (MIKES)). This methodology com-
plies with the ISO/IEC 17025, UKAS M3003 and and GUM JCGM 100:2008 standards.
Relying on this technique and using more suitable TS, smaller uncertainty in the OSS
was achieved.
Publication VI: Impact of GEM foil hole geometry on GEM detector gain
Real GEM foil hole geometry was examined in detail for the first time. Four new
GEM hole geometry parameters were defined using high-resolution SWLI. To study
the effect of hole geometry on detector gain, the ANSYS and Garfield ++ software tools
were employed to simulate GEM detector gain based on collected data for the GEM
foil hole geometry. In addition, 70 different shape variations of the GEM foil hole ge-
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ometry were created to study the effective gain as a function of hole parameters in a
GEM foil with uniformly shaped holes. Later they were compared to a foil carrying
holes with the originally designed shape.
Publication V: Characterization of Ni/SnPb-TiW/Pt Flip Chip Interconnections in
Silicon Pixel Detector Modules
Silicon pixel detectors are typically connected to readout chips by flip-chip bond-
ing using solder bumps. High-quality electro-mechanical flip-chip interconnects min-
imize the number of dead read-out channels in the detector system. The uniformity of
the solder bumps was studied using SWLI. This technique proposes a way to decrease
the number of dead channels of the silicon pixel detector modules by precisely mea-
suring the soldered bump height to ensure that they fulfil the required specifications.
Publication VI: Strip Detectors Processed on High-Resistivity 6-inch Diameter Mag-
netic Czochralski Silicon (MCz-Si) Substrates
The tracking detectors for future high-luminosity particle physics experiments have
to be simultaneously radiation hard and cost efficient. Silicon strip detectors made
of high resistivity Magnetic Czochralski silicon (MCz-Si) substrates were successfully
processed and characterised. Thorough electrical characterisation of the MCz-Si de-
tectors was performed and the obtained results demonstrate that these detectors can
be manufactured by an industrial scale semiconductor process.
Publication VII: Processing and characterization of epitaxial GaAs radiation detec-
tors
Radiation detectors made on epitaxial GaAs substrates are a promising alterna-
tive to the silicon devices used for spectroscopy and radiography applications. It was
proven that such a device with thickness of 100 µm has 60 % better absorption effi-
ciency compared to a 300 µm thick silicon device. The X-ray detector was successfully
manufactured and its reliability was confirmed by electrical characterisation measure-
ments of Capacitance-Voltage (CV), Current-Voltage (IV). Transient Current Technique
(TCT) and Deep Level Transient Spectroscopy (DLTS) were also used during the de-
tector inspection.
4
CHAPTER 1
INTRODUCTION
1.1 Basic understanding of matter
The Standard Model (SM) [1], shown in Figure 1.1, is a quantum field theory that
describes all the basic constituents of matter and their interactions via fundamental
forces.
Figure 1.1: The elementary particles and the gauge bosons of the Standard Model
quantum field theory [2].
For decades various experiments around the world have been built to test and con-
firm its predictions. In 2012 the Standard Model was finally completed with the dis-
covery of the last predicted fundamental particle - the Higgs boson [3, 4]. Its detection
answered some questions but also led to many new ones. Particle physics does not
only study the SM but also spreads beyond its postulates. Many theories beyond the
SM are waiting for an experimental evidence of their existence. Therefore, a demand
for new, more sensitive and powerful high-energy and nuclear physics experiments is
rising. Two of these experiments are presented in the sections below.
The goals of the high-energy and nuclear physics experiments are to study:
• Particle collisions for possible manifestations of physics beyond the Standard
Model such as dark matter candidates and existence of extra dimensions, in ad-
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dition to increasing the understanding of strong interactions.
• Particle properties including particle mass m, charge q, spin s, mean life τ .
• Global event characteristics for example multiplicity, mean transverse momen-
tum and missing energy.
1.2 Physics experiments relevant for this thesis
1.2.1 CERN
The European Organization for Nuclear Research (CERN) [5] is the largest laboratory
with the most powerful accelerator at this moment (2016). It houses the biggest high-
energy physics experiments. Since September 2008, the physics program of this facility
has been performed at the Large Hadron Collider (LHC) [6] that accelerates two pro-
ton beams up to 7 TeV per beam, which are collided at four main collision points,
see Figure 1.2. Each point is surrounded by a large detector to record the elementary
particles induced by the collision. The four main experiments at the LHC are:
Figure 1.2: A schematic view of the CERN accelerator complex [5].
• A Large Ion Collider Experiment (ALICE) [7] designed to study heavy ion colli-
sions studies.
• A Toroidal LHC AparatuS (ATLAS) [8] and the Compact Muon Solenoid (CMS)
[9] are general purpose experiments, their main focus is pursuing a broad physics
programme with general purpose detector design.
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• The Large Hadron Collider beauty (LHCb) [10] experiment devoted to b quark
physics.
Complementary to the CMS detector there is a smaller experiment, the Total Cross
Section, Elastic Scattering and Diffraction Dissociation at the LHC (TOTEM) [11]. The
physics program of TOTEM is focused on the measurement of the total proton-proton
cross section, elastic scattering and soft diffractive processes that occur during the
beam collision inside the CMS detector.
Each of these experiments consists of several sub-detectors in concentric layers
around the interaction region. They allow the identification of the individual parti-
cles, their energy and momentum. An example of such a detector structure is shown
in Figure 1.3. In general, the particle detectors can be divided into three groups ac-
cording to the identification technique they use:
• Particle interaction with the detector material - a particle that passes through
matter deposits a part (or all) of its energy within the detector by radiation of
electromagnetic waves (including light) or ionization. The energy released in the
detector depends on the energy and momentum of the particle that has entered,
as well as the properties of the particle.
• With magnetic field - the momentum of a charged particle can be studied by
measuring the curvature of its trajectory.
• Time of flight - measures the time that it takes for a particle to enter and leave
the detector.
Figure 1.3: Cross-section of the CMS experiment, showing particles passing through
its various parts [12].
The LHC experiments are made up of about 150 million sensing elements in total
and they are able to operate at the LHC collision rate of up to 40 MHz. After filter-
ing, about 100 collisions of interest are recorded per second for analysis. To extend its
7
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discovery potential, the LHC will undergo a major upgrade to increase its luminos-
ity (rate of collisions) by a factor of 10 beyond the original design value (from 300 to
3000 fb−1) [13]. Thus, upgrades of the detectors will also be required due to the radi-
ation dose increase in the detector material during collision and the higher amount of
data that will be collected.
The Helsinki Institute of Physics became a CERN member in 1991. Since then the
Detector Laboratory took an essential role in the TOTEM T2 Telescope constructions,
quality assurance and installation of the GEM detectors. The CMS Tracker Outer Bar-
rel rods, which provide support for the silicon strip detectors, readout electronics and
all the necessary cables, were also constructed in Finland. The Detector laboratory
had a large contribution to the ALICE strip detectors. Figure 1.4 gives an overview
of the HIP contribution to the CERN experiments. The current responsibilities of the
Helsinki Institute of Physics and the Detector Laboratory for CERN are related with
the upgrade phases of ALICE and CMS (described below) and the construction of new
detector in TOTEM [14].
Figure 1.4: The contributions of the Helsinki Institute of Physics to the CERNs experi-
ments. Side view of the inner most detector of CMS, the Silicon Tracker and of the two
TOTEM GEM Telescopes [15].
HIP contribution to the ALICE upgrade
One of the ALICE Tracking Detector systems consist of Time Projection Chambers
(TPC) [16]. A major upgrade of the TPC readout chambers (ROC) is planned after
the second long LHC maintenance break (LS2) [17]. The current system is based on
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Multi-Wire Proportional Chambers [18] and will be replaced by Gas Electron Multi-
plier detectors [19], see Figure 1.5.
Strict design criteria for the new ROCs should be applied to guarantee accurate
data collection and long operating life of the detector. Thus, thorough quality assur-
ance of the detectors must be employed to fulfil this goal (see Section 3.3).
Figure 1.5: Cross-section of the ALICE experiment, showing the Time Projection
Chambers in the centre of the detector [20].
HIP contribution to the CMS upgrade
The innermost detector of CMS consists of silicon pixel detector modules, see Fig-
ure 1.4. During its upgrade, it will be completely rebuilt and accompanied by new
readout electronics capable of handling the higher amount of data expected after the
first LHC maintenance break (LS1) [21]. The number of channels, i.e pixels and related
interconnections, will simultaneously be increased from the current 64 million up to
125 million channels allowing significantly better tracking performance. Successful,
reliable, timely, and economical manufacturing of these modules, to be installed dur-
ing the end of 2016, requires reliable and accessible quality assurance methods (see
Section 3.4).
The HIP contribution to the CMS upgrades also includes a long-term research pro-
gram focused on the development of radiation-hard silicon pixel and strip particle
detectors described in Publication VI, for the phase II upgrade of the CMS and other
experiments requiring extreme radiation hardness and tracking granularity.
1.2.2 FAIR
The Facility for Antiproton and Ion Research (FAIR), will house experiments in various
fields of physics [22]. The research program of the international accelerator facility will
9
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be based on antiproton and ion studies that have not been possible to perform earlier
and in other facilities.
Similarly to CERN, FAIR will host several physics programs in parallel. The four
main experiments at the FAIR, illustrated in Figure 1.6, are:
• The Atomic, Plasma Physics and Applications (APPA) program [23], formed by
five different sub-collaboration experiments devoted to studies of material sci-
ence, biology, atomic physics and their applications.
• The Compressed Baryonic Matter experiment (CBM) [24] designed to study highly
compressed nuclear matter.
• The PANDA experiment [25] devoted to study the strong interaction physics by
proton–antiproton annihilation.
• The Nuclear Structure, Astrophysics and Reactions (NUSTAR) [26] is another
group of sub-collaboration experiments studying the structure and dynamics of
unstable nuclei.
Figure 1.6: A schematic view of the future FAIR facility [27].
HIP contribution at FAIR
Production of dense monoisotopic nuclear beams is required for the purposes of the
FAIR physics program. To achieve such beams, a beam monitoring detector system,
shown in Figure 1.7, is needed during operation [28]. This detector should be able to
10
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measure and track beams of different particle energies and densities with high reso-
lution. The detectors should be able to sustain a severe radiation environment since
these devices can only be replaced during long technical shut-downs. The high inten-
sity of the beams (approximately 106 particles per second) also requires that the detec-
tor is able to operate with only a short time window to clean the drift volume from
the collected charge. Such a speed cannot be achieved with the basic TPC technology,
thus a detector with complementary particle amplification with GEM was proposed.
In 2011, the first GEM-TPC prototype detector was successfully built and tested for
tracking and particle identification [29]. To ensure the design performance is achieved,
rigorous quality assurance of the GEM foils will be performed (see Section 3.3).
Figure 1.7: The beam monitoring system at FAIR (left) and the GEM-TPC prototype
detector (right) [30, 31].
11
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CHAPTER 2
DETECTION OF RADIATION IN
PARTICLE PHYSICS
2.1 Radiation interaction
The accurate measurement of particle trajectories is one of the most important tasks
for any particle physics experiment. Trajectories provide important information about
the event interaction point, the decay path, and the charge and momentum, when a
magnetic field can be applied. The principle of particle detection rests mainly on the
deposition of energy into the active medium of the detector.
The well-established theory presented in this section is based on [32, 33].
2.1.1 The Bethe-Bloch formula
While moving across matter, particles undergo elastic and inelastic collisions with the
electrons and nuclei of atoms, and thereby lose energy. The main process responsible
for energy losses is due to Coulomb interaction (elastic or not) of the incident particles
with the orbital electrons of the atoms. This energy loss induces some ionization (pri-
mary). The rate of energy loss is subject to fluctuations, but it is possible to estimate its
average by unit of travelled distance in a material by using the Bethe-Bloch formula:
−dE
dx
= kρZz
2
Aβ2
(
ln
[
2mec2β2γ2EM
I2
]
− 2β2 − δ − 2Ce
Z
)
. (2.1)
In this expression:
• k = 2pimec2r2eNA ≈ 0.154 MeVcm2/g;
• mec2 ≈ 0.51 MeV is the electron rest energy (electron mass);
• c ≈ 3 x 108 m/s is the speed of light in a vacuum;
• re = e2/4pi0mec2 ≈ 2.82 x 1013 cm is the classical electron radius;
• e ≈ 1.602 x 10−19 C is the electric charge;
• 0 = 8.8542 x 10−12 F/m is the vacuum permittivity;
• NA ≈ 6.02 x 1023 mol−1 is the Avogadro number;
• ρ is the density of the absorbing medium in g.cm−3;
• z is the charge of the incident particles in units of the electron charge;
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• Z and A are, respectively, the atomic number and the mass number of the mate-
rial through which the particle travels;
• β = υ/c is the velocity of the incident particle and γ is the Lorentz’s factor
(γ = β /
√
1− β2);
• EM is the maximal energy transferred in a single collision to a free electron by a
particle of mass M and velocity υ;
• I is the ionization energy averaged over all electrons;
• δ and Ce/Z are corrections terms. The δ is the density effect of the polarization of
the medium by the particle that crosses it. The Ce/Z is the shell correction that is
needed due to the absence of contribution to the ionization processes of the deep
shells (K, L, etc.) of the atom of the medium;
In summary, energy loss depends essentially on the velocity of the particle (β), its
charge (z) and the nature of the medium (Z and A), and on the probability of interac-
tion that increases with the density (ρ). The energy loss dE
dx
has a global minimum for
particles with 3.0 < βγ < 3.5. Particles with an energy loss close to this minimum are
called minimum-ionizing particles (MIPs).
Figure 2.1 illustrates the calculated energy loss for protons in liquid, gaseous and
solids over a wide momentum range. The qualitative behaviour difference at high
energies between a gas (He in the figure) and the other materials shown in the figure
is due to the density-effect correction, δ(βγ) [34]. Table 2.1 shows the properties of
materials commonly used in particle detectors compared to Al and Fe (see Figure 2.1).
Figure 2.1: Mean energy loss rate according to the Betche-Bloch equation for protons
in liquid, gases and solids. The lines for Si (Z = 14) and Ar (Z = 18) fall between the
lines for Al (Z = 13) and Fe (Z = 26) [34].
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2.1.2 Primary and secondary ionization
Electron-ion pairs are form, when a charged particle passes through matter and loses
its energy through a discrete number of primary ionizing collisions. The ejected elec-
trons can have enough energy to ionize other atoms in the material and produce sec-
ondary electron-ion pairs. The sum of the primary and secondary ionization is the
total ionization and its value is proportional to the energy lost by the incident particle
in the detector:
nT =
∆E
Wi
, (2.2)
where ∆E is the total energy given by the incident particle to the medium and Wi
is the average minimal energy needed to create an ion-electron pair. The number of
primary pairs np is dependent on Z of the detector medium.
Table 2.1: Properties of materials commonly used in particle detectors for comparison
with Al and Fe (see Figure 2.1) [34].
Material Z A 〈Z/A〉 I dE/dx ρ
(eV) (MeVcm2/g) (g.cm−3)
Al 13 26.9815 0.48181 166.0 1.615 2.699
Si 14 28.0855 0.49848 173.0 1.664 2.329
Ar 18 39.9480 0.45059 188.0 1.519 1.662
Fe 26 55.8450 0.46557 286.0 1.451 7.874
Polyimidefilm 0.51264 79.60 1.820 1.420
CO2 0.48889 85.00 1.819 1.842
2.2 Detectors of ionizing radiation
The detectors of ionizing radiation are the main tools in experimental particle and
nuclear physics. The purpose of the detector is to register not only the presence of
radiation, but also to give information about the energy of the particles, their trajectory,
momentum and charge. The deposited radiation energy inside the working volume of
the detector is converted into a human readable signal such as an electrical impulse, a
light pulse, a photographic image or even a sound.
Charged particles transmit their energy to the medium through ionization, leading
to excitation and ionization of atoms. In contrast, neutral radiation undergoes some
typical interactions before these newly charged particles excite and ionize the material.
Particle and nuclear physics experiments primarily use detectors with electrical
(analogue) signal with modern electronics that digitize the signal and transmit it to
computers, making the data processing stage much easier.
The ionizing radiation detectors are characterised by the following properties [35]:
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• Sensitivity - the minimum energy that must be deposited in the detector so as to
produce a signal;
• Energy resolution - the ionization per unit length, or in the case of large enough
detector, the proportionality of the signal to the initial energy of the particle.
• Time resolution - the time lag and time jitter from the arrival of the particle until
the appearance of the signal, and the duration of the output pulse;
• Efficiency - the fraction of the particle flux incident on the detector that is de-
tected;
This thesis focuses on the quality assurance of the two particle detector types used
in the leading physics experiments: gaseous and solid-state (silicon) detectors. They
are both ionization chamber detectors working with similar operation principles, de-
scribed in detail in the following sections. However, due to the nature of their sensing
characteristics they are also very different in many aspects.
2.2.1 Gas electron multiplier detectors
The invention of the Multi-Wire Proportional Chamber (MWPC) by Charpak in 1968
[18] radically changed the particle detector field. With its good position accuracy and
rate capability, and the possibility to electronically record signals generated by the
passage of the particle in the detection medium, the MWPC became the ”ancestor”
of many other modern gaseous particle detectors, such as Drift and Time Projection
Chambers. Furthermore, their use has extended into several fields, such as astroparti-
cle and medical physics.
A significant improvement was made in 1996 when Fabio Sauli introduced the Gas
Electron Multiplier (GEM) [19]. Today, these gas detectors are used for position detec-
tion of ionizing radiation such as charged particles, photons, X-rays [36] and neutrons
at CERN, FAIR and the Joint European Torus (JET) project [37].
Unlike other gaseous detectors, the multiplication and the signal induction regions
in GEM detectors are physically distinct, resulting in greater freedom in the readout
geometry. Moreover, the possibility to divide the multiplication in multiple steps al-
lows a drastic reduction in the problem of discharge and detector ageing processes
[38].
The foil manufacturing
A GEM detector features a densely pierced 50±1 µm thick polyimide foil, coated with
a 5± 1 µm thin copper/chromium layer on both sides, see Figure 2.2. The holes in the
GEM foil have an inner diameter of 50 ± 5 µm, an outer diameter of 70 ± 5 µm and
pitch of 140 µm [19].
The samples, used in this study, were a CERN standard 10 x 10 cm2 double mask
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Figure 2.2: SEM image of a GEM foil - top view (left) and cross-section (right).
GEM foils [39]. They were manufactured at the CERN workshop by photolitographic
technology, illustrated on Figure 2.3, that was developed by R. de Oliveira and his col-
leagues [40]. Conventional lithography is used to imprint the standard hexagonal pat-
tern of the holes on both sides of the pre-manufactured sandwich (Cu/Cr-polyimide-
Cr/Cu) structure (also known as double mask GEM foil). The hourglass-shape hole is
then developed in the middle part of the sandwich by using the remaining metal as
a mask for the polyimide etch. Since the last step is applied simultaneously on both
sides of the foil, the developed holes have a bi-conical shape.
Figure 2.3: Double (left) and single (right) mask GEM foil manufacturing techniques
[40].
Detector operation
One of the main processes that occur in the GEM detectors is an electron avalanche.
It takes place, when free electrons exhibit acceleration by an applied electric field and
thereafter collide with other atoms of the surrounding medium, thereby ionizing them.
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This releases additional electrons which accelerate and collide with further atoms, re-
leasing more electrons. For the case of GEM foil, see Figure 2.4, most electrons drifting
towards the multiplier will be captured by the field, created inside the hole, undergo
avalanche multiplication and exit on the other side.
Figure 2.4: Electric field map in typical operational conditions in GEM holes [41].
For the detector to be operational a potential difference needs to be applied be-
tween the two metallized electrodes of the foil, thereby a high electric field is gener-
ated inside the holes. Drift and induction fields of 2 and 6 kV/cm, respectively, can
be reached using a potential difference of ∆ VGEM = 500 V. This potential difference is
enough for an avalanche multiplication to occur if electrons drift into the hole region
[41]. The electric field shape inside the detector makes each hole act as an electron
multiplier [19]. As shown in Figure 2.4, most of the field lines from the region above
the multiplier enter the holes and exit on the lower side. A multiplication factor of 103
can be reached by a single GEM foil.
Some field lines enter the polyimide which becomes polarized in the field because
it is a dielectric. This leads to the deposition of electrons on the polyimide surface
in the region of the hole where the diameter is the smallest. This additional charge
causes an increased field in the centre of the hole and thus an increase in the gain.
Due to this phenomenon called charging up, the gain of the GEM increases by 30 %
when irradiated. However, the charging up is a fast process (on the order of seconds,
depending on the radiation intensity), while the discharging is very slow (on the order
of hours) and an equilibrium is quickly reached.
The GEMs have high rate capability, restricted by the slow space charge built up
in the multiplication region of the detector. A time period, known as a dead time, is
needed to restore the electric field for creation of new avalanches. The rate capability
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value has been theoretically calculated taking into account the operational parameters
of the detector (500 MHz/cm2). However the detector becomes completely inefficient
at very high values. A rate of 10 MHz/cm2 has been experimentally obtained, showing
detection stability with high rate capability [42].
This charge amplification technique permits detecting the presence and position of
the charged particles, photons, X-rays, and neutrons. An absolute change of 1 µm in
the hole diameter alters the amplification by a few % [41]. Hence, a critical phase of
the GEM foil production is the mask alignment on both metal sides of the foil. The size
and shape of the holes influence the gas multiplication factor [41]. For this reason, a
single mask technology is used in the production of large area GEM foils. The studies
presented in Publication I (also see Section 3.3.1) and Publication IV (also see Section
3.3.5) show that any misalignment in the two masks significantly affects the GEM foil
performance.
Detector gas
Avalanche multiplication, in theory, can occur in any gas or gas mixture. However, to
achieve low operating voltage, high stability, and high gain, the gas mixture should be
carefully chosen.
In addition to the desired ionization, excited atoms are produced in the primary
avalanche process inside the gas volume. The excited noble gas atoms can only return
to their ground state through the emission of a photon. The minimum energy of this
photon is 11.6 eV for argon, which is well above the ionizing potential of the copper
electrodes in the detector, and therefore can release secondary electrons that cause
new avalanches. The creation of these secondary avalanches can lead to a permanent
discharge.
A gas mixture containing polyatomic molecules and argon is used to avoid the
secondary avalanches. The nature of the polyatomic molecules allows them to absorb
the de-excitation photons. The energy is subsequently dissipated by collisions or by
dissociation of the molecule. Such gases are called quenchers and make up the smaller
part of a detector gas mixture.
GEM detector construction
Since GEM is a charge amplification device, it is used as a preamplifier before the de-
tector readout. It is possible to use one GEM as preamplifier for another GEM foil. The
possibility to cascade several GEM stages to reach high gains is exploited in multiple-
GEM foil detectors and allows the construction of GEM-based detectors capable of
efficient detection of MIPs. They consist of three individual parts: the drift region, the
multiplier layers, and the readout plane. Figure 2.5 provides a schematic view of a
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single and a double GEM detector.
An ionizing particle traversing the detector produces charge along its entire trajec-
tory through the gas volume. However, only the charge produced in the gap between
the drift foil and the first multiplier stage contributes significantly to the signal, since
for all other primary charges at least one amplification step is missing.
Figure 2.5: Schematic view of a single (left) and a double (right) GEM detector. The
readout plane is shaded in grey [43].
Due to the drift field ED, the electrons that are produced in the drift gap move
towards the topmost multiplier. They undergo avalanche multiplication in the strong
electric field caused by the voltage difference ∆VGEM1 between the two sides of the foil.
In the case of a double-GEM detector, the larger electron cloud drifts in the transfer
field ET towards the second GEM, where the multiplication process is repeated. After
the GEM foil(s) the electron cloud is ejected into the induction gap and drifts towards
the readout plane under the influence of the induction field EI . Here the charge is
collected and read out with electronics. The separation of the readout circuit from the
amplification region is one of the greatest advantages of pure GEM detectors. This
limits the risk of damaging the fragile readout strips or the front-end electronics in
the case of discharges. Triple-GEM detector configurations are also commonly used
nowadays.
Diffusion, drift and gas multiplication
Diffusion and drift influence the behaviour of the cloud of charge carriers in the de-
tector volume outside the amplification region.
In the absence of an electric field, charged particles assume the average thermal
energy distribution of the gas via multiple collisions. The diffusion in the gas is char-
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acterised by the diffusion coefficient D. The standard deviation of the distribution of
charge originating from a localized charge at t = 0 after a time t is given by
σx =
√
2Dt, (2.3)
with the diffusion coefficient D depending on the mass of the charged particle. For
free electrons, the diffusion coefficient is much higher than for ions. The diffusion
coefficient for electrons in Ar is in the order of 200 - 300 cm2/s, much higher than the
value for electrons in Si: 36 cm2/s.
The application of a uniform electric field across the detector volume causes a
movement of the charge carriers along the field direction (positive particles move in
the direction of the field, negative particles in the opposite direction). This behaviour
is called drift. The drift velocity depends on the strength of the electric field and on
the mean free path of the charge carriers in the material.
In the plane perpendicular to the electric field, the diffusion behaviour is unchanged
from the field-free case, but in the direction of the electric field, the diffusion coefficient
changes, depending on the magnitude of the field.
The process of ionization by electron collisions is the basis for the avalanche multi-
plication. Upon application of a suitable difference of potential between electrodes, an
electric field in the GEM hole develops. Electrons released by ionization in the upper
gas volume, drift into the holes, avalanche in the high field region and leave towards
the electrode [19]. Since the total charge nT generated by the passage of a MIP is much
too small to be detected by readout electronics, this charge has to be amplified before
it can be read out.
While electrons drift in moderate electric fields, they receive enough energy be-
tween two collisions to participate in inelastic processes, namely excitation and ion-
ization. If the energy of an electron exceeds the first ionization potential of the gas
(15.7 eV for Ar), the result of a collision can be an ion pair, leaving the incident elec-
tron free to continue in the electric field.
The number of electron-ion pairs produced per unit length of drift by one primary
electron is called the first Townsend coefficient, α = 1/λ. It is the inverse of the mean
free path for electrons. For small α the coefficient increases linearly with the energy of
the electrons.
Inelastic processes are the basis of avalanche multiplication, as can be seen from
the increase of the number of electrons after a path dx, i.e., dn = nα dx. By integration,
the total number of electrons n and the gain G after a distance x are:
n = n0eαx and G =
n
n0
= eαx. (2.4)
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Signal formation
Typically, the signal from the detector is completely induced by the electron motion in
the induction gap of the detecting device [38].
Current Ik induced on the electrode k, due to a moving charge q and velocity υd,
can be calculated using Ramo’s theorem [44]:
Ik = −q
−→υd(x)×−→Fk(x)
Vk
(2.5)
where
−→
Fk(x) is the electric field created by raising the electrode k to the potential Vk
[38].
As such, if Vk = 1 V and all the other pads are connected to ground, Ramo’s theorem
becomes:
Ik = −q−→υ (x)×−→Fwk (x) (2.6)
where
−→
Fwk (x) is called the weighting field. The overall electric field in the detector,−→
Fk(x) and the weighting field,
−→
Fwk (x), are distinctly different (for any configuration
with more than two electrodes). The electric field determines the charge trajectory
and velocity, whereas the weighting field characterises how charge motion couples to
a specific electrode depending only on the geometry of the detector [38].
It is expected that each propagating electron induces a rectangular pulse in the
nearest readout pad with a width dependent on the time spent by the electron to cross
the induction gap:
i = −q
t
= −q
−→υd
x
(2.7)
where x is the thickness of the of the induction gap and υd is the electron velocity in
that gap [38].
Discharges
A limiting factor in the operation of all micro-pattern gas detectors is the occurrence
of discharges at high gain, especially under the influence of heavily ionizing particles
[45]. The transition from normal avalanche to a streamer leading to a discharge occurs
if the total charge in the avalanche exceeds a value between 107 and 108 electron-ion
pairs (Raether limit), leading to an enhancement of the electric field in the region of the
avalanche. This causes a fast growth of secondary avalanches, leading to a breakdown
of the gas rigidity.
Studies of discharges in single and multiple GEM structures are reviewed in detail
in [46]. For multiple-GEM detectors, the discharges take place in the last multiplica-
tion step, where the avalanche is the largest. Thus, the use of triple-GEM detectors
22
2.2. DETECTORS OF IONIZING RADIATION
is advantageous to detect MIPs. Optimal performance for a triple-GEM detector has
been reached by a ∼ 10 % increase of the voltage VGEM across the topmost foil and
a ∼ 10 % decrease of the voltage across the bottom GEM with respect to the middle
[45].
The water content of the detector gas has a significant influence on the discharge
probability. An increase in the water content from ∼ 60 ppm to ∼ 80 ppm leads to
an increase of the discharge probability by one order of magnitude. It is therefore
necessary to keep the water content in the detector as low as possible.
2.2.2 Solid-state detectors
Solid-state detectors, also called semiconductor detectors, can be regarded as a kind
of ionization chambers in which there is a solid dielectric instead of a gas between the
electrodes.
Similar to gaseous detectors, solid-state detectors have had a long development
period starting in 1943 with P. J. von Heerden and his successful fabrication of radi-
ation conductivity counters. His work gave rise to an entirely new class of radiation
detectors [47]. The first monolithic pixel detectors appeared in 1961 [48], providing
position information in addition to the energy deposition signal. The first strip sensor
was developed in 1970 for nuclear physics and nuclear medicine. A silicon sensor was
used for the first time in 1973 at CERN as a segmented target [49].
Detector operation
An electrical pulse is obtained when an ionized particle passes through and deposits
energy into the detector volume. The magnitude of this pulse is proportional to the
deposited energy. Solid-state detectors have high-energy resolution, which allows sep-
aration of the energy spectrum and identification of the particles with close energies.
Such a resolution could be very difficult and sometimes even impossible to achieve
with gaseous detectors. Therefore, solid-state tracking detectors are used for accurate
particle trajectory characterisation.
These solid-state tracking detectors are able to show the paths of electrically charged
particles through the traces left by the ionized substance, when used in multiple layers
configuration. In a magnetic field, they can be used to measure the radius of curva-
ture of the path of the particles, and hence their momentum. A high-resolution vertex
tracking detector is an example of such a device, positioned close to the point of colli-
sion.
Nevertheless, the gaseous and solid-state detectors are both ionization chambers
that operate under similar operation principles. However, they are also very different
mainly because of the nature of the sensing characteristics they employ. For example,
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the energy required for the creation of an electron-ion pair is 3 eV in a typical silicon
detector, compared to 30 eV in a typical gaseous detector. Also the stopping power
in the solid-state detector is approximately 103 times larger than in the gas-filled de-
tector. The solid-state devices have very good energy resolution, due to the difference
in the density of the detector medium [35]. The size of the sensing area also affects
the resolution, therefore, the smaller active area of the solid-state detector gives better
position resolution compared to the gaseous detector. The diffusion effect is smaller
than in the gas detectors, resulting in achievable position resolution of less than 10 µm.
However, gas-filled detectors have some advantages over solid-state detectors.
Their internal amplification, for example, provides a stronger signal and reduces the
need for an external pre-amplifier. The gas-filled detectors also do not need external
cooling systems to reduce noise and are also lower maintenance with lower operating
and manufacturing costs.
P-n junction and depletion region
When n- and p-type semiconducting regions are in contact, the charge carriers recom-
bine in the junction region [50]. The recombined electron-hole pairs leave net charge
behind, which leads to the formation of an electric field and electric potential ϕ(x)
over the junction. This will eventually get large enough to stop the charge carriers
from drifting towards the junction. As a result, there is now a region around the junc-
tion that has no free charge carriers and is called the depletion region. When a external
reverse bias potential V is connected, the depletion region grows. The contact poten-
tial VC is usually so small compared to the applied reverse bias that it can be ignored.
The width of the depletion region W on the junction depends on the applied reverse
bias voltage V :
W ≈
(
2V
qND
)1/2
, (2.8)
where ND is the dopant concentration on the lightly doped side,  is the dielectric
constant of the semiconducting material and q unit electric charge. When the detec-
tor is fully depleted, i.e. the depletion region has reached the physical boundaries of
the semiconducting material, the depletion region cannot grow any more and stays
constant. The voltage for the full depletion is denoted with Vfd.
Capacitance
The depletion region of the junction effectively becomes a parallel plate capacitor. The
capacitance is then determined by the geometry of the capacitor:
C = A
d
, (2.9)
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where A is the overlapping area of the conductive material on either side of the dielec-
tric and d is the thickness of the dielectric layer.
The capacitance per unit area over the junction is:
C = 
W
≈
(
qND
2V
)1/2
, (2.10)
where the dielectric constant  = 0r, is the product of the vacuum and the relative di-
electric constants. This equation holds until the full depletion is almost reached. When
the full depletion voltage Vfd is applied, the whole bulk is depleted of the charge car-
riers and the depletion region has reached its limits. After this point, the capacitance
remains constant.
Current
Ideally, the only current present in the detector would be caused by the incident ra-
diation. In reality, there is some leakage current, which in silicon is mainly caused by
thermal pair production in the depletion region:
Ileak ≈ qGW = qniW
τg
1/2
, (2.11)
whereG is the generation rate of the charge carriers, W is the depletion width, ni is the
intrinsic charge carrier concentration and τg is the lifetime of the generated electron-
hole pairs. The thermal leakage current saturates after the full depletion is reached.
When the reverse bias gets high enough, a sudden increase in the leakage current
is observed. This phenomenon is called (avalanche) breakdown. When the primary
electrons created by the charged particle acquire high enough kinetic energy, they be-
gin to create new electron-hole pairs. The resulting chain reaction will manifest itself
as a strong multiplication of charge carriers [51]. A high enough breakdown current
may damage the detector permanently (see Section 3.4.2).
2.2.2.1 Silicon detectors
A reverse biased p-n junction diode is the most often used silicon detector structure.
It could be segmented into an array of narrow strips or pixels to achieve position sen-
sitivity. When a charged particle passes through the detector, results in incident ra-
diation that leads electron-hole pairs creation, see Figure 2.6. The holes drift in the
electric field towards the negatively biased p-strips (or in the case of p-type detector -
positively biased n-strip), collected as an electric pulse. Since the holes drift to the strip
closest to them, it is possible to distinguish where the particle has crossed the detector,
i.e. spatial resolution is obtained.
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A variety of techniques for connecting detectors and their electronics has been de-
veloped over the years. Strip detectors are read out with discrete or hybrid electronics,
where each channel is connected to its own separate amplifier by wire bonding, as il-
lustrated in Figure 2.7. The idea is that by dividing a large-area diode into a many
narrow strips, that can be read out separately.
Figure 2.6: Operation principle of silicon strip and pixel detectors. Incident radiation
(orange arrow) creates electron-hole pairs in strip (left) and pixel (right) detectors [52].
The currently used pixel detectors are n-on-n device.
Figure 2.7: A typical wire bonding on a silicon strip module [53].
A standard pixel detector consist of two-dimensional diode arrays and electronics,
which are usually built on separate substrates. For each pixel, an electronics channel
provides amplification. The geometry of the electronics channel matches the diode
pixel, shown in Figure 2.8, so that electronics and detector can be assembled face to
face after having one of the devices "flipped" to the other surface. Thus, the technique
where the electronics and sensors are connected in this fashion is called flip-chip bond-
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ing (FCB). Each diode is connected to the electronic pad by a conductive "bump" [33].
The flip-chip technology is described below.
Figure 2.8: A typical outlook of a hybrid pixel module [12].
A detailed description of the silicon detector manufacturing technologies can be
found in [54–56]. The specific manufacturing techniques used for the production of
the solid-state detectors, both the magnetic Czochralski silicon strip detectors and the
GaAs radiation detectors, are inspected in this thesis and are described in Publications
Publications VI and VII, respectively.
2.2.2.2 Flip-chip interconnections
As mentioned above silicon pixel detectors are typically connected to the readout chips
(ROCs) by flip-chip bonding using solder bumps. High-quality electro-mechanical
flip-chip interconnectors minimize the number of dead read-out channels in the pixel
detector system.
Flip-chip bonding technology, known since the 1960s, has advanced due to the
commercial interest in high-density packaging, see Figure 2.9. This technology has
demonstrated better electrical performance and reliability than conventional wire bond-
ing [57]. The advanced fabrication technique of pixel systems allows a narrow pitch
of (55 µm) between bumps. It is the preferred technique for hybridized radiation pixel
detectors, where the radiation sensing structure and the readout chips are processed
on different substrates.
To achieve reliable interconnection, Under Bump Metallization (UBM) is needed
on both parts to be bonded. The solder is deposited only on the readout side; the cor-
responding pad on the sensor side is coated with a very thin layer of TiW/Pt (UBM).
For the research presented in Publication V and in Section 3.4.1, both the read-
out and sensor wafers were pre-processed. The particle detector elements were first
cleaned to remove any particles that contaminated the wafers during handling, prob-
ing and transportation. Eutectic SnPb solder bumps were deposited on the readout
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wafers and a thin film of TiW/Pt was deposited onto the sensor wafers as UBM, see
Figure 2.10. Also the ROC wafers have UBM, not only the sensors (this is also visible
on Figure 2.10).
Figure 2.9: Solder bumps imaged with SEM.
Figure 2.10: Bump manufacturing step-by-step process [58].
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CHAPTER 3
QUALITY ASSURANCE OF PARTICLE
DETECTORS
3.1 Motivation for QA
Particle detectors used in contemporary high-energy and nuclear physics experiments
require precisely engineered structures. The detectors should be maintenance-free
since devices can only be replaced during long technical shut-downs. Furthermore,
the detector modules must endure handling during installation and withstand heat
generation and cooling during operations. Longevity in a severe radiation environ-
ment should also be assured. Adequate quality assurance can guarantee a long op-
erating life for detectors [59]. Two main inspection techniques are presented in this
work: visual and electrical characterisations.
Visual inspection for defect is an important technique for verifying detector usabil-
ity. For example, the electric field shape inside the GEM detectors makes each hole act
as an electron multiplier through an avalanche process [19]. The area hole density is
approximately 6400 holes per cm2 and local variations in the size, shape [41], and rim
roughness of the holes can alter the operational characteristics of the GEM foil. Conse-
quently, these parameters should be uniform to achieve even performance across the
active surface of the detector. Thus, the absence of defects is highly desired. Figure 3.1
illustrates defects observed on GEM foil surfaces such as missing holes, etching defects
or dust.
Figure 3.1: Examples of defects observed on GEM foil surfaces.
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Another suitable candidate for visual inspection are the modern silicon pixel mod-
ules. They can feature up to 67 000 sensing elements which need to be individually
connected to their read-out chains. The high quality of the soldered interconnections
and their reliable connectivity is therefore key for the success of pixel detectors. The
bumps have to be uniform in height to avoid open joints and solder bridges between
adjacent pixels. Inhomogeneous bumps can cause significant stress on chips. An ex-
ample of defective solder bumps is shown in Figure 3.2.
Figure 3.2: 3D reconstruction of defective solder bumps.
Electrical characterisation is another technique for QA of solid-state detectors. Whi-
le rudimentary, this method provides a crucial evaluation of the basic parameters of a
device and its behaviour. The total current through the detector is measured to ob-
tain the leakage current of the detector during a current-voltage measurement. A
capacitance-voltage measurement can also be used to determine the depletion volt-
age of the detector. Theoretically an optimal device should have low leakage current
at high operational voltages. For example the 1 cm2 silicon detector presented in this
thesis had optimal operational depletion voltage of 150 V and leakage current of 55 nA.
The main focus of this work is on the development and assessment of improved
and strict methods for quality assurance of particle detectors, which could guarantee
not only the long operational life of the detectors but also accurate and precise radia-
tion detection. These goals could be achieved by correctly calibrated and maintained
instruments for the quality assurance.
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3.2 Approach towards trustworthy QA
Several optical tools have been used for visual inspection in this thesis and Publica-
tions I-V: two high-resolution instruments (namely a Scanning Electron Microscope
(SEM) and a Scanning White Light Interferometer (SWLI)) and an Optical Scanning
System (OSS) with lower resolution. They were used individually or in comparison
with each other, depending on the research purpose. In all cases, the calibration of
each high-resolution instrument was checked according to the instrument specifica-
tions (see Appendices A1 and A2). Only after that check, the traceability between
the individual instruments was established and calibration factors were determined,
if necessary. Each calibration procedure followed the strict requirements for testing
and calibration of vision systems, established by [60–63].
A semi-automated probe-station was used for the electrical characterisations of the
studied solid-state detectors in Publications VI and VII. The system calibration was
confirmed before each measurement session (see Appendix A3). All quality assurance
techniques presented in this thesis were held in clean conditions at monitored temper-
ature and humidity.
3.3 GEM foil detectors
Several techniques are used for GEM foil quality assurance. Most often, a high-voltage
test is applied for a leakage current measurement of the GEM foil [64]. Visual inspec-
tion of GEM foils is less common. X-ray-based GEM foil inspection has also been
proposed as a possible future inspection technique.
Visual QA is necessary not only to examine the size and the shape of the holes,
but also to catch foil defects, residuals, and dust. Visual inspection is the only way to
confirm the hole parameters. Slow speed is the main disadvantage of the visual QA
compared to the HV QA. Visual inspection usually takes hours, while the HV test is
completed in approximately 30 minutes. This drawback is especially important in the
case of large-area GEM foil detectors, which are needed in many applications.
An Optical Scanning System for quality assurance of GEM foils was developed
in the Laboratory for Nuclear Science at the Massachusetts Institute of Technology
(U.S.A.) in 2006 [65, 66]. The University of Helsinki, together with the Helsinki Insti-
tute of Physics (Finland) [67] and Temple University (Philadelphia, U.S.A.) [68], devel-
oped their own systems on the basis of this first system (see Figure 3.3).
Helsinki Institute of Physics has several commitments with some of the largest
particle physics experiments in Europe. According to the technical design review doc-
uments being prepared, upcoming FAIR and CERN experiments will require an es-
timated 340 m2 of GEM foils. Since the area hole density is 6400 holes per cm2, the
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quality assurance must be able to process 22 billion holes in a limited time. This trans-
lates into a targeted inspection rate of approximately (5 - 10) x 106 holes per day with
5 µm imaging resolution.
Figure 3.3: The Optical Scanning System in the clean room of the Detector laboratory
at the Helsinki Institute of Physics and the University of Helsinki.
Visual inspection
Visual inspection is a commonly used method for quality assurance of various objects
during manufacturing and assembly. As a rapid, non-contact QA technique, visual
inspection complies with the strict requirements of maintaining the original surface
quality at high hole-inspection rate.
An Optical Scanning System with 950 x 950 mm2 scanning area was developed
in the Detector Laboratory at Helsinki Institute of Physics and University of Helsinki
[67]. Its main application of the OSS is visual control of the GEM foil hole parameters.
The OSS also allows inspection of defects, some of which are: missing holes, enlarged
holes, dirt inside the holes or etching defects (see Figure 3.1). These kinds of defects
considerably reduce the lifetime of manufactured detectors.
An elaborate, state of the art instrument for high-resolution image taking, OSS set-
up features 1.75 µm pixel size, 950 x 950 mm2 scan area, and a projected inspection rate
of (5 - 10) x 106 holes per day. The core of the system is a precision positioning xyz
table with a carefully chosen set of optical components and light sources. A LabView
based [69] software application controls the camera motion and monitors the image
acquisition. Versatile and trustworthy software analysis and reliable calibration of the
system optics are essential for usability of the set-up. Improving OSS operations and
precision is one of the main focuses of this research.
The analysis software was first developed for accurate characterisation of GEM foil
hole parameters, presented in Publication I. It was later supplemented with laborious
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calibration procedure for the OSS. The improved and calibrated high-aspect ratio sys-
tem guarantees accurate and traceable results, ensuring the quality and reliability of
large area GEM foils in Publication III.
3.3.1 Software analysis for GEM foil inspection
The optical analysis of GEM foil images has been complicated because the reflectance
of the foil surface varies between individual foils, see Figure 3.4. Several factors affect
the precision accuracy of measurements from optical images: homogeneity of illumi-
nation, foil tilt, waviness and position in the light field (focus), surface reflectivity and
roughness, rim roughness (the space between the inner d and outer D diameter of the
GEM foil hole), and conical wall tilt. In particular, waviness along the z coordinate
of the foil surface (due to wrinkles, see Figure 3.5) causes lighter/darker spots in the
protruding/indented areas. This affects either part of the image or all of it and can
make the image hard to analyse or altogether unsuitable for analysis.
Figure 3.4: Images of two different GEM foils taken with OSS using in-line illumina-
tion.
Figure 3.5: Darker and lighter areas observed during GEM foil scanning.
In order to extract foil characteristics from the highly variable input images, the
software was designed to be as generic as possible in terms of image pre-processing,
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segmentation and data analysis. This led to the creation of a software tool that is
independent of the image quality in Publication I.
The software was tuned by comparing measurements made from both sides of a
set of 5 GEM foils. The inner d and outer D diameters of the holes, the pitch P of the
hole pattern and the difference between the length of the axes of an ellipse fitted to the
hole boundary were used as the measured parameters. Measurement uncertainties for
the parameters were found with a 2σ confidence level.
3.3.2 SEM traceable calibration of the Optical Scanning System
The absence of layer defects and the conformity of the GEM holes to specifications is
important. Both hole size and shape influence the detector gas multiplication factor
and hence affect the collected data. The required lateral measurement tolerance for the
OSS is ± 5 µm.
Two actions need to be taken in order to calibrate the system, see Publication II:
• Determine the precision and accuracy with which one can calibrate the OSS
for measuring one hole;
• Use this value together with an ensemble measurement to derive the cali-
bration constant for an ensemble of holes occupying a large area.
In this study, we used a calibration sample with a surface comparable to that of the
GEM foil [70] to confirm the tool calibration (see also Appendix A1). For this purpose,
transfer standards (TS) were designed and microfabricated on an Si substrate. To guar-
antee accurate and traceable results, data was collected from the TS with a calibrated
SEM device and later compared to the corresponding OSS images (see Figure 3.6).
Figure 3.6: SEM (left) and OSS (right) images of the same TS cavity.
Strict requirements were applied to the TS design, illustrated in Figure 3.7:
• The TS layout should replicate the hole pattern in the GEM foil, the hole
size, the pitch (P) between the hole centres and the rim roughness of the
inner (d) and outer (D) diameter.
• The TS should permit calibration of a single cavity image (calibrated mi-
croscopy) as well as calibration of the cavity matrix image.
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• Non-destructive methods must be used for TS calibration.
• The calibration procedure must be traceable to standards.
TS manufacturing technology can produce patterns simulating the holes and pierced
matrix in the GEM foil [19]. It also provides standards with similar optical reflectance
to that of GEM foils. This is important because the calibration depends on the sur-
face properties of the sample [60]. For example, oxidation, chemical residue from the
manufacturing process, dust particles or surface artefacts that often can be caused by
scratches on the foil surface.
Figure 3.7: Process flow of the Si TS manufacturing: (a) spin coating of AZ5214E pho-
toresist, (b) laser writing, (c) cryogenic Deep Reactive Ion Etching, (d) deposition of
Al2O3, (e) spin coating of AZ5214E photoresist, (f) laser writing and BHF (etching
agent) removal ofAl2O3, (g) etching of 5 µm deep cavities by Bosch process, (h) etching
of 50 µm.
Forty-five cavities were chosen from the TS to be examined (see Appendix A1).
A calibration check of the SEM was first performed and the TS cavities were then
scanned. The same cavities were examined by OSS in nine positions on the scan area,
as illustrated in Figure 3.8. The obtained results were analysed and the d and D of the
TS cavities were determined (see Table 3.1). Uncertainties were calculated at the 2σ
level to show that the OSS method provides results consistent with those provided by
SEM (see Appendix B). Cavities with apparent etching defects were not analysed.
Figure 3.9 presents the absolute difference in d measured by SEM and OSS before
(BC) and after (AC) applying the calibration factor of 1.01 ± 0.01 (2σ). Figure 3.10
presents the absolute difference in D measured by SEM and OSS before and after cal-
ibration with a calibration factor of 0.99 ± 0.01 (2σ). The comparison of the OSS
data to the SEM data determines how close OSS is to the correct value (accuracy). The
uncertainty of our measurement (precision) was calculated at a 95 % confidence level.
The uncertainty in d and D for each hole measurement was defined as required
in [60–63] (see Appendix B). The uncertainty of the measurement of the SEM calibra-
tion specimen was combined with the uncertainty of the measurement of the d and D
obtained with both devices. The OSS calibration factor was derived, for d and D, by
linking the SEM and OSS results using the ratio of the two results.
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Table 3.1: Inner (d) and outer (D) diameters of TS cavity #46 .
Parameter Before OSS calibration After OSS calibration SEM
(µm) (µm) (µm)
d 53.06± 0.74 53.56± 0.75 53.64± 0.88
D 71.89± 1.03 71.35± 1.03 71.57± 0.68
The most important result is that accurate imaging was achieved across a large TS
area and, by implication, can be achieved for a large GEM area if one can guarantee
that the GEM foil sandwich structure remains as flat and as homogeneous in reflec-
tion as the silicon TS. The diameter measurements (OSS) exhibited an uncertainty of
± 1.03 µm. These results were consistent with those provided by SEM.
Figure 3.8: The nine positions across the test bed used to calibrate the OSS.
In practice, it was shown that the OSS performs quantitative microscopy (distortion-
free imaging after calibration) as well as area surveying (distortion-free translation and
imaging after calibration). The calibration was successful across a 950 x 950 mm2 area
for the narrow range of d and D values present in the TS.
The most serious limitation with this general approach comes from the fact that
both employed methods, OSS and SEM, are essentially 2D methods used to examine
3D objects with two diameters (d and D), whose recorded values depend on maintain-
ing precise focus distance control along the z-axis. Controlling focal distance across
large area scans (tight auto focusing) is non-trivial. Moreover, in the current OSS
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Figure 3.9: The 44 inner cavities d in TS measured with SEM and OSS before (BC) and
after (AC) calibration. A small shift along the x axis was applied to the AC data points
for better readability.
Figure 3.10: The 44 outer cavities D in TS measured with SEM and OSS before (BC)
and after (AC) calibration. A small shift along the x axis was applied to the AC data
points for better readability.
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set-up, an axial limitation (along the z-axis) was observed due to limitations in the
camera pixel size (1.75 µm), magnification of the optical system (1X) and illumination
wavelength (≈ 0.5 µm). Each of these factors also affects the OSS image quality and
consequently the accuracy of the d and D estimates, which are at the core of the QA
process. A tight auto-focus needs to be maintained during large, fast motion; the
precision and accuracy of the OSS depends on the focus. This could cause results
to be inaccurate.
3.3.3 SWLI traceable calibration of the OSS
A more thorough OSS calibration was performed using a piece of GEM foil as TS in
Publication III. The new TS was examined with the OSS and the results compared with
those obtained with a 3D high-resolution non-contact imaging system. The resulting
calibration improved the performance accuracy of the OSS measurements. The 3D
imaging system allows a detailed study of the complete GEM-hole geometry, not only
the GEM foil surface (see Section 3.3.4).
A GEM foil sample, similar to the one illustrated in Figure 3.11, was created from a
larger GEM foil of the type under QA assessment so that the foil characteristics (hole
size, foil surface roughness and reflectivity) were accurately reproduced. The TS was
used to link the OSS to our Scanning White Light Interferometry (SWLI) device [71].
In this manner, traceability of the OSS calibration via the SWLI was established (cali-
brated dynamically and statically at the Finnish Centre for Metrology and Accredita-
tion (MIKES)) [72].
Figure 3.11: GEM foil 2.5 x 2.5 cm2 sample.
By verifying the data obtained with the OSS results against data from a calibrated
SWLI device (see Appendix A2), it was assured that both individual holes and en-
sembles of holes were correctly imaged to guarantee accurate and traceable results.
Measurement and data extraction procedures similar to those of Section 3.3.2 were
used.
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Figure 3.12 presents the values for d measured by the SWLI and the OSS after
applying the calibration factor of 1.05 ± 0.01 (2σ). Figure 3.13 presents the val-
ues for D measured by SWLI and OSS after calibration with a calibration factor of
0.96 ± 0.01 (2σ). The expanded uncertainty at 95 % confidence level was ± 0.67 µm
Figure 3.12: The 45 inner GEM foil holes d measured with SWLI and OSS before (BC)
and after (AC) calibration. A small shift along the x axis was applied to the AC data
points for better readability.
Figure 3.13: The 45 outer GEM foil holes D measured with SWLI and OSS before (BC)
and after (AC) calibration. A small shift to the AC was applied for better differentia-
tion.
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(reduced by 65 % relative to the study presented in Section 3.3.2 and in Publication II).
This reduction is due to the fact that the two studies used different TS. Both d and D
measured by OSS agree with the SWLI results.
The uncertainty in d and D for each hole measurement was defined as required in
[60–63] (see Appendix B). The uncertainty of the measurement of the SWLI calibra-
tion specimen was combined with the uncertainty of the measurement of the d and D
obtained with both devices. The OSS calibration factor was derived for d and D by
linking the SWLI and OSS results using the ratio of the two results.
3.3.4 GEM foil hole geometry
There are no detailed studies in the literature on the shape and size of GEM foil holes.
Up to now, the holes have been assumed to be perfectly hourglass-shaped [41] and
only nominal hole shapes have been simulated [73]. There are papers reporting on
both simulations and real measurements regarding the optimal hole size for high gain
[41, 74, 75]. In these cases, all holes were assumed to be identical. Most of the previ-
ous research on detector gain focuses on the gas mixture and pressure, as well as the
applied voltage rather than the actual hole shape [76–78].
Detailed 3D imaging of GEM foil hole geometry, the first of its kind, was realized
at HIP and described in Publication IV. The GEM foil sample shown in Figure 3.11,
and high-resolution SWLI [71], were used for a detailed examination of the geome-
try of GEM foil holes. Both sides of the sample were examined. In addition to the
standard GEM hole parameters (d and D), four new parameters were introduced and
studied in detail — the shift (S) between the centres of the inner and outer diameters,
illustrated in Figure 3.14, the total foil thickness (T) and metal (Tm) and polyimide (Tp)
thicknesses, shown in Figure 3.15 and Figure 3.16, respectively. Table 3.2 presents the
top and bottom parameters obtained for the GEM foil sample hole #8.
The contour extraction method (see Figure 3.14) was used to study the variation in
the diameter of the holes located in one small area of the GEM foil sample. Figure 3.17
presents a comparison for the top and bottom d measured with SWLI for all 25 chosen
holes from the GEM foil sample, whereas Figure 3.18 presents the same comparison
but for the top and bottom D.
Although there was fluctuation between the top and bottom d values, they all were
within the manufacturing tolerance for the GEM foil (d = 50 ± 5 µm). However, the
values obtained for D were systematically smaller (−6.1 µm on average for both the
top and the bottom sides) than the nominal value (70± 5 µm).
The contour extraction method confirmed the observed shift S between the centres
of the top and bottom holes determined by SWLI; see Figure 3.14 (right). Figure 3.19
shows a comparison of S between d and D on the top and bottom sides measured with
40
3.3. GEM FOIL DETECTORS
Figure 3.14: Inner (d) and outer (D) diameter obtained by the contour fit and radii
extraction method used in the MountainsMap software [79] (left). The measured shift
S between the centres of d and D (right) was 0.99 µm for one of the 25 examined holes.
Figure 3.15: MountainsMap software step height feature used in the study of the total
thickness T of the GEM foil sample.
Figure 3.16: MountainsMap software step height feature used in the metal (Tm) and
polyimide (Tp) thickness study of the GEM foil sample.
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SWLI for the 25 holes of the GEM foil sample. The plot indicates that holes #5 and #22
feature a relative top and bottom side shift of 3 µm. The impact of such a large shift
was studied using simulation and the results are shown in Section 3.3.5.
Table 3.2: SWLI measured top and bottom parameters of GEM foil hole #8 with total
thickness T of 63.17± 0.07 µm. The presented errors have a coverage factor k = 2.
Parameter Top Bottom
(µm) (µm)
d 51.18± 0.28 51.16± 0.04
D 62.81± 0.37 63.15± 0.11
S 0.22± 0.07 1.41± 0.14
Tm 3.64± 0.55 3.28± 0.42
Tp 22.96± 1.01 23.35± 0.75
Figure 3.17: The 25 inner holes d values measured with SWLI (see Figure 3.14) in the
GEM foil sample.
It was possible to determine the total foil thickness T, as well as the thickness of
the metal Tm and polyimide layers Tp, using the high-vertical resolution of the SWLI.
Figure 3.20 shows the total thickness T measured with SWLI for the 25 holes of the
GEM foil. The T values ranged from 62.30 to 65.60 µm. The thickness of the GEM
foil, close to most of the examined holes, was 5.6 µm larger than the nominal thickness
(60± 3 µm).
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Figure 3.18: The 25 outer hole D values measured with SWLI (see Figure 3.14) in the
GEM foil sample.
Figure 3.19: SWLI comparison of the shift S between d and D on the top and bottom
side for the 25 holes in the GEM foil sample.
43
3. QUALITY ASSURANCE OF PARTICLE DETECTORS
Figure 3.20: SWLI results for the total foil thickness T (see Figure 3.15) around the 25
holes in the GEM foil sample. The nominal foil thickness is 60± 3 µm.
This QA method is slow if used to examine a 10 x 10 cm2 GEM foil. However,
knowing the real hole geometry could help to improve the GEM fabrication process,
which could lead to better detector performance. Improving GEM foil fabrication is
important because, on the basis of [41] and [64–68], it can be assumed that the char-
acteristics of the GEM foils strongly affect the behaviour of the GEM detector. The
results from the examined GEM foil sample indicate a probable mask misalignment
during the foil fabrication.
3.3.5 Detector gain simulation based on hole geometry
To determine the effect of GEM hole geometry variations, the ANSYS [80] and Garfield ++
[81] software packages were employed to simulate the GEM detector gain perfor-
mance on the basis of the SWLI measured data, see Publication IV. Two separate sim-
ulations studied variations in the geometry of hourglass-shaped holes and variations
based on the geometry of real holes.
Hourglass-shaped holes - This study focused on an hourglass-shaped hole simu-
lation with a nominal d and D (50± 5 µm and 70± 5 µm), T of 60± 3 µm, and pitch P
of 140 µm. The study included 70 different shape variations of the GEM foil holes. The
five basic scenarios are shown in Figure 3.21.
First, the nominal hourglass hole geometry (#1) was simulated and its effective gain
was studied. After that the top part of the hole was kept static while the bottom part
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was moved from the centre to the left and then from the centre to the right by 1 µm
steps in a total range of -5 to 5 µm (scenario #2 in Figure 3.21). The same was done for
the scenario #3, but the bottom part of the hole was kept static. Finally, scenarios #4
and #5 were studied, where both parts of the hole were moved in opposite directions
by 1 µm steps in a total range of -5 to 5 µm.
Figure 3.22 presents the variation in the effective gain obtained with Garfield ++
for different shapes of a single hole in a GEM foil with uniformly shaped holes. In
scenarios #1 to #5 a drop of up to 7 % in the effective gain was observed compared
to the effective gain of the nominal hourglass-shaped hole. Figure 3.23 shows the
percentage of electrons produced near the exit electrode that do not contribute to the
effective gain. A 7 % maximum increase was observed within the studied scenarios.
Figure 3.21: Simplified side view of the five basic scenarios: #1 - original hourglass-
shaped hole; #2 - top opening stays static, bottom moves; #3 - top opening moves,
bottom stays static; #4 and #5- top and bottom move in opposite directions.
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Figure 3.22: The simulated effective gain of the GEM foil holes (Gtot = Geff + GNeff ).
The nominal hourglass-shaped hole compared to the 70 scenarios of differently shaped
holes. See Figure 3.21 for the colour codes.
Figure 3.23: The electrons produced near the exit electrode (Gtot = Geff + GNeff ). The
nominal hourglass-shaped hole compared to the 70 scenarios of differently shaped
holes. See Figure 3.21 for the colour codes.
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The total number of electrons produced in the avalanche is refereed to as total gain
(Gtot). In the case of the first marker on Figure 3.22 the effective gain is Geff = 37 %
of the total gain. Although electrons are predominately (GNeff = 63 %) produced near
the exit electrode (the first marker on Figure 3.23), only the electrons produced in the
centre of the hole contribute to the effective gain of the detector. Therefore the anti-
correlation between the two plots.
Real shape holes - During the SWLI GEM hole parameter extraction (see Section
3.3.4), values different from the nominal GEM hole were observed for the top and
bottom sides of the foil. A study of the effective gain as a function of the measured
GEM foil hole shape was then performed. ANSYS was used to recreate the GEM foil
on the basis of the SWLI data from 10 holes of our GEM foil sample (see Figure 3.11).
These 10 holes were randomly chosen from the 25 holes examined with the SWLI.
They were divided into three categories: A - deviation in all hole parameters with more
than 1 µm of the nominal values - see Figure 3.14 and Table 3.2; B - top and bottom
hole elements with a shift S of more than 1 µm from the centre of the hole (relatively
similar top and bottom shift); C - difference of more than 1 µm between the top and
bottom opening shift (imbalanced top and bottom shift). The hole shapes shown in
Figure 3.24 present (from left to right) the hourglass-shaped hole with nominal values
and the replicated GEM foil holes from categories B and C with their parameter values
as measured with SWLI.
Figure 3.24: Simplified side view of the B and C GEM foil hole categories. See Fig-
ure 3.14 for an A category GEM foil hole.
Figure 3.25 illustrates the simulated effective gain (left) compared to that of the
nominal hourglass - shaped hole foil and the electrons produced near the exit electrode
(right) for 10 real GEM foil hole geometries. The same anti-correlation between the two
plots was observed.
Each simulated scenario assumed a fixed size and shape for all of the holes in the
GEM foil. For example, each marker in Figure 3.22, Figure 3.23 and Figure 3.25 repre-
sents a foil with identical holes. A GEM detector gain evaluation on the device level
could be performed for a set of differently shaped and sized holes over several GEM
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Figure 3.25: Simulated results based on 10 SWLI measured GEM foil hole geometries.
The magenta marker is for the hourglass-shaped hole and diamond purple, circle cyan,
and triangle green are for the A (see Figure 3.14), B, and C categories (see Figure 3.24),
respectively.
foil detectors. It is likely that the effective gain could significantly vary if a foil with
holes of different shapes and size were simulated. The effect of the rim roughness
should also be examined since the sharp points concentrate the electric field.
The simulated results indicate that the real GEM foil performance could differ from
the design performance by as much as a 6 % increase in the electron production near
the exit electrode of the GEM foil with a 4 % lower effective gain. Thus, the four new
parameters introduced to characterise GEM foil holes in these studies should be in-
cluded in the quality assurance process during GEM foil manufacturing. The results
prove that the hole geometry affects the gain performance of the GEM detectors. The
recorded effect, though small, may be important since the simulated cases use uni-
formly shaped holes along the GEM foil. As demonstrated in this study, a real GEM
foil will always contain holes of different shapes and sizes.
3.4 Solid-state detectors
The same two QA techniques were also employed to ensure the reliability of various
solid-state particle detectors in Publications VI and VII and their connecting elements
in Publication V. The quality of silicon pixel ans strip detector modules depends on the
quality of the readout chip, the sensor chip, and the connections between them. The
connection can be done by wire bonding (strip) or flip-chip (pixel) technology [57].
Visual inspection was used to confirm the height of the soldering bumps that form
the connections between the sensing element and the readout chips in the pixel de-
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tector module. In addition, electrical characterisation was used to evaluate the basic
electrical parameters of the sensing element itself. The accuracy and the sensitivity
of both QA techniques are important to ensure the quality and integrity of the parti-
cle detectors. Therefore, a calibration measurement check was performed before each
measurement session on the inspection systems used.
3.4.1 Visual inspection of flip-chip interconnections
The Helsinki Institute of Physics has several commitments at CERN [5]. In collabo-
ration with Advacam Oy [82], 250 silicon pixel detector modules have been bump-
bonded (see Figure 2.9) and characterised for the Phase I upgrade of the Barrel Pixel
detector of the CMS experiment [12]. Successful, reliable, timely, and economical man-
ufacturing of these modules to be installed during the end of 2016 requires reliable and
accessible quality assurance methods.
The uniformity of the height of the solder bumps was studied using SWLI, see
Publication V, according to the flip-chip bonding pixel detector module requirements
in [83]. The SWLI was chosen once again as a visual inspection tool. Its full-field-of-
view, non-contact measuring methods and high-vertical resolution make it a suitable
instrument for the visual inspection of the pixel detector module. Calibration SiO2
spheres, shown in Figure 3.26, were used to determine the uncertainty of the SWLI
set-up when characterising spherical surfaces. Produced by Corpuscular Inc. [84], the
spheres feature a National Institute of Standards and Technology (NIST) [85] certified
diameter of 20± 1.2 µm.
Figure 3.26: An example of NIST calibrated SiO2 spheres imaged with SEM.
Imaging spherical objects is a challenging task because their curvature causes the
reflected light to be lost. Therefore, one can only see part of the spherical object due to
its steep slope. Thus, only the very top of the spherical objects was used to extract the
maximum height of the calibration spheres and the soldering bumps.
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The studied solder bumps were deposited at Advacam Oy using the bump man-
ufacturing technique presented in Section 2.2.2.2. The high-vertical resolution of the
SWLI allows us to perform precise height measurements of the soldering bumps. The
MountainsMap software step height feature, illustrated in Figure 3.27, was used to
determine the maximum height of the soldering bumps by extracting their profile.
Figure 3.27: The MountainsMap software step height feature used in the maximum
height H study of the solder bumps.
Nine neighbouring bump-bonds were randomly chosen for examination. The SWLI
was used to scan the bump surface three times. The MountainsMap software step
height feature was used for the extraction of four profiles across the summit of each
bump, separated by 45◦ (see Figure 3.28).
Figure 3.28: 3D reconstruction of the nine neighbouring bumps imaged with SWLI.
The polar grid showing the profile extraction is indicated in dark blue.
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The maximum height H of each bump was calculated as an average of 12 profiles
(9 soldering bumps x 1 height x 4 profiles x 3 times = 108 measurements). Table 3.3
contains an example of the maximum height data for the bump #5.
Table 3.3: SWLI maximum height H measurement of bump #5.
Profile Before SWLI calibration After SWLI calibration
(µm) (µm)
0◦ 18.03± 0.31 17.63± 0.31
45◦ 18.60± 0.30 18.19± 0.31
90◦ 18.03± 0.31 17.63± 0.31
135◦ 17.90± 0.27 17.50± 0.27
Figure 3.29 shows the average maximum height for the nine bumps, after applying
the SWLI measurement correction of + 0.98 µm corresponding to the SLWI pixel size
obtained during the NIST sphere measurements, as required by UKAS M3003 [62] and
GUM JCGM 100:2008 [63]. The maximum height of the bumps was determined to be
in range of 17.63 - 18.76 µm, which falls within the± 1 µm typically achieved tolerance.
Figure 3.29: Measured maximum height H of the 9 bumps. The typical specification
boundaries (± 1 µm) are indicated in blue.
3.4.2 Electrical characterisation of solid-state detectors
The electrical characterisation of solid-state detectors usually relies on fast and non-
destructive measurement techniques and provides insights into the general detector
characteristics. A reverse bias voltage is applied over the detector. The device leakage
current and depletion voltage are measured by a semi-automatic probe-station, as il-
lustrated in Figure 3.30, placed inside a dark, controlled environment (temperature of
22 ± 1 C◦ and humidity of 21 ± 2 %, measured by a monitoring system). The obtained
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results can be used, for example, for quality control, irradiation and ageing studies,
comparison of different manufacturing methods and many other applications. There-
fore, their accuracy and sensitivity are important for ensuring the quality and reliabil-
ity of the detectors. The system calibration was confirmed before each measurement
session (see Appendix A3).
Silicon strip detectors in Publication VI and GaAs radiation detectors in Publication
VII were successfully manufactured during two separate research projects. Electrical
characterisation was performed on the test structures of both detector types.
Figure 3.30: Semi-automatic probe-station for electrical characterisation.
The tracking detectors for future high-luminosity particle physics experiments have
to be simultaneously radiation hard and cost efficient. Silicon strip detectors, shown
in Figure 3.31, made of high-resistivity Magnetic Czochralski silicon (MCz-Si) sub-
strates were successfully manufactured. For their electrical characterisation, CV and
IV measurement were performed on 20 mini-sensors from three wafers.
Figure 3.31: MCz-Si mini strip sensor with 1 x 1 cm2 active area (left); zoomed view of
the detector’s strips (right).
52
3.4. SOLID-STATE DETECTORS
The depletion voltages (Vfd) were extracted using intersection of two fitted lines
of the 1/C2 vs. voltage curves, illustrated in Figure 3.32 (left). The depletion voltage
remains uniformly between 120-150 V for the different wafers. The leakage current
(Ileak) of the mini-sensors measured from the three wafers, shown in Figure 3.32 (right),
stayed in the range of 0 - 55 nA/cm2 for most of the tested sensors (approximately
63 %).
Figure 3.32: CV curves of 1 cm2 mini-strip MCz-Si detectors (left) and the extracted
leakage current densities (right).
Radiation detectors made on epitaxial GaAs substrates, shown in Figure 3.33, are
a promising alternative to the silicon devices used for spectroscopy and radiography
applications. However, why they are not commonly used is due to their more complex
manufacturing and the availability of the material. Therefore only a few detectors
were successfully manufactured.
Figure 3.33: The GaAs radiation pad detector with a diameter of 1.75 mm for the inner
most circle (left); zoomed view of the pad (right).
The full depletion voltage of these GaAs radiation detectors was in the range of
8–15 V and the leakage current in the range of 100–200 pA, corresponding to the cur-
rent density of 10 nA/cm2. The measurements were performed on two pad detectors
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and the results are presented in Figure 3.34. The leakage current tended to saturate
after the Vfd was reached, and a breakdown occurred in the better sample after about
200 V, i.e. at more than 10 times higher voltage than the depletion voltage (for such an
example of breakdown see D167 J1 diode in Figure 3.34).
Figure 3.34: Capacitance-Voltage curves (left) and Current-Voltage curves (right) of
GaAs radiation pad detectors D167 J1 and D167 I2. D167 I2 experienced a breakdown
just above 200 V.
In general, the obtained leakage current and depletion voltage results were consis-
tent and within the expected range. Both detector types were proven to be functional
and suitable for the needs of particle and nuclear physics experiments.
54
CHAPTER 4
DISCUSSION AND RESEARCH
CONCLUSION
The purpose of this thesis was to improve, develop, establish and apply novel quality
assurance methods to the detector manufacturing process for the international nu-
clear and high-energy physics communities. The detectors should be maintenance-
free since devices can only be replaced during long technical shut-downs. Further-
more, the detector modules must endure handling during installation and withstand
heat generation and cooling during operations. Longevity in a severe radiation envi-
ronment should also be assured. Visual inspection and electrical characterisations of
particle detectors are presented in this work.
The detector studies included in this thesis, while based on different technologies,
were united by the demand for reliable and endurant particle detectors. The combined
results of this thesis demonstrate the importance of adequate quality assurance for
guaranteed accurate data collection and long operating life of the detector.
GEM foil studies
Four major achievements were accomplished during the GEM foil studies contained
in this thesis: a software analysis capable of precise foil inspection was developed in
Publication I, a rigorous calibration procedure for the Optical Scanning System was
established in Publications II and III, a detailed 3D GEM foil hole geometry study was
performed for first-time and an impact of the hole geometry on the detector gain was
confirmed in Publication IV.
The optical analysis of the GEM foil images has been complicated because the re-
flectance of the foil surface varies between individual foils, see Figure 3.4. Several
issues can affect the image: homogeneity of illumination, foil tilt, waviness and po-
sition in the light field (focus), surface reflectivity and roughness, rim roughness and
conical wall tilt.
In order to extract the foil characteristics from the highly variable input images,
the software was designed to be as generic as reasonably achievable in terms of im-
age pre-processing, segmentation and data analysis. This research was presented in
Publication I.
However, improving the image analysis software was not enough to improve the
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OSS inspection accuracy and precision. A rigorous calibration procedure was devel-
oped by determining the precision and accuracy with which the OSS can be calibrated.
For this purpose, a calibration sample was microfabricated to confirm the tool calibra-
tion with a surface comparable to that of the GEM foil. To guarantee accurate and
traceable results, the data was collected with a calibrated SEM device and later com-
pared to the corresponding OSS images, see Publication II.
The most important result is that accurate imaging was achieved across a large TS
area and by implication can be achieved over a large GEM area, if one can guarantee
that the GEM foil sandwich structure remains as flat and as homogeneous in reflec-
tion as the silicon TS. The diameter measurements (OSS) exhibited an uncertainty of
± 1.03 µm.
A serious limitation with this general approach comes from the fact that both em-
ployed methods (OSS and SEM) are essentially 2D methods used to examine 3D ob-
jects with two diameters (d and D), whose recorded values depend on maintaining
precise focus distance control along the z-axis. Controlling focal distance across large
area scans (tight auto focusing) is non-trivial.
To demonstrate this requirement, a second thorough OSS calibration was performed
using a piece of GEM foil as TS in Publication III. The new TS that precisely reproduced
the foils’ holey surface, surface roughness, and reflectivity was designed. The TS was
examined with the OSS and the results compared with those obtained with a 3D high-
resolution non-contact imaging system - SWLI. This improved the previous calibration
of the OSS set-up. The high-resolution SWLI [71] allowed detailed examination of the
geometry of GEM foil holes, not only the foil surface. The new OSS diameter measure-
ments expanded uncertainty with 95 % confidence level was± 0.67 µm (a reduction of
65 %). This last calibration technique is currently employed for the calibration of the
second OSS, constructed in the clean room of the Detector laboratory at the Helsinki
Institute of Physics and the University of Helsinki.
Four new parameters were introduced and studied in detail to describe hole geom-
etry, presented in Publication IV. In addition to the standard GEM hole parameters (d
and D) - the shift (S) between the centres of the inner and outer diameters, illustrated
in Figure 3.14, the total foil thickness (T) and metal (Tm) and polyimide (Tp) thickness,
shown in Figure 3.15 and Figure 3.16, respectively. Variations in those parameters for
neighbouring holes in different foil regions were observed.
Knowing the real hole geometry of existing foils has the potential to improve the
GEM fabrication, which leads to better detector performance [41] and [64–68]. The
results from the examined GEM foil sample indicate a probable mask misalignment
during the foil fabrication, see Figure 3.19. Systematic deviation in S of 1.2 µm was ob-
served. However, the GEM sample holes #5 and #22 feature a relative top and bottom
side shift of 3 µm.
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To define the effect of GEM hole geometry variation in Publication IV, the AN-
SYS [80] and Garfield ++ [81] software packages were employed to simulate the GEM
detector gain performance on the basis of the SWLI measured data. Two separate
simulations studied the variations in the geometry of hourglass-shaped holes and the
variations in the geometry of real holes.
The results prove that the hole geometry affects the gain performance of the GEM
detectors. The simulated results indicate that the real GEM foil holes performance
could differ from the design performance by as much as a 6 % increase in the electron
production near the exit electrode of the GEM foil with a 4 % lower effective gain.
Thus, the four new parameters, introduced to characterise GEM foil holes in these
studies, should be included in the quality assurance process during GEM foil manu-
facturing. The recorded effect, though small, may be important since the simulated
cases a feature GEM foils with ideal, uniformly shaped holes along the GEM foil. As
demonstrated in measurements included in this thesis, a real GEM foil will always
contain holes of different shapes and sizes.
Inspection of solid-state detectors
Promising results were achieved during the solid-state detector study. A new tech-
nique for assuring the height uniformity of chip interconnections in the pixel detector
modules was proposed and implemented. Visual inspections were used to confirm
the height of the soldering bumps, which form the connections between the sensing
element and the readout chips, see Publication V.
In addition, two semiconductor detectors (Si and GaAs) were designed, microfab-
ricated and tested. Electrical characterisation was used to evaluate the basic electrical
parameters of the two semiconductor detectors in Publications VI and VII. The consis-
tent results demonstrated detectors’ reliability and preparedness to serve the needs of
future particle and nuclear physics experiments.
Research conclusion
During all studies, strict calibration techniques and measurement uncertainties [60–
63] were applied to guarantee the trustworthiness and accuracy of the measurement
tools. Thus, all quality assurance techniques presented in this thesis were held in clean
environments at monitored temperature and humidity.
The accuracy and the sensitivity of both QA techniques are important to ensure the
quality and integrity of the particle detectors. Therefore, a calibration measurement
check was performed on the inspection systems before each measurement session.
In conclusion, the main focus of this thesis work were the development and as-
sessment of improved and strict methods for quality assurance of particle detectors,
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which could guarantee not only the long operational life of detectors but also accurate
and precise radiation detection. All of these goals were successfully achieved by us-
ing correctly calibrated and maintained instruments for quality assurance of particle
detectors.
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APPENDIX A
TRACEABILITY AND CALIBRATION
PROCEDURES FOR QA INSTRUMENTS
A.1 SEM calibration
A Hitachi S-4800 FESEM with 3 nm lateral resolution [86], served as the ‘gold standard’
to determine the OSS calibration factor in Publication II.
The SEM was calibrated at 15 kV and 10 µA according to Hitachi’s specifications.
The instrument’s expanded uncertainty was determined using a SIRA SEM calibra-
tion specimen S170 [87], see Figure A.1. The calibration grid was measured three
times, both vertically and horizontally without removing the sample between the mea-
surements. The results were averaged and their experimental standard deviation was
found, according to (B.1) and (B.3), from Appendix B.
Figure A.1: SIRA SEM calibration specimen S170. The 19.7 lines mm−1 with pe-
riod = 50.8 µm had ± 0.02 µm expanded uncertainty.
The combined standard uncertainty for the SEM imaging was calculated using
(B.5) and was determined to be 0.01 µm at 1000 X magnification. The same magni-
fication was used during all TS measurements. The expanded uncertainty of the SEM
was ± 0.02 µm, calculated using (B.6).
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OSS/SEM traceable calibration
The flow of the OSS/SEM traceable calibration, used in Publication II, is illustrated in
Figure A.2.
Figure A.2: Flow chart illustrating the logic of the OSS/SEM calibration.
To verify the absence of distortion (alteration of original cavity shape) and magnifi-
cation errors (of a cavity imaged by OSS), the cavities were selected close to the sample
diagonals, Figure A.3. The TS was placed at the centre of the nine different positions
of the table, see Figure 3.8, and scanned several times without moving the TS between
the repeated measurements. The TS fits into a single OSS image and it was placed at
the centre of the field of view.
Figure A.3: The TS imaged by OSS (left) with the diagonal method for cavity selection
(right).
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A.2 SWLI calibration
The SWLI [71], used in Publications III and IV for the detailed study of GEM hole
geometry, was calibrated at constant temperature and humidity (22.4 ± 1 C◦ and
55 ± 3 %, respectively, measured with a REED ST-171 Standard Data Logger). The
instrument’s expanded uncertainty was determined by using a 2D resolution mesh of
a SHS-1800 QC [88] and a depth standard # 0313 [89], illustrated in Figure A.4.
Figure A.4: 2D resolution mesh (left) and depth standard (right) reconstructed with
the MountainsMap 3D software.
The 2D resolution mesh feature was used to define the lateral uncertainty of the
SWLI. The calibration standard was scanned with the SWLI three times both vertically
and horizontally with (case a) and without (case b) removing the sample between the
measurements. Using the MountainsMap [79] software, 10 profiles (5 North-South
and 5 West-East directions) were extracted from each image. The results were aver-
aged and their experimental standard deviation was found, according to (B.1) and
(B.3), from Appendix B. The lateral combined standard uncertainty of the SWLI was
determined using (B.5) to be ± 0.0047 µm (for case a) and ± 0.0049 µm (for case b) at
25X magnification. The same magnification was used in all subsequent TS measure-
ments. The expanded uncertainty of the SWLI, calculated using (B.6), was± 0.0091 µm
and ± 0.0097 µm (for cases a and b, respectively), calculated using (B.6).
The same procedure was used to define the vertical combined standard uncertainty
of the SWLI, by using the depth standard feature. The results were ± 0.001 µm and
± 0.003 µm (for cases a and b, respectively), and an expanded uncertainty of± 0.002 µm
and ± 0.006 µm (for cases a and b, respectively).
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OSS/SWLI traceable calibration
Figure A.5 illustrates a schema of the OSS/SWLI traceable calibration used in Publi-
cations III and IV.
Figure A.5: Flow chart illustrating the logic of the OSS/SWLI calibration.
A similar GEM foil hole selection process was used in Publications III and IV. The
holes were selected in the flattest possible area of the sample. Figure A.6 illustrates
the selection used during the GEM hole geometry study. Distortion and magnification
error checks were also performed.
Figure A.6: The map of the 25 SWLI holes that were chosen for the SWLI GEM hole ge-
ometry study (middle); the yellow circles show the 10 holes chosen for the simulation
studies (right).
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SWLI GEM hole geometry
A schema, illustrated in Figure A.7, describes the methodology followed during the
detailed study of the GEM hole geometry in Publication IV.
Figure A.7: Flow chart illustrating the logic of the GEM hole geometry and simulation
studies.
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A.3 Probe-station calibration
A n-type Si diode with a known behaviour, shown in Figure A.8, was used for the cal-
ibration check of the semi-automated probe-station before each measurement session.
The diode depletion voltage and leakage current measurements, illustrated in Fig-
ure A.9, were performed in a clean room environment at monitored temperature and
humidity. The same conditions were maintained during the CV/IV measurements of
all solid-state detectors examined in this thesis and Publications VI and VII.
Figure A.8: The Si diode with 0.5 x 0.5 cm2 active area (left) and its zoomed view
(right).
Figure A.9: The Si diode depletion voltage (left) and leakage current (right) measure-
ments.
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MEASUREMENT UNCERTAINTIES
All reported results in Publications II-V are established in accordance to the Type A
standard uncertainty calculations from the Evaluation of measurement data — Guide
to the expression of uncertainty in measurement (JCGM 100:2008) [63].
All optical instruments were calibrated using calibration samples designed and
certified for their particular use. Each sample was examined three times and the result
was reported as the average q of n individual observations qk:
q =
1
n
n∑
k=1
qk. (B.1)
The experimental variance of the observations, which estimates the variance σ2 of
the probability distribution of q is:
s2(qk) =
1
n− 1
n∑
j=1
(qj − q)2. (B.2)
The estimate of σ2(q) = σ2
n
, the variance of the mean is:
s2(q) =
s2
n
. (B.3)
The experimental variance of the mean s2(q) and the experimental standard devi-
ation of the mean s(q) = +
√
s2(q), quantify how well q estimates the expectation of
q, and either value may be used as a measure of the uncertainty of u(q).
u2(q) = s2(q). (B.4)
The combined standard uncertainty of each measurement system was calculated
by summing in quadrature the standard certified uncertainty and the measurement
uncertainty of the dimensional measurement using the Vision Systems (National Physics
Laboratory) [60].
Uc =
√
UCalibration standard
2 + USample measurements2. (B.5)
The expanded uncertainty was used to provide a coverage probability of 95% (Cov-
erage factor k = 2).
Uexp = Uc × 1.96. (B.6)
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