Abstract-Simultaneous information and power transfer over the wireless channels potentially offers great convenience to mobile users. Yet practical receiver designs impose technical constraints on its hardware realization, as practical circuits for harvesting energy from radio signals are not yet able to decode the carried information directly. To make theoretical progress, we propose a general receiver operation, namely, dynamic power splitting (DPS), which splits the received signal with adjustable power for energy harvesting and for information decoding. Moreover, we propose two types of practical receiver architectures, namely, separated versus integrated information and energy receivers. The integrated receiver integrates the front-end components of the separated receiver, thus achieving a smaller form factor. The rateenergy tradeoff for these two architectures are characterized by a so-called rate-energy (R-E) region. Numerical results show that the R-E region of the integrated receiver is superior to that of the separated receiver when more harvested power is desired.
I. INTRODUCTION
Harvesting energy from the environment is a promising approach to prolong the lifetime of energy constrained wireless networks. Among others, background radio-frequency (RF) signals radiated by ambient transmitters can be a viable source for energy scavenging. On the other hand, RF signals have been widely used as a vehicle for information transmission. Simultaneous wireless information and power transfer becomes appealing since it realizes both useful utilizations of RF signals at the same time, and thus potentially offers great convenience to mobile users.
Simultaneous information and power transfer over the wireless channels has been studied in [1] - [3] . Varshney first proposed the idea of transmitting information and energy simultaneously in [1] . A capacity-energy function was proposed to characterize the fundamental performance tradeoff for simultaneous information and power transfer. In [2] , Grover and Sahai extended the work in [1] to frequency-selective channels with additive white Gaussian noise (AWGN). Unlike [1] and [2] , which considered the point-to-point single-antenna transmission, [3] studied the performance limits of MIMO broadcasting systems for simultaneous information and energy transfer. In [1] and [2] , it is assumed that the receiver is able to observe and extract power simultaneously from the same received signal. However, this assumption may not hold in practice, as practical circuits for harvesting energy from radio signals are not yet able to decode the carried information directly. Due to this potential limitation, the results in [1] and [2] actually provided only performance upper bounds. It thus motivates our investigation of novel practical receiver architectures to approach the performance upper bound.
In this paper, we study practical receiver designs for a point-to-point wireless link with simultaneous information and power transfer (see Fig. 1 ). Due to the potential circuit limitation as mentioned above, a general receiver operation scheme, namely, dynamic power splitting (DPS) is proposed, based on which we further propose two types of receiver architectures. In the separated receiver architecture, the received signal is split and processed by a conventional energy receiver and a conventional information receiver. The integrated receiver architecture, however, integrates the front-end components of the energy receiver and information receiver. Specifically, the diode used for harvesting energy also acts as a passive mixer for information decoding. This results in a smaller form factor and no additional energy is required for active down conversion of the RF signals as in the conventional wireless information receiver. The rate-energy (R-E) regions for the two proposed receivers are further derived to characterize their rate-energy performance. Interestingly, our numerical results show that the achievable R-E region of the integrated receiver is superior over that of the separated receiver when more harvested power is desired.
II. SYSTEM MODEL

A. Channel Model
As shown in Fig. 1 , this paper studies a point-to-point wireless link with simultaneous information and power transfer. Both the transmitter and receiver are equipped with one single antenna. At the transmitter side, the complex baseband signal is expressed as x(t) = A(t)e jφ(t) , where A(t) and φ(t) denote the amplitude and the phase of x(t), respectively. It is assumed that x(t) is a narrow-band signal with bandwidth of B Hz, and E[|x(t)| 2 ] = 1, where E[·] and | · | denote the statistical expectation and the absolute value, respectively. The transmitted RF band signal is then given by
where P is the average transmit power, i.e., E[s 2 (t)] = P , f is the carrier frequency, and {·} denotes the real part of a complex number. It is assumed that B f . The transmitted signal propagates through a wireless channel with channel gain h > 0 and phase shift θ ∈ [0, 2π). Thus, the signal arriving at the receiver can be expressed as
Assuming that the receiving antenna operates at the same frequency band as the transmitted signal, the noise n A (t) introduced by the receiving antenna can be modeled as a narrow-band (with bandwidth B and center frequency f ) Gaussian noise, i.e., n A (t) = √ 2 {ñ A (t)e j2πf t }, wherẽ n A (t) = n I (t) + jn Q (t) with n I (t) and n Q (t) denoting the in-phase and quadrature noise components, respectively. We assume that n I (t) and n Q (t) are independent Gaussian random variables (RVs) with zero mean and variance σ Corrupted by the antenna noise, the received signal is expressed as y(t) = s h (t)+n A (t). For convenience, we rewrite y(t) as y(t) = √ 2 {ỹ(t)}, where the complex signalỹ(t) is
B. Information Receiver
First, we consider the case where the receiver shown in Fig.  1 is solely an information receiver, and review existing results on the traditional wireless information transfer system. Fig. 2 shows the standard operations at an information receiver with coherent demodulation (assuming that the channel phase shift θ is perfectly known at the receiver). The received RF band signal y(t) is first converted to a complex baseband signal y b (t) by demodulation and low-pass filtering (LPF), which is equivalent to multiplyingỹ(t) given in (1) by e −j(2πf t+θ) . Furthermore, by denoting n cov (t) as the additive noise due to the above RF band to baseband signal conversion with 
Sinceñ A (t)e −jθ has the same distribution asñ A (t), for convenience we useñ A (t) to denoteñ A (t)e −jθ in the sequel. The baseband signal y b (t) is then sampled and digitalized by an analog-to-digital converter (ADC) for further decoding. For simplicity, in this paper we assume an ideal ADC with zero quantization noise. Thus, from (2) the discrete-time ADC output is given bŷ
where k = 1, 2, . . ., denotes the symbol index. It follows from (3) that the equivalent baseband channel for wireless information transmission is the well-known AWGN channel:
where X and Y denote the channel input and output, respectively, and Z ∼ CN (0, σ 2 A + σ 2 cov ) denotes the complex Gaussian noise (assuming independentñ A (t) and n cov (t)). When the channel input is distributed as X ∼ CN(0, 1), the maximum achievable information rate (in bps/Hz) or the capacity of the AWGN channel is given by [4] 
(5)
C. Energy Receiver
Next, we consider the case where the receiver in Fig. 1 is solely an energy receiver, and derive the average wireless power that can be harvested from the received signal. Fig.  3 illustrates the operations of a typical energy receiver that converts RF energy directly via a rectenna architecture [5] . In the rectenna, the received RF band signal y(t) is converted to a direct current (DC) signal i DC (t) by a rectifier, which consists of a Schottky diode and a low-pass filter (LPF). The DC signal i DC (t) is then used to charge the battery to store the energy. With an input voltage proportional to y(t), the output current i(t) of a Schottky diode is given by [6] :
where I s denotes the saturation current, γ denotes the reciprocal of the thermal voltage of the Schottky diode, and the coefficients a n 's are given by a n = I s γ n /n!, n = 1, 2, . . ., due to the Taylor series expansion of the exponential function.
From (1), for convenience we re-express y(t) as follows:
where φ Y (t) = arctan
with
By substituting (7) into (6) and ignoring the higher-order (larger than two) terms of y(t), we obtain
The output current i(t) of the diode is processed by a LPF, through which the harmonic components at both f and 2f in i(t) are removed and a DC signal i DC (t) appears as the output of the rectifier. Assuming that the additive noise introduced by the rectifier is
Since a 2 is a constant specified by the diode, for convenience we assume in the sequel that a 2 = 1 (with n rec (t) normalized accordingly to maintain the signal-to-noise ratio (SNR)). Substituting (8), (9) and (10) into (12) yields
We assume that the converted power to be stored in the battery is linearly proportional to i DC (t) [7] , with a conversion efficiency 0 < ζ ≤ 1. We also assume that the harvested power due to the noise (including both the antenna noise and the rectifier noise) is a small constant and thus ignored. Hence, the average power (normalized by the symbol period) stored in the battery, denoted by Q in joule/sec, is given by
Note that (14) holds for any input signal distribution; in our numerical results we assume that x(t) ∼ CN (0, 1), the same as that in the previous case of information receiver.
D. Performance Upper Bound
Now consider the general case of interest where both information decoding and energy harvesting are implemented at the receiver, as shown in Fig. 1 . Our main objective is to maximize both the decoded information rate R and harvested power Q from the same received signal y(t). Based on the results in the previous two subsections, we derive an upper bound for the performance of any practical receiver with the joint operations of information decoding and energy harvesting, as follows. For information transfer, according to the data-processing inequality [4] , with a given antenna noisẽ n A (t) ∼ CN (0, σ 2 A ), the maximum information rate R that can be reliably decoded at the receiver is upper-bounded by R ≤ log 2 (1 + hP/σ 2 A ). Note that state-of-the-art wireless information receivers are not yet able to achieve this rate upper bound due to additional processing noise such as the RF band to baseband conversion noise n cov (t), as shown in (5) . On the other hand, for energy transfer, according to the law of energy conservation, the maximum harvested power Q to be stored in the battery cannot be larger than that received by the receiving antenna, i.e., Q ≤ hP . Note that practical energy receivers cannot achieve this upper bound unless the energy conversion efficiency ζ is made ideally equal to unity, as suggested by (14) . Following the definition of rate-energy (R-E) region given in [1] - [3] to characterize all the achievable rate (in bps/Hz for information transfer) and energy (in joule/sec for energy transfer) pairs under a given transmit power constraint P , we obtain a performance upper bound on the achievable R-E region for the system in Fig. 1 as
which is a box specified by three vertices (0, Q max ), (R max , 0) and (R max , Q max ), with Q max = hP and R max = log 2 (1 + hP/σ 2 A ). Note that this performance bound is valid for all receiver architectures, as will be studied next.
III. RECEIVER ARCHITECTURE FOR WIRELESS INFORMATION AND POWER TRANSFER
This section considers practical receiver designs for simultaneous wireless information and power transfer. We propose a general receiver operation called dynamic power splitting (DPS), based on which we propose separated information and energy receivers and integrated information and energy receivers.
A. Dynamic Power Splitting
Currently, practical circuits for harvesting energy from radio signals are not yet able to decode the carried information directly. In other words, the signal that is used for harvesting energy cannot be reused for decoding information. Due to this potential limitation, we propose a practical DPS scheme to enable the receiver to harvest energy and decode information from the same received signal at any time t, by dynamically splitting the signal into two streams with the power ratio ρ(t) : 1 − ρ(t), which are used for harvesting energy and decoding information, respectively, with 0 ≤ ρ(t) ≤ 1.
Consider a block-based transmission of duration T with T = NT s , where N denotes the number of transmitted symbols per block and T s denotes the symbol period. We assume that ρ(t) = ρ k for any symbol interval t ∈ [(k − 1)T s , kT s ), k = 1, . . . , N. For convenience, we define a power splitting vector as ρ = [ρ 1 , . . . , ρ N ] T . In addition, in this paper we assume an ideal power splitter at the receiver without any power loss or noise introduced, and that the receiver can perfectly synchronize its operations with the transmitter based on a given vector ρ. Next, we investigate two special cases of DPS, namely time switching (TS) and static power splitting (SPS) given in [3] :
• Time switching (TS): With TS, the percentages of transmission time allocated for energy harvesting and for information decoding are given by α and 1 − α, respectively, with 0 ≤ α ≤ 1. Without loss of generality, we assume that the first αN symbols during each block with k = 1, . . . , αN , where · denotes the floor operation, are used for harvesting energy, while the remaining symbols with k = αN + 1, . . . , N are used for decoding information. For convenience, we also assume in the sequel that αN is a positive integer regardless of the value of α, which is approximately true if N is chosen to be a very large number in practice. Thus, for TS we have
, N. (16) • Static power splitting (SPS):
With SPS, the ratio of the split signal power for harvesting energy and decoding information is set to be a constant during the whole transmission block, i.e., for a given 0 ≤ ρ ≤ 1, we have
B. Separated vs. Integrated Receivers
In this subsection, we propose two types of receivers that exploit the DPS scheme in different ways. One type of receivers is called separated information and energy receivers, as shown in Fig. 4 , while the other is called integrated information and energy receivers, as shown in Fig. 5 . Note that these two types of receivers both use the energy receiver in Fig. 3 for energy harvesting; however, their difference lies in that for the case of separated receivers, the power splitter for DPS is inserted at point 'A' in the RF band of the energy receiver shown in Fig.  3 , while in the case of integrated receivers, the power splitter is inserted at point 'B' in the baseband.
First, consider the case of separated information and energy receivers. As shown in Fig. 4 , a power splitter is inserted at point 'A', such that the received signal y(t) by the antenna is split into two signal streams with power levels specified by ρ(t) in the RF band, which are then separately fed to the conventional energy receiver (cf. Fig. 3 ) and information receiver (cf. Fig. 2 ) for harvesting energy and decoding information, respectively. The achievable R-E region for this type of receivers with DPS will be studied in Section IV.
Next, we consider the integrated information and energy receivers, as motivated by the following key observation. Since the transmitted power in a wireless power transfer system can be varied over time provided that the average power delivered to the receiver is above a certain required target, we can encode information in the energy signal by varying its power levels over time, thus achieving continuous information transfer without degrading the power transfer efficiency. Similar to conventional digital modulation techniques, whereby information is modulated on a carrier signal in the RF band by varying its amplitude, phase, and/or frequency, this new type of modulation scheme is termed energy modulation. Note that to decode the energy modulated information at the receiver, we need to detect the power variation in the received signal within a certain accuracy, by applying techniques such as energy detection [8] . Recall that in Section II-C, for the energy receiver in Fig. 3 , the received RF signal y(t) is converted to a DC signal i DC (t) given in (13) by a rectifier. Note that this RF to DC conversion is analogous to the RF band to baseband conversion in conventional wireless information receivers in Fig. 2 . Thus, i DC (t) can be treated as a baseband signal for information decoding (via energy detection). Based on the above observation, we propose the integrated information and energy receivers as shown in Fig. 5 , by inserting a power splitter at point 'B' of the conventional energy receiver. With DPS, i DC (t) is split into two portions specified by ρ(t) for energy harvesting and information decoding, respectively. Note that unlike the traditional information receiver in Fig. 2 , the information receiver in the case of integrated receivers does not implement any RF band to baseband conversion, since this operation has been integrated to the energy receiver (via the rectifier). The achievable R-E region for this type of receivers will be studied in Section V.
IV. RATE-ENERGY TRADEOFF FOR SEPARATED
INFORMATION AND ENERGY RECEIVERS In this section, we study the achievable R-E region for the separated information and energy receivers shown in Fig. 4 . With DPS, the average SNR at the information receiver for the k-th transmitted symbol, k = 1, . . . , N, is denoted by τ (ρ k ), and given by
From (18), we obtain the achievable R-E region for the DPS scheme in the case of separated receivers as
Next, we address the two special cases of DPS, i.e., the TS scheme and the SPS scheme. Substituting (16) into (19), the achievable R-E region for the TS scheme is given by (5) and Q max = ζhP given in (14). It is noted that the boundary of C TS R−E (P ) is simply a straight line connecting the two points (R max , 0) and (0,Q max ) as α sweeps from 0 to 1.
Substituting (17) into (19), the achievable R-E region for the SPS scheme is given by
Proposition 4.1: For the separated information and energy receivers, the SPS scheme is the optimal DPS scheme, i.e., C DPS R−E (P ) = C SPS R−E (P ), ∀P ≥ 0. Proof: Due to the space limitation, we omit the proof and provide it in the journal version of this paper [9] .
From Proportion 4.1, it suffices for us to consider the SPS scheme for the optimal R-E tradeoff in the case of separated receivers. In particular, if σ , which is independent of ρ. Thus, the optimal rateenergy tradeoff is achieved when infinitesimally small power is split to the information receiver, i.e., ρ → 1. In this case, it can be shown that C SPS R−E (P ) → C UB R−E (P ), which is the R-E tradeoff outer bound given in (15).
V. RATE-ENERGY TRADEOFF FOR INTEGRATED INFORMATION AND ENERGY RECEIVERS
In this section, we study the rate-energy performance for the integrated information and energy receivers shown in Fig. 5 . From (13), for convenience we re-express i DC (t) as follows:
As shown in Fig. 5 , after the noiseless power splitter and ADC, the outputŷ[k] is given bŷ
In the above it is worth noting that the average SNR at any k is independent of ρ k provided that ρ k < 1. Thus, to minimize the power split for information decoding (or maximize the power split for energy harvesting), we should let ρ k → 1, ∀k, i.e., splitting infinitesimally small power to the information receiver all the time. Thereby, DPS becomes an equivalent SPS with ρ → 1 in the case of integrated receivers.
With ρ k 's all equal to 1 in (23), the equivalent discrete-time memoryless channel for the information decoder is modeled as
where X and Y denote the channel input and output, respectively; Z 2 ∼ CN (0, σ (24) is nonlinear and thus it is challenging to determine the optimal input distribution subject to E[X 2 ] ≤ 1 to achieve the maximum transmission rate (or capacity) of this channel. Nevertheless, some useful observations can be obtained. First, since planar rotation does not change the statistics of Z 2 , it follows that the mutual information over the channel (24) is independent of θ. Thus, information should be encoded in the amplitude (energy) of the transmitted signal x(t), rather than the phase of x(t). Without loss of generality, we assume that φ(t) = 0, ∀t and thus θ = 0, for the integrated receiver case. Next, similar to the case of separated receivers, we consider the following two special noise power setups:
• Case 1 (Dominant Rectifier Noise) with σ 
which is known as the optical intensity channel. The capacity upper and lower bounds for this channel have been studied in [10] . In addition, it is shown in [11] that the optimal input distribution to this channel is discrete. 
which is equivalent as the noncoherent AWGN channel.
The capacity upper and lower bounds for this channel have been studied in [12] , and it is shown that the optimal input distribution to this channel is discrete and possesses an infinite number of mass points. To summarize, the achievable R-E region for the case of integrated receivers by SPS with ρ → 1 is given by where C NL (P ) denotes the capacity of the nonlinear (NL) channel given in (24) subject to E[X 2 ] ≤ 1.
VI. NUMERICAL EXAMPLE
Figs. 6 and 7 show the achievable R-E regions under different noise power setups for both cases of separated information and energy receivers (SepRx) and integrated information and energy receivers (IntRx). For both figures, it is assumed that h = 1, P = 100, and the antenna noise power is set to be σ 2 A = 1. With normalization, for convenience we denote the information rate and harvested energy in terms of bits/channel use and energy unit, respectively. The achievable rates for IntRx are computed as the capacity lower bound for the channel given in (24) assuming the Gaussian input distribution, i.e., X ∼ N (0, 1). In Fig. 6 , it is observed that for SepRx, the SPS scheme always achieves larger R-E pairs than the TS scheme for different values of the processing (RF band to baseband conversion) noise power σ increases, the gap between C TS R−E (P ) and C SPS R−E (P ) shrinks, while as σ 2 cov decreases, the achievable R-E region with SPS enlarges and would eventually approach to the R-E region upper bound given in (15) when σ 2 cov → 0. As shown in Fig. 7 , the achievable R-E regions for IntRx are boxes as given in (27). In addition, it is shown in Fig. 7 that when the processing noise power (σ 2 cov for SepRx and σ 2 rec for IntRx) equals to the antenna noise power, i.e. σ 2 cov = σ 2 rec = σ 2 A = 1, the achievable rate for IntRx is notably lower than that for SepRx, due to the use of noncoherent (energy) modulation by IntRx as compared to the use of coherent modulation by SepRx. However, when the processing noise power is much greater than the antenna noise power (as in most practical systems), the achievable R-E region by IntRx becomes superior over that by SepRx with the same processing noise power, i.e., σ 2 cov = σ 2 rec , and this performance gain becomes more substantial as the processing noise power increases. This is due to the facts that for IntRx, the processing (rectifier) noise incurs prior to the power splitter and thus only infinitesimally small power is required to be split by the power splitter to implement the energy detection for information decoding (cf. (24)), while for SepRx, more substantial power needs to be split to the information decoder to compensate for the processing (RF band to baseband conversion) noise that incurs after the power splitter. Moreover, in Fig. 7 it is observed that IntRx is more suitable than SepRx when more wireless energy/power is desired.
VII. CONCLUSION This paper investigates practical receiver designs for wireless simultaneous information and power transfer. Based on dynamic power splitting, we propose two practical receivers and characterize their rate-energy tradeoff. For simplicity, we do not consider the energy consumed by the receiver circuits. It is expected that such consideration could be an additional advantage for the integrated receivers, which avoids the use of active devices in the separated receiver, e.g., RF band mixers.
