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Abstract
In this paper we suggest an approach for constructing an L1-type space for a positive selfadjoint operator
affiliated with von Neumann algebra. For such operator we introduce a seminorm, and prove that it is a
norm if and only if the operator is injective. For this norm we construct an L1-type space as the complition
of the space of hermitian ultraweakly continuous linear functionals on von Neumann algebra, and represent
L1-type space as a space of continuous linear functionals on the space of special sesquilinear forms. Also,
we prove that L1-type space is isometrically isomorphic to the predual of von Neumann algebra in a natural
way. We give a small list of alternate definitions of the seminorm, and a special definition for the case of
semifinite von Neumann algebra, in particular. We study order properties of L1-type space, and demonstrate
the connection between semifinite normal weights and positive elements of this space. At last, we construct
a similar L-space for the positive element of C*-algebra, and study the connection between this L-space and
the L1-type space in case when this C*-algebra is a von Neumann algebra.
Keywords:operator algebra; von Neumann algebra; C*-algebra; noncommutative integration; L1-space; pos-
itive operator; semifinite normal weight; unbounded operator.
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1 Introduction
In 1953 I.E. Segal proposed the foundations of noncommutative integration theory with respect to a faithful
normal semi-finite trace τ , based on the notion of measurability of an unbounded operator affiliated with a von
Neumann algebra, and used it to define noncommutative L1, L2 and L∞ spaces. [1] Thereafter, this definition
was succesfully extended to the full range of Lp, and the theory of this Lp-spaces was studied by various authors.
Extension of the theory to the case of a von Neumann algebra equipped with an arbitrary weight became possible
only after development of the Tomita– Takesaki modular theory. The main results in this field are reviewed
in [2].
One of the approaches for noncommutative integration in von Neumann algebras with respect to the normal
weight was proposed by A.N. Sherstnev in 1970s (see [3] and [4]). Later it was developed by A.M. Bikchentaev,
O.E. Tikhonov, N.V. Trunov, A.A. Zolotarev and others. The main results in this area are reviewed in the [5]
and [6].
In this paper we propose an approach for the construction of L1 space, which is associated with a positive
selfadjoint operator affiliated with a von Neumann algebra. In some sence the statement of a question in this
paper is dual to Sherstnev’s approach, and many of the theorems of this paper have their duals, as it is noted
in the text.
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2 Definitions and notation
Throughout this paper we adhere to the following notation. By M we denote a von Neumann algebra that
acts on a Hilbert space H with the scalar product 〈·, ·〉. We denote its selfadjoint part by Msa, and the set of
all projections in M by Mpr. Let p ∈ Mpr and x ∈ M, then by xp we denote the restriction of pxp to pH
(xp := pxp|pH), also we denote the reduction of M to pH by Mp. By C(M) we denote the center of M. By
M∗ and Mh∗ we denote the predual of M and its Hermitian part, respectively. If an operator x is affiliated
with M then we write xηM. We denote the domain of an operator x by D(x). We denote the closure of an
operator x by x, adjoint operator is denoted as x∗. We denote the identity operator, the zero operator and the
zero vector by 1, 0 and 0 , respectively. We use standard notation for multiplication of a functional ϕ ∈ M∗
by an operator x ∈ M, namely, xϕ, ϕx and xϕx denote the linear functionals y 7→ ϕ(xy), y 7→ ϕ(yx) and
y 7→ ϕ(xyx), respectively.
For a normed space X we use X∗ to denote its continuous dual space and Xal to denote its algebraic dual
space. For an ordered normed space X we denote its positive cone by X+.
We also consider partial order for positive selfadjoint operators affiliated with M. For positive selfadjoint
x, yηM we write x ≤ y if and only if D(y
1
2 ) ⊂ D(x
1
2 ) and ‖x
1
2 f‖2 ≤ ‖y
1
2 f‖2 for all f ∈ D(y
1
2 ). If for an
increasing net (xj)j∈J of operators affiliated with M there exists x = sup
j∈J
(xj), then we write xj ր x.
For a positive selfadjoint operator xηM we use xλ to denote λx(λ + x)−1 with λ ∈ R+ \ {0}. From
the Spectral theorem it follows that the mapping λ 7→ xλ ∈ M+ is monotone operator-valued function and
lim
λ→+∞
x
1
2
λ f = x
1
2 f for all f ∈ D(x
1
2 ), therefore xλ ր x. For an unbounded x and ϕ ∈ M+∗ we define ϕ(x) as
ϕ(x) := lim
λ→+∞
ϕ(xλ).
3 Construction and Representation of L1-spaces
From now on a stands for a positive selfadjoint operator affiliated with M.
In this section we give the definition of L1(a) and its dual L∞(a). Also we construct natural isomorphism
of L∞(a) onto the space of special kind sesquilinear forms Sa(M).
We consider D+a ≡ {ϕ ∈ M
+
∗ |ϕ(a) < +∞}, D
h
a ≡ D
+
a −D
+
a and Da ≡ linCD
+
a . Note that if operator a is
bounded, then D+a =M
+
∗ , D
h
a =M
h
∗ and Da =M∗. We define a seminorm ‖ · ‖a on D
h
a as
‖ϕ‖a := inf{ϕ1(a) + ϕ2(a) | ϕ = ϕ1 − ϕ2; ϕ1, ϕ2 ∈ D
+
a }.
Also, from [7, Theorem 2] states, that if operator a is bounded, then ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖. If ‖ · ‖a is a norm, then
we call it the a-norm. Note that the 1-norm coincides with the restriction of the standard norm in M∗ onto
Mh∗ .
Lemma 1. For an injective bounded operator a the sets a
1
2Ma
1
2 = {a
1
2 xa
1
2 |x ∈ M} and a
1
2Msaa
1
2 =
{a
1
2 xa
1
2 |x ∈Msa} are σ-weakly dense subsets of M and Msa, respectively.
Proof. According to the Spectral Theorem the sequence qn ≡ a
1
2 ( 1
n
+ a
1
2 )−1 is increasing and converges to
rp(a
1
2 ) = 1 in the strong operator topology. Let y ∈ M and xn := (
1
n
+ a
1
2 )−1y( 1
n
+ a
1
2 )−1, then the sequence
yn = qnyqn = a
1
2xna
1
2 converges to y in the weak operator topology. Since ‖yn‖ ≤ ‖y‖, it follows that yn
σ-weakly converges to y. Hence, a
1
2Ma
1
2 is dense in M in the σ-weak operator topology. To finish the proof
note that if y is selfadjoint, then yn is selfadjoint.
A slight change in the latter proof actually shows that the sets {a
1
2xa
1
2 |x ∈M, a
1
2xa
1
2 ∈M} and {a
1
2xa
1
2 |x ∈
Msa, a
1
2xa
1
2 ∈M} are σ-weakly dense subsets of M and Msa, respectively.
Theorem 1. ‖ · ‖a is a norm on D
h
a if and only if operator a is injective.
2
Proof. If operator a is not injective, then there exists a non-zero f , such that af = 0 , hence ‖〈·f, f〉‖a =
〈af, f〉 = 0 and ‖ · ‖a is not a norm.
Conversely, if ‖ ·‖a is a norm and operator a is bounded, then ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ by [7, Theorem 2], and from
Lemma 1, it follows that ‖a
1
2ϕa
1
2 ‖ = 0 only if ϕ = 0. If operator a is unbounded, then for each λ ∈ R+ the
positive bounded operator aλ ∈M is injective. Evidently, ϕ1(aλ)+ϕ2(aλ) ≤ ϕ1(a)+ϕ2(a) for each λ ∈ R+ and
all ϕ1, ϕ2 ∈ D
+
a , therefore the inequality ‖ϕ‖aλ ≤ ‖ϕ‖a holds for each ϕ ∈ D
h
a . Since operator aλ is injective,
it follows that ‖ · ‖aλ is a norm, hence ‖ · ‖a is a norm.
For an injective operator a by Lh1(a) we denote the completion of the normed space (D
h
a , ‖ · ‖a). By [7,
Proposition 1] the dual of Lh1(a) is (L
sa
∞(a), ‖x‖
a), where Lsa∞(a) ≡ {x ∈ (D
h
a)
al|∃λ ∈ R,−λa ≤ x ≤ λa} and
‖x‖a ≡ inf{λ ∈ R| − λa ≤ x ≤ λa}. We identify the elements of Dha with the corresponding elements in L
h
1(a).
Further for an injective operator a we always assume that Lsa∞(a) is equiped with the a-norm.
For x ∈ M we define the sesquilinear form ̂a
1
2xa
1
2 on D(a
1
2 ) × D(a
1
2 ) by the equality ̂a
1
2 xa
1
2 (f, g) :=
〈xa
1
2 f, a
1
2 g〉. The set of all such sesquilinear forms is denoted by Sa(M) ≡ {
̂a
1
2xa
1
2 |x ∈ M}. We consider partial
order on Sa(Msa), such that
̂a
1
2 xa
1
2 ≤ ̂a
1
2 ya
1
2 if and only if ̂a
1
2xa
1
2 (f, f) ≤ ̂a
1
2 ya
1
2 (f, f) for all f ∈ D(a
1
2 ). By
Sa(M
sa) we denote the seminormed space of sesquilinear forms {̂a
1
2 xa
1
2 |x ∈Msa} equiped with the seminorm
pa(
̂a
1
2xa
1
2 ) := inf{λ ∈ R+| − λ̂a
1
2 1a
1
2 ≤ ̂a
1
2 xa
1
2 ≤ λ̂a
1
2 1a
1
2 }.
Theorem 2. For ϕ ∈ Da the equality a
1
2ϕa
1
2 (x) = lim
λ→+∞
ϕ(a
1
2
λxa
1
2
λ ) with x ∈ M defines the normal functional
a
1
2ϕa
1
2 ∈M∗.
Proof. Let ϕ ∈ D+a and
+∞∑
i=1
〈·fi, fi〉 be a representation of ϕ. It is evident that {fi}
+∞
i=1 ⊂ D(a
1
2 ),
+∞∑
i=1
‖a
1
2 fi‖
2 <
+∞ and lim
λ→+∞
a
1
2
λ f = a
1
2 f for all f ∈ D(a
1
2 ), which implies lim
λ→+∞
n∑
i=1
〈xa
1
2
λ fi, a
1
2
λ fi〉 =
n∑
i=1
〈xa
1
2 fi, a
1
2 fi〉. For
the fixed x ∈ M the inequality |〈xa
1
2
λ fi, a
1
2
λ fi〉| ≤ ‖x‖‖a
1
2 fi‖2 holds, hence for the fixed x ∈ M the series
+∞∑
i=1
〈xa
1
2
λ fi, a
1
2
λ fi〉 converge uniformly with repect to λ on (0,+∞), therefore a
1
2ϕa
1
2 (x) ≡ lim
λ→+∞
ϕ(a
1
2
λxa
1
2
λ ) =
lim
λ→+∞
+∞∑
i=1
〈xa
1
2
λ fi, a
1
2
λ fi〉 =
+∞∑
i=1
〈xa
1
2 fi, a
1
2 fi〉. The latter implies that a
1
2ϕa
1
2 (x) is well-defined for any x ∈ M
and a
1
2ϕa
1
2 ∈ M+∗ .
For ϕ ∈ Da there exist ϕ1, ϕ2, ϕ3, ϕ4 ∈ D+a , such that ϕ = ϕ1 − ϕ2 + iϕ3 − iϕ4. We have proved that
a
1
2ϕia
1
2 ∈ M+∗ , i = 1, 4, hence a
1
2ϕ1a
1
2 (x) − a
1
2ϕ2a
1
2 (x) + ia
1
2ϕ3a
1
2 (x) − ia
1
2ϕ4a
1
2 (x) = lim
λ→+∞
ϕ1(a
1
2
λxa
1
2
λ ) −
ϕ2(a
1
2
λxa
1
2
λ )+ iϕ3(a
1
2
λxa
1
2
λ )− iϕ4(a
1
2
λxa
1
2
λ ) = lim
λ→+∞
ϕ(a
1
2
λxa
1
2
λ ) ≡ a
1
2ϕa
1
2 (x), therefore a
1
2ϕa
1
2 (x) is well-defined for
any x ∈ M and a
1
2ϕa
1
2 ∈ M∗.
Corollary 1. For ϕ ∈ D+a , such that ϕ =
+∞∑
i=1
〈·fi, fi〉, the equalities a
1
2ϕa
1
2 (x) =
+∞∑
i=1
〈xa
1
2 fi, a
1
2 fi〉 =
+∞∑
i=1
̂a
1
2 xa
1
2 (fi, fi)
hold for all x ∈M.
Definition 1. For ϕ ∈ Da and a sesquilinear form
̂a
1
2xa
1
2 ∈ Sa(M) we consider ϕ(
̂a
1
2xa
1
2 ) ≡ ̂a
1
2 xa
1
2 (ϕ) :=
a
1
2ϕa
1
2 (x).
Lemma 2. The latter definition indentifies a sesquilinear form ̂a
1
2 xa
1
2 ∈ Sa(M) with the continuous linear
functional on (Dha , ‖ · ‖a)
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Proof. The linearity of ̂a
1
2xa
1
2 is evident. For ϕ ∈ Dha consider arbitary ϕ1, ϕ2 ∈ D
+
a , such that ϕ = ϕ1 − ϕ2,
then |̂a
1
2xa
1
2 (ϕ)| = |a
1
2ϕa
1
2 (x)| ≤ |a
1
2ϕ1a
1
2 (x)|+ |a
1
2ϕ2a
1
2 (x)| ≤ ‖x‖(ϕ1(a)+ϕ2(a)), which implies |
̂a
1
2 xa
1
2 (ϕ)| ≤
‖x‖‖ϕ‖a and therefore
̂a
1
2 xa
1
2 is a continuous linear functional.
Theorem 3. For an injective operator a the idenitification of the sesquilinear forms in Sa(M
sa) with the
continuous linear functionals on (Dha , ‖ · ‖a) lead to the identification of (Sa(M
sa), pa) with L
sa
∞(a).
Proof. Lemma 2 states that arbitary ̂a
1
2xa
1
2 ∈ Sa(Msa) is a continuous linear functional on (Dha , ‖ · ‖a). Also,
̂a
1
2xa
1
2 is real-valued on Dha , hence
̂a
1
2xa
1
2 ∈ Lsa∞(a).
Suppose x ∈ Lh∞(a) and ‖x‖
a = 1. For any f ∈ D(a
1
2 ) there exists a positive functional ψf := 〈·f, f〉 and
|x(ψf )| ≤ ψf (a) = ‖a
1
2 f‖2. Define a form x̂(f) on D(a
1
2 ) as x̂(f) := x(ψf ). Now, for f, g in D(a
1
2 ) we define
a sesquilinear form x̂(f, g) on D(a
1
2 ) ×D(a
1
2 ) by the polarization identity x̂(f, g) := 14 (x̂(f + g) − x̂(f − g) +
ix̂(f + ig) − ix̂(f − ig)). Note that x(ϕ) is real-valued for every ϕ in Dha . A straightforward calculation gives
the equality x̂(f, g) = x̂(g, f) and the linearity by the first argument. From the above arguments we conclude
that for any x in Lh∞(a) there exists a sesquilinear form x̂ on D(a
1
2 )×D(a
1
2 ), such that x̂(f, g) = x̂(g, f).
We consider a sesquilinear form ŷ defined with the equality ŷ(f, g) = x̂(a−
1
2 f, a−
1
2 g) on Im(a
1
2 ) × Im(a
1
2 ).
From |ŷ(f, f)| = |x̂(a−
1
2 f, a−
1
2 f)| ≤ ‖a
1
2 a−
1
2 f‖2 = ‖f‖2, it follows that ŷ is bounded, hence there exists y ∈M,
such that ŷ(f, g) = 〈yf, g〉. Also, x̂(f, g) = ŷ(a
1
2 f, a
1
2 g) = 〈ya
1
2 f, a
1
2 g〉 for any f and g in D(a
1
2 ) and x̂ = ̂a
1
2 ya
1
2
by definition. Since 〈yf, g〉 = ŷ(f, g) = x̂(a−
1
2 f, a−
1
2 g) = x̂(a−
1
2 g, a−
1
2 f) = ŷ(g, f) = 〈yg, f〉 = 〈f, yg〉 it follows
that y is selfadjoint. Therefore, we identify x ∈ Lsa∞(a) with
̂a
1
2 ya
1
2 ∈ Sa(Msa).
The equality ‖x‖a = inf{λ|−λa ≤ x ≤ λa} = inf{λ|−λ̂a
1
2 1a
1
2 ≤ ̂a
1
2 ya
1
2 ≤ λ̂a
1
2 1a
1
2 } = pa(
̂a
1
2 ya
1
2 ) completes
the proof.
Remark 1. If an operator a is injective then inf{λ|−λa ≤ a
1
2 xa
1
2 ≤ λa} = ‖x‖ and the latter implies that the
mapping x 7→ ̂a
1
2xa
1
2 is an isometrical isomorphism of Msa onto (Sa(M
sa), pa).
Corollary 2. For an injective operator a the mapping u : x ∈ Msa 7→ ̂a
1
2xa
1
2 ∈ Lsa∞(a) is an isometrical
isomporphism ofMsa onto Lsa∞(a). Moreover, the adjoint mapping u
t is an isometrical isomorphism of (Lsa∞(a))
∗
onto (M∗)h.
Remark 2. For an injective operator a we already identify the elements of Dha with the corresponding elements
of the complition Lh1(a). Also, since (L
h
∞(a))
∗ is isometrically isomorphic to the second dual of Lh1 (a), it is
convinient to identify the elements of Lh1 (a) with the corresponding elements of (L
h
∞(a))
∗. Then for ut from
Corollary 2 and ϕ ∈ Dha the equality u
t(ϕ) = a
1
2ϕa
1
2 holds, since ut(ϕ)(x) = ϕ(u(x)) = ϕ(̂a
1
2 xa
1
2 ) = a
1
2ϕa
1
2 (x)
for all x ∈Msa.
Definition 2. For an injective operator a and a linear functional ϕ ∈ (Lsa∞(a))
∗ we denote ut(ϕ) ∈ (M∗)h as
a
1
2ϕa
1
2 , where ut is the isomorphism from Corollary 2.
Theorem 4. For an injective operator a the mapping v : ϕ ∈ Lh1 (a) 7→ a
1
2ϕa
1
2 ∈ Mh∗ is an isometrical
isomorphism of Lh1 (a) onto M
h
∗ .
Proof. Note that v is the restriction of ut from Corollary 2 to Lh1(a). Let ψ be an element ofM
h
∗ . The sequence
ψn = (
1
n
+a
1
2 )−1ψ( 1
n
+a
1
2 )−1 lies in Dha . Since a
1
2 ( 1
n
+a
1
2 )−1 ր 1, it follows that v(ψn) = a
1
2ψna
1
2 converges to
ψ pointwise (i.e. lim
n→+∞
a
1
2ψna
1
2 (x) = ψ(x) for all x ∈ M), hence v(Dha) is weakly dense inM
h
∗ . By [8, Theorem
3.12], v(Dha) is also dense in M
h
∗ in the 1-norm topology, and therefore L
h
1(a) is isometrically isomorphic to
Mh∗ .
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Summarizing the facts, that if operator a is injective, then (Sa(Msa), pa) is isometrically isomorphic toMsa
and that M is the natural complexification of Msa, it seems reasonable to identify the complexification of
Sa(Msa) with Sa(M) extending pa onto Sa(M) by the equality pa(
̂a
1
2xa
1
2 ) = ‖x‖. For an injective operator a
further we identify L∞(a) with Sa(M), also we denote complexification of Lh1 (a) as L1(a) extending ‖ · ‖a onto
L1(a) by the equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖.
The folowing corollary evidently follows from Theorem 3 and Corollary 2.
Corollary 3. For an injective operator a the mapping U : x ∈ M 7→ ̂a
1
2 xa
1
2 ∈ L∞(a) is an isometrical
isomorphism of M onto L∞(a), the adjoint mapping U t : ϕ ∈ L∗∞(a) 7→ a
1
2ϕa
1
2 ∈ M∗, also is an isometrical
isomorphism of L∗∞(a) onto M
∗. Moreover, the restriction V := U t|L1(a) is an isometrical isomorphism of
L1(a) onto M∗.
The latter Corollary is an analog of the result of [9].
4 Alternate Definition of the Norm
We have defined ‖ϕ‖a as inf{ϕ1(a) + ϕ2(a)|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ D+a }. Also, if operator a is bounded, then
the equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ holds by [7, Theorem 2]. Thus, if an operator a is bounded, then we are able
to change the definintion of ‖ · ‖a to that ‖ · ‖a is the mapping ϕ ∈ Da 7→ ‖a
1
2ϕa
1
2 ‖ ∈ R maintaining all
the properties described in the previous section. Also, it is evident, that if operator a is bounded and M is
commutative, then the equality ‖a
1
2ϕa
1
2 ‖ = |ϕ|(a) holds for all ϕ ∈ Da. Thus, in case of commutative M we
are able to define ‖ · ‖a even simplier, as the mapping ϕ ∈ Da 7→ |ϕ|(a) ∈ R, maintaining all the properties of
‖ · ‖a.
In this section we demonstrate that in general case the equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ also holds for all ϕ ∈ Dha ,
therefore ‖ · ‖a may be alternatively defined as the mapping ϕ ∈ Da → ‖a
1
2ϕa
1
2 ‖ ∈ R. Also, we show that the
mapping ϕ ∈ Dha → |ϕ|(a) ∈ R is a seminorm if and only if operator a is affiliated with the center C(M) of M.
Moreover, we show that aηC(M) if and only if ‖a
1
2ϕa
1
2 ‖ = |ϕ|(a) for all ϕ ∈ Da. At last, we consider case of a
semifinite M and M = B(H) as an example.
Let a =
+∞∫
0
λde(λ) be the spectral decomposition of a. The equality ma(ϕ) =
+∞∫
0
λdϕ(e(λ)) (ϕ ∈ M+∗ )
defines the additive positively homogeneous mapping ma : M+∗ 7→ [0,+∞], which is lower semicontinuous on
M+∗ . The mapping ma is the element of extended positive part M̂
+ of M. [10] For p ∈ Mpr the equality
(pmap)(ϕ) = ma(pϕp) (ϕ ∈M+∗ ) defines the element pmap in M̂
+, where (pϕp)(x) = ϕ(pxp)(x ∈ M)). [10]
Lemma 3. Let a =
+∞∫
0
λde(λ) be the spectral decomposition of an operator a and for any natural n the
restriction ae(n) of ae(n) to e(n)H belongs to C(Me(n)), then aηC(M).
Proof. For a natural m ≥ n the restiction ae(n) of ae(n) to e(m)H belongs to C(Me(m)) as the function of the
operator am. Therefore, for any x ∈M the equality ae(n)e(m)xe(m) = e(m)xe(m)ae(n) holds. Passing to the
limit m→ +∞ we conclude that ae(n) belongs to C(M), hence aηC(M).
Theorem 5. Let a =
+∞∫
0
λde(λ) be the spectral decomposition of an operator a, then the following statements
are equivalent:
(i) aηC(M);
(ii) ∀p ∈Mpr the inequality pmap ≤ ma holds;
(iii) ∀ϕ ∈ Mh∗ and any decomposition ϕ = ϕ1 − ϕ2 (ϕ1, ϕ2 ∈M
+
∗ ) the inequality ma(ϕ
+) ≤ ma(ϕ1) holds;
(iv) the mapping ϕ 7→ ma(ϕ+) (ϕ ∈ Mh∗) is monotone,
i.e., ϕ, ψ ∈Mh∗ , ϕ ≤ ψ imply ma(ϕ
+) ≤ ma(ψ+);
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(v) the mapping ϕ 7→ ma(ϕ+) (ϕ ∈Mh∗) is subadditive,
i.e., ma((ϕ + ψ)
+) ≤ ma(ϕ+) +ma(ψ+) for all ϕ, ψ ∈Mh∗ ;
(vi) the mapping ϕ 7→ ma(ϕ+) (ϕ ∈ Mh∗) is convex, i.e.,
ma((λϕ+ (1 − λ)ψ)+) ≤ λma(ϕ+) + (1− λ)ma(ψ+) for all ϕ, ψ ∈Mh∗ , λ ∈ [0, 1];
(vii) the mapping ϕ 7→ ma(|ϕ|) (ϕ ∈Mh∗) is subadditive,
i.e., ma(|ϕ+ ψ|) ≤ ma(|ϕ|) +ma(|ψ|) for all ϕ, ψ ∈ M
h
∗
(viii) the mapping ϕ 7→ ma(|ϕ|) (ϕ ∈ Mh∗) is convex, i.e.,
ma(|λϕ+ (1− λ)ψ|) ≤ λma(|ϕ|) + (1− λ)ma(|ψ|) for all ϕ, ψ ∈ M
h
∗ , λ ∈ [0, 1].
Proof. First prove the implication (i) ⇒ (ii). Since a =
+∞∫
0
λde(λ) is affiliated with M, it follows that for any
natural n the bounded operator ae(n) belongs to C(M), hence pae(n)p ≤ ae(n) for all p ∈Mpr by [11, Theorem
1]. For an arbitary ϕ ∈M+∗ and p ∈ M
pr we have:
ma(ϕ) = lim
n→∞
ϕ(ae(n)) ≥ lim
n→∞
ϕ(pae(n)p) =
= lim
n→∞
(pϕp)(ae(n)) = ma(pϕp) = (pmap)(ϕ)
(i.e. pmap ≤ ma).
The proof of the implications (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vii), (v) ⇔ (vi), (vii) ⇔ (viii) literally
repeats the proof of respective implications in [11], therefore it is sufficient to prove the impication (vii)⇒ (i).
According to Lemma 3, it is sufficient to prove, that for any natural n the operator ae(n) belongs to C(Me(n)).
Let (vii) hold and ϕ˜, ψ˜ ∈ (Me(n))
h
∗ . Construct ϕ, ψ ∈ M
h
∗ , such that ϕ = e(n)ϕe(n), ϕe(n) = ϕ˜, ψ =
e(n)ψe(n), ψe(n) = ψ˜. Then
|ϕ˜+ ψ˜|(ae(n)) = |ϕ+ ψ|(ae(n)) =
= ma(|ϕ + ψ|) ≤ ma(|ϕ|) +ma(|ψ|) = |ϕ˜|(ae(n)) + |ψ˜|(ae(n)).
By [11, Theorem 1], ae(n) ∈ C(Me(n)).
Remark 3. According to [11, Corollary 1] if a ∈ C(M), then ‖a
1
2ϕa
1
2 ‖ = |ϕ|(a) for all ϕ ∈M∗. We generalize
the latter equality to the case of unbounded operator a in Corollary 5.
In Theorem 2 we have defined a
1
2ϕa
1
2 for ϕ ∈ Dha as a normal functional on M by the equality a
1
2ϕa
1
2 ≡
lim
λ→+∞
ϕ(a
1
2
λxa
1
2
λ ) with aλ ր a. Further we define L∞(a) for an arbitary a and define the meaning of a
1
2ϕa
1
2 for
ϕ ∈ L∗∞(a).
Definition 3. For a non-injective operator a we define Lsa∞(a) as the quotient space Sa(M
sa)/{x̂ ∈ Sa(Msa)|pa(x̂) =
0}. With [x̂] we denote the equivalence class of the sesquilinear form x̂. The norm of this quotient space is
denoted by ‖[x̂]‖a := pa(x̂).
Let p be the projection onto ker a, then for q = 1− p the equalities aq = qa = a hold.
Theorem 6. The mapping [̂a
1
2xa
1
2 ] 7→
̂
a
1
2
q xqa
1
2
q is an isometrical isomorphism of Lsa∞(a) onto Saq (M
sa
q )
Proof. For all f, g ∈ D(a
1
2 ) the chain of equalities ̂a
1
2xa
1
2 (f, g) ≡ 〈xa
1
2 f, a
1
2 g〉 = 〈xqa
1
2 qf, qa
1
2 qg〉 =
̂
a
1
2
q xqa
1
2
q (qf, qg)
holds. Also, note that ̂a
1
2xa
1
2 (f, g) = ̂a
1
2 xa
1
2 (qf, qg) for all f, g ∈ D(a
1
2 ).
If pa(
̂a
1
2 xa
1
2 − ̂a
1
2 ya
1
2 ) = 0, then −λ̂a
1
2 1a
1
2 ≤ ̂a
1
2xa
1
2 − ̂a
1
2 ya
1
2 ≤ λ̂a
1
21a
1
2 for all λ ≥ 0, which implies
−λ‖a
1
2 f‖2 ≤ 〈(x − y)a
1
2 f, a
1
2 f〉 ≤ λ‖a
1
2 f‖2 for all λ ≥ 0 and all f ∈ D(a
1
2 ). The latter implies that xq = yq,
since Im(a
1
2 ) is dense in qH . Therefore, the mapping [̂a
1
2xa
1
2 ] 7→
̂
a
1
2
q xqa
1
2
q is well-defined.
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The mapping is linear, since [̂a
1
2xa
1
2 ] + [̂a
1
2 ya
1
2 ] = [ ̂a
1
2 (x+ y)a
1
2 ] 7→
̂
a
1
2
q (x+ y)qa
1
2
q =
̂
a
1
2
q (xq + yq)a
1
2
q =
̂
a
1
2
q xqa
1
2
q +
̂
a
1
2
q yqa
1
2
q and λ[
̂a
1
2 xa
1
2 ] = [ ̂a
1
2 (λx)a
1
2 ] 7→
̂
a
1
2
q (λx)qa
1
2
q =
̂
a
1
2
q (λxq)a
1
2
q = λ
̂
a
1
2
q xqa
1
2
q .
Also, the chain of equalities ‖[̂a
1
2xa
1
2 ]‖a = pa(
̂a
1
2xa
1
2 ) = inf{λ|∀f ∈ D(a
1
2 ) − λ‖a
1
2 f‖2 ≤ 〈xa
1
2 f, a
1
2 f〉 ≤
λ‖a
1
2 f‖2} = inf{λ|∀f ∈ qH − λ‖f‖2 ≤ 〈xqf, f〉 ≤ λ‖f‖2} = ‖xq‖ = paq (
̂
a
1
2
q xqa
1
2
q ) holds, therefore the mapping
[̂a
1
2xa
1
2 ] 7→
̂
a
1
2
q xqa
1
2
q is an isometrical isomorphism.
We denote the complexification of Lsa∞(a) by L∞(a). Since ‖[
̂a
1
2xa
1
2 ]‖a = ‖xq‖ for all [
̂a
1
2 xa
1
2 ] ∈ Lsa∞(a), it
is natural to extend the norm ‖ · ‖a onto L∞(a) with the equality ‖[
̂a
1
2xa
1
2 ]‖a = ‖xq‖.
Definition 4. For ϕ ∈ L∗∞(a) let ϕ̂ be the corresponding element in S
∗
aq
(Mq). We define a
1
2ϕa
1
2 as a bounded
linear functional on M with the equality a
1
2ϕa
1
2 (x) := ϕ([̂a
1
2xa
1
2 ])(≡ ϕ̂(
̂
a
1
2
q xqa
1
2
q )). Note that a
1
2ϕa
1
2 (x) =
a
1
2
q ϕ̂a
1
2
q (xq).
Theorem 7. For any ϕ in L∗∞(a) the equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ holds.
Proof. From Theorems 3, 6 and Remark 1 L∞(a) is isometrically isomorphic toMq. Therefore, the dual L∗∞(a)
is isometrically isomorphic to M∗q and ‖ϕ‖a = ‖ϕ̂‖aq = ‖U
t(ϕ̂)‖ = ‖a
1
2
q ϕ̂a
1
2
q ‖ = ‖a
1
2ϕa
1
2 ‖, where U t is the
isomorphism from Corollary 3.
Theorem 8. For any ϕ in Dha the equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ holds.
Proof. If an operator a is injective, then since Dha is isometrically embedded into L
∗
∞(a), it follows that the
equality ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ holds for any ϕ in Dha by Theorem 7.
If operator a is not injective, then ‖ϕ‖a = inf{ϕ1(a) + ϕ2(a)|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ D+a } = inf{ϕ
1(qaq) +
ϕ2(qaq)|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ D+a } = inf{ϕ̂
1(aq) + ϕ̂2(aq)|ϕ̂ = ϕ̂1 − ϕ̂2, ϕ̂1, ϕ̂2 ∈ D
+
a } = ‖ϕ̂‖aq = ‖a
1
2
q ϕ̂a
1
2
q ‖ =
‖a
1
2ϕa
1
2 ‖.
Remark 4. According to Theorem 3, for ϕ ∈ Da the normal functional a
1
2ϕa
1
2 from Definition 4 and normal
functional a
1
2ϕa
1
2 defined in Theorem 2 coincide as the functionals on M.
Corollary 4. For each ϕ ∈ Dha the equality ‖ϕ‖a = lim
λ→+∞
‖ϕ‖aλ holds.
Proof. Evidently, for the fixed ϕ ∈ Dha the mapping λ ∈ R
+ 7→ ‖ϕ‖aλ is monotone and ‖ϕ‖aλ ≤ ‖ϕ‖a, thus for
each ϕ ∈ Dha there exists lim
λ→+∞
‖ϕ‖aλ ≤ ‖ϕ‖a.
According to Theorem 8 the chain of equalities ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖ = |a
1
2ϕa
1
2 |(1) = a
1
2ϕa
1
2 (u) = |a
1
2ϕa
1
2 (u)|
holds for each ϕ ∈ Dha , where u|a
1
2ϕa
1
2 | is the polar decomposition of a
1
2ϕa
1
2 . According to Definition 2,
|a
1
2ϕa
1
2 (u)| = | lim
λ→+∞
a
1
2
λϕa
1
2
λ (u)| = lim
λ→+∞
|a
1
2
λϕa
1
2
λ (u)| ≤ lim
λ→+∞
‖a
1
2
λϕa
1
2
λ ‖ for each ϕ ∈ D
h
a . Since ‖a
1
2
λϕa
1
2
λ ‖ =
‖ϕ‖aλ , it follows ‖ϕ‖a ≤ lim
λ→+∞
‖ϕ‖aλ ≤ ‖ϕ‖a for each ϕ ∈ D
h
a .
Corollary 5. If aηC(M), then |ϕ|(a) = ‖a
1
2ϕa
1
2 ‖ for each ϕ ∈ Dha,
Proof. Note that |ϕ|(a) ≡ lim
λ→+∞
|ϕ|(aλ) and aλ ∈ C(M). According to [11, Corollary 1], |ϕ|(aλ) = ‖a
1
2
λϕa
1
2
λ ‖
for each ϕ ∈ M∗. At last, by Corollary 4 lim
λ→+∞
‖a
1
2
λϕa
1
2
λ ‖ = lim
λ→+∞
‖ϕ‖aλ = ‖ϕ‖a for each ϕ ∈ D
h
a .
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Summarizing all the facts of this section, it is possible to define ‖ · ‖a on Dha in the different ways, which
are equivalent. First and basic, as the mapping ϕ ∈ Dha 7→ inf{ϕ1(a) + ϕ2(a)|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ D
+
a },
which actually coincides with the mappings ϕ ∈ Dha 7→ inf{ lim
λ→+∞
(ϕ1(aλ)+ϕ2(aλ))|ϕ = ϕ1−ϕ2, ϕ1, ϕ2 ∈M+∗ }
and ϕ ∈ Dha 7→ lim
λ→+∞
inf{ϕ1(aλ) + ϕ2(aλ)|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ M+∗ }. Another one as the mappings ϕ ∈
D
h
a 7→ sup
‖x‖=1
lim
λ→+∞
|ϕ(a
1
2
λxa
1
2
λ )|, which actually coincides with the mapping ϕ ∈ D
h
a 7→ lim
λ→+∞
sup
‖x‖=1
|ϕ(a
1
2
λxa
1
2
λ )|.
At last if a is affiliated with the center C(M) of an algebra M, then we are able to define ‖ · ‖a as the
mapping ϕ ∈ Dha 7→ lim
λ→+∞
|ϕ|(aλ). The latter definition is dual to Segal’s definition of ‖ · ‖1 as the mapping
x ∈ mτ 7→ τ(|x|). [12]
There is one more possible equivalent definition of ‖·‖a for the case of a semifiniteM with a faithfull semifinite
normal trace τ . Let τ˜ be the extension of τ onto mτ = linCm
+
τ , where m
+
τ = {x ∈ M
+|τ(x) < +∞}. We denote
linRm
+
τ as m
sa
τ . By [12, Theorem V.2.18], xτ˜ is a normal functional for any x ∈ mτ and ‖xτ˜‖ = ‖x‖τ = τ(|x|).
Theorem 9. For any ϕ = kτ˜ in Da (k ∈ mτ ), if a
1
2 ka
1
2 ∈ M, then the equality ‖ϕ‖a = τ(|a
1
2 ka
1
2 |) holds.
Proof. First prove a
1
2 ka
1
2 ∈ mτ . Assume k positive (kτ˜ ∈ D+a ). For all f ∈ D(a
1
2 ) the inequality ‖k
1
2 a
1
2 f‖2 ≤
‖a
1
2 ka
1
2 ‖‖f‖2 holds. Since D(a
1
2 ) is dense in H , it follows that k
1
2 a
1
2 ∈ M and ‖k
1
2 a
1
2 ‖ ≤
√
‖a
1
2 ka
1
2 ‖.
Since lim
λ→+∞
k
1
2 a
1
2
λ f = k
1
2 a
1
2 f for all f ∈ D(a
1
2 ) and D(a
1
2 ) is dense in H , it follows that k
1
2 a
1
2
λ f con-
verges to k
1
2 a
1
2 f and a
1
2
λk
1
2 f converges to (k
1
2 a
1
2 )∗f for all f ∈ H . At the same time, lim
λ→+∞
〈a
1
2
λk
1
2 f, a
1
2
λk
1
2 f〉 =
〈k
1
2 ak
1
2 f, f〉, therefore k
1
2 ak
1
2 = k
1
2 a
1
2 (k
1
2 a
1
2 )∗. Moreover, a
1
2 ka
1
2 = (k
1
2 a
1
2 )∗k
1
2 a
1
2 , hence τ(a
1
2 ka
1
2 ) = τ((k
1
2 a
1
2 )∗k
1
2 a
1
2 ) =
τ(k
1
2 a
1
2 (k
1
2 a
1
2 )∗) = τ(k
1
2 ak
1
2 ) = lim
λ→+∞
τ(k
1
2 aλk
1
2 ) = kτ(a) < +∞. Therefore, a
1
2 ka
1
2 ∈ m+τ .
For all f ∈ H the chain of inequalities ‖a
1
2
λk
1
2 f‖2 = 〈k
1
2 aλk
1
2 f, f〉 ≤ 〈k
1
2 ak
1
2 f, f〉 = ‖(k
1
2 a
1
2 )∗f‖2 ≤
‖a
1
2 ka
1
2 ‖‖f‖2 holds. Hence, ‖k
1
2 a
1
2
λ ‖ = ‖a
1
2
λk
1
2 ‖ ≤
√
‖a
1
2 ka
1
2 ‖ and a
1
2
λka
1
2
λ σ-weakly converges to a
1
2 ka
1
2 . Let
x ∈ mτ , then a
1
2 kτ˜a
1
2 (x) = lim
λ→+∞
kτ˜ (a
1
2
λxa
1
2
λ ) = lim
λ→+∞
xτ˜ (a
1
2
λ ka
1
2
λ ) = xτ˜ (a
1
2 ka
1
2 ) = a
1
2 ka
1
2 τ˜(x). mτ is σ-weakly
dense in M, therefore a
1
2 kτ˜a
1
2 = a
1
2 ka
1
2 τ˜ .
By [12, Theorem V.2.18] the equality ‖kτ˜‖ = τ(|k|) holds for any k ∈ mτ . Using Theorem 8 ‖ϕ‖a =
‖a
1
2 kτ˜a
1
2 ‖ = ‖a
1
2 ka
1
2 τ˜‖ = τ(|a
1
2 ka
1
2 |).
Let Tr be the canonical trace in the space B(H) of bounded linear operators in Hilbert space H and C1(H)
denote the space of trace class operators in H .
Corollary 6. For any ϕ = kT˜r in Da (k ∈ C1(H)) the equality ‖ϕ‖a = Tr|a
1
2 ka
1
2 | holds.
Proof. Assume ϕ ∈ D+a (k ∈ C
+
1 (H)). Since Tr(k
1
2 ak
1
2 ) = lim
λ→+∞
Tr(k
1
2 aλk
1
2 ) = lim
λ→+∞
kT˜r(aλ) = kT˜r(a) <
+∞, it follows that k
1
2 ak
1
2 ∈ C+1 (H). Hence, a
1
2 k
1
2 is a Hilbert-Schmidt operator and a
1
2 ka
1
2 ∈ C+1 (H).
If ϕ ∈ Da (k ∈ C1(H)), then there exist k1, k2, k3, k4 ∈ C
+
1 (H), such that kT˜r = k1T˜r−k2T˜r+ik3T˜r−ik4T˜r,
and a
1
2 k1a
1
2 − a
1
2 k2a
1
2 + ia
1
2 k3a
1
2 − ia
1
2 k4a
1
2 = a
1
2 ka
1
2 ∈ C1(H).
The latter Theorem and Corollary make it posible to define ‖ · ‖a as the mapping kτ˜ ∈ Dha 7→ τ(|a
1
2 ka
1
2 |)
for the case of a semifinite M with a faithfull normal trace τ . This result is similar to the result of [13].
5 Embedding of Normal Weights into L+1 (a) and Generation of L1(a)
Since our approach is influenced by the theory of noncommutative integration with respect to a weight, one of
the natural questions is how our L1-spaces are related to the weights on M. In this section we show that all
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semifinite weights, for which ϕ(a) < +∞, can be embedded into L+1 (a). Moreover, every element of L
h
1 (a) can
be represented as the difference of two elements corresponding to embeddings of semifinite normal weights.
Definition 5. We write [̂a
1
2xa
1
2 ] ∈ L+∞(a) and call [
̂a
1
2xa
1
2 ] ∈ L∞(a) positive if and only if
̂a
1
2xa
1
2 ≥ ̂a
1
2 0a
1
2
(equivalently xq ≥ 0).
Definition 6. We write ϕ ∈ (L∗∞(a))
+ and call ϕ ∈ L∗∞(a) positive if and only if ϕ([
̂a
1
2 xa
1
2 ]) ≥ 0 for all
[̂a
1
2xa
1
2 ] ∈ L+∞(a).
For an injective operator a we identify elements of L1(a) with the corresponding elements of L∞(a). By
L+1 (a) we denote the intersection of (L
∗
∞(a))
+ with L1(a).
Lemma 4. ϕ ∈ (L∗∞(a))
+ if and only if a
1
2ϕa
1
2 ∈ (M∗)+.
Proof. Note that [̂a
1
2 xa
1
2 ] ∈ L+∞(a) if and only if xq ≥ 0. Indeed, if
̂a
1
2 xa
1
2 ≥ ̂a
1
2 0a
1
2 , then 〈xa
1
2 f, xa
1
2 f〉 ≥ 0
for all f ∈ D(a
1
2 ); which implies 〈xqf, f〉 ≥ 0 for all f ∈ qH , since Im(a
1
2 ) is dense in qH . Also, if xq ≥ 0, then
〈xa
1
2 f, a
1
2 f〉 = 〈xqa
1
2
q qf, a
1
2
q qf〉 ≥ 0.
Assume ϕ ∈ (L∗∞(a))
+. Note that if x ∈ M+ then xq ∈ M+q , hence [
̂a
1
2xa
1
2 ] ∈ L+∞(a). Using the equality
a
1
2ϕa
1
2 (x) ≡ ϕ([a
1
2xa
1
2 ]) we deduce, that for all x ∈M+ the inequality a
1
2ϕa
1
2 (x) ≥ 0 holds.
Assume a
1
2ϕa
1
2 ∈ (M∗)+. If [̂a
1
2xa
1
2 ] ∈ L+∞(a), then xq ∈ M
+
q and there exists x
′ = xq ⊕ 01−q ∈M
+, such
that [̂a
1
2xa
1
2 ] = [̂a
1
2 x′a
1
2 ]. Hence, ϕ([̂a
1
2xa
1
2 ]) = a
1
2ϕa
1
2 (x′) ≥ 0 for all [̂a
1
2 xa
1
2 ] ∈ L+∞(a).
Corollary 7. Let ϕ ∈ L∗∞(a). ϕ is positive if and only if the equality ‖ϕ‖a = ϕ(a) holds.
Proof. If ϕ ∈ L+∞(a), then a
1
2ϕa
1
2 ∈ (M∗)+ and according to Theorem 7 ‖ϕ‖a = ‖a
1
2ϕa
1
2 ‖. Hence, ‖ϕ‖a =
a
1
2ϕa
1
2 (1) = ϕ(a).
Conversely, if ‖ϕ‖a = ϕ(a) then ‖a
1
2ϕa
1
2 ‖a = a
1
2ϕa
1
2 (1), hence a
1
2ϕa
1
2 ∈ (M∗)+ and ϕ ∈ (L∗∞(a))
+ by
Lemma 4.
Corollary 8. For an injective operator a the isometrical isomorphisms U,U t and V from Corollary 3 preserve
the order. Moreover, U(M+) = L+∞(a), U
t((L∗∞(a))
+) =M∗+, V (L+1 (a)) =M
+
∗ .
Theorem 10. For an injective operator a the set D+a is the dense subset of L
+
1 (a).
Proof. Let ϕ ∈ L+1 (a). Evidently, L
+
1 (a) ⊂ L
h
1(a) and there exists the sequence {ϕn} ⊂ D
h
a , such that ‖ϕn −
ϕ‖a ≤
1
2n . Since
̂a
1
2 1a
1
2 ∈ L∞(a)(∼= L∗1(a)), it follows ϕn(
̂a
1
2 1a
1
2 ) → ϕ(̂a
1
21a
1
2 ) = ϕ(a). Let ϕ1n, ϕ
2
n ∈ D
+
a
be such that ϕn = ϕ
1
n − ϕ
2
n and ϕ
1
n(a) + ϕ
2
n(a) ≤ ‖ϕn‖a +
1
2n . Since ‖ϕn − ϕ‖a ≤
1
2n , it follows that
|ϕ1n(a) + ϕ
2
n(a) − ‖ϕ‖a| ≤
1
2n−1 . Therefore, ϕn(
̂a
1
21a
1
2 ) + 2ϕ2n(a) = ϕ
1
n(a) + ϕ
2
n(a) → ‖ϕ‖a = ϕ(a). Evidently,
ϕ1n(
̂a
1
21a
1
2 )− ϕ2n(
̂a
1
2 1a
1
2 ) = ϕ1n(a)− ϕ
2
n(a)→ ϕ(a). Hence, ‖ϕ
2
n‖a = ϕ
2
n(a)→ 0, which implies ‖ϕ
1
n − ϕ‖a → 0.
Let Φ be a weight on M+. It is natural to assume that the embedding ϕ of Φ into L1(a) must be positive,
therefore ‖ϕ‖a = Φ(a) < +∞ by Corollary 7.
Theorem 11. For an injective operator a any normal weight Φ, such that sup
λ∈(0,+∞)
Φ(aλ) ≡ Φ(a) < +∞,
defines element of L+1 (a).
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Proof. The condition Φ(a) < +∞ along with Lemma 1 implies that Φ is semifinite. According to [10] Φ(x) =∑
i∈J
ωi(x) = sup{
∑
i∈σ
ωi(x)|σ ⊂ I, cardσ ∈ N}, x ∈M+, ωi ∈ M+∗ for all x ∈M
+, which implies that Φ(x) is the
tight upper bound of all finite sums indexed with the elements of σ ⊂ J .
If operator a is bounded, then it is evident, that Φ(a) =
∑
i∈J
ωi(a). If a is unbounded, then Φ(aλ) =∑
i∈J
ωi(aλ) ≤
∑
i∈J
ωi(a) and Φ(a) ≤
∑
i∈J
ωi(a). On the other hand, for the finite σ ⊂ J the inequality
∑
i∈σ
ωi(aλ) ≤
Φ(aλ) holds, therefore
∑
i∈σ
ωi(a) ≤ Φ(a). Hence,
∑
i∈J
ωi(a) = sup
σ⊂J,
cardσ∈N
∑
i∈σ
ωi(a) ≤ Φ(a), so Φ(a) =
∑
i∈J
ωi(a).
Since Φ(a) < +∞, it follows that ωi ∈ D+a . Also, since ker a = {0} and a ≥ 0, it follows ωi(a) = 0 if and only
if ωi = 0. Without loss of generality, we consider Φ(a) =
+∞∑
i=1
ωi(a). Consider ϕn :=
n∑
i=1
ωi ∈ D+a . The sequence
ϕn is converging in the topology of a-norm. If ‖ϕ− ϕn‖a → 0 then ϕ ∈ L+∞(a) and ‖ϕ‖a = lim
n
‖ϕn‖a = Φ(a).
Moreover, for all ̂a
1
2 xa
1
2 ∈ L∞(a) the chain of equalities
+∞∑
i=1
ωi(
̂a
1
2xa
1
2 ) = lim
n
ϕn(
̂a
1
2xa
1
2 ) = ϕ(̂a
1
2 xa
1
2 ) holds. If
̂a
1
2xa
1
2 ∈ L+∞(a) is bounded, then there exists bounded operator xa ∈ M
+, such that ̂a
1
2 xa
1
2 (f, g) = 〈xaf, g)
for all f, g ∈ D(a
1
2 ) and ϕ(̂a
1
2xa
1
2 ) = Φ(xa).
Corollary 9. Let M = B(H) and a ∈ C+1 (H) ⊂ B(H) be injective. Then
(i) for any x ∈ B+(H) there exists sequence (xn) in C
+
1 (H),
such that ‖xT˜r− xnT˜r‖a → 0;
(ii) for any x ∈ Bsa(H) there exists sequence (xn) in Csa1 (H),
such that ‖xT˜r− xnT˜r‖a → 0;
(iii) for any x ∈ B(H) there exists sequence (xn) in C1(H),
such that ‖xT˜r− xnT˜r‖a → 0.
Proof. Since an operator a is bounded, it follows that D+a =M
+
∗ . Note that if x ∈ B
+(H), then xT˜r is normal
semifinite weight, such that xT˜r(a) < +∞. Applying Theorem 10 and 11 we deduce the statement (i). The
statements (ii) and (iii) trivialy follow from (i).
Theorem 12. Any element ϕ of Lh1 (a) can be represented as the difference of two elements L
+
1 (a), which are
embeddings of normal semifinite weights into L1(a).
Proof. Let (ωi) be a sequence in D
h
a , such that ‖ωn−ϕ‖a → 0. Passing to the subsequence if it is necessary, we
are able to assume that ‖ω1‖a +
∞∑
i=1
‖ωi+1 − ωi‖a < ∞. Denoting ϕ1 = ω1 and ϕn = ωn − ωn−1 if n = 2,+∞,
we obtain
∞∑
i=1
‖ϕi‖a <∞, hence ‖
n∑
i=1
ϕi − ϕ‖a → 0. Now choose ϕ1n, ϕ
2
n such that ϕn = ϕ
1
n − ϕ
2
n, ϕ
1
n, ϕ
2
n ∈ D
+
a
and ϕ1n(a)+ϕ
2
n(a) ≤ ‖ϕn‖a+
1
2n . The sequences (
n∑
i=1
ϕ1i ), (
n∑
i=1
ϕ2i ) are fundamental in the topology of ‖ · ‖a and
all elements of these sequences are positive, therefore there exist ϕ1, ϕ2 ∈ L+1 (a), such that ‖ϕ
k −
n∑
i=1
ϕki ‖a → 0
(k = 1, 2). For ̂a
1
2xa
1
2 ∈ L∞(a) the chain of equalities ϕ(
̂a
1
2 xa
1
2 ) = lim
n→∞
ωn(
̂a
1
2xa
1
2 ) = lim
n→∞
(
n∑
i=1
ϕ1i (
̂a
1
2xa
1
2 ) −
n∑
i=1
ϕ2i (
̂a
1
2xa
1
2 )) = lim
n→∞
n∑
i=1
ϕ1i (
̂a
1
2xa
1
2 )− lim
n→∞
n∑
i=1
ϕ2i (
̂a
1
2xa
1
2 ) = ϕ1(̂a
1
2 xa
1
2 )− ϕ2(̂a
1
2xa
1
2 ) holds.
Let Φk(x) :=
+∞∑
n=1
ϕ1n(x) and Φ
2(x) :=
+∞∑
n=1
ϕ2n(x) for x ∈ M
+, k = 1, 2. By [10], Φ1, Φ2 are normal weights.
Moreover, Φk(a) =
+∞∑
n=1
ϕ1n(a) < +∞ (k = 1, 2). By Lemma 1 Φ
1, Φ2 are semifinite and by Theorem 11 elements
ϕ1, ϕ2 ∈ L+∞(a) are embeddings of Φ
1,Φ2, respectively.
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The latter result is analogue of [14, Theorem 1].
Definition 7. [6] Let Φ be a normal semifinite weight on M. We call it regular if for any ϕ ∈ M+∗ (ϕ 6= 0)
there exists ω ∈ M+∗ (ω 6= 0), such that ω ≤ ϕ and ω ≤ Φ.
By [6, Theorem 4] a normal semifinite weight Φ on M is regular if and only if each sesquilinear form in
L+1 (Φ) is closable in the sense of [15]. By [6, Theorem 6] a normal semifinite weight on B(H) is regular if and
only if Φ = kT˜r, where k is a positive selfadjoint operator in H , such that it has the bounded inverse operator.
Theorem 13. Let dimH =∞. For an injective operator a in C+1 (H), there exists an element ψ ∈ L
+
1 (a), such
that ψ cannot be represented as an embedding of a normal semifinite weight.
Proof. Let Φ = aT˜r be a positive normal functional on B(H). From Corollaries 9, 6 and [13], it follows that
the mapping x ∈ B(H) 7→ xT˜r determines an isometrical isomorphism of L1(Φ) described in [6] onto Lh1 (a)
If each element of L+1 (a) can be represented as an embedding of a positive normal semifinite weight, then
by [16, Theorem 5.12] for each element ψ of L+1 (a) there exists the correspoding selfadjoint operator kψ ≥ 0,
such that ψ = kψT˜r. The corresponding sesquilinear form k̂ψ ∈ L
+
1 (Φ) (k̂ψ(f, g) := 〈k
1
2
ψf, k
1
2
ψg〉) is closable
by [15, Theorem 1.27].
By [6, Theorem 6] the weight Φ is not regular. Hence, by [6, Theorem 4] there exists a positive nonclosable
sesquilinear form in L+1 (ϕ), so we get a contradiction.
6 Case of C*-algebras
It is notable that the same approach can be applied to the case of C*-algebras. Let A be a C*-algebra. By A+,
A∗+ we denote its positive cone and the positive cone of its continuous dual. By Asa we denote the set of all
selfadjoint operators in A, by A∗h we denote the set of all continuous hermitian functionals on A. For a ∈ A+
we define ‖ · ‖a on A∗ as the mapping f ∈ A∗ 7→ ‖a
1
2 fa
1
2 ‖.
Theorem 14. For all f ∈ A∗h the equality ‖f‖a = inf{f1(a) + f2(a)|f = f1 − f2, f1, f2 ∈ A∗+} holds.
Proof. Let π be the embedding of A into the universal enveloping von Neumann algebra N . For f ∈ A∗h let ϕ
be the corresponding element of N h∗ , then ‖f‖a = ‖a
1
2 fa
1
2 ‖ = ‖π(a)
1
2ϕπ(a)
1
2 ‖. Hence, according to [7, Theorem
2] the equality ‖f‖a = ‖ϕ‖pi(a) holds. Therefore,
‖f‖a = inf{ϕ1(π(a)) + ϕ2(π(a))|ϕ = ϕ1 − ϕ2, ϕ1, ϕ2 ∈ N
+
∗ } =
= inf{f1(a) + f2(a)|f = f1 − f2, f1, f2 ∈ A
∗+}
.
Theorem 15. ‖ · ‖a is a norm on A∗ if and only if ϕ(a) > 0 for all ϕ ∈ A∗+ \ {0}.
Proof. If ϕ is positive, then ‖a
1
2ϕa
1
2 ‖ = a
1
2ϕa
1
2 (1) = ϕ(a). Hence, if ϕ(a) = 0 and ϕ 6= 0 then ‖ · ‖a is not a
norm.
Using the embedding π of A into the universal enveloping von Neumann algebra N we get a positive
selfadjoint injective operator π(a) ∈ N . Using Theorem 1 we get that ‖ · ‖pi(a) is a norm on N∗. Since A
∗ ∼= N∗
and from [7, Theorem 2], it follows that ‖ · ‖a is a norm.
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For an operator a, such that ϕ(a) > 0 for all ϕ ∈ A∗+ \ {0}, we construct M(a) as the complition of
(A∗, ‖ ·‖a). Also, according to Theorem 3 the mapping ϕ ∈M(a) 7→ a
1
2ϕa
1
2 ∈ A∗ is an isometrical isomorphism
of M(a) onto A∗.
Remark 5. If an operator a has the bounded inverse operator, then ‖ · ‖a is a norm on A∗, since
1
‖a−1‖‖ · ‖ ≤
‖ · ‖a ≤ ‖a‖‖ · ‖. Also, the latter inequalities imply, that L1(a) coincides with A∗ as the topological vector
spaces.
The condition ϕ(a) > 0 for all ϕ ∈ A∗+\{0} has varios interpretations for various C*-algebras. If we consider
a = (an) ∈ A = c0, then this condition is equivalent to ∀n ∈ N an > 0. If we consider a = (an) ∈ A = c, then
this condition implies ∀n ∈ N an > 0 and lim an > 0, hence for operator a = (an) there exists the bounded
inverse operator a−1 = ( 1
an
) ∈ c.
Remark 6. Assume A is a von Neumann algebra. If an operator a ∈ A satisfies the conditions of Theorem
15, then it also satisfies the conditions of Theorem 1. Therefore, we are able to construct L1(a) and M(a).
Evidently, we are able to naturally embed L1(a) into M(a) as a linear subspace. If dim(H) = +∞, then A∗
and A∗ do not coincide. According to Corollary 2 L1(a) and M(a) are isometrically isomorphic to A∗ and A∗,
respectively. Therefore, if dimH = +∞, then L1(a) and M(a) do not coincide.
Example 1. To give the example of such operator a, that satisfy the condition of Theorem 1, but does not
satisfy the condition of Theorem 15, consider A = ℓ∞.
Since ℓ∞ is an abelian von Neumann algebra, which acts on the Hilbert space H = ℓ2, we are able to
construct L1(a) for an injective operator a. The injectiveness of an operator a is equivalent to the condition,
that an > 0 for each n ∈ N. For example, (an) = (
1
n
) ∈ ℓ+∞ is injective. According to Remark 5 if a has a
bounded inverse operator, then a satisfies the conditions of Theorem 15. Let us prove that if a satisfies the
conditions of Theorem 15, then a has the bounded inverse operator. If we assume the contrary, then eather
there exists an = 0, or there exists a subsequence ank , such that lim ank = 0. Evidently, for each an there exists
a functional ϕn ∈ ℓ
∗+
∞ , such that ϕn(a) := an, therefore ∀n ∈ N an > 0. Also for each a ∈ ℓ
+
∞ there exists
a Banach limit ϕa ∈ ℓ∗+∞ , such that ϕa(a) = lim inf
n→∞
an. Hence, lim inf
n→∞
an > 0. Therefore, a has the bounded
inverse operator.
However, ( 1
n
) does not have a bounded inverse operator, therefore it does not satisfy the conditions of
Theorem 15.
Example 2. To give a noncommutative example, assume A = B(H) and dimH = ∞, then there exists an
injective positive trace-class operator a ∈ C+1 (H). For any injective operator a we are able to construct L1(a),
but for any trace-class operator there exists a Dixmier trace ϕ ∈ B∗+(H), for which ϕ(a) = 0. Therefore, such
operator a does not satisfy the conditions of Theorem 15.
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