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Abstract
Facial recognition can be applied in a wide variety of cases, including entertain-
ment purposes and biometric security. In this thesis we take a look at improving
the results of an existing facial recognition approach by utilizing generative ad-
versarial networks to improve the existing dataset.
The training data was taken from the LFW dataset[4] and was preprocessed
using OpenCV[2] for face detection. The faces in the dataset was cropped and
resized so every image is the same size and can easily be passed to a convolutional
neural network. To the best of our knowledge no generative adversarial network
approach has been applied to facial recognition by generating training data for
classification with convolutional neural networks.
The proposed approach to improving face classification accuracy is not im-
proving the classification algorithm itself but rather improving the dataset by gen-
erating more data. In this thesis we attempt to use generative adversarial net-
works to generate new data. We achieve an impressive accuracy of 99.42% with 3
classes, which is an improvement of 1.74% compared to not generating any new
data.
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Chapter 1
Introduction
1.1 Introduction
Due to its wide variety of real world applications facial recognition has been stud-
ied extensively in recent years. Recognizing and validating faces in video can
be applied in many environments including biometric security, entertainment like
Snapchat[3] has made popular.
Facial recognition is a problem that is originally very difficult to solve with a
computer. Any traditional computer program is written with specific instructions
that the computer has to do. This makes the task of recognizing a face in an image
nearly impossible to do without some sort of machine learning. One of the reasons
the task is difficult is the nearly unlimited ways that a face can appear in an image.
Different illumination, different angles, also different facial expressions are a few
of the variables that makes this task prone to failure in a traditional computer
program.
A solution to many tasks that are difficult to do with traditional computer
programs is machine learning. And in this case, more specifically deep learning.
This thesis will attempt to solve facial recognition using deep artificial neural
networks that can be trained to perform tasks in a similar fashion to humans, and
often even better than humans.
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A well known example of this is the AlphaGo[6] software developed by Google
DeepMind, which were designed to play the board game Go. In March 2016, Al-
phaGo beat Lee Sedol in a best of five match of Go.
Deep learning works by training with examples. One of the main difficulties
when working with deep learning is to acquire enough, and good data.
This thesis will go into detail on how the task of applying deep learning to
facial recognition can be improved by using generative adversarial network to
generate data.
1.2 Motivation
A big problem in the field of machine learning is the availability of data. Different
approaches of generating, and growing datasets exists, but none are perfect.
This thesis examines if utilizing generative adversarial networks in the data
generation process will improve the results of facial recognition, alone or com-
bined with previously existing data generation techniques.
The main motivation of this dissertation is then to help add a data generation
algorithm to the toolbox of machine learning developers and attempting to get one
step further in the machine learning field. With a focus to improve the accuracy
of face classification with convolutional neural network.
1.3 Thesis definition
This thesis will look in depth at using a few different methods to improve facial
recognition accuracy with convolutional neural networks. We will attempt to im-
prove results, without obtaining more real data to train the convolutional neural
networks. This thesis will then focus on generating more data that can be used in
the training process of the convolutional neural networks.
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This report covers the process of building the convolutional network model,
attempt at generating more data using generative adversarial networks, as well as
analysis of the results. The main focus of the project is to prove or disprove the
following hypothesis:
Can generative adversarial networks be used to generate data to improve the
accuracy of a convolutional neural network for face classification?
1.4 Contributions
This thesis’ contribution to the field would be to further the accuracy of facial
recognition using deep learning. More specifically the accuracy is improved by
applying generative adversarial networks to the task of generating realistic, but
not real data that can be used to more effectively train a regular convolutional
neural network alone, or in addition to the original data. This makes applying
deep learning to facial recognition tasks where training data is limited a more
doable solution.
1.5 Thesis outline
This section will briefly mention the main focus of each chapter.
In in the deep learning chapter (2) we mention and explain the theoretical
background of the algorithms used in this thesis which are already known and are
not at the research front at the time of writing. In the state of the art chapter (3)
we take a look at the state of image recognition, facial recognition and generative
adversarial networks today. After which the proposed solution chapter (4) follows,
which contains an in depth explanation of the suggested approach. The testing
chapter (5) presents the results from testing each approach, including both the
existing ones and the thesis’ proposed approach.
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Deep Learning
Deep learning[13] is a class of machine learning algorithms[14] that utilizes mul-
tiple layers for some sort of feature extraction. Deep Learning can in this case
be thought of as a superordinate term for different types of Artificial Neural Net-
works. In the following sections the theoretical background for the known algo-
rithms used in this thesis will be explained.
2.1 Artificial Neural Networks
Artificial Neural networks is an algorithm which can be used to solve numerous
different tasks. Each network consists of multiple layers, where each layer con-
sists of multiple neurons. Each neuron takes multiple inputs and combines that
with its internal weights and gives an output.
Artificial neural networks in itself is rather simple algorithm, but once com-
bined with backpropagation and some sort of optimization algorithm, often gra-
dient descent, they can be very powerful and be an effective solution to many
problems.
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Figure 2.1: A simple multi-layer perceptron neural network where blue circles
represents neurons in the input layer, yellow circles represent neurons in a hidden
layer, and the green circle represents a neuron in the output layer.
2.1.1 Backpropagation
Originally artificial neural networks were simply what was described earlier, which
was slow to train, and simple structures could not produce every possible output
(Exclusive-or problem). These issues, and more generally the problem of quickly
training multi-layer networks were solved by backpropagation. The backpropa-
gation algorithm is a repeating two-phase cycle. The phases are propagation, and
weight update.
When the network receives an input, it is propagated through the network,
layer by layer until it finally reaches the output layer. The output the network
generates is compared to the desired output using a loss function. Using the loss
function an error value is calculated for each of the neurons in the output layer.
The error values are then propagated backwards up the network until each neuron
in the network has an error value which generally represents its contribution to the
generated output.
10
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Backpropagation uses the error values to calculate the gradient of the loss
function with respect to the weights in the network. Then in the second phase the
gradient is passed to an optimization method, which uses the gradient to update
the weights in the network with the goal of minimizing the loss function.
2.2 Convolutional Neural Networks
Convolutional neural networks is a type of artificial neural network which con-
sists of three main layer types: Convolutional Layers, Pooling Layers, and regular
fully-connected layers (Same type of layer used in regular fully connected artifi-
cial neural network).
This is very similar to the previously mentioned fully connected artificial neu-
ral network, but with a few key differences. One of the differences is that the
architectures make the explicit assumption that the inputs are images. This al-
lows the network to encode certain properties into the architecture, which in turn
makes the network more efficient to implement and also much faster considering
the reduced amount of parameters in the network.
2.2.1 Convolutional Layers
Convolutional layers is the main feature of a convolutional neural network and
they function in the way that they compute the output of neurons that are con-
nected to local regions in the input. Each computing a dot product between their
weights and a region they are connected to in the input.
A convolutional layer takes the input of a 3D volume and transforms it to
another 3D volume through a differentiable function. This means that to utilize
convolutional neural networks for classification (i.e., to output a vector that repre-
sents which class is correct for the input) we need to flatten the output of the last
convolutional layer and connect it to one or multiple fully-connected layers.
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2.2.2 Pooling Layers
Pooling layers will perform a down-sampling operation. Down-sampling opera-
tions are mainly used to decrease the complexity of the network. This is used to
reduce amount of computation needed as the features and complexity decreases.
Pooling layers are very useful in convolutional neural networks considering that
the convolutional layers will often generate large feature maps which are slow to
process. Another task the pooling layers will help with is to control overfitting,
which is the case where the networks will learn the exact training data, which ef-
fectively means that the network will perform very good on the training data, but
not data that the network has not seen before.
A popular pooling operation used in pooling layers is max pooling. Max Pool-
ing will simply output the highest number in the filter, where the filter moves with
the stride. Utilizing max pooling will lose some information, but has been proven
to be effective in many cases.
Figure 2.2: Max Pooling Operation with 2x2 filter and 2 stride.
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2.2.3 Activation layers
A type layers that is also important, but would not be classified as one of the main
features of the convolutional neural network, since it is used across multiple types
of artificial neural networks is the activation type layers. These layers apply a
function to the output of the previous layer, and does not change the shape of the
output volume. A widely used activation layer that has proven to be quite effective
is the rectified linear unit (ReLU) layer.
Utilizing the ReLU layer is as simple as element-wise applying:
f(x) = max(0, x) meaning that any value under zero will result in zero.
ReLU layers can be very effective and is found to be greatly accelerate the con-
vergence of stochastic gradient descent compared to other used activation func-
tions (e.g. sigmoid/tanh)[9]. However ReLU units can be found to be quite fragile
during training and can “die”. By dying we mean that for example a large gradi-
ent going through a ReLU neuron could cause the weights to be updated in a way
that the neuron will never activate again. If neurons “die”, the gradient flowing
through the neuron will forever be zero from that point on.
A few measures can be taken against the “dying” ReLU neuron problem. One
of these is setting a proper learning rate, as it has been found that a too high
learning rate will often result in dead neurons. Another is replacing the ReLU
activation layer with a Leaky ReLU activation layer. Leaky ReLU are one of
the attempts to fix the “dying” neuron problem with ReLU. Instead of having the
regular f(x) = max(0, x) function so that x < 0 returns zero, a leaky ReLU will
instead have a small negative slope.
The function utilized in Leaky ReLU is f(x) = 1(x < 0)(αx)+1(x >= 0)(x)
where α is a small constant. This has been reported to often solve the problem,
but the results are not always consistent. The slope in Leaky ReLU can also be
a parameter of each neuron, as has been demonstrated with PReLU neurons[8],
however the benefit of utilizing this across different tasks is currently unclear.
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Another type of activation that achieves similar results to ReLU is the Maxout
neuron. Maxout works by generalizing ReLU and Leaky ReLU. This means that
the Maxout neuron computes the function max(wT1 x+ b1, w
T
2 x+ b2). This can be
thought of as a special case of ReLU that has all the benefits of a ReLU unit, and
does not have the “dying” neuron problem. However it does double the amount of
parameters for every single neuron leading to a more expensive activation function
computationally.
2.2.4 Dropout Layers
Another layer that falls into the category of important, but not necessarily one of
the main layers of the network, is the dropout layers[11]. Dropout consists of
randomly setting a fraction of the input units to 0 at each update during training
time. This might seem counter-productive, but it has proven quite effective in the
task of helping the network prevent overfitting.
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State of the art
There are many ways to classify images based on their content, deep learning,
more specifically convolutional neural networks is one of the best methods known
approaches today.
However any basic convolutional neural network does not necessarily lead to
the best results. This chapter will explain some of the methods that are used today
to improve the results of convolutional neural networks.
The following sections in this chapter will discuss the state of the art for
datasets used in facial recognition testing, image recognition, some approaches
to data generation, and generative adversarial networks.
3.1 Datasets
Deep learning, and other machine learning algorithms for recognizing and classi-
fying faces require a relatively large amount of data to effectively do their task.
To effectively compare machine learning algorithms used for facial recogni-
tion the need for a common dataset to train and test against is needed. A dataset
that is popular and very challenging to accurately classify is the LFW dataset[4].
The LFW dataset has been extensively used for testing machine learning algo-
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rithms performance in the task of facial recognition, this results in multiple dif-
ferent baselines to compare against when one is testing a new machine learning
algorithm.
A technique that is widely used before applying the face recognition algorithm
is to detect facial features and ”align” the features in the image, effectively mak-
ing the face appear as if it was facing the camera directly. The LFW dataset is
available as four different sets whereas one of these is the original set, and the
other three is different types of alignment. As the official LFW website[4] puts it:
The aligned images include ”funneled images”, LFW-a, which uses
an unpublished method of alignment, and ”deep funneled” images.
Among these, LFW-a and the deep funneled images produce superior
results for most face verification algorithms over the original images
and over the funneled images.
These techniques can greatly improve the results of an algorithm, but is not
necessarily the best solution in every environment, especially environments where
processing power and time is limited.
3.2 Image Recognition
ResNet or Deep Residual Networks[7], developed by Kaiming He et al. is one
of the networks that are considered the latest and greatest in using convolutional
neural networks for image recognition. It introduces skip connections and utilizes
batch normalization heavily. ResNets are currently state of the art and often the
default choice when it comes to using convolutional neural networks in practice.
16
CHAPTER 3. STATE OF THE ART
3.2.1 Facial Recognition
Most facial recognition algorithms is tested on the LFW dataset[4]. The dataset
has a website to keep track of results of different algorithms applied to the dataset.
Where we can find that the most accurate algorithm where they only used images
from the LFW dataset comes from the paper “Class-Specific Kernel Fusion of
Multiple Descriptors for Face Verification Using Multiscale Binarised Statistical
Image Features”[1] as proposed by S. R. Arashloo and J. Kittler with an accuracy
of 95.89%.
Considering the algorithms on the website are tested on the entire dataset,
it is a very difficult challenge for deep learning algorithms considering many of
the classes only contain a few images and deep learning often requires a lot of
training data. However there are categories where they allow data from outside
the dataset to be used. In the unrestricted category we can see deep learning
approaches be more viable. Examples of deep learning algorithms displayed are
the DeepID3[12] algorithm proposed by Y. Sun et al., and the FaceNet algorithm
as proposed by F. Schroff et al. The algorithms achieve accuracies of 99.53%
and 99.63% respectively. Although these approaches has similarities with the
classification algorithm proposed in this thesis, they are not directly comparable,
considering the data in this thesis is only taken from the LFW dataset. Another
reason why a direct comparison would be wrong is that the tests in this thesis are
not performed on all 5,749 classes in the dataset.
3.3 Data generation
A big limitation with many machine learning algorithms is that they require vast
amounts of training data before they become effective. Deep learning is no ex-
ception. Therefore it has been attempted to create methods that generate data to
expand a dataset. Some of these methods are very effective at improving train-
ing of artificial neural networks. In this section we go into a few of the more
successful ones used today.
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3.3.1 Data augmentation
One of the more common, and also more effective ways to obtain more data is
data augmentation. There are multiple ways to augment images, but commonly
used ones include: flipping images horizontally, flipping images vertically, ran-
dom crops, zooms, rotations, color perturbation, and translation.
3.3.2 Fancy PCA
There are also more advanced techniques which has been deemed effective in
some cases. An example of more advanced approaches is the proposed “Fancy
PCA” augmentation algorithm Krizhevsky et al. used when training Alex-Net[9].
Simply put “Fancy PCA” works by altering the intensities of the RGB channels in
the training images. In practice, it is firstly performed PCA on the set of RGB pixel
values throughout the training data. And then, for each training sample, just add
the following quantity to each RGB image pixel: [p1, p2, p3][α1λ1, α2λ2, α3λ3]T
where, pi is the i-th eigenvector of the 3 × 3 covariance matrix of RGB pixel
values, and λi is the eigenvalue of the same matrix. αi is a random variable drawn
from a Gaussian distribution with mean zero and a standard deviation of 0.1.
3.3.3 Summarized
All of these techniques are methods of expanding your dataset through slight ma-
nipulation. Something that can be achieved using several different methods, both
alone and combined. Utilizing data augmentation can multiply the amount of data
several times and will often improve the results greatly.
A relatively recent example of data augmentation improving results is the
“Stochastic Pooling for Regularization of Deep Convolutional Neural Networks”
paper[15] where the authors achieved state of the art performance relative to other
approaches that did not use data augmentation.
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3.4 Generative Adversarial Networks
Another way to generate data is to use an approach that actually utilizes artifi-
cial neural networks. A very powerful way of doing this is utilizing generative
adversarial networks[5] also known as “GAN”.
This consists of utilizing two Artificial Neural Networks that work against
each other in a zero-sum game to generate images. The first network is called the
discriminator and has the job of classifying generated as real or generated. The
second network, called the generator network has the job of generating images
from inputted random noise. This model, once trained, will be able to generate
vast amounts of images that are similar to the training data.
The images generated by utilizing generative adversarial networks often look
authentic to human observers, which leads us to the thought of using it to train
convolutional neural networks to classify people in images. There are no known
metrics for assessing the performance of the generative part of the generative ad-
versarial network which makes optimizing generative adversarial networks diffi-
cult.
Figure 3.1: Illustrating the Generative Adversarial Model
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3.4.1 Softmax GAN
Generative adversarial networks is a recent development in the field of machine
learning and further development that make improvements to the approach are
often released. A recent and successful development is Softmax GAN[10] by Min
Lin. This approach does softmax across samples in a minibatch, and uses cross
entopy loss for both the discriminator and generator. In their experiments softmax
GAN were able to consistently get good results in cases where regular generative
adversarial networks failed.
A regular generative adversarial networks approach is often affected by mode
collapse, which is the case where the generator are mapped to a single or few
images, and the generator yields low diversity in the outputted images. The paper
shows that in their experiments softmax gan are less affected by mode collapse
than regular generative adversarial networks.
Figure 3.2: “Generator without batch normalization and with a constant number
of filters at each layer. Both GAN and Softmax GAN are able to train at the early
stages. However, the discriminator loss of GAN suddenly drops to zero in the 7th
epoch, and the generator generates random patterns (left). Softmax GAN (right) is
not affected except that the generated images are of slightly lower qualities, which
could be due to the reduced number of parameters in the generator.” Figure and
caption from “Softmax GAN” by Min Lin[10].
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Proposed Solution
This chapter will go into detail on how improving face classification accuracy is
proposed solved by utilizing generative adversarial networks.
4.1 Proposed solution
The task of improving facial recognition using convolutional neural networks is
proposed solved by using data generation. This is to increase the amount of train-
ing data in a way that will improve the classification performance of the basic
convolutional neural network. The generative method proposed in this thesis is
the use of generative adversarial networks[5] to generate images of each person in
the dataset. And to then use these images generated by the generative network to
train and finally be able to classify images in the original dataset accurately.
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Figure 4.1: Overview of solution, which will be explained more in depth in the
following sections.
4.1.1 Data generation
This thesis proposes solving data generation with generative adversarial networks.
However in the case of the tested datasets, the data is limited. To improve the train-
ing of the generative adversarial networks in cases where the amount of training
samples are less than optimal we use data augmentation. In our case we simply
rotate the images within a margin of 10 degrees. Although humans sees these
augmented images as very similar to the original image, to the convolutional neu-
ral network it looks like a very different image. The reasoning behind this is
that the pixels representing each part of the images are now in a new location so
the convolutional layers are more likely to learn the features instead of the exact
combination of pixels.
A problem with the networks learning unnecessary features can occur with this
approach if the data is limited to a few samples. An example of this problem would
be that the network learned to recognize a background element in the task of facial
recognition. The approach suggested in this thesis is not as prone to this error as
one might suggest, considering the face detection and cropping happens before
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the data augmentation happens. This limits the amount of unnecessary features in
the images that the convolutional neural network can learn to recognize, leaving
us with mostly important and correct features.
To achieve the best performance when detecting and cropping faces with both
speed and accuracy in mind, a Haar Cascades approach is used to detect faces
before cropping the images around the detected face. An illustration of this can
be seen in Figure 4.2.
Figure 4.2: An example of an image where the face is detected with haar cascades
and then cropped and resized.
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4.1.2 Generative Adversarial Networks
Data generation is a big subject and can be done in quite a few different ways. A
relatively recent approach to generating images in general, is to utilize generative
adversarial networks. Utilizing generative adversarial networks to generate data
for our classification is an interesting approach considering that it uses the same
algorithm to generate the data as the classifier will use to train and classify faces
with. Whether this similarity between the generative part and classification makes
a difference in the results is not known.
If the generator outperforms the discriminator, the generated data will theoret-
ically not be separable from real data to the neural networks. If this is in fact the
case, the trained recognizing network will in turn be better trained and will likely
be better at identifying faces.
In this thesis we rely heavily on manually inspecting the output to optimize
the generative network, which might make it hard to discover small differences
in performance. However assessing performance of the generative network is still
an open research question, and therefore manual inspection is the approach used
in this thesis. The first part of the solution is to train the generative adversarial
networks to generate faces of each class in the dataset. In our case, that means
one generative adversarial network pair for each person in the dataset.
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A few different structures for the generative part of the network was tested in
the process of creating the generative adversarial network model. When making
the network too deep, it became clear that the generated images did not improve
when training. In Figure 4.3 we can see an example of generated images after
130,000 epochs of training the generative adversarial networks.
One thing to notice, is when the network was too deep, the generated output
after 1,000 epochs was very similar to that of 130,000, and the output of the net-
work only varied slightly rather than creating different images as it did when a
better structure was found. A theory for why this happens is because features gets
too abstracted, and we simply do not have enough training data to learn the facial
features. A solution for this when using deeper networks could have been soft-
max GANs as mentioned in the state of the art chapter (3.4.1), however the paper
was published after the model and images were generated, therefore due to time
constraints we were not able to implement softmax gan in this thesis.
Figure 4.3: Images generated of “George W. Bush” by a generative network after
130,000 epochs of training with a too deep generative network.
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In Table 4.1 and 4.2 we can see the structures that was decided on for the gen-
erative network and the discriminator network used in the generative adversarial
network model respectively.
0 INPUT: 100 datapoints of uniform noise from 0-1
1
Regular Fully Connected Layer with 12,288 neurons
(Same as amount of features in desired image output 64x64x3)
2 Batch normalization
3 LeakyReLU Activation Layer with α of 0.2
4 Convolutional Layer with 64 3×3 filters
5 Batch normalization
6 LeakyReLU Activation Layer with α of 0.2
7 Convolutional Layer with 128 3×3 filters
8 Batch normalization
9 LeakyReLU Activation Layer with α of 0.2
10 Deconvolution Layer with 3 3×3 filters to get desired output shape
Table 4.1: Generative Neural Network Structure.
0 INPUT: 64×64 RGB images
1 Convolutional Layer with 64 5×5 filters and a stride of 2
2 LeakyReLU Activation Layer with α of 0.2
3 Dropout Layer
4 Convolutional Layer with 128 5×5 filters and a stride of 2
5 LeakyReLU Activation Layer with α of 0.2
6 Dropout Layer
7 Regular Fully Connected Layer with 256 neurons
8 LeakyReLU Activation Layer with α of 0.2
9 Dropout Layer
10
OUTPUT: Regular Fully Connected Layer with 2 neurons
(one for generated image, and one for real image)
Table 4.2: Discriminator Neural Network Structure.
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Whether the structures mentioned in Table 4.1 and 4.2 are the perfect struc-
tures for generating images, are hardly likely, but they are able to generate images
that are recognizable by human observers.
After training for 50,000 epochs, the faces were recognizable by human ob-
servers. Even though the images are recognizable, they are by no means perfect,
and can easily be differentiated from real photographs by humans. In Figure 4.4 it
can be seen that images keeps improving with training, even after 50,000 epochs.
If the generative adversarial networks for each class were to be trained for more
than the decided 50,000 epochs, the classifying network would most likely per-
form better. However it was decided that in this thesis 50,000 epochs of training
were a good compromise between good looking images and short enough training
time.
Figure 4.4: Images generated of “George W. Bush” by a generative network after
x epochs of training.
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4.1.3 Classification
The process of classifying faces will happen as previously mentioned with a sepa-
rate convolutional neural network. This network will be structured similarly to
other convolutional neural networks successfully used to classify faces. Tests
are conducted with multiple different sets of data. That is unmodified data, aug-
mented data, and data generated with generative adversarial networks. Looking
at different results and analyzing the effectiveness of each approach. This will
provide a good baseline of how generative adversarial networks compare to other
approaches.
The structure of the convolutional neural network used for classification is
simple, but also effective. It is structured similarly to other convolutional neural
networks used for image classification. A compressed description of the structure
is that it consists of 9 convolutional layers which are each followed by a ReLU
activation function. Every filter is 3x3, and the first three layers consists of 32
filters, the next three 64 filters, and the final three 128 filters.
The structure of the convolutional neural network used for classification can
be found in detail in Appendix A.
4.2 Claim to Originality
To the best of our knowledge no generative adversarial network approach has
been applied to facial recognition and classification. Even though there are pa-
pers which suggest using generative adversarial networks for generating images
of faces, similarly to what has been done in this thesis, none of these has been
applied to the task of training a separate convolutional neural network for clas-
sification with the generated data. An example of a released paper that proposed
generating faces with GAN images are the previously mentioned softmax gan [10]
by M. Lin.
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Testing
This chapter will present experiments conducted with different types of data aug-
mentation, including the approach suggested in previous chapters of this thesis.
5.1 Convolutional Neural Networks
Test were conducted in three main categories. The first category is without any
data generation at all (5.1.1). This is done to get a general idea of what a convo-
lutional neural network can do with as little help as possible, and to get a baseline
to compare results against when applying different types of data generation. The
second category test is general data augmentation (5.1.3). Where a successful and
widely used data augmentation approach were tested. The third and final category
is applying the solution proposed in this thesis, where we include images gen-
erated by separate generative adversarial networks in the dataset(5.1.5). Finally
we summarize the results (5.1.8). The tests were performed with the 200 classes
which contained most images. Other tests were also performed with only 3 classes
to get an idea of how good the performance was when we know the images gen-
erated by the generative adversarial network was good. Tests were performed on
limited amount of classes because of time constraints, but also because 4,069 of
the 5,749 classes in the LFW dataset only contains one image.
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5.1.1 No data generation approach
The convolutional neural network approach is a very powerful algorithm by itself
and yielded relatively good results, even with little optimization of the parameters
of the different layers in the network.
The convolutional neural network that was used in the classification part of
the tests is structured like seen in Appendix A. The structure is a relatively sim-
ple convolutional neural network, which proved to be quite effective despite the
network’s simplicity.
Testing the classifying network without any data generation at all was a rela-
tively simple procedure that gave surprisingly good results considering its simplic-
ity. All the processing that was done before feeding the data to the convolutional
neural network was detecting and cropping the faces from the LFW dataset. This
was done with a simple haar cascades approach as described briefly in the solution
chapter of the thesis (4.1.1).
5.1.2 No data generation approach results
The results of the no data generation approach was relatively good. After only 100
epochs of training the network achieved a validation accuracy of >60%. Which
is a relatively high number considering the large number of different classes the
network has to recognize. To get a understanding of how good the network actu-
ally is, we can think of if the training process failed completely and the network
guessed at random this would achieve an accuracy of about 1
200
or 0.5%.
One thing that is definitely a factor that affects the results negatively is overfit-
ting. Overfitting means that the network learns the exact data instead of learning
the features we want it to learn. In our case this means that the network starts to
learn every pixel in the original training data instead of learning what each person
in the dataset looks like.
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An indicator of overfitting can be seen when comparing the results of predict-
ing on the training set and testing set. With the training set the accuracy is much
higher than what the network achieves with unseen data as can be seen in Figure
5.1.
We can see in our results that the classifying network achieves a very high
accuracy of>98% on the training data. However with the testing data the network
achieves the lower accuracy of 60%. As previously mentioned this could indicate
overfitting. There are many approaches to limiting overfitting, and some has even
been used in the original network. One of them is the dropout layers used in the
convolutional neural network. Even though dropout layers are designed to prevent
overfitting, it is still difficult to completely prevent it. Especially with such a small
dataset compared to the amount of classes it contains.
Figure 5.1: The accuracy when classifying validation data after the first 75 epochs
of training CNN without any data generation on 200 most populated classes.
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5.1.3 Data augmentation approach
Comparing the different types of data augmentation to the approaches without
any generation is not as straight forward as one might think. When not dealing
with generation of data, there is only one dataset and that is what is used. When
optimizing data generation there is a large probability that it is better to utilize a
larger sample for training, or change some parameters (e.g. batch size, number of
epochs). This leads us to asking the question is it correct to compare results with
these parameters differently set?
The tests in this thesis has been conducted without changing the network itself
for the different approaches, and with as little change as possible to the different
parameters. This may not yield the highest accuracy possible in every test, but
will give us a more fair comparison between the different approaches.
In this approach the generated data was created by taking the original data,
and rotating the images within a margin of 20 degrees, flipping the images hor-
izontally, slight color jitter. For each epoch there were generated a sample of
50,000 images. This is a lot more than the original dataset of just a few thousand
images in total. Even though the images are generated using the originals, the
bigger sample size per epoch is probably one of the biggest factors playing into
the performance gain.
Testing the classification process with a simple convolutional neural network,
a generated sample size of 50,000 images per batch, we can see clear improve-
ments in accuracy when utilizing data augmentation. A big part of the improve-
ments we can see in the results presented in this section of the thesis, can be
accredited data augmentation because of its effect on overfitting. When gener-
ating images that are slightly different from one another the network effectively
sees different data so instead of learning the exact images, as it does when over-
fitting, the network learns the features in the pictures which impacts performance
drastically in a positive way when testing with unseen images.
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5.1.4 Data augmentation approach results
The results of the regular data augmentation approach was overwhelmingly good.
The improvement over doing no data generation is very prominent in that it is so
much better with a relatively small effort. When the only augmentation done is
the rotation within a margin of 10 degrees, and generating a sample size of 50,000
for each epoch, the results go from the original 50% to an impressive >84% on
unseen validation data. The network seems to reach some of its best performance
after only a few epochs. It can be seen in Figure 5.2 that is a graph of the 75 first
epochs of training that the validation results plateau after only about 8 epochs.
This indicates that the actual training process does not seem to benefit from long
training periods over many epochs.
It can be seen in Figure 5.2 that overfitting has been dramatically reduced from
the no generation approach, which is indicated by both the much higher validation
accuracy, but also the lower training accuracy.
Figure 5.2: The accuracy when classifying validation data after the first 75 epochs
of training CNN with data augmentation.
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5.1.5 GAN data augmentation approach
The generative adversarial network generation approach is one that looks promis-
ing and could probably be utilized to achieve performance better than those of
no data generation. However in this thesis we can see that generating the data
from generative adversarial network actually performs worse than both the origi-
nal network with no data generation in most cases, and especially worse than the
data augmentation approach.
An issue that can be seen is the massive drop in accuracy when predicting the
testing data compared to the training data. Whilst this is usually an indication of
overfitting, it is not necessarily true in this case. Since the images in the training
set in this case are actually generated images from the generative adversarial net-
works, there might be reason to believe that the generated images simply does not
represent the actual faces in the original data well enough.
A reason for why the generated images might not be good enough for the
convolutional neural network to learn facial features could be that there is very
limited diversity in the generated images for the classes that contain few original
samples. Obviously the diversity is limited by the amount of images in the original
dataset, however there are indications that the generative adversarial networks for
the classes with fewer samples are affected by mode collapse. Which is what oc-
curs when generative adversarial networks are “locked” to a single or few images
and achieves low diversity in generated output.
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5.1.6 GAN data augmentation approach results
The highest achieved validation accuracy training only using the images generated
by the generative adversarial networks is 40%. The images generated does then
at least improve the network from random guessing, however it does not provide
better results than either of previously known approaches.
As mentioned we see that the highest achieved accuracy on the training data
is much higher at >99.7% than that of the testing data at 40%. While this is
usually an indicator of overfitting, there is reason to believe that in this case it is
mostly due to the generated images not being good enough for achieving a higher
accuracy.
The images does look like the faces in the validation data, however there are
some obvious artifacts that might make a convolutional neural network perform
worse.
Figure 5.3: The accuracy when classifying validation data after the first 75 epochs
of training CNN with GAN generated images.
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5.1.7 GAN data augmentation with few classes
Considering the limited time and also the big difference in amount of images in
each class, a test were also conducted where fewer classes were included in the
test. This was done to see if the better generated images would improve classifica-
tion in some ways. These classes were the ones with most original training data,
which is why these generated images looked better than for the classes with fewer
original samples.
In one test with only 3 classes, we attempted after first training the classifying
network for 100 epochs to train the same network with data generated with the
generative adversarial networks for another 100 epochs. This lead to the network
classifying the validation data with a 99.42% accuracy compared to achieving
97.68% accuracy in 200 epochs of training without utilizing any data generation.
Although this test does not actually prove that the technique is effective; it does
indicate that in some cases the GAN approach might be viable.
The training with the original dataset shows signs of overfitting and when
looking at the results presented in this section there is reason to believe that the
GAN approach is a viable approach to improving accuracy in cases where the
amount of data is sufficient to train the generative adversarial networks, but using
only the original data results in overfitting.
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It can be seen in Figure 5.4 that although accuracy is overall higher after train-
ing for a few epochs with the generated images, it appears that the stability of the
accuracy over epochs is somewhat worse. It is likely that the instability is very
prominent in the graph because of the low amount of samples in the validation
data, so a slight swing in performance can be easily seen in the graph. Whether
this stability will outweigh the performance gain in a real world scenario is diffi-
cult to predict, but given that some validation data is available to perform a few
tests, it is likely that it would not matter.
Figure 5.4: Accuracy when classifying validation data when first training the CNN
with normal images for 100 epochs, then training it with GAN generated images
for 100 more epochs.
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5.1.8 Summary of results
It can be seen that there are some indication that the GAN approach to generating
images are able to improve classification results. To summarize the results we
present a table for easy comparison of the testing.
We can see in Table 5.1 that when training with the images generate from the
generative adversarial networks after first training 100 epochs with data from the
original dataset, we achieve almost as good results as traditional data augmenta-
tion approaches, and we outperform no data generation. This is a strong indication
that with some optimization the generative adversarial network approach would
be viable to implement in cases where there are sufficient amounts of data to train
the generative adversarial networks, but training with the original network results
in overfitting.
Approach Num Classes Epochs Test Accuracy
No data generation 200 200 66.35%
Regular data augmentation 200 200 83.85%
GAN Images 200 200 40.00%
No data generation 3 200 97.68%
Regular data augmentation 3 200 100.00%
GAN Images 3 200 84.39%
GAN Images after 100 epochs* 3 200 99.42%
Table 5.1: Summary of testing results. *This is the result after first training 100
epochs with no data generation and afterwards training the same classifier network
for 100 epochs with images generated with GAN.
38
Chapter 6
Conclusion and further work
In this chapter we summarize the findings, and give some suggestions for future
work.
6.1 Conclusion
In this thesis we have utilized generative adversarial networks to attempt to im-
prove accuracy of a convolutional neural network classifier for faces. This was
successful in the sense that images are generated successfully, and the faces in the
generated images look like the classes in the original dataset to human observers.
In one case the generated images were able to improve results by 1.74% which is
a drastic improvement. This is indication that the approach has the potential to be
viable after further research and optimization.
Although the approach was able to improve results in some cases, it can be
seen that the generative adversarial network approach for generating training data
to improve accuracy of facial recognition using convolutional neural networks has
yet to consistently improve the results of classification; especially in cases where
the amount of training data is not sufficient for training the generative adversarial
networks adequately.
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6.2 Contributions
We learn that using generative adversarial networks to generate data used for train-
ing convolutional neural networks is working, and we also see indications that it
might even be a preferable approach in some scenarios. These scenarios include
those where training with the original dataset results in overfitting, but the amount
of data still is sufficient for training the generative adversarial networks.
6.3 Further Work
For the future there are a few options that are very viable approaches to improving
the results produced by the algorithm proposed in this thesis. In this section we
will mention a few.
6.3.1 Image generation
The main issue with the approach as it is implemented in this thesis, is that gener-
ated images are not sufficiently good to help improve the accuracy for all classes.
Especially those with few amount of images in the original dataset. The most ob-
vious approach to improve the generated images would be to optimize the network
parameters. Both the layers in the network, and the parameters of each layer is
not perfect. It is likely that both of these elements have a lot of improvement po-
tential. This would most likely lead to better generated images, and therefore also
better performance of the classification convolutional neural network. The clas-
sification networks layers and parameters are also relatively untested, and likely
not perfect. If the only goal of the thesis was to improve performance of facial
recognition and not attempt to improve the data itself, optimizing the classifying
network itself would be a much higher priority.
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6.3.2 Image diversity
Another improvement that would be a natural step to further the results, would be
to implement the techniques proposed in the “Softmax GAN” paper by M. Lin[10]
in an attempt to minimize mode collapse, and generate more diverse images for
the classes where the limited data is an issue. An example of this can be seen in
the state of the art chapter (3.4.1).
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Convolutional Neural Network
Structure used for classification
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APPENDIX A. CONVOLUTIONAL NEURAL NETWORK STRUCTURE
USED FOR CLASSIFICATION
0 INPUT Image is 64×64 RGB images
1 Convolutional Layer with 32 3×3 filters
2 ReLU Activation Layer
3 Convolutional Layer with 32 3×3 filters
4 ReLU Activation Layer
5 Convolutional Layer with 32 3×3 filters
6 ReLU Activation Layer
7 Dropout Layer
8 2×2 MaxPooling Layer
9 Convolutional Layer with 64 3×3 filters
10 ReLU Activation Layer
11 Convolutional Layer with 64 3×3 filters
12 ReLU Activation Layer
13 Convolutional Layer with 64 3×3 filters
14 ReLU Activation Layer
15 Dropout Layer
16 2×2 MaxPooling Layer
17 Convolutional Layer with 128 3×3 filters
18 ReLU Activation Layer
19 Convolutional Layer with 128 3×3 filters
20 ReLU Activation Layer
21 Convolutional Layer with 128 3×3 filters
22 ReLU Activation Layer
23 Dropout Layer
24 2×2 MaxPooling Layer
25 Regular Fully Connected Layer with 256 neurons
26 ReLU Activation Layer
27 Dropout Layer
28 Regular Fully Connected Layer with 128 neurons
29 ReLU Activation Layer
30 Dropout Layer
31 OUTPUT: Regular Fully Connected Layer with 200 neurons
Table A.1: Classification Convolutional Neural Network Structure
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Appendix B
URL to Git repository
Source code can be found in following repository:
https://bitbucket.org/deeplm/dlm
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