Abstract. This work studies the system of 3D stationary Navier-Stokes equations. Several Liouville type theorems are established for solutions in mixed-norm Lebesgue spaces and weighted mixed-norm Lebesgue spaces. In particular, we show that, under some sufficient conditions in mixed-norm Lebesgue spaces, solutions of the stationary Navier-Stokes equations are identically zero. This result covers the important case that solutions may decay to zero with different rates in different spatial directions, and some these rates could be significantly slow. In the un-mixed norm case, the result recovers available results. With some additional geometric assumptions on the supports of solutions, this work also provides several other important Liouville type theorems for solutions in weighted mixed-norm Lebesgue spaces. To prove the results, we establish some new results on mixed-norm and weighted mixed-norm estimates for Navier-Stokes equations. All of these results are new and could be useful in other studies.
Introduction and main results
This paper investigates the system of stationary Navier-Stokes equations of incompressible fluid in 3-dimensional space
where u = (u 1 , u 2 , u 3 ) : R 3 → R 3 is the unknown velocity of the considered fluid, and p : R 3 → R is the unknown fluid pressure. Our main interests are to establish Liouville type theorems for solutions of the equations (1.1) that may decay to zero in different rates as |x| → ∞ in different directions.
To put our study in perspectives, let us recall some results regarding Liouville type theorems for solutions of the Navier-Stokes equations (1.1). A function
is said to be aḢ 1 σ (R 3 )-weak solution of (1.1) if
where H 1 (R 3 ) denotes the usual Sobolev space and the pressure p is defined by
R i R j (u i u j ), (1.3) in which R i denotes the i-th Riesz transform. As u ∈Ḣ 1 σ (R 3 ), by the Sobolev imbedding, we see that u ∈ L 6 (R 3 ). From this and the regularity theory (see [12, Chapter 3] for instance), we can infer that u ∈ C ∞ (R 3 ) ∩ L ∞ (R 3 ) and |u(x)| → 0 uniformly as |x| → ∞. Obviously, zero is aḢ Great efforts have been invested (for instance, see [1, 2, 3, 10, 14, 13, 15] ) to study the above uniqueness question. However, the question outstandingly remains to be open. Various partial progresses are made to understand this uniqueness problem. One of the first results is due to [9, Theorem X.9.5, p. 729]. Esentially, it is proved in [9, Theorem X.9.5, p. 729] that if u ∈ L 9 2 (R 3 ), then u ≡ 0. Note that if u ∈Ḣ 1 σ (R 3 ), then by the Sobolev's imbedding u ∈ L 6 (R 3 ). Therefore, there is a great discrepancy of the result in the mentioned uniqueness problem. Many other interesting results that extend this result can be found in [2, 3, 10, 14, 13] and the references therein. Notably, it is proved in [14] that the same conclusion holds true for solutions which are assumed to be in
. See also [1, 14, 15] for some recent extensions of this result.
In this paper, we study the uniqueness problem and extend the mentioned known results to a completely new direction. In particular, we investigate solutions of the equations (1.1) that may decay to zero in different rates as |x| → ∞ in different directions. We follow the spirit of the work [11] to use mixed-norm Lebesgue spaces to measure those kinds of such functions, see also [6, 7] . For two given numbers q, r ∈ (1, ∞), the mixed-norm Lebesgue space L q,r (R 3 ) is the space that is equipped with the following norm
In a similar way, we also write
3 is said to be a weak solution of (1.1) if div[u] = 0 in the distributional sense, (1.3) is well-defined in some suitable sense so that p ∈ L 1,loc (R 3 ) and (1.2) holds. The first result of this paper is the following Liouville theorem for solutions of the Navier-Stoke equations (1.1) in mixed norm Lebesgue spaces.
Remark 1.6. It is very interesting to observe from (1.5) that either q or r can be taken to be sufficiently large. Consequently, the solution u could decay to zero sufficiently slow as |x| → ∞ and it may not be in neither
. Therefore, Theorem 1.4 covers the cases that are not covered in the known work such as [1, 2, 3, 10, 14, 13, 15] . It maybe also of great interest to find in Remark 4.2 below for a variant of Theorem 1.4 in weighted Lebesgue spaces. Note that Theorem 1.4 holds for q = r = 9 2 and therefore it recovers the result established in [9, Theorem X.9.5, p. 729]. In the case that p = r and q ∈ [3, 9 2 ], Theorem 1.4 also recovers the recent results obtained in [3] .
In some special cases where we have additional geometric assumptions on the supports of solutions, the ranges of the numbers q and r in Theorem 1.4 are improved significantly. Our next two results are Liouville type theorems for (1.1) in this spirit. To introduce the results, we need to introduce the weighted mixed-norm Lebesgue spaces. For given numbers q, r ∈ (1, ∞), and for two given weight functions
the measurable function f : R 3 → R is said to be in the weighted mixed-norm Lebesgue space L q,r (R 3 , ω) if
where ω(x) = ω(x 1 , x 2 )ω(x 3 ) for a.e. x = (x 1 , x 2 , x 3 ) ∈ R 3 . Our second result is the following Liouville type theorem in weighted mixed-norm Lebesgue spaces for solutions whose supports are in strips in R 3 .
Theorem 1.7. Let q ∈ [3, 6] , r ∈ [3, ∞), α = 6−q 3 be fixed numbers, and let
Remark 1.8. Observe that Theorem 1.7 holds with p = r = 6. This result demonstrates a possibility that Liouville theorem for the Navier-Stokes equations (1.1) holds for L 6 (R 3 )-solutions. See also a similar result in [14] in which the solutions are assumed to be in
The last result in this paper is a Liouville type theorem in weighted mixed norm spaces for solutions whose supports are in cylinders in R 3 . For this purpose, for each R > 0, we denote the cylinder along the x 3 -axis in R 3 of radius R by
R is the ball in R 2 centered at the origin with radius R. Our result is the following Liouville type theorem for solutions in weighted mixed-norm Lebesgue spaces in R 3 .
Theorem 1.9. Let q, r ∈ [3, ∞), α ∈ [0, 1) be fixed numbers, and let
Remark 1.10. Theorem 1.9 is interesting because it allows u to decay to zero in x 3 at very slow rate. More precisely, let us define
Assume that there exist N 0 > 0 and β > 0 such that
Then, with the choice of α ∈ (0, 1) and sufficiently close to 1 so that βr + α > 1, we see that ψ ∈ L r (R, ω 2 ) and therefore u ∈ L q,r (R 3 , ω). As β can be sufficiently small, u ∈ L 9 2 (R 3 ) and also u ∈ L 6 (R 3 ) and therefore the results in the available work such as [2, 3, 10, 14, 13] are not applicable.
The remaining part of the paper is to prove Theorems 1.4, 1.7, 1.9. Our approach is based on the combination of the approach used in [9, Theorem X.9.5, p. 729] together with some new results on mixednorm estimates and weighted mixed-norm estimates (see Lemma 2.1 below). Though, the proofs of these theorems are semilar, but details calculations are needed to be adjusted differently. We therefore provide the details of the proof of Theorem 1.4. Meanwhile, we also give essential steps in the proofs of Theorem 1.7 and 1.9. In Section 2, we recall the definitions of Muckenhoupt classes of weights, and we introduce a lemma on weighted mixed norm estimates for the pressure p in (1.1). The proof of Theorem 1.4 is given in Section 3. Section 4 is about the proof of Theorem 1.7, meanwhile the last section, Section 5, is to prove Theorem 1.9.
Weights and weighted mixed-norm estimates
This section recalls some definitions and deduces some weighted mixed-norm estimates for the pressure. For each q ∈ [1, ∞), a non-negative measurable function ω : R n → R is said to be in the Muckenhoupt
where B R (x 0 ) denotes the ball in R 3 of radius R and centered at x 0 ∈ R 3 . We also recall that for two given numbers q, r ∈ (1, ∞), and for two weight functions
In this paper, at various contexts, with a given weight function ω : R 3 → R we also write L q (R 3 , ω) for the usual weighted Lebesgue space whose norm is defined by
We introduce the following lemma on weighted mixed norm estimates for the pressure p of the equations (1.1). This lemma is an important ingredient in this paper.
Proof. We use the idea developed in [6] which makes use of the extrapolation theory due to Rubio de Francia (see [4] and also [6] ). Recall that
where R i denotes the i-th Riesz transform. Recall also for each l ∈ (1, ∞), M 0 ≥ 1, and each
and (see [5] , for example)
It is sufficient to show that the estimate (2.2) can be extended to the weighted mixed norm. In particular, we claim that for every q 1 , q 2 ∈ (1, ∞)
To this end, for a fixed µ 1 ∈ A q1 (R 2 ) as in (2.4), let us define
, for a.e. x 3 ∈ R.
Letω ∈ A q1 (R) be any weight and we denotẽ
Observe thatμ ∈ A q1 (R 3 ). Therefore, it follows from (2.2) that
Then, by the extrapolation theorem (see [6, Theorem 2.5] , for intance), we infer that
for every q 2 ∈ (1, ∞) and forω ∈ A q2 (R). This implies (2.3) and the proof of the lemma is completed.
Remark 2.5. Another possible way of proving Lemma 2.1 is to consider u as is a weak solution of the Stokes system
Then, it is possible to modify the mixed-norm regularity results obtained in [6, 8, 7, 11] for the Stokes system of equations to deduce that
Lp,r(R 3 ,ω)
.
We plan to come back to this issue in our future work.
To conclude the section, we include the following simple but important lemma which enables us to use the weighted mixed-norm estimates in Lemma 2.1 with the weights defined as in Theorem 1.7 and Theorem 1.9.
Proof. The proof is elementary and we sketch a few steps for completeness. First of all, we claim that
where B R denotes the ball of radius R in R n centered at the origin. As ω(x) and ω(x)
q−1 are bounded in compact sets, to prove (2.1), we only need to consider the case that R is large, saying R > 1000. In this case, observe that
and (2.7) follows. Now with (2.7) in hand, we prove
by considering two cases. Case 1. We assume that |x 0 | ≤ 3R. In this case, observe that B R (x 0 ) ⊂ B 4R . Then, by (2.7), we see that
Case 3. We assume that |x 0 | > 3R. In this case, we see that
On the other hand, we also have
Hence,
ω(x)
and this completes the proof.
Liouville theorems for solutions in mixed norm Lebesgue spaces in R 3
This section proves Theorem 1.4. We follow the approach used in the proof of [9, Theorem X.5.1, p. 729] and combine it with our new ingredient on weighted mixed-norm estimates in Lemma 2.1.
Proof of Theorem 1.4. For each R > 0, we denote the cube in R 3 centered at the origin with radius R by
Let φ ∈ C For each R > 0, let
Then, we see that
Moreover, there is a universal constant N 0 independent on R such that
Note that it follows from Lemma 2.
by the Sobolev's imbedding (in fact, by the regularity theory (see [12, chapter 3] ), u ∈ C ∞ (R 3 )). Therefore, we can use uφ R as a test function in (1.2) for the system (1.1) and obtain
We now manipulate each term in (3.2). With the integration by parts, the first term can be rewritten as
Regarding the second term in (3.2), we first observe that it can be rewritten as
Then, with the fact that div(u) = 0, we can use the integration by parts and then obtain
For the last term in (3.2), we again use the fact that div(u) = 0 to manipulate it as follows
From the manipulations in (3.3), (3.4) and (3.5), we can rewrite the identity (3.2) as
From this, we infer the following important Cacciopolli type estimate
We now respectively denote I 1 (R), I 2 (R), and I 3 (R) the first, the second, and the last term on the right hand side of (3.6). The rest of the proof is to control these terms. To control term I 1 , we choose q 1 , r 1 ∈ (1, ∞) that satisfy 2 q
Then, we use Hölder's inequality with the exponents q 2 and q 1 for the integration in x ′ = (x 1 , x 2 )-variable, and then use the Hölder's inequality with the exponents r 2 and r 1 for the intergation in x 3 -variable. From those calculations, we infer that
Lq,r(QR\Q R/2 ) . where in the second step in the above calculation, we used the first estimate in (3.1). By our assumption, we see that 1 − 2 2 q + 1 r ≤ 0. From this, and since u ∈ L q,r (R 3 ), we can infer from the last estimate that
Next, we control I 2 (R). As q, r ∈ [3, ∞), we can choose the numbers q 2 , r 2 ∈ (1, ∞] such that
If q 2 < ∞ and r 2 < ∞, as in the previous step of controlling I 1 (R), we apply Hölder's inequality for the integration in x ′ -variable and then Hölder's inequality for the integration in x 3 -variable to obtain
Lq,r(QR\Q R/2 ) . Observe also that when q 2 = ∞ or r 2 = ∞, the above estimate also holds. Now, from our assumptions, we see that 2 − 3 Finally, we control I 3 (R). For q 2 and r 2 defined in (3.9), we observe that
Therefore, in case that q 2 < ∞ and r 2 < ∞ we can apply the Hölder's inequality for the integration in x ′ -variable using the three exponents q 2 , q 2 and q. Then, we also apply Hölder's inequality for the integration in x 3 -variable using the three exponents r 2 , r 2 and r. In case that q 2 = ∞ or r 2 = ∞ we can perform a similar estimate. As a result, we obtain
Then, using Lemma 2.1, we deduce that
, we conclude that
Now, by collecting the estimates (3.6), (3.8), (3.10), and (3.11), we obtain
Therefore, u is a constant function in R 3 . From this and the fact that u ∈ [L q,r (R 3 )] 3 , we conclude that u ≡ 0. The proof is then completed.
Liouville theorems for solutions supported in strips in R 3
This section proves Theorem 1.7. We follow the approach used in the proof of Theorem 1.4. Though the proof is similar to that of Theorem 1.4, it is more involved and many important adjustments are needed. We therefore provide most of the essential steps in the proof.
Proof of Theorem 1.7. For each R > 0, let us denote B ′ R the ball in R 2 centered at the origin with radius R. Also, let φ ∈ C ∞ 0 (R 2 ) be a standard cut-off function with 0 ≤ φ ≤ 1 and
. Arguing as in the proof of Theorem 1.4, we can use u(x)φ R (x ′ ) with x = (x ′ , x 3 ) ∈ R 3 as a test function in (1.2) for the equation (1.1) and obtain
Then, we use the assumption that support(u) ⊂ R 2 × [−R 0 , R 0 ] to perform the integration by parts as in the proof of (3.6) to obtain
Therefore, it follows that
We now denote J 1 (R), J 2 (R), J 3 (R) the first, the middle and the last term in the right hand side of the estimate (4.1), respectively. To control the term J 1 (R) in (4.1), we observe that as R > 2 , we have
Then, for q 1 , r 1 defined in (3.7), we can use Hölder's inequality and perform the calculation as in the proof of (3.8) to obtain
Lq,r(DR,ω) . This last estimate particularly implies that
Now, in a similar way, we can also have
Then, with q 2 , r 2 as in (3.9), we can use the Hölder's inequality to infer that
, we obtain that lim
Finally, we control J 3 (R). This can be done exactly the same as the estimates of the other terms. Again, we have
Now, observe that since q ∈ [3, 6] , α = 6−∈ [0, 2). Hence, it follows from Lemma 2.6 that ω 1 ∈ A q 2 (R 2 ). Therefore, we are able to apply Lemma 2.1. Then, we can perform the calculation using Hölder's inequality and Lemma 2.1 to obtain
From this, and with the assumption that u ∈ L q,r (R 3 ), we obtain that
Collecting all of the estimates of J k (R) with k = 1, 2, 3 and using (4.1), we infer that
This estimate implies that u is a constant function. This together with the fact that u ∈ [L q,r (R 3 , ω)] 3 and α ∈ [0, 2), we conclude that u ≡ 0. The proof is completed.
We conclude this session with the following remark.
Remark 4.2. By combining the proofs of Theorem 1.4 and Theorem 1.7 and using (2.2), we can see that the assertion of Theorem 1.4 also holds if u ∈ L q (R 3 , ω) where
Liouville theorems for solutions supported in cylinders
This session provides the proof of Theorem 1.9. Recall that for each R > 0, we denote the cylinder along the x 3 -axis in R 3 by
R is the ball in R 2 centered at the origin with radius R. The approach of the proof is similar to that of Theorem 1.7. However, important details in the calculation needed to be adjusted. , and |φ
Arguing as in the proof of Theorem 1.4, we can use u(x)φ R (x 3 ) with x = (x 1 , x 2 , x 3 ) ∈ R 3 as the test function in (1.2) for the equations (1.1). Then, we obtain
From this, we can perform the integration by parts as in the proof of Theorem 1.4 using the fact that support(u) ⊂ C R0 to obtain We then denote K 1 (R), K 2 (R), K 3 (R) the first, the second, and the last term in the right hand side of (5.1), respectively. To control the term K 1 (R) in (5.1), we observe that as R > 2, ω 2 (x 3 ) ∼ R −α for all x 3 such that R/2 < |x 3 | < R. Therefore, we have Then, for q 1 , r 1 defined in (3.7), we can use Hölder's inequality as in the proof of (3.8) to obtain As a consequence, we see that lim R→∞ K 1 (R) = 0. Now, let q 2 , r 2 be as in (3.9) . In a similar way as we we just did, we also have Finally, we control K 3 (R) in the same fashion. We first observe that Now, we note that as α ∈ [0, 1), it follows from Lemma 2.6 that ω 2 ∈ A r 2 (R). Therefore, we can use Lemma 2.1 with this weight. Then, as q 2 , r 2 defined in (3.9), we can use Hölder's inequality and Lemma 2.1 to see that Then, we also obtain lim R→∞ K 3 (R) = 0.
Collecting all of the estimates of J k (R) with k = 1, 2, 3 and using (4.1), we infer that This implies that u is a constant function in R 3 . From this and the fact that u ∈ [L q,r (R 3 , ω)] 3 and with α ∈ [0, 1), we conclude that u ≡ 0. The proof is completed.
Remark 5.2. We note that we can not take α = 1 in the above proof because with α = 1, ω 2 is not in A r 2 (R).
