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ABSTRACT
SIMULATING THE HYDRODYNAMICS OF OFFSHORE
FLOATING WIND TURBINE PLATFORMS IN A FINITE
VOLUME FRAMEWORK
MAY 2016
MAIJA A. BENITZ
B.A., COLORADO COLLEGE
M.S.M.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David P. Schmidt and Professor Matthew A. Lackner
There is great potential for the growth of wind energy in offshore locations where
the structures are exposed to a variety of loading from waves, current and wind. A
variety of computer-aided engineering (CAE) tools, based largely on engineering mod-
els employing potential-flow theory and/or Morison’s equation, are currently being
used to evaluate hydrodynamic loading on floating offshore wind turbine platforms.
While these models are computationally inexpensive, they include many assumptions
and approximations. Alternatively, high-fidelity computational fluid dynamics mod-
els contain almost no assumptions, but at the cost of high computational expense.
In this work, CFD simulations provide detailed insight into the complex fluid flow
that has not been captured experimentally, nor can be attained with reduced-order
models.
v
This work includes a thorough validation of the various CFD toolboxes necessary
for simulating offshore floating wind turbine platforms in the ocean environment, from
numerical wave propagation to fluid-structure interactions. The fundamental physics
of flow around complex structures is examined through various studies to better un-
derstand the effects of a fluid interface, truncated ends, structure size, multi-member
arrangements and environmental conditions. These factors are explored in terms of
drag, lift and frequency of the loads. Additionally, motion of structures in free decay
tests and waves are investigated. The work provides insight into the complex fluid
flow around floating offshore structures of small draft in a variety of environmental
conditions. CFD simulations are used to assess assumptions and approximations of
reduced-order engineering models, and explain why, and in which conditions, these
models perform inaccurately. Finally, the work provides suggestions for improvements
to engineering tools often used for hydrodynamics modeling of floating offshore wind
turbines.
vi
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INTRODUCTION
Large-scale offshore wind energy has become a reality in Europe over the past
decade, with continued development on the horizon in Europe, as well as Asia and
the United States. While the vast majority of offshore wind energy development
utilizes fixed bottom support structures, floating offshore wind turbines show great
potential for harnessing the wind resource far from shore, where the wind resource is
greater and concerns about visibility are reduced [151] [152]. However, in both near
shore, shallow water applications, and especially in deeper waters farther from shore,
technical and economic feasibility challenges must be overcome. Understanding the
fundamental hydrodynamic forces in the offshore environment, and in particular the
added challenges of operating floating platforms in the ocean environment, is crucial
to the success of future projects. Not only are floating platforms subject to loading
from ocean waves, but also increased motion due to the wave-body interactions.
Research Motivation
Hydrodynamic loads on floating offshore wind turbine platforms are often pre-
dicted with computer-aided engineering tools. There are a variety of computer-aided
engineering (CAE) tools, which are based largely on potential-flow theory and/or
Morison’s equation. These CAE tools include a variety of assumptions and approxi-
mations, resulting in a low computational cost allowing for an iterative, rapid design
process. These reduced order modeling assumptions require assessment. Verification
and validation of CAE tools is necessary for building confidence in the accuracy of
the models, and furthermore, identification of opportunities for model improvements
is needed.
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Experimental measurements of model-scale floating wind turbine platforms are
available for verification and validation of the design tools. However, the tests omit
measurements of hydrodynamic forces. Furthermore, these experimental load cases
do not include full scale tests, nor extreme conditions such as breaking waves.
The assumptions and approximations of CAE tools, along with the gaps in ex-
perimental measurements, creates a clear need for supplemental and more detailed
hydrodynamic data. Consequently, this thesis fill these voids by simulating hydro-
dynamic loads with computational fluid dynamics (CFD). This thesis work provides
high-fidelity hydrodynamic predictions that provide a better understanding of the
fundamental physics of the problem, and which may be used to assess the accuracy
of CAE tools, and supplement the existing tank test data.
Research Goals
The goal of this thesis is to describe the underlying physics of the flow around
complex geometries with representative traits of offshore floating wind turbine plat-
forms, including surface-piercing members of limited draft. This dissertation aims
to produce high-fidelity simulations of hydrodynamic loads on offshore structures,
which are used to assess reduced-order models, and suggest model improvements,
as well as supplement experimental data. Furthermore, the work seeks to provide
an improved understanding of the effects of geometric and environmental factors on
the flow behavior, loading and motion of floating bodies. CFD is used to assess the
ramifications of the various assumptions and approximations of CAE tools, with the
goal of identifying reasons for shortcomings in CAE tool predictions, and suggesting
improvements to existing design tools.
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Summary of Research Activities
To achieve the research goals outlined above, a variety of studies are performed
with CFD, beginning with a thorough set of validation exercises, chosen to build
confidence in the capability and accuracy of the CFD methodologies. Validation ex-
ercises include simulations of regular and irregular wave propagation, load predictions
on stationary bodies as well as fluid-structure interactions which include loading and
motion. In all of these exercises, CFD predictions are validated against experimen-
tal measurements. These validation exercises provide confidence in the CFD model
which is employed in the remainder of the work.
Next, flow around complex geometries, and the resulting loads on the structure,
are investigated. The effects of surface-piercing members, free ends and various angles
of inclination are explored through high-fidelity CFD simulations. Predicted loads are
considered, both in magnitude and frequency content. The effects of these geometrical
complexities impact the loading behavior for offshore engineering, including floating
wind turbine platforms, which have shallow draft, slanted members and pierce a free-
surface.
The study of flow around complex geometries is extended to investigate a station-
ary semisubmersible wind turbine platform in steady current conditions. The CFD
results are compared against HydroDyn, a computer-aided engineering tool for pre-
dicting hydrodynamic loads on wind turbine platforms. Discrepancies between the
code predictions are explained through high-fidelity flow field visualizations of the
complex flow physics and detailed load predictions from CFD. This work provides a
better understanding of the shortcomings of the CAE tool, and suggests more careful
selection of drag coefficients for inputs to reduced order models. CFD simulations
of the stationary semisubmersible in waves are also performed, and better agreement
with results from HydroDyn is found, when radiation/diffraction dominate.
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Finally, fluid-structure interactions (FSI) are simulated with CFD, where the
structure moves due to fluid forces without prescribing motion. The semisubmersible
platform is simulated in free decay tests as well as waves. The motion predictions
from CFD are compared to experimental tank tests. Poor agreement was found when
a loosely-coupled FSI method was employed. A more tightly-coupled FSI performed
more accuarately for smaller test cases, and will be used for future simulations of the
semisubmersible in free decay and wave simulations.
Statement of Contributions
This work provides a better understanding of the fundamental physics of flow
around complex geometries in various flow conditions, which had not been previously
examined. The high-fidelity CFD simulations performed in this dissertation assist in
the verification of FAST, which was previously only verified and validated for land-
based wind turbines. The contributions of this thesis are briefly summarized here.
Simulations of surface-piercing cylinders with free ends were simulated over a
range of aspect ratios that had not been previously investigated. Additionally, this
work included experimental measurements in the exact same flow conditions and
cylinder dimensions as the numerical work, which also had not been done before.
The predicted loads showed a dependency on the presence of the free surface, the free
end and the length of the cylinder. This results of this part of the thesis suggest that
selection of drag coefficients for input to CAE tools be carefully selected based on
these geometric factors, and that coefficients be applied sectionally.
A stationary semisubmersible was simulated in various steady currents, and the
previously held practice of selecting drag coefficients for CAE tools based on infinitely-
long, fully-submerged cylinders was found to be inappropriate. The CFD simulations
in this thesis used high-fidelity flow field visualizations to explain the fundamental
flow around the complex geometry of the semisubmersible, and why predicted drag
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coefficients vary greatly from what was previously expected. This work suggests that
CFD be used to determine drag coefficients of complex geometries in order to achieve
more accurate results from coefficient-based CAE tools.
The hydrodynamics module of FAST was verified for wave modeling, through
code-to-code comparison of hydrodynamic load predictions from CFD and HydroDyn.
While FAST had been previously verified and validated for land-based turbines, this
work presents new verification work for offshore scenarios. The work in this thesis
found good agreement between codes, indicating that the potential flow based solution
in HydroDyn produces accurate load predictions in regular waves.
For the first time, simulations of slanted cylinders (matching the pitch angle of the
cross braces of the semisubmersible) in varying yaw orientations were conducted. It
was found that the orientation of the cylinder relative to the flow direction impacted
the flow behavior and loading on the cylinder. Furthermore, it was observed that
the drag was altered near the free-surface and bottom end. This work also suggests
careful selection of drag coefficients, where now the effects of body orientation must
be included.
Finally, this dissertation presents 6 DoF CFD simulations of the semisubmersible.
Before now, 6 DoF simulations of the structure using the opensource CFD toolbox
OpenFOAM have not included mooring lines, nor comparisons against experimental
tank test data. The work in this thesis provide the first steps towards the unique three-
way comparison of CFD predictions, CAE tool results and experimental tank test
measurements of the semisubmersible. Further simulations of the semisubmersible in
free-decay tests and regular waves will be carried out to supplement tank test data
which omitted loads.
While much of this thesis focuses on the semisubmersible platform, the findings
are extendable to other offshore structures and applications such that the impact of
this work is great.
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Thesis Outline
The dissertation begins with four chapters of background, setting the stage for
hydrodynamic predictions from CFD and the comparison against other models and
experimental data. The background chapters include a basic overview of water wave
theory, ocean physics and wave-body interactions, and culminates in a discussion of
finite volume methods with a review of the limited previous CFD research on offshore
wind turbine platforms.
Validation of the CFD model is presented in Chapter 5, providing the necessary
confidence to perform the work in the remaining chapters of the thesis. Loads on
truncated, surface-piercing cylinders are investigated in Chapter 6, both with CFD
and experimental water tunnel tests. A semisubmersible platform for floating offshore
wind turbines is simulated in steady current and wave conditions, in Chapter 7 and 8,
respectively. Loads on slanted cylinders in various orientations, representative of the
cross-braces of the semisubmersible, are simulated and discussed in Chapter 9. Fi-
nally, the semisubmersible platform is revisited in Chapter 10, this time introducing 6
degree-of-freedom motion of the body in free-decay tests and regular wave conditions.
The dissertation concludes with a summary of the work, including the new con-
tributions to knowledge, and direction of the future work.
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CHAPTER 1
WATER WAVE THEORY
A basic understanding of wave modeling is the first component necessary for sim-
ulating the interaction of rigid bodies in the ocean. Before delving into ocean wave
theory, a more fundamental treatment of basic water wave theory is given in this
chapter. Both linear and non-linear wave theories are discussed here. This chap-
ter concludes with a brief discussion of the regions of applicability for various wave
theories. The discussion here is synthesized from more detailed texts on water wave
theory and ocean dynamics, including work by Apel [11], Mei [137], Sarpkaya [201],
Phillips [178], Lamb [118], Stoker [219], Whitham [252] and Crapper [33].
Waves vary over a wide range of spatial and temporal domains. In describing ocean
waves, there are variety of physical mechanisms which act as restoring forces. These
are categorized in Table 1. This work focuses largely on wind waves and swell, which
are the primary waves types that affect the motion and loading on floating platforms
of offshore wind turbines. These waves are referred to as surface gravity waves, or
sometimes just surface waves. As a starting point, the basic equations of fluid motion
are reviewed, followed by simplifications for irrotational and inviscid flows. Boundary
conditions for interfacial and rigid impermeable boundaries are covered. Linearized
equations for infinitesimal waves are derived, followed by a discussion of non-linear
wave theories.
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Table 1.1. Wave type classification table. Adapted from Mei. [137]
Wave Type Physical Mechanism Typical Period Region of Activity
Sound Compressibility 10−2 − 10−5s Ocean interior
Capillary ripples Surface tension < 10−1s Air-water interface
Wind waves Gravity 1− 25s
and swell
Tsunami Gravity 10 min - 2 h
Internal waves Gravity and 2 min - 10 h Layer of sharp
density stratification density change
Storm surges Gravity and 1 - 10 h Near coastline
Earth rotation
Tides Gravity and 12 - 24 h Entire ocean layer
Earth rotation
Planetary waves Gravity, Earth O(100days)
rotation and variation
of latitude or ocean
depth
1.1 Fundamental Equations
Water density varies little over time and space in gravity wave problems, such
that we can describe the motion of the fluid with the incompressible Navier-Stokes
equations. First, mass conservation for incompressible flow is given by,
∇ · u = 0 (1.1)
The conservation of momentum is expressed as,
(
∂
∂t
+ u · ∇)u = −∇(p
ρ
+ gz) + ν∇2u (1.2)
where u is the velocity vector in the x, y and z directions, p is pressure, ρ is the
density, g is gravity, z upwards in is the vertical direction and ν is the viscosity.
Vorticity is defined as the curl of velocity (Ω = ∇ × u). Taking the curl of the
momentum equation results in an expression describing the evolution of the vorticity,
shown below.
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(
∂
∂t
+ u · ∇)Ω = Ω · ∇u + ν∇2Ω (1.3)
In water, the viscosity is small, so a good approximation of the evolution of vor-
ticity is given by,
(
∂
∂t
+ u · ∇)Ω = Ω · ∇u (1.4)
When the vorticity is zero (Ω = 0) the flow is irrotational. For an inviscid,
irrotational flow the velocity can be expressed as the gradient of a scalar function.
The scalar function represented by φ is called the velocity potential. Using the vector
identity ∇ × ∇φ = 0, and plugging in ∇ × u = 0 for the case of irrotational flow,
results in the velocity represented as the gradient of a scalar, φ.
u = ∇φ (1.5)
The velocity must still satisfy mass conservation, and for the case of incompressible
flow it can be shown that the velocity potential obeys Laplace’s equation.
∇2φ = 0 (1.6)
Rewriting the momentum equation in terms of the velocity potential φ, for the
inviscid, irrotational case gives,
∇
[
∂φ
∂t
+
1
2
|∇φ|2
]
= ∇
(
p
ρ
+ gz
)
(1.7)
Integrating the above equation once with respect to the space variables results in
the unsteady Bernoulli equation, given by,
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pρ
= gz +
∂φ
∂t
+
1
2
|∇φ|2 + c(t) (1.8)
where c(t) is some arbitrary function of time. The gz term gives the contribution
from hydrostatics, while the remaining terms are the hydrodynamic contributions to
the total pressure, p.
1.2 Boundary Conditions
To complete the set of governing equations, initial and boundary conditions are
necessary. Initial conditions depend greatly on the specific problem under considera-
tion, while boundary conditions depend on the physical domain of the problem. Two
main classes of boundary conditions are considered here, which are rigid imperme-
able and interfacial boundaries. Rigid impermeable boundaries include the wetted
surfaces of solid objects, and in this discussion are assumed to maintain their shape.
Interfacial boundaries include the air-water interface, or other immiscible fluid inter-
faces, and can be thought more generally as deformable boundaries. In these cases it
is assumed that there is no spray or mixing between the two fluids of consideration.
Three main assumptions are made here: pressure is constant across the interface be-
tween two fluids, once a particle is on a free surface it remains there, and there is no
flow through an impervious boundary.
For the case of rigid impermeable boundaries it is assumed that there is no fluid
flow across the boundary. If the boundary is not only impermeable, but also fixed,
then the normal component of the fluid velocity must vanish. A common example of
this is at the sea floor. Mathematically, it is given by,
un = u · nˆ = 0 (1.9)
where nˆ is the unit normal to boundary, and un is the normal component of the fluid
velocity.
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This zero-flux boundary condition can also be expressed in terms of the velocity
potential and is shown in the equation below.
∂φ
∂n
= ∇φ · nˆ = 0 (1.10)
There are many examples of impermeable boundaries that move, including floating
objects such as wind turbine platforms. We let V be the velocity of the moving object.
In the simplest treatment, the normal component of the fluid velocity must equal the
velocity of the moving surface.
un = ~u · nˆ = V · nˆ (1.11)
For potential flows, this boundary condition is given by,
∂φ
∂n
= ∇φ · nˆ = V · nˆ (1.12)
It is shown that the case of a fixed impermeable boundary is just a special case
of the moving impermeable boundary case.
Interfacial boundaries are deformable, as in the case of the air-water interface.
Here both the velocity potential, φ, and the location of the free surface, η, must be
determined. Since there are two unknowns, two boundary conditions are needed to
close the system. First, the kinematic free surface boundary condition are derived,
followed by the dynamic free surface boundary condition.
The kinematic condition states that any particle sitting on the free surface will
remain there always. This can be treated mathematically by letting η be the free
surface elevation above some equilibrium level z0, so that the vertical coordinate of
the particle on the free surface is given by,
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z = z0 + η(x, y, t) (1.13)
Using the assumption that a particle on the free surface will remain on the free
surface always, leads to
D
Dt
(z − z0 − η) = 0 =
(
∂
∂t
+ u
∂
∂x
+ v
∂
∂y
+ w
∂
∂z
)
(z − η) (1.14)
The z-coordinate is independent of x, y and t, so that leaves the differentiation
of η. Following the rearrangement of terms, we arrive at the kinematic free surface
boundary condition, shown below.
w =
∂η
∂t
+ u
∂η
∂x
+ v
∂η
∂y
at the free surface (1.15)
For small amplitude problems it may become useful to make approximations for
small fluid velocities or slopes. These approximations result in a simplified expression
for the kinematic free surface boundary condition, given by,
w ∼= ∂η
∂t
(1.16)
Now, we look at the dynamic free surface condition. A normal force is required to
balance the pressure difference across the interface to prevent disrupting the surface.
Surface tension provides this normal force. The surface tension is proportional to
the curvature of the interface, or the inverse of the radius of curvature. Looking at
a two dimensional case, the mathematical representation of the pressure and surface
tension balance is given by,
p− pa = σ
(
1
Rx
+
1
Ry
)
(1.17)
where σ is the surface tension, Rx and Ry are the radii of curvature in orthogonal
directions and pa is the pressure above the free surface. Curvatures are given ap-
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proximately by the second derivative of the surface height. Upon replacement, the
dynamic boundary condition becomes
p− pa = σ
(
∂2η
∂x2
+
∂2η
∂y2
)
(1.18)
For ocean waves, the wavelength is typically long enough that surface tension plays
an insignificant role in the physics. When this is the case, the pressure above the free
surface must match the pressure just below the surface. Bernoulli’s equation on the
free surface, given in Equation 1.8, is combined with the kinematic condition written
in terms of the velocity potential, shown in Equation 1.19. The resulting equation
for the dynamic free surface boundary condition is shown below, in Equation 1.20.
∂η
∂t
+
∂φ
∂x
∂η
∂x
+
∂φ
∂y
∂η
∂y
=
∂φ
∂z
on z = η (1.19)
Taking a total derivative of the Bernoulli equation, using the assumption that pa
is constant, and rearranging, produces the dynamic free surface boundary condition
given below.
∂2φ
∂t2
+ g
∂φ
∂z
+
∂
∂t
(~u)2 +
1
2
~u · ∇~u2 = 0 (1.20)
The resulting formula is non-linear, and still leaves the position of the free surface
as an unknown. It is shown that the problem of water waves is nearly impossible
to describe analytically. We are left to solve the Laplace equation, as discussed
earlier, which is a linear equation. However, because the boundary conditions are
non-linear it becomes a very difficult problem to solve. The following section examines
approximations that can be made in an effort to find useful analytical solutions.
1.3 Linearized Wave Theory
As previously noted, waves exist in many forms, including regular and irregular,
linear and non-linear, and progression in varying depths. This section discusses the
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simplest possible type of wave, the linearized or small amplitude wave, which forms
the basis for all other waves. The assumptions for linearized wave theory discussed
here are that the wave is a two-dimensional, progressive gravity wave, with a constant
period, height and length, traveling over a horizontal, smooth sea bed. Additionally,
the wave is assumed to be inviscid, incompressible, irrotational with no temperature
of salinity gradients, and is in the absence of wind and surface tension effects.
We begin with the Laplace equation discussed in Section 1.1, and three boundary
conditions to describe the sea bed, and the kinematic and dynamic boundaries given
in Equations 1.22, 1.23 and 1.24, respectively.
∇2φ = 0 (1.21)
∂φ
∂z
= 0 at z = −h (1.22)
∂η
∂t
+
∂φ
∂x
∂η
∂x
− ∂φ
∂z
= 0 at z = η (1.23)
∂φ
∂t
+
1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2]
+ gη = f(t) at z = η (1.24)
As was mentioned in the previous section, finding solutions to the Laplace equation
with these non-linear boundary conditions is very difficult. To simplify this problem,
assumptions are made in an effort to linearize the governing equations. Small ampli-
tude wave theory assumes that the wave height is much smaller than the wave length
and the water depth, and neglects non-linear terms. The kinematic and dynamic
boundary conditions, given by Equations 1.23 and 1.24, in the problem statement
then become
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∂η
∂t
− ∂φ
∂z
= 0 at z = η (1.25)
∂φ
∂t
+ gη = 0 at z = η (1.26)
Now, combining the kinematic (KBC) and dynamic boundary conditions (DBC)
results in
∂2φ
∂t2
+ g
∂φ
∂z
= 0 (1.27)
and
η = −1
g
(
∂φ
∂t
) ∣∣∣
z=0
(1.28)
Via separation of variables, the velocity potential and surface elevation are found
to be
φ(x, z, t) =
gH
2kc
cosh[k(z + h)]
cosh(kh)
sin[k(x− ct)] (1.29)
η(x, t) =
H
2
cos(kx− ωt+ ψ) (1.30)
where g is gravity, H is wave height, k is wavenumber, c is wave speed, h is water
depth and ω is the angular frequency of the wave. It is important to note that non-
trivial solutions for the velocity potential, which satisfy the boundary conditions given
above, only exist when the dispersion relation is satisfied. The dispersion relation
which uniquely relates the wave number to the wave frequency for a given water
depth is given below, and it a result of the KBC given in Equation 1.27.
ω2 = gk tanh(kh) (1.31)
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Table 1.2. Summary of Linearized Wave Theory Characteristics.
Characteristic Mathematical Representation
Linearized KBC ∂η
∂t
− ∂φ
∂z
= 0 at z = η
Linearized DBC ∂φ
∂t
+ gη = 0 at z = η
Velocity Potential φ = gH
2kc
cosh[k(z+h)]
cosh(kh)
sin(ωt− kx+ ψ)
Surface Elevation η = H
2
cos(kx− ωt+ ψ)
Dispersion Relation ω2 = gk tanh(kh)
Horizontal Particle Displacement ζp =
H
2
cosh(k(z+h))
sinh(kh)
sin(ωt− kx+ ψ)
Vertical Particle Displacement ηp =
H
2
sinh(k(z+h))
sinh(kh)
cos(ωt− kx+ ψ)
Horizontal Particle Velocity u = gH
2c
cosh[k(z+h)]
cosh(kh)
cos(kx− ωt+ ψ)
Vertical Particle Velocity w = gH
2c
sinh[k(z+h)]
cosh(kh)
sin(kx− ωt+ ψ)
Pressure p = −ρgz + 1
2
ρgH cosh(k(z+h))
cosh(kh)
cos(kx− ωt+ ψ)
Table 1.3. Classifications for deep, intermediate and shallow water. [36]
Depth Classification Range
Shallow h < 1
20
λ
Intermediate 1
20
λ < h < 1
2
λ
Deep 1
2
λ < h
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Simplifying assumptions can be made for shallow and deep water. In shallow
water, as kh tends towards zero, the hyperbolic tangent of kh approaches kh, leaving
the dispersion relation for shallow water as ω2 ∼= gk2h. For deep water, kh approaches
infinity, and the hyperbolic tangent goes to one. The dispersion relation for deep water
then simplifies to ω2 ∼= gk.
The determination of the velocity potential, surface elevation and dispersion re-
lation provides enough information for the calculation of numerous other physical
quantities relating to linearized wave theory. A sample of physical quantities are out-
lined below, and a summary of linearized wave theory characteristics are provided in
Table 1.2.
The pressure is found by plugging the solution for the velocity potential into the
unsteady Bernoulli equation. Keeping the initial assumption to neglect non-linear
terms, the Bernoulli equation is simplified by dropping the second order term. The
resulting expression for the pressure is
p(x, z, t) = ρgz +
1
2
ρgH
cosh[k(z + h)]
cosh(kh)
cos(kx− ωt+ ψ) (1.32)
It is straightforward to determine the velocities in the x and y-directions by dif-
ferentiating the velocity potential. The equations for the horizontal and vertical
components of velocity are given below.
u(x, z, t) =
gH
2c
cosh[k(z + h)]
cosh(kh)
cos(kx− ωt+ ψ) (1.33)
w(x, z, t) =
gH
2c
sinh[k(z + h)]
cosh(kh)
sin(kx− ωt+ ψ) (1.34)
An expression for particle displacement follows from the calculation for particle
velocities in the vertical and horizontal directions. Letting ζp be the particle displace-
ment in the horizontal direction and ηp the particle displacement in the horizontal
direction, and using the relations u = ∂ζp
∂t
and v = ∂ηp
∂t
, produces
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Figure 1.1. Particle orbital paths which vary depending on water depth. From
Faizal, et al [48].
ζp(x, z, t) =
H
2
cosh[k(z + h)]
sinh(kh)
sin(ωt− kx+ φ) (1.35)
ηp(x, z, t) =
H
2
sinh[k(z + h)]
sinh(kh)
cos(ωt− kx+ φ) (1.36)
The particles follow elliptical clockwise orbits in progressive gravity waves. The
shape of the elliptical path depends on the depth of the water, as can be seen in the
equations for particle displacements and velocities. The horizontal particle displace-
ment and velocity decreases with depth following cosh[k(z+h)]. In a similar fashion,
the vertical displacement and velocity decrease with sinh[k(z + h)]. The profiles of
the particle paths in shallow, intermediate and deep water are illustrated in Figure
1.1. Classifications for shallow, intermediate and deep water are given in Table 1.3.
1.4 Non-linear Waves
Next, non-linear wave theories are discussed. A sample of non-linear wave theo-
ries are presented here, including Stokes, cnoidal and solitary waves. Fundamental
differences between linear and non-linear solutions are highlighted. Following the dis-
cussion of these wave theories, a diagram is given to outline the regions of applicability
of various wave theories.
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1.4.1 Stokes Theory
In 1847 Stokes published a paper on non-linear gravity wave theory using pertur-
bation analysis to find approximate solutions for periodic progressive waves of per-
manent form in intermediate and deep water [220]. He made the important finding
that periodic wavetrains are possible in a non-linear system, and also that the wave
speed depends on wave amplitude, unlike in the case for linear waves. Stokes waves
often serve as the basis for irregular wave modeling, and are seen in later discussions
of ocean wave modeling.
Analysis begins with the potential flow formulation previously discussed, starting
with the Laplace equation and boundary conditions for the seabed, kinematic and
dynamic free-surface. First, the free-surface conditions are expressed as a Taylor series
expansion about a constant free surface elevation. For convenience and without loss
of generality let the constant elevation be chosen as z = 0, which also ensures the
expansion is done in proximity of the actual free surface elevation. Levi Civita proved
the convergence of the series for small amplitude, steady wave motion [124]. The
Taylor series expansion about z = 0 applied to the free surface boundary condition
given in Equation 1.20, returns the expression
[
∂2φ
∂t2
+ g
∂φ
∂z
]
0
+ η
[
∂
∂z
(
∂2φ
∂t2
+ g
∂φ
∂z
)]
0
+
[
∂
∂t
(~u)2
]
0
+
1
2
η2
[
∂2φ
∂z2
(
∂2φ
∂t2
+ g
∂φ
∂z
)]
0
+ η
[
∂2φ
∂z2
(~u2)
]
0
+[
1
2
~u · ∇~u2
]
0
+ ... = 0
(1.37)
Next, perturbation analysis is applied. Let  = ka << 1, so that we can expand
η as
η = η1 + 
2η2 + 
3η3 + ... (1.38)
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and let φ and u be expanded likewise. Substitution of these expansions into the
Laplace equation and the three boundary conditions which have been expanded about
z = 0, results in different ordered approximations to the solution of the non-linear
wave problem. The first order approximation returns the linearized solution discussed
in the previous section. The second order approximation is found by equating terms
which are proportional to 2. It is found that φ2 satisfies the Laplace equation and
the seabed boundary condition. The dynamic and kinematic free surface boundary
conditions can be written, but are omitted here. Higher order approximations can
also be carried out, which grow in complexity and contain more terms as their order
increases.
Following the Taylor series expansion of the boundary conditions and the per-
turbation analysis, we can apply these results to the case of progressive waves of
permanent form. Due to the assumption of permanence of the wave, it follows that
the wave has constant speed, and the solution for the surface of the wave must con-
tain only combinations of the term (x − ct), where c is the phase velocity or wave
celerity. Using the assumptions of periodicity and symmetry, the wave height can be
represented as a Fourier series of the term (x− ct),
η =
∞∑
n=1
Ancos(n(x− ct)) (1.39)
The wave heights for Stokes first and second order waves, respectively, are shown
in the equations below.
η = Acos(kx− ωt+ ψ) (1.40)
η = Acos(kx− ωt+ ψ) + H
2
2L
cosh(kh)(2 + cosh(2kh))
sinh3(kh)
cos(2(kx− ωt+ ψ)) (1.41)
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A few important changes in the features of the waves due to non-linear approxima-
tions should be noted. The non-linear effects cause more peaked crests and shallower
troughs, which more closely match the profiles of surface gravity waves. These changes
are illustrated in Figure 1.2 below. Additionally, the wave speed now depends on both
the amplitude of the wave as well as the wavelength. Finally, particle paths are no
longer strictly elliptical, but now the particles travel in unclosed paths. This effect is
known as Stokes drift, and it causes the particle orbits to translate over time.
Figure 1.2. The surface elevation for first and second order Stokes waves. The
second order waves demonstrate the non-linear effects of more peaked crests and
shallower troughs.
1.4.2 Cnoidal Theory
In 1895 the Korteweg-deVries (KdV) equation was presented with the derivation
of a nonlinear, exact solution called the cnoidal wave [112]. Cnoidal waves represent
surface gravity waves with long wavelength to water depth ratios. These waves are
often seen in ocean swells, and are marked by sharp crests and very shallow troughs.
The KdV equation in dimensional form is shown below,
∂η
∂t
+ c0
∂η
∂x
+
3c0
2h
η
∂η
∂x
+
c0h
2
6
∂3η
∂x3
= 0 (1.42)
where c0 =
√
gh and depth d = h+ η. The solution for the surface elevation is
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η(x, t) = η2 +Hcn
2
(
x− ct
∆
|m
)
(1.43)
where η2 is the trough elevation, H is the wave height, c is the phase speed and cn
is the Jacobi elliptic function. Without familiarity with elliptic functions, it suffices
to acknowledge that cn is a periodic function. Thus, the solution returns a periodic
wave train.
1.4.3 Solitary Wave Theory
In the limit of infinite wave length, the KdV equation discussed in the previous
section gives a solution in the form of a solitary wave. Solitary waves were first
observed and reported by Scott Russell in 1844 [208], and expressions describing this
phenomenon were later developed by Boussinesq and Rayleigh, in 1871 and 1876,
respectively [252]. Solitary waves consist of a single peak which maintains its form
and speed as it progresses. Solitary waves are sometimes referred to as solitons, a
term which was coined by Zabusky and Kruskal in 1965 [265]. An excellent review of
equations which admit solitary wave solutions, and important applications of these
waves, is given by Scott, et al [207]. It should be noted that while a variety of equations
admit solitary wave solutions, the Navier-Stokes equations do not. A comprehensive
review of solitary waves can also be found in the work of Miles [144]. Sun provides a
discussion the non-existence of solitary waves in water with small surface tension [226].
The surface height of a solitary wave is expressed as,
η =
H
(cosh(
√
3H
4h3
(ct− ~x))2
and the wave speed is given by,
c =
√
g(H + h) (1.44)
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where as before, H is the wave height, h is the water depth, g is gravity and ~x is the
direction of the progressing wave.
1.5 Breaking Waves
Largely, wave breaking occurs due to wave crests becoming unstable. Many the-
ories have been proposed to quantify wave breaking, including approaches based on
wave steepness and acceleration. Breaking waves consist of the formation of a spilling
region in front of the wave crest. Trailing behind the breaking wave is a turbulent wake
in which the intensity decreases with distance from the wave crest. White-capping
occurs because of air entrainment for particularly intense breaking waves.
Both Stokes and Michel came up with limiting configuration theories for breaking
waves in 1880 and 1893, respectively [220] [139]. Stokes’s breaking wave criteria
included that the particle velocity at the wave crest equal the phase velocity, the
wave crest reach a sharp angle of 120◦, a wave height to wave length ratio of 1/7, and
a particle acceleration of 0.5g at the wave crest [220]. Based on a limiting steepness
criterion, Michel showed in 1893 that waves break when wave heights are greater than
or equal to 0.027gT 2 [139]. This was confirmed experimentally by Ochi and Tsai who
found the empirical criterion H ≥ 0.020gT 2 [161].
Later work by Longuet-Higgins gave a calculation demonstrating wave breaking
at much smaller amplitudes than previously theorized [126]. An acceleration based
criterion was proposed by Phillips that stated breaking would occur when the down-
ward acceleration exceeded gravity [177]. Longuet-Higgins showed that white-capping
occurs theoretically when the downward acceleration in all directions is within the
Stokes 120◦ angle. Longuet-Higgins also derived that instabilities in regular waves
occur when the wave steepness, ka, approaches 0.436. Rewriting this statement in
terms of wave height gives H = 0.022gT 2 which is in good agreement with the work
done by Michel and confirmed by Ochi and Tsai, mentioned earlier.
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Wave breaking is classified into two types. Type I breaking occurs where the wave
excursion (ξA) crosses the zero surface height line. Type II breaking takes place where
the wave excursion (ξB) is above the zero line. An illustration of the two types of
wave breaking is shown in Figure 1.3 below.
Figure 1.3. Type I and Type II wave breaking diagram by Ochi [160].
1.6 Regions of Wave Applicability
A variety of classic wave approximations have been discussed in this chapter.
Understanding the limits of validity of each wave theory is important when selecting
which equations to use. LeMe´haute´ compiled a useful diagram demonstrating the
approximate regions of applicability, and is shown in Figure 1.4 [120]. The vertical axis
shows the non-dimensionalized wave height plotted against the non-dimensionalized
water depth on the horizontal axis. It is demonstrated that cnoidal theory is valid in
regions of small wave height and water depth. In deeper water, linear wave theory is
valid for small wave heights. As wave height grows, Stokes theory becomes applicable
and the order of approximation grows with wave height. A line for breaking wave
criteria is shown which bounds all the theories.
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Figure 1.4. Approximate regions of applicability for different wave theories, depend-
ing on wave height and water depth, from LeMe´haute´ [120].
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CHAPTER 2
OCEAN PHYSICS
The previous chapter treated waves as a deterministic process. In reality, the
surface of the ocean is composed of waves of many different parameters. The instan-
taneous sea surface can be described as the summation of deterministic waves if they
act independently and interact weakly. The profiles of wind-generated waves vary
continuously over space and time in an irregular fashion. The description of the sea
cannot be described on a single wave basis, but must be treated stochastically. Evalu-
ation of statistical properties of waves can be done through frequency and probability
domains. Waves in deep water follow a Gaussian distribution for their wave heights,
while shallow water wave heights are non-Gaussian, but nonetheless can be described
with a theoretical probabilistic distribution. The sea can be classified into ten sea
states which increase with the significant wave height. The sea state classifications
are shown in Table 2.1. This chapter begins with a discussion of the generation of
ocean surface waves by wind. Spectral representation is covered, and commonly used
ocean wave spectra are presented in some detail.
2.1 Ocean Wave Generation
Wind generated waves include both capillary and gravity waves. Capillary waves
are ripples, where surface tension acts as the restoring force. Gravity waves are also
wind driven, but as the name suggests, gravity acts as the restoring force. Gravity
waves affect the motion and forcing on offshore structures. Therefore the discussion
of wind generated ripples, or capillary waves is omitted here, but an excellent source
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Table 2.1. Sea States. Adapted from the UK Meteorological Office Fact Sheet [1].
WMO Sea Significant wave Characteristics
State Code wave height (m)
0 0 Calm (glassy)
1 0 to 0.1 Calm (rippled)
2 0.1 to 0.5 Smooth (wavelets)
3 0.5 to 1.25 Slight
4 1.25 to 2.5 Moderate
5 2.5 to 4 Rough
6 4 to 6 Very rough
7 6 to 9 High
8 9 to 14 Very high
9 Over 14 Phenomenal
on the topic can be found in G.I. Taylor’s paper from 1940 [233]. A diagram of wave
types with increasing wave period is demonstrated in Figure 2.1. The figure illustrates
that capillary and gravity waves are wind generated, while other waves are generated
by earthquakes, storms and planetary movement.
Phillips gives a comprehensive discussion on the generation of waves by wind in
his text [178], which is summarized briefly here. Capillary waves are generated at
the surface at very low wind speeds. These waves grow in space and time, until the
wavelengths and amplitudes are large enough to categorize these waves in the gravity
range, where the waves are on the order of centimeters. Once in the gravity range,
continued growth is driven by forcing from wind pressure on the steep slopes of the
waves. Additionally, shear stress from turbulent wind eddies, as well as tangential
surface stress from the air spur further wave growth. Non-linear wave-wave interaction
causes both smaller and larger waves to be formed. The generation of waves depends
on the duration of the blowing wind as well as the distance from shore, or fetch.
Additional details on the generation and growth mechanisms of waves by wind can be
found in Jeffreys [87] [88], Miles [140–143], Sverdup and Munk [229], and Pierson [255].
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Figure 2.1. Waves classified by wave period from Munk [150].
2.2 Random Waves
Profiles of wind generated ocean waves vary randomly in both space and time. The
wave height as well as period vary randomly in time. Randomly changing waves must
be considered as a stochastic process in order to evaluate wave properties in frequency
and probability domains. Only statistical measures can be used as significant wave
characteristics or predictive parameters. Because of the random behavior of ocean
waves, it is necessary to understand the both probabilistic aspects of waves and the
spectral representation of ocean wave characteristics.
In deep water, waves heights are Gaussian random processes, which has been
demonstrated from collected measurements of ocean waves [160]. However, in shal-
low water the wave heights do not follow a Gaussian random process, but can still
be described with alternative theoretical probability distributions. Random seas are
generally due to energy transfer between waves and wind. Variations in wave proper-
ties can be attributed to variation in the wind. In the case of swell, waves with small
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wavelengths lose energy as they travel through space, causing less irregular waves to
form over time.
The irregular surface height of ocean waves can be expressed by an infinite sum
of sinusoidal wave components with differing wavenumbers (k), frequencies (f or ω)
and directions (θ). These wave properties must be representative of the ocean state,
which can determined by examining wave spectra.
To describe the surface of the ocean we begin with the profile of simple harmonic
waves, which can be expressed as
η(x, y, t) = acos
{
ω2
g
(xcos(θ) + ysin(θ)− ωt+ ψ)
}
(2.1)
where a is the wave amplitude, ω is the wave frequency and ψ is the phase. Now, we
consider the random sea as a superposition of an infinite number of sine waves with
different amplitudes aj, directions θj and frequencies ωj. The profile of the random
wave is written as,
η(x, y, t) =
∑
j
ajcos
{
w2j
g
[xcos(θn)x+ ysin(θn)y − ωjt+ ψj]
}
(2.2)
Then, a spectrum that represents the contributions to the variance due to com-
ponent waves with different speeds, frequencies and directions can be adopted. The
potential and kinematic energy of waves can be represented with a spectral density
function, otherwise known as a wave spectrum. The magnitude of the time averaged
wave energy as a function of wave frequency is given in the spectral density function.
The area under the spectral energy function gives the degree of sea severity. A very
common measure of sea severity is given by the significant wave height, Hs or H1/3,
which is the average of the largest one-third of ocean waves. Sverdrup and Munk
first introduced the term significant wave height in their discussion of random ocean
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waves in 1947 [229]. Hs is equal to four times the square root of the area under the
spectral density curve. These spectra are discussed in more detail in the next section.
2.3 Spectral Representation
Wave spectra allow for the probabilistic prediction of wave properties. A few basic
assumptions are usually made, including that waves are steady-state, ergodic random
processes, which are also Gaussian random processes. An ergodic process is one in
which the statistics of an ensemble of time histories can also be determined from a
single sample. Additionally, it is assumed that the spectra are narrow banded, that
is, a sharp concentration exists around a specific frequency. Finally, wave peaks and
troughs are statistically independent [160].
We begin the mathematical discussion of wave spectra by defining the auto-
correlation of a signal, x(t), which is given below.
Rxx(τ) = lim
T→∞
1
2T
∫ T
−T
x(t)x(t+ τ)dt (2.3)
The auto-correlation is a measure of how similar a function is to itself at some
shifted time τ .
The time average of wave energy can be found by evaluating Rxx at τ = 0, as is
shown below.
Rxx(0) = lim
T→∞
1
2T
∫ T
−T
{x(t)}2dt = P¯ (2.4)
To express the average energy in terms of wave frequency, ω, we can apply Parse-
val’s theorem: ∫ ∞
−∞
x(t)2dt =
1
2pi
∫ ∞
−∞
|X(ω)|2dω (2.5)
where X(ω) is the Fourier transform of x(t),
X(ω) =
∫ ∞
−∞
x(t)e−iωtdt (2.6)
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Using Equation 2.4 with Parseval’s theorem, the average wave energy can be expressed
as
P¯ = lim
T→∞
1
4piT
∫ ∞
−∞
|Xt(ω)|2dω (2.7)
where it is now a function of wave frequency, ω.
The spectral density function of random waves x(t) is then defined as,
Sxx(ω) = lim
T→∞
1
2piT
|X(ω)|2 (2.8)
Now, the time average of wave energy can be written as
P¯ =
1
2
∫ ∞
−∞
Sxx(ω)dω =
∫ ∞
0
Sxx(ω)dω (2.9)
where simplifications have been made because the spectral density function is an
even function. The relationship above shows that the area under the spectral density
function represents the average wave energy.
The Wiener-Khintchine theorem says that for a weakly steady-state wave, the
auto-correlation and the spectral density functions are Fourier pairs [160]. The re-
sult is the often given relationship between the auto-correlation and spectral density,
shown here.
Sxx(ω) =
1
pi
∫ ∞
−∞
Rxx(τ)e
−iωtdτ (2.10)
Rxx(τ) =
1
2
∫ ∞
−∞
Sxx(ω)e
−iωtdω (2.11)
This result is important because it relates the auto-correlation in the time domain to
the spectral density function defined in the frequency domain.
The discussion above can be summarized into a few steps, and is presented as a
single relationship, shown below. We began with a wave record x(t), and assumed
it to be a steady-state, ergodic random process. The auto-correlation function was
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defined as Rxx(τ), given in Equation 2.3. The average of wave energy P¯ was defined
as Rxx(0), which also gives the variance of the waves. Via Parseval’s theorem, taking
the Fourier transform of the auto-correlation returned the spectral density function.
Finally, the Wiener-Khintchine theorem related the spectral density function in the
frequency domain to the auto-correlation defined in the time domain. The previous
equations can be summarized as the following relationship:
∫ ∞
0
Sxx(ω)dω = P¯ = Rxx(0) = Variance[x(t)] (2.12)
Minkenberg, et al, examined the effects of regular and irregular waves sampled
from a wave spectrum on the motions of offshore structures [147]. The regular waves
used in their analysis had equivalent statistical properties to the irregular sea. It was
found that the results calculated with the regular wave concept yielded erroneous
results. The work concluded that spectral analysis techniques return more realistic
results and should be used when modeling ocean physics.
2.4 Commonly Used Wave Spectra
To accurately predict the linear and non-linear responses of structures in marine
environments, wave spectra representing a variety of desired sea states are needed.
Predictions of responses of marine structures, including motions, moments and forces,
rely on the accurate modeling of random seas. Many spectral formulations have been
developed since the 1950s to describe sea states. Two of the most commonly used
spectra are discussed here. Both the Pierson-Moskowitz and JONSWAP spectra were
developed based on analyses of measured data from the ocean.
Pierson and Moskowitz analyzed measured wave data taken by accelerometers
on British weather ships in the North Atlantic in 1964 [180]. Only data taken in
fully developed seas were used in the analysis. A fully developed sea is reached at
32
the point of energy saturation in which there is a balance between the rate at which
energy is gained from wind and lost by breaking or non-linear wave interaction. It was
assumed that if the wind blew steadily over a long period of time and large area that
waves would come into equilibrium with the wind, thus producing a fully developed
sea. Five dimensionless spectra based on different wind speeds between 20 and 40
knots were produced, and an average of these was taken to find a general spectral
formulation. The Pierson-Moskowitz spectrum is
S(ω) =
Ag2
ω5
exp
[
−B
(ω0
ω
)4]
(2.13)
where ω is the wave frequency, A = 8.10x10−3, B = 0.74, ω0 = g/U19.5, and U19.5
is the wind speed measured at 19.5m above the sea surface. The Pierson-Moskowitz
spectrum depends only on wind speed.
In 1968 and 1969 measurements were taken by the Joint North Sea Wave Project
(JONSWAP) on a 160km line in the North Sea. Analysis of the measured data was
conducted by Hasselmann, providing a new spectrum for wind generated waves in
fetch limited seas [71]. It was found that the wave spectrum is never fully developed.
The waves continue to develop as a result of non-linear interactions over long times
and distances. The JONSWAP spectrum is a modification to the Pierson-Moskowitz
spectrum to account for fetch, resulting in a sharper peak. The JONSWAP spectrum
depends on wind speed as well as fetch. The spectrum is given by,
S(ω) =
αg2
ω5
exp
[
−1.25
(ωm
ω
)4]
γa (2.14)
where,
a = −(ω − ωm)
2
2(σωm)2
(2.15)
and where the values for constants were determined from analysis of the collected
data, and are listed below,
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γ = 3.3
α = 0.07x¯−0.22
σ = 0.07 for f ≤ fm and 0.09 for f > fm
ωm = 7pi(g/U¯)x¯
−0.33
x¯ = dimensionless fetch = gx/U¯2
x = fetch length
U¯ = mean wind speed
g = gravity
(2.16)
The γ term is called the peak enhancement factor. Analysis of the original data
produces a peak-shape parameter value between 1 and 6, where γ is a random variable
with a normal distribution. Generally the value is taken to be 3.3, which is the mean
value taken from the normal distribution of γ. The α term specifies the growth
of waves with distance, distinguishing the JONSWAP spectrum from the Pierson-
Moskowitz spectrum. Furthermore, the ωm term in the JONSWAP spectrum also
relies on the dimensionless fetch. To demonstrate the differences between the two
commonly used wave spectra, a plot of the two spectra is shown in Figure 2.2. The
increased peakedness of the JONSWAP spectrum should be noted.
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Figure 2.2. The Pierson-Moskowitz and JONSWAP spectra. Both spectra shown
here have a significant wave height of 0.475 meters and peak spectral period of 4
sseconds.
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CHAPTER 3
WAVE-BODY INTERACTION
This chapter addresses the physical characteristics of time dependent flow around
and interacting with bodies. Idealizations and simplifications are made in an effort
to describe the physics in a straightforward manner. The physics of fluid loading
and the dynamic response of offshore structures is presented mathematically, and
in some places empirical data are provided for better understanding. A table of
important non-dimensional quantities is provided below, and is referred to throughout
this chapter.
Table 3.1. Important non-dimensional numbers relating to fluid-structure interac-
tions.
Dimensionless Formula Physical Significance
Number
Reynolds Re = UD
ν
Characterize laminar and turbulent flow regimes
Froude Fr = U
gL
Resistance of bodies moving through fluid
Keulegan-Carpenter KC = UmT
D
Compares the drag coefficient to inertial forces
First, static loads are discussed, which includes hydrostatics, gravity and current.
Next, dynamic loads are presented. Wave loads are considered for small and large
bodies. Radiation and diffraction in the context of linearized hydrodynamics are
presented. A discussion of the effects of added mass in fluid-structure interactions
is given next. Finally, the chapter concludes with a review of recent research efforts
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in understanding offshore structures in the ocean. The next chapter presents a finite
volume approach to modeling the loading and dynamic responses of structures in the
ocean.
3.1 Static Loads
3.1.1 Gravity and Hydrostatics
We begin the discussion of fluid forces acting on a body with the simplest case
possible, that of a body at rest. The structure experiences hydrostatic pressure act-
ing normal to the submerged portion of its surface. The forces resulting from the
hydrostatic pressure in the vertical direction are balanced by the gravitational force
acting on the mass of the structure. The net force is zero for a structure in static
equilibrium. This simple case is represented mathematically below.
Fpressure + Fweight = 0 (3.1)
3.1.2 Current Loads
Current is mainly the result of wind blowing across the surface, pressure variations
in the atmosphere and tides. Currents alter the shape and size of waves. Under the
wave crest the current is stretched, and is compressed under a wave trough. Stretching
formulas can be applied to better model the shape and size of waves in the presence of
a current. A good reference on adjusting wave formulations in the presence of current
can be found in Chakrabarti’s text on offshore engineering [26].
Current is generally assumed to be time invariant, and despite being turbulent
in most cases, it is often approximated by a mean value. While current may be
considered constant in time, it cannot be approximated as constant in space where it
may vary with water depth. Pressure distributions on the structure are induced by
the current, which generate drag forces in the direction of the flow. These pressure
distributions may not be symmetric about the structure due to vortex shedding.
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Hogben and Standing summarized the effects of currents on large structures into
three modes [74]. These include a modification to the wave speed which depends on
the magnitude of the current, a drag force which can be treated by Morison’s equation
and lastly wave-making resistance. The latter involves the waves which are produced
upon impact with a surface piercing body. Potential flow calculations can be carried
out to model these effects.
3.2 Dynamic Loads
3.2.1 Wave Loads
Interaction of waves with solid bodies includes the effects of reflection, refraction
and diffraction. Refraction accounts for the bending or turning of waves when passing
between two mediums or fluids of differing densities. Diffraction covers the effect of
scattering waves upon impact with an impermeable boundary. Radiation is also
discussed, which treats the loads due to waves generated by a moving body. The
shape, dimensions and relative motion of the body affects the magnification of these
factors.
In wave-body interactions distinction must be made between small and large bod-
ies. The character of the interaction differs significantly depending on the size of
the body. Distinction between small and large bodies can be made by comparison
between the size of the structure, D, and characteristic wavelength, λ = 2pi/k, and
wave amplitude, A. For small kD and a large value of A/D, the body is considered
small. In this regime vortex shedding and flow separation dominate. Diffraction is
insignificant for small bodies, as the bodies do not significantly alter the wave field.
When kD is greater than order one, and A/D is small, diffraction is important and
separation is insignificant [136]. A short discussion of small body interaction with the
fluid is discussed here, followed by a more in depth discussion of large bodies inter-
actions with the flow. An approximate mapping of the dominant loading regimes in
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terms of wave height, structure diameter and water depth is provided in Figure 3.1
below. The figure represents a very specific set of conditions and should not be used
as a general design guideline, but rather gives an idea for how wave and structure
sizes influence the character of their interaction.
Figure 3.1. Classification of small versus large structures and their limits of appli-
cability. The vertical axis shows H/D which is equivalent to the Keulegan-Carpenter
number. The horizontal axis is the diffraction parameter, piD/L [26]
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The exact boundaries for the regimes where inertial, diffraction, drag and wave-
breaking dominant are somewhat nebulous, but can be categorized in a general sense
as shown in Table 3.2, which is for the case of a circular cylinder.
Table 3.2. Relative dominant wave loading regimes for a circular cylinder, adapted
from Sarpkaya [201]. D is the diameter of the body, L is the wavelength, and H/D is
the Keulegan-Carpenter number.
Dominant Regime Range
Inertia 0.01 < H/D < 0.25, piD/L < 0.5
Small-drag, large-inertia 0.25 < H/D < 1.5, piD/L < 0.5
Morison region (comparable drag and inertia) H/D > 20
Diffraction piD/L < 0.5
Morison’s equation is commonly used to determine the loading on offshore struc-
tures. It is valid for slender bodies, more specifically cylinders which pierce the water
surface. Morison’s equation is an empirically based calculation to determine the inline
force of a body in an oscillating flow. The equation consists of two terms representing
the drag and inertial forces of the body. While Morison’s equation has many limita-
tions, which is briefly mentioned here, it is still works surprisingly well for predicting
loading on bodies in oscillatory flow.
Morison’s equation in its simplest form is the sum of an inertial force in phase
with the flow acceleration and a drag force proportional to the square of the velocity.
The equation is given below.
F =
1
2
ρCdAp|U |U + ρCmV0dU
dt
(3.2)
where ρ is the density of the water, Cd is the drag coefficient, Ap is the projected
frontal area of the object, U is the fluid velocity, Cm is the inertia coefficient, and V0
is the displaced volume of the object. Morison’s equation can be modified for the case
of a freely moving body, and furthermore in the presence of a current. Modifications
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for the case of a freely moving body are discussed at the end of this section, following
a brief description of the Froude-Krylov hypothesis.
While Morison’s equation captures added mass, incident wave inertia and drag
forces, it suffers from other limitations. Limitations of Morison’s equation include
the inability to account for fluctuating lift force, as well as capture the inline force
accurately. Furthermore, it ignores memory effects, and uses GI Taylor’s long wave-
length assumption to simplify the treatment of diffraction [95]. It is inherently difficult
to reconstruct the kinematics of the ocean due to uncertainties such as how to sepa-
rate current and waves, omnidirectionality, and turbulence, among other parameters.
Discrepancies between forces calculated with Morison’s equation and measured forces
can be attributed to both the form of the Morison equation and the uncertainties of
ocean wave characterization.
If wave scattering is ignored then a simplified representation of the pressure field
around the body can be found. The force calculated from this simplification is called
the Froude-Krylov force. The Froude-Krylov Hypothesis assumes a sufficiently small
body so that the pressure field is not affected by incident waves, such that diffraction
effects can be ignored. The Froude-Krylov force is the force that would act on a body
if the body were not there, that is, if the body were to make no changes to the flow
field. The force is expressed as,
F FK(t) = −ρ
∫ ∫
∂φ
∂t
ndS (3.3)
Closed form solutions for the Froude-Krylov force for a small sample of body
geometries exist. A succinct summary of these solutions can be found in Chakrabarti
[26]. The Froude-Krylov force is an over-simplification of the hydrodynamic loading
on a body, and is in general not justified for use when more advanced computing
resources are available. While the Froude-Krylov calculation is enticing due to its
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simplicity, much can be gained from a few additional considerations about body-wave
interactions.
Morison’s equation can be modified for the case of a freely moving body. An
additional term is included in the inertial force term, seen in Equation 3.2. To account
for the moving body, the inertial and drag force terms are adjusted by dv
dt
. The
modified Morison’s equation takes the form, where the Froude-Krylov terms appears
as the last term on the right hand side,
F =
1
2
ρCdAp|U − v|(U − v) + ρCmV0(dU
dt
− dv
dt
) + ρV0
dU
dt
(3.4)
Morison’s equation allows for an easy calculation of the forces on a small structure
where pressure distributions due to complex flow and vortices would otherwise be
difficult to calculate, and the Froude-Krylov force provides a simple treatment for the
case where diffraction is ignored. But, if the flow remains attached to the structure,
then it is actually easier to calculate the pressure field which causes the forces on the
structure. For larger structures the flow around the body remains attached, and the
incident wave scatters off the surface. In this regime of larger structures, Morison’s
equation assumptions are no longer valid.
For a linear treatment of the hydrodynamics of a floating object, the problem can
be divided into three separate problems: radiation, diffraction and hydrostatics. The
radiation problem gives the loads for an oscillating body in the absence of waves.
The loads are due solely to waves radiating away from the body. The diffraction
problem finds the loads for a non-moving body in the presence of incident scattering
waves. Finally, the hydrostatics include the straightforward buoyancy and loads due
to changes in the water-plane area. In the linearized treatment the three separate
problems are mutually independent of each other. The total force is then given by
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the sum of radiation, diffraction and hydrostatics, which are each discussed further
below.
FHydrodynamics = FDiffraction + FRadiation + FHydrostatics (3.5)
First, the diffraction problem for a vertical cylinder is considered. The hydrody-
namic problem can be linearized by using the same assumptions discussed in Section
1.3. This leads to a potential flow based approach that models the linear diffraction
off a vertical cylinder. In this analysis, on top of the usual assumptions of inviscid,
incompressible, irrotational flow, it is assumed that the flow is unseparated, and we
neglect surface tension, cavitation and gradients in temperature and density in the
vertical direction. We return to the Laplace equation for the velocity potential. We
take the same boundary conditions discussed in the linearized wave theory section,
that is the kinematic and dynamic free surface, the seabed and body boundaries. We
define φw to be the incident wave potential, and φs as the scattered wave potential.
The sum φ = φw + φs must satisfy the Laplace equation. Furthermore, the Sommer-
feld radiation condition must be satisfied [213], which says that the outgoing wave
must be represented by the scattered wave potential at long distances. This is given
mathematically by,
lim
R→∞
r1/2
[
∂φs
∂r
− ikφ
]
= 0 (3.6)
where the incident wave potential is given by,
φw =
−igH
2ω
cosh[z(k + h)]
cosh(kh)
ei(kx−ωt) (3.7)
The body-surface condition is
∂φ
∂n
=
∂φs
∂n
+
∂φw
∂n
= 0⇒ ∂φs
∂n
= −∂φw
∂n
(3.8)
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where n is the outward normal vector to the surface of the body. This is the same no-
permeation boundary condition that was presented earlier. An expression for pressure
is derived from the unsteady Bernoulli equation,
p = −ρgz − ρ∂φ
∂t
(3.9)
The pressure distribution can then be determined, and the forces and moments
calculations follow from there.
The above analysis is referred to as the diffraction problem. A similar analysis can
be carried out to study the case of a body undergoing small oscillations and therefore
radiating waves away from the body. The resulting motion and determination of
wave amplitudes far away from the body can be studied, and is referred to as the
radiation problem. Loads in the radiation problem include contributions from added
mass and damping. An impulse in platform velocity causes waves to radiate. These
radiating waves induce a pressure field which then results in a force which persists for
all time while waves are radiating. Instead of the no-permeation boundary condition
as was in the case of the diffraction problem, the normal derivative of the potential
is prescribed by a non-zero value, and a similar analysis follows from there.
Closed form solutions to the linearized radiation and diffraction problems exist
for a limited number of cases. Other geometries can be treated with integral meth-
ods to find approximate solutions, such as those based on Green’s theorem. Force
representations derived using Green’s theorem are called the Haskind Relations, and
details can be found in many texts on offshore engineering, including Sarpkaya and
Issacson’s book [202]. Additional methods for studying the diffraction and radiation
problems exist, including hybrid element methods, as reviewed by Mei [136], and
finite difference methods which are discussed in detail in the next chapter.
Generally wave diffraction reduces wave loads on the structure. It is important
to note that even in the regime of diffraction dominated loading, flow separation
44
can occur. Viscous forces may be important especially around sharp corners where
separation is likely to occur. This factor must be considered for each geometry.
3.2.2 Added Mass
In 1828 Bessel conducted experiments with spherical pendulums in air and water,
and noticed that the period of oscillation increased when the pendulum was placed in
water as compared to air [201]. Bessel attributed the increase in period to the effect
of an added mass in the system. This so called added mass is described in terms of
the fluid displaced by the moving body. When dealing with the flow around objects
or the unsteady motion of bodies in water, we must consider the effect of added mass.
An accelerating or decelerating body must move mass (a volume of fluid) as it moves.
Obviously the mass of the system does not change, but rather changes occur in
the acceleration of deceleration of the fluid, an increase or decrease in kinetic energy,
or a negative or positive change in inertia per unit mass. Due to these physical
explanations, the term added mass is sometimes replaced with added inertia.
The added mass moment of inertia in a viscous fluid exists only for a brief moment
immediately following an acceleration or deceleration of the fluid, or a change from an
initially steady state to an unsteady state. The added mass effects exist only before
separation and viscous effects come into play. Furthermore, the effects only occur for
a small displacement of the body.
A simple analysis for the case of a floating object with small motions which obey
a linear behavior is presented below to demonstrate the effects of added mass. A
simple harmonic motion model with a driving force is can be represented with the
following equation,
mx¨+ bx˙+ kx = f(t) (3.10)
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where m is the mass, b is the damping coefficient, k is the spring constant, f is the
force acting on the mass and x is the displacement of the mass. The effect of added
mass acts in opposition to the motion of the mass, so the equation of harmonic motion
is adjusted to reflect that change,
mx¨+ bx˙+ kx = f(t)−max¨ (3.11)
or by rearrangement,
(m+ma)x¨+ bx˙+ kx = f(t) (3.12)
Now, instead of the natural frequency going as
ωn =
√
k
m
(3.13)
it becomes
ω
′
n =
√
k
m+ma
(3.14)
Thus, the effect of added mass is to decrease the natural frequency and increase
the period, just as Bessel observed in his pendulum experiments. The force due to
added mass can be expressed in three dimensions most elegantly with tensor notation.
F¯i = [mij]u˙i (3.15)
where i,j = 1,2,3,4,5,6 and the first three indices represent the linear degrees of free-
dom, and the last three indices are the rotational degrees of freedom. The added
mass matrix, [mij] gives the mass associated with a force in i
th direction due to an
acceleration in the jth direction.
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3.2.3 Impulse Loads
Much work has been done experimentally and theoretically on the wave impact
loads on horizontal and vertical cylinders. Contributors to this topic include Miller
[146], Faltinsen [49] [225], and Sarpkaya [200]. The flow field around a structure
involving impacting waves is often very complicated. Empirical equations are often
used in place of theory to calculate loads near the free surface due to breaking and
broken waves.
For wave slamming, an empirical formula for a horizontal cylinder provides a rough
estimate of the loading [26],
F =
1
2
ρCsAu
2
0 (3.16)
where Cs is the wave slamming coefficient, ρ is the density of water, A is the cross-
sectional area of the cylinder and u0 is the maximum velocity in a wave cycle. The
theoretical value of Cs is pi and derivations of this value can be found in Sarpkaya’s
text [201]. Experimental work by Miller found a Cs value closer to 3.6 [146]. Further
work by Sarpkaya showed that Cs depends greatly on the structural stiffness of the
cylinder [200].
Furthermore, experiments on cylinders have been carried out to study the effects
of breaking waves on structures. Ochi and Tsai conducted experiments with regular
and irregular waves and found that the pressure field goes as
p = ρκ1U
2 (3.17)
where K1 is 5.98 for breaking waves, and 2.74 for an already broken wave approaching
the structure [161].
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3.3 Design and Analysis of Loads
Two main methods of analysis and design include deterministic (extreme) and
stochastic (nominal conditions) wave loading. Deterministic analysis gives low-cycle
fatigue. Typically, a design wave is chosen, Morison’s equation is implemented by
vertically integrating over the surface of the object to determine loading. This case
is often treated as pseudo-static, and is calculated in time domain. A design wave is
assumed to be uniformly crested and travel with constant speed and shape. Stochastic
loads are generally calculated in the frequency domain using a spectral analysis. A
force transfer function is calculated to determine the loading. More recent work using
finite volume methods has analyzed deterministic and stochastic loading in a different
framework. These approaches and research efforts are discussed in the next chapter.
For now, a review of other approaches can be found in the following section.
3.4 Wind Turbine Platform Concepts
Before delving into a review of the literature on loading of offshore wind turbine
platforms, it bears noting the range and definition of proposed and exisiting platform
concepts. Offshore turbines include monopiles in shallow water, jacketed structures
in transitional water, and finally, floating concepts in deep water. Floating platforms
include tension leg platforms (TLPs), semi-submersibles, spar buoys, and barges.
Shallow water is generally considered to be less than 30 meters in depth, transitional
waters extend from about 30 to 60 meters, and deep water is anything deeper than
about 60 meters. A helpful way to categorize floating platform concepts is by their
stablity strategy. TLPs are stabilized by mooring lines, spar buoys are ballast stabi-
lized, and have catenary mooring lines, barges are buoyancy stabilized and also have
catenary mooring lines, and lastly, semi-submersibles are stabilized by both buoyancy
and the mooring lines. A more detailed review of floating platform concepts is given
by Thiagarajan [237].
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3.5 Previous Research
Some analytical solutions exist from linearized theory for basic geometries, such
as circular cylinders. Other methods have been developed for more general cases,
including the integral equation method and the hybrid element method, which are
presented in a review by Mei [136]. More recently, finite volume methods have become
more feasible, and these methods along with a review of recent research is presented
in the next Chapter.
Integral equation methods using potential flow theory have provided exact an-
alytical solutions for a small sample of geometries, and in more complicated cases,
approximate results. Integral equation methods based on potential flow theory are
popular due to their relatively inexpensive computational cost. Typically, the anal-
ysis begins with a single solution which satisfies the governing equations everywhere
but on the surface of a geometry. Boundary conditions are applied on the surface of
the body, resulting in an integral equation. In some cases an exact solution exists,
but more commonly the surface is discretized and the solution is found numerically.
The body surface is discretized into piecewise linear segments, often referred to as
panels.
Work preceding floating offshore wind development includes research by Kleinman,
who used a boundary value problem to model the generation of surface waves from
a partially submerged body [110]. The linearized free surface condition is used with
a radiation condition at infinity. In 1950 Fritz John gave an analytical solution for
this problem under very strict assumptions, and Kleinman extends his work to show
uniqueness for more general geometries. Two methods are introduced to modify
the integral equation, including the addition of an integral on the water surface and
another integral term representing only the submerged part of the floating body.
In 2005, Passon and Ku¨hn presented a review of the state-of-the art simulation
codes for offshore wind turbines [168]. A more recent review was given by Cordle and
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Jonkman, in 2013, that summarizes the most popular design tools for simulating float-
ing turbines [31]. The review includes discussion of FAST, Bladed, SIMO/RIFLEX,
HAWC2, 3Dfloat and SIMPACK, which are discussed in more detail below.
There has already been a large effort to model the wave and wind loading on
fixed bottom offshore wind turbines [7, 8] [28] [44] [216] [246]. Wave loading analysis
on monopiles has largely been accomplished via Morison’s equation, which is valid
for vertically mounted cylinders. Research efforts in modeling floating offshore wind
turbines have begun more recently, preceded by a history of research by the oil and
gas industry, as well as the ship hydrodynamics community. Here, the focus is on
work done for floating offshore wind turbines.
More recently, many wind turbine research efforts have made use of FAST, a non-
linear aero-hydro-servo-elastic computer aided engineering (CAE) tool, which can be
coupled with HydroDyn to simulate both fixed bottom and floating offshore wind
turbines and is described in detail in Jonkman’s dissertation [95]. FAST continues to
be developed, verified, and validated by the National Renewable Energy Laboratory
(NREL) at the National Wind Technology Center (NWTC).
The latest release of FAST (version 8) provides a modularized framework, includ-
ing a module for hydrodynamics called HydroDyn [92]. HydroDyn has the ability
to model linear periodic waves as well as irregular waves sampled from various wave
spectra. HydroDyn uses a combination of Morison’s equation with potential-flow
theory to model the loads on the platform.
The latest release of HydroDyn includes the added capability of calculating Mori-
son’s solutions on non-vertical and multiply interconnected members. Morison’s equa-
tion includes a term for radiation-induced added mass, diffraction-induced wave ex-
citation forces (with a long wavelength approximation), and and viscous drag forces.
In the latest release of HydroDyn, each member of the platform is assigned a unique
value for the viscous drag coefficient. Each member is discretized into segments, and
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FAST outputs a viscous force per unit length at each node along the length of each
member. The total force is found by integration along the length of each member,
and then a summation of the force on each member.
Radiation and diffraction solutions based on linear frequency-domain analysis can
be imported from a code like Wave Analysis MIT (WAMIT) [121]. WAMIT is a
boundary integral equation method based on linear and second order potential the-
ory, otherwise known as a panel method. The velocity potential and pressure fields
are found on the submerged surface of the body. This model is used to solve the
radiation problem, which generates a body-oscillation frequency-dependent set of co-
efficients, and the diffraction problem, which generates a vector of wave-frequency
dependent coefficients. When WAMIT is used to provide potential-flow based solu-
tions, Morison’s equation provides drag effect solutions.
Verification of HydroDyn, with preprocessing input from WAMIT, is presented
via code to code comparison by Jonkman [90]. Additional work by Jonkman and
Matha demonstrated the dynamic responses of three types of offshore floating turbine
platforms, including a spar buoy, tension leg platform and barge [94]. Sclavounos, et
al, coupled WAMIT with the Aero-Hydro-Servo-Elastic design code FAST to study
fluid loads on a floating wind turbine [249]. Sclavounos has also investigated non-
linear loads on bodies in irregular steep waves using potential flow theory [206].
Cermelli, et al, modeled the hydrodynamics on a floating wind turbine using
WAMIT [25]. The potential flow based panel method was also applied by Zam-
brano, et al, to demonstrate the feasibility of smaller floating wind turbines with
semi-submerscible and tension leg platforms [266]. Gueydon, et al, simulated hydro-
dynamic loads using a panel method, coupled with catenary mooring lines and uniform
wind, and found good agreement between numerical results and experimental results
from a wave basin [67]. Wave drift on a semi-submerscible platform was modeling
using three-dimensional potential flow theory by Pinkster and Huijsmans [182].
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A comprehensive offshore code comparison collaboration (OC3) was conducted
for the dynamic loading responses of a 5 MW wind turbine mounted on a spar buoy
in a depth of 320 meters [93]. A variety of environmental conditions were selected
to simulate different model features. Results from seven codes were compared, and
each code is summarized in a table in the report. The hydrodynamics portion of
each code consists of various combinations of Airy wave theory, linear potential flow
with radiation and diffraction, Morison’s equation and stream-function theory. None
of the hydrodynamics modeling used in the code comparison includes finite volume
methods, which are discussed in the following section.
Among the codes involved in the OC3 was the HAWC2 aero-elastic code developed
at Risø-DTU, and the SIMO/RIFLEX code developed at MARINTEK. Work by
Nielsen, et al, coupled HAWC2, which models fixed foundation wind turbines, with
SIMO/RIFLEX, which simulates the dynamic response of marine structures, and
found results to be in fairly good agreement with tank model experiments [158].
Although Morison’s equation is most valid for cylinders that reach the ocean floor,
or fixed-bottom wind turbines, it has been used for research on floating wind turbines
as well. A spar buoy mounted wind turbine was modeled with a panel method and
used Morison’s equation to calculate hydrodynamics at instantaneous positions by
Karimirad and Moan [102]. Further work by Karimirad presented hydroelastic code-
to-code comparisons between his work using a combination of Morison’s equation with
a pressure integration method for the hydrodynamics of a tension leg spar buoy [101].
Fulton, Malcolm, and Moroz [57] and Withee [254] also used Morison’s equation to
model the hydrodynamics loads on tension leg platforms. Phuc and Ishihara modeled
floating wind turbines as elastic bodies with an FEM code, using Morison’s equation
for hydrodynamics and quasi-steady theory for aerodynamics [179]. Mei gives a good
review of earlier fluid-structure interaction work involving hybrid element methods
for floating bodies that predates floating offshore wind turbine development [136].
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CHAPTER 4
FINITE VOLUME METHODS
While the computational cost of CFD can be expensive for use as a design tool, it is
still beneficial for its high-fidelity results. CFD has been more widely used to simulate
wind turbine aerodynamics than hydrodynamics. Reviews of aerodynamic simulation
tools have been given by Miller, et al, [145], as well as as a CFD focused review by
Sanderse, et al [198]. However, as large-scale offshore wind development has grown in
Europe, and begins to see development in other regions of the world, hydrodynamic
modeling of offshore wind turbines has increased. Fixed bottom platforms for wind
turbines, or monopiles, have been modeled with a variety of engineering tools as
was discussed in the previous section. Additionally, wave run-up and loading on
monopiles have been studied with CFD, and are outlined here. CFD research on the
hydrodynamics of floating offshore platforms is growing, and is highlighted at the
conclusion of this section.
This chapter covers finite volume methods for modeling multiphase flows. The dis-
cretization of the transport equation is presented as an example of the transformation
of a set of continuous equations into a set of discrete algebraic equations. Individual
terms are discretized, followed by a discussion of boundary conditions, and finally
commentary on solving systems of algebraic equations. Next, a variety of finite dif-
ference methods for simulating multiphase flows are explored, including Volume of
Fluid, Moment of Fluid, marker, and level-set methods. Finally, a review of recent
CFD work in wave-structure interactions for wind energy and other applications is
presented.
53
4.1 Finite Volume Discretization
The discretization of each term in the transport equation, including time, con-
vection, diffusion and source terms is discussed here. Next, Neumann and Dirichlet
boundary conditions are covered. The addition of boundary conditions provides prob-
lem closure, resulting in a system of algebraic equations. The section concludes with
a brief discussion of solutions to linear algebraic systems.
4.1.1 Equation Discretization
The goal of finite volume discretization is to transform a set of continuous equa-
tions into a discrete set of algebraic equations. The problem domain must be dis-
cretized spatially, and in the case of transient analyses, also divided temporally. The
spatial discretization is done by dividing the domain into control volumes, or cells.
Temporal discretization is accomplished by division into discrete time steps in which
the solution is determined at finite instances. Here, the governing equations are dis-
cretized to reformulate the problem into a set of algebraic equations. The algebraic
equations are then solved to approximate the solution to the original set of equations.
These approximations are done at specific places in space and time, as predetermined
by a computational mesh and time-stepping regime.
The transport equation, shown below, is used as an example for equation dis-
cretization,
∂ρφ
∂t︸︷︷︸
time derivative
+ ∇ · (ρUφ)︸ ︷︷ ︸
convection term
= ∇ · (Γ∇φ)︸ ︷︷ ︸
diffusion term
+ Sφ(φ)︸ ︷︷ ︸
source term
(4.1)
where φ is the quantity being transported, ρ is the density, U is the velocity, Γ is
the diffusivity and Sφ(φ) is a source term. The time derivative, convection, diffusion
and source terms are labeled above. The equation above is reformulated into a finite
volume discretization via integration over the control volume Vc and time,
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∫ t+∆t
t
[∫
Vc
∂ρφ
∂t
dV +
∫
Vc
∇ · (ρUφ)dV
]
dt = (4.2)∫ t+∆t
t
[∫
Vc
∇ · (Γ∇φ)dV +
∫
Vc
Sφ(φ)
]
dt
Using Gauss’s theorem, most of the spatial integrals are converted from volume
to surface integrals. The details of this transformation are shown in the following
sub-section. The resulting finite volume discretizations must then be approximated
using an appropriate numerical scheme.
4.1.2 Discretization of Terms
Gradient terms can be converted from volume integrals to surface integrals via
Gauss’s theorem. The value of the gradient is then approximated by summing the
values of φf on every face f in the control volume. The resulting relation is given in
Equation 4.3, below. ∫
Vc
∇φdV =
∫
S
dSφ ≈
∑
f
Sφf (4.3)
where S is the outward pointing surface area vector whose magnitude is equal to the
area of the face, and dS is the outward pointing surface area differential.
The convection term is also discretized by converting the volume integral to a
surface integral with Gauss’s theorem, as is shown below.
∫
Vc
∇ · (ρUφ)dV =
∫
S
(ρUφ) · dS ≈
∑
f
S · (ρU)fφf =
∑
f
Fφf (4.4)
where F replaces the term S · (ρU)f , which gives the mass flux through a face f,
and ρ, U and φ have been interpolated from cell-centered values to face centered
values. Interpolation can be performed with a variety of methods, including central
differencing, upwinding and blended differencing. Central differencing is second order
accurate but suffers from un-boundedness. Upwind differencing is only first order
accurate, but maintains the boundedness of the solution. Finally, blended differencing
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combines the two aforementioned methods to provide bounded solutions with decent
accuracy.
Discretization of the diffusion term is treated similarly to the convection term.
Again, Gauss’s theorem is employed to convert from volume to surface integration,
and the resulting expression is approximated by summation over the faces.
∫
Vc
∇ · (Γ∇φ)dV =
∫
S
dS · (Γ∇φ) ≈
∑
f
Γf (S · ∇fφ) (4.5)
For orthogonal meshes, ∇f is defined as
∇fφ = φN − φP|d| (4.6)
where the vector d is the distance between the cell center of interest, P, and the
neighboring cell, N.
For non-orthogonal meshes the diffusion term is split into two pieces to preserve
second order accuracy, the latter of which is a correction to the non-orthogonality.
S · ∇fφ = |∆|∇⊥f φ︸ ︷︷ ︸
orthogonal contribution
+ k · (∇φ)f︸ ︷︷ ︸
non−orthogonal correction
(4.7)
where vectors ∆ and k must be determined, and satisfy S = ∆ + k.
Finally, the source term is treated simply as a linearization, where SE and SI can
depend on φ,
Sφ(φ) = φSI + SE (4.8)
Integration of the linearized source term over a control volume results in,
∫
Vc
Sφ(φ)dV = SIVPφP + SEVP (4.9)
where subscripts I, E and P denote implicit, explicit and belonging to cell P.
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4.1.3 Temporal Discretization
To complete the discussion of the discretization of terms in the transport equation,
the temporal term must be addressed. The temporal term is discretized with the
Euler scheme, which can be treated either explicitly or implicitly. Discretization of
the temporal term yields
∫
Vp
∂ρφ
∂t
≈ ρ
nφnV n − ρ0φ0V 0
∆t
(4.10)
where n and 0 denote new and old times, respectively. The explicit or implicit nature
of the Euler scheme is determined in the way the spatial terms are treated. For explicit
Euler, the discretization of the spatial term uses the old values of the variables. That
is, φp = φ
0
p and so on. Explicit Euler is first order accurate and the stability of the
method is limited by the Courant number, shown below. The method is unstable for
Courant numbers greater than one.
Co =
(v · n)∆t
|d| (4.11)
When the discretized spatial terms use the newest time step values, the Euler
scheme is implicit. For implicit Euler φp = φ
n
p , and so on. Implicit Euler is uncondi-
tionally stable and first order accurate.
4.1.4 Boundary Conditions
Boundary and initial conditions are necessary for closure of the problem. Ini-
tial conditions are only necessary for the case of transient problems. The two main
types of boundary conditions are Dirichlet and Neumann, which prescribe the value of
the dependent variable and of the gradient, respectively. Numerical treatment of the
boundary is necessary when boundary faces are included in face summations. Bound-
ary conditions are required for every boundary face and every dependent variable in
a computational mesh.
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Dirichlet, or fixed value, boundary conditions are implemented by direct substi-
tution into the convection term when boundary values are required. For the diffusion
term, Dirichlet boundary conditions must be converted from fixed values into gradi-
ents. This is accomplished via the equation below,
S · ∇fφ = |S|φB − φP|dn| (4.12)
where S is the surface area vector, φB is the value of the dependent variable at the
boundary, φP is the cell centered value of the dependent variable, and dn is the normal
component of the distance vector from the cell center to the boundary face.
Neumann boundary conditions, or fixed gradient boundary conditions, are imple-
mented by direct substitution when the face gradient is required. When the value
of the dependent variable is needed on the face, the cell centered value must be
extrapolated to the boundary. This is done with the following expression,
φf = φP + dn · ∇fφ = φP + |dn|gB (4.13)
where gB is the face normal gradient at the boundary.
4.1.5 Solving Systems of Linear Algebraic Equations
The discretization and linearization techniques discussed above lead to a linear
algebraic equation for each control volume in the mesh. The linear algebraic equations
depend on the exact choice of discretization technique and governing equations, but
can be reformulated into the generic form,
aPφP +
∑
N
aNφN = Rp (4.14)
where aP and aN are coefficients associated with face interpolated values of the
control volume P and its neighbors N, respectively. Rp represents contributions from
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explicit terms, which include non-orthogonal corrections, explicit boundary conditions
and source terms. The linear algebraic equations can then be recast into a system in
the matrix form,
[A][φ] = [R] (4.15)
The matrix [A] is generally a sparse matrix that contains the aP terms on the diagonal,
and the aN on the off diagonals. Furthermore, it is a square matrix of dimension
N × N , where N is number of cells in the mesh. The [φ] vector is a column of the
dependent variable, and [R] is the vector of explicit contributions. Implicit terms
contribute to the matrix coefficients in [A] while explicit terms contribute to the
source vector [R].
The system of algebraic equations is then solved to determine the value of φ. Solu-
tion techniques fall broadly under two categories, direct and iterative methods. Direct
methods solve the system in a finite number of arithmetic operations, where the re-
quired number of steps goes as N3 where N is the number of equations/unknowns.
Iterative methods are generally much cheaper computationally, but have restrictions
on the type of matrices they can solve. Iterative methods begin with an initial guess
and continue to improve on the approximation to the solution until a specified toler-
ance is reached. Matrices must be diagonally dominant to guarantee convergence for
iterative methods. Oftentimes, conjugate gradient methods are used as the iterative
method for systems of algebraic equations.
4.1.6 Governing Equations
Mass and momentum conservation equations were given in Section 1.1 to lay the
groundwork for water wave theory. The Navier-Stokes equations for an incompressible
fluid are revisited here to complete the discussion of finite volume discretization. Here,
the equations are presented for a single-field formulation. The mass continuity and
momentum equations are given in Equations 4.16 and 4.17, respectively.
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∇ ·U = 0 (4.16)
∂ρU
∂t
+∇ · (ρUU) = −∇p+∇ · τ + ρf (4.17)
where t is the time, U is the velocity vector, ρ is the density, τ is the stress tensor
and f includes surface tension and other body forces, such as gravity.
The Navier-Stokes equations are supplemented by the stress tensor equation which
obeys the Newtonian laws of viscosity, and is shown below.
τ = µ(∇U +∇UT ) (4.18)
These equations are revisited when detailing the Volume of Fluid method in the
Section 4.2.1.
4.2 Eulerian Methods
Eulerian methods for multiphase flow modeling use a numerical grid that does not
move with the fluid interface. The location of the fluid interface cuts through the cells
in the mesh, and its location must be determined. There are two basic approaches in
the determination of the interface location: interface tracking and interface capturing.
Interface tracking explicitly describes the interface position. There are a variety of
ways to do this, including use of supplemental Lagrangian surface-grids or marker
particles. The interface capturing methodology does not explicitly track the interface.
Instead, the interface location is determined implicitly, which can also be approached
in a variety of ways. These include using volume fractions, as in the Volume of Fluid
method, phase fields or distance functions, as are used in level-set methods.
This section describes some of the Eulerian methods for simulating multiphase
flows. First, the Volume of Fluid (VOF) method is discussed, followed by the Moment
of Fluid (MOF) method, level-set methods and finally marker methods.
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4.2.1 Volume of Fluid
The Volume of Fluid (VOF) method is one of the most common methods for
simulating multiphase flows. The VOF method is an interface capturing method
in an Eulerian framework. Initial development of the method can be attributed to
Woodward and Noh [159], Hirt and Nichols [155] and deBar [37].
In the simplest terms, the VOF method advects a fluid volume fraction on an
Eulerian mesh. Each cell must have a fractional value between zero and one, where
one represents fluid a, and zero represents fluid b. A pure cell is any cell which has
a value equal of strictly zero or one. A mixed cell has a value between zero and one,
meaning the cell is a mixture of the two phases and thus contains the interface between
the two fluids. This information from the mixed cells is then used to reconstruct the
interface between phases. The fluid volume fraction is advected with the flow via a
transport equation. The transport equation is solved simultaneously with the mass
and momentum conservation equations, which is elaborated upon shortly.
The mathematical representation presented here is for the flow of two immiscible,
incompressible fluids, each with their own constant density and viscosity. The entire
flow field is represented by a single set of conservation equations, where material
properties vary discontinuously across the interface. Representations using two sets
of conservation equations for each phase have also been done, but are omitted here.
As mentioned earlier, a volume fraction is used to represent the two fluids. The
interface is represented as a mixture of the fluids instead of a sharp boundary. Phys-
ically the transition region is a sharp step, but is not treated as one in this method.
The indicator function, α, is given by, [194]
α =

0 for a point inside fluid a
0 < α < 1 for a point inside transitional region
1 for a point inside fluid b
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The indicator function, which is chosen to be the volume fraction, is advected with
the flow, obeying a transport equation of the form,
∂α
∂t
+ (U · ∇)α = 0 (4.19)
Local material properties, such as density and viscosity, can be described using
the indicator function as follows,
ρ = αρa + (1− α)ρb (4.20)
µ = αµa + (1− α)µb (4.21)
This method of determining local material properties, which jump in value across
the interface, has its drawbacks. Taking the average of the viscosity as a simple
weighted average of the indicator function can significantly reduce accuracy at the
fluid interface [32]. An alternative to the arithmetic mean approach, given above, is
to use a harmonic mean represented mathematically in the equation below [169] [185]
[234].
µ =
µaµb
αµa + (1− α)µb (4.22)
Issues with numerical diffusion arise when convecting a step function such as the
volume fraction. To combat these issues, compression of the interface can be achieved
via an artificial compression term. This term, proposed by Weller [194], is shown in
the third term below.
∂α
∂t
+∇ · (Uα) +∇ · (Urα(1− α)) = 0 (4.23)
A velocity field, Ur, compresses the interface. The compression term is only
active in a thin region surrounding the interface, which prevents the compression
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from significantly affecting the overall solution. Further details on the compression
of the interface can be found in Rusche [194].
Pressure boundary conditions are simplified if the modified pressure is used as the
dependent variable. The modified pressure is defined by subtracting the hydrostatic
pressure from the pressure, given mathematically as
p∗ = p− ρg · x (4.24)
Since the dependent variable has been changed, adjustments must be made to the
momentum equation. The gradient of the modified pressure is taken, as shown in
Equation 4.25, and then is substituted into the momentum equation shown in 4.26.
∇p∗ = ∇p−∇(ρg · x) = ∇p− ρg − g · x∇ρ (4.25)
In addition to modifying the pressure, the viscous stress term is also translated
into a more convenient form.
∇ · τ = ∇ · (µ(∇U +∇UT ))
= ∇ · (µ∇U) +∇ · (µ(∇U)T )
= ∇ · (µ∇U) + (∇U) · ∇µ+ µ∇(∇ ·U)
= ∇ · (µ∇U) + (∇U) · ∇µ
(4.26)
Now the momentum equation can be rewritten as,
∂ρU
∂t
+∇ · (ρUU) = −∇p∗ +∇ · (µ∇U) + (∇U) · ∇µ− g · x∇ρ+ ρf (4.27)
where the viscous stress term has been rewritten, and the final term represents the
body forces without gravity.
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The VOF approach evolves the volume of fluid in each cell, as the name suggests,
but does not track the interface itself. In some cases, it may be desirable to geomet-
rically reconstruct the fluid interface, for example, in scenarios where surface tension
dominates. Geometric methods for reconstructing the interface are discussed first,
including simple line interface construction (SLIC) [159] and piecewise linear inter-
face construction (PLIC) [262]. Next, work by Ubbink and Issa [242] is discussed,
where no explicit interface reconstruction is carried out. They proposed a method
to avoid surface reconstruction altogether, as it can be computationally complex for
unstructured meshes. Since the ocean is not dominated by surface tension, geomet-
ric reconstruction of the fluid interface is not required, such that Ubbink and Issa’s
approach is appropriate for modeling offshore wind turbines.
SLIC is a first order accurate reconstruction approach, that conserves volume, and
was first presented by Noh and Woodward [159]. Fluid interfaces found in mixed cells
are represented as compositions of one-dimensional components. Each component is
represented as a straight line with is entirely perpendicular or parallel to the coor-
dinate direction. Approximations of the interface are determined entirely by testing
the volume composition of the two fluids in the cells neighboring the mixed cell of
reference. Interfaces satisfy the volume fraction in mixed cells. It is shown in Fig-
ure 4.1 that SLIC does not accurately describe the true interface for many cases. The
fluid front can easily become fragmented, as is demonstrated in Figure 4.1, and this
deterioration of the interface representation can lead to flotsam and jetsam, or small
remnants of mixed fluid zones.
PLIC is an alternative approach to SLIC. PLIC reconstructs the interface in a
mixed cell as a line in two-dimensions or a plane in three-dimensions. Unlike the
SLIC approach, PLIC allows for lines or planes to be aligned in any direction. Line
segments representing the fluid interface are usually described in Hessian normal
form, nˆ · ~r + d = 0, where nˆ is normal to the line segment, ~r is a point on the
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Figure 4.1. Volume of fluid representations of an interface(a), represented by volume
fraction values (b), reconstructed with SLIC (c) and reconstructed with a piecewise-
linear approximation (d). Reproduced from Pilliod and Puckett [181].
segment and d is the signed distance from the origin to the line segment. First the
normal is computed, then the value for d satisfying the volume fraction of the cell is
determined. This approach more accurately represents the interface, as shown in the
Figure 4.1, despite the discontinuities between segments of neighboring cells. Errors
of this method go as O(κh2), where κ is the curvature of the true interface and h is
the grid spacing [204].
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Pilliod and Puckett proposed a second order accurate piecewise linear interface
reconstruction algorithm. They demonstrated that a linear approximation to the
interface is not sufficient to guarantee second order accuracy. They proposed the least
squares volume-of-fluid interface reconstruction algorithm (LVIRA) and the efficient
least squares volume-of-fluid interface reconstruction algorithm (ELVIRA), which use
an error minimization approach to reconstruct the fluid interface exactly. The method
reproduces lines and planes, in two-dimensions and three-dimensions, exactly, and
allows the methods to maintain second order accuracy of the interface reconstruction
[181].
Ubbink and Issa presented a non-geometric method to overcome the challenges
associated with advecting a step function on an Eulerian grid [242]. These challenges
include diffusion, dispersion and warping of the interface. The Compressive Inter-
face Capturing Scheme for Arbitrary Meshes (CICSAM) method combines sharply
resolved interfaces with boundedness of the volume fraction. Depending on the orien-
tation of the interface with respect to the flow direction, the method switches between
two high resolution discretization schemes. The method is fully conservative, implicit
and theoretically second order in time.
Following interface reconstruction, and computation of volume fluxes from up-
dated interface locations, the volume fraction is advected using the transport given
in Equation 4.19.
4.2.2 Moment of Fluid
Dyadechko and Shashkov developed a Moment of Fluid method (MOF) which uses
volume fractions as well as material centroid information to reconstruct interfaces [43].
The MOF method provides sufficient information to reconstruct an interface without
the need for information from neighboring cells. MOF is able to resolve interface
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features on the order of the cell size. The computed interface is chosen to match the
volume fraction and approximate the reference material centroid as best as possible.
Figure 4.2. Representation of the MOF method in two-dimensions. The true inter-
face is represented by the solid curved line, the dotted line represents the piecewise-
linear reconstruction and the normal is label as nˆ. Reproduced from Shashkov and
Ahn [9].
Letting Ω define a material region, the zeroth moment (volume) and the first
moment are defined as,
M0(Ω) =
∫
Ω
dV (4.28)
M1(Ω) =
∫
Ω
~xdV (4.29)
The material centroid can then be represented in terms of the zeroth and first
moments, as,
~xΩ =
M1(Ω)
M0(Ω)
(4.30)
The interface is computed to match the reference volume exactly and to approxi-
mate the centroid as closely as the possible. The interface normal, nˆ, is computed by
minimizing the functional,
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EMOFc (nˆ) = |~xrefc − ~xx(nˆ)|2 (4.31)
where ~xrefc is the reference material centroid and ~xx(nˆ) is the reconstructed material
centroid with interface normal nˆ. The centroids are advected with the local velocity,
and the reference material centroid is found from the volume weighted sum of these
forward traced centroids.
The minimization of EMOFc (nˆ) is calculated as follows; first, an initial guess for
the interface normal is calculated by defining a vector between ~xrefc and the actual
cell centroid. The signed distance, d, is then calculated to match the reference volume
in each cell exactly. The centroid of the resulting polyhedron is then computed, and
the distance between the actual and reference centroids is determined.
Interface reconstruction in the MOF method is efficient due to the fact that no
neighboring cell information is needed. Reconstruction of the interface in each cell
is determined from volume fraction and material centroid of the reference cell only.
Shashkov and Ahn extended the work of MOF to include an adaptive mesh refinement
strategy [9]. The adaptive meshing is based on errors in the centroid positions.
Furthermore, they extended MOF for multi-material cases in which the number of
materials exceeds two.
4.2.3 Level-Set Methods
Osher and Sethian were the first to formulate a level-set method for calculating
the motion of an interface under a velocity field [209]. Level set methods implicitly
represent boundaries, or in the case of two phase flow, the interface between the fluids
using a zero level-set of the function φ. The level-set function φ is a signed distance
function. The interface is defined by Γ(t), which exists in Rn and bounds a region Ω.
The smooth level-set function φ is defined such that
φ(~x, t) = 0 = Γ(t) (4.32)
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φ(~x, t) > 0 for x ∈ Ω (4.33)
φ(~x, t) < 0 for x /∈ Ω (4.34)
The motion of the interface is tracked by advecting the level-set function using a
transport equation lacking a diffusion term. The dissipation must be carefully treated
by use of an appropriate convection scheme.
The level-set field must be reinitialized at each time step following the evolution
of Γ. The steady-state solution to the following equation is used to reinitialize the
level-set field [133]
∂ψ
∂t
+ sign(φ)(|ψ| − 1) = 0 (4.35)
with the initial condition,
ψ(~x, 0) = φ(~x, t) (4.36)
The curvature of the interface is found by calculating the divergence of the normal
gradient of φ at the interface. Mathematically this relation is given by,
κ = −∇ · nˆ, where, nˆ = ∇φ|∇φ| (4.37)
Properties of the two fluids, such as density and viscosity, are given by the smooth
Heaviside function,
ρ = ρliquid + (ρgas − ρliquid)H(φ) (4.38)
µ = µliquid + (µgas − µliquid)H(φ) (4.39)
Adalsteinsson and Sethian introduced the narrow-band approach, which focuses
the computational effort about the fluid interface region [4]. Similar work was also
done by Peng, who developed an algorithm to track the evolution of the interface, that
is, the level-set function [173]. A region is defined with a cut off width, γ, defining
where the evolution of the level-set function is computed. This method is O(N) where
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N is the number of grid points inside of the cut-off region. The points outside of the
cut-off region must be masked at each time step, and this step is O(N2).
Changes in the interface topology are well defined in the Level-set method. Ad-
ditionally, level set methods are computationally inexpensive, as it sufficient to solve
the level-set function only near the interface, as Peng demonstrated [173]. While
level set methods are beneficial in these ways, they do suffer from mass conservation
issues. A variety of hybrid methods have been proposed to combat issues with mass
conservation as well as improved accuracy. Combinations of level-set and VOF meth-
ods have been put forth by Sussman and Puckett [228], Bourlioux [15], Sussman and
Fatemi [227] and van der Pijl [244] which make an effort to overcome mass conserva-
tion issues. For improvement to the solution accuracy Enright proposed a hybridized
method of level-set with particle methods [45]. Despite improvements in some areas,
these approaches introduce artificial fluctuations in the interface curvature as a result
of local corrections to the level-set field.
4.2.4 Marker Methods
The marker and cell method (MAC) uses Lagrangian marker particles which are
advected with the local fluid velocity to locate the presence of a fluid interface. Marker
particle methods were first developed by Harlow and Welch in 1965 [70]. Marker
methods can be surface-based, in which particles are only on surfaces, or volume-
based when markers exist in entire domain. Surface-based marker methods offer the
benefit of being far less computationally expensive than volume-based methods.
Information is exchanged between the Eulerian grid and the Lagrangian particles
at each time step by conservative interpolation. A typical computation begins by
setting initial conditions and solving for the fluid momentum in the Eulerian grid.
Then the momentum is transferred to the Lagrangian grid and advected. Following
the advection of the momentum, surface tension forces are calculated and then in-
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terpolated back to the Eulerian grid. Once the transferred forces are applied to the
momentum equation, the next time step is computed and the the cycle repeats.
While surface-based methods are computationally less expensive, they suffer from
the need for numerical surgery in the case of topological changes. Volume-based
methods are able to avoid numerical surgery, but are more expensive. Marker methods
are good at conserving volume. In general, marker methods are valued for the ability
to capture subgrid scale features, such as fluid ligaments. However, grid refinement is
often necessary to accurately calculate other physics anyway, negating the benefit of
subgrid scale feature capturing. Kothe and Rider argue that practically the marker
particle method is costly and suffers from accuracy issues due to the interpolation
between the Eulerian grid and the particles [113].
Marker particles have been used with supplemental triangular surface meshes in
an arbitrary Lagrangian Eulerian (ALE) framework by Unverdi et al [243], Tryg-
gvason et al [240] [241] and de Sousa et al [35] to calculate surface tension on the
supplemental mesh and transfer the solution back to the Eulerian grid. A variety of
applications which use extensions of these methods have been performed. Esmaeeli,
et al, simulated bubbly flows [46] [47], Juric, et al, utilized this method for boil-
ing applications [98], and Glimm, et al, simulated Rayleigh-Taylor and Richtmeyer
instabilities [62] [63].
4.3 Previous CFD Research: Wave-Body Interaction
As mentioned previously, there is a longer history of offshore structure hydrody-
namics from both the oil and gas industry, as well as the ship hydrodynamics commu-
nity. More recently, research efforts have begun to focus more closely on offshore wind
farms, both with fixed bottom and floating platforms. Because so much of the hydro-
dynamics research on offshore wind turbines draws from the experience of oil and gas
applications, and ship hydrodynamics research, the discussion of Navier-Stokes ap-
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proaches to offshore wind begins with a broader scope. We’ll work towards examining
recent research in Navier-Stokes approaches to the hydrodynamics of offshore wind
turbines by first exploring the broader problems of FSI coupling, multiphase flow
modeling with FSI coupling, and then finally conclude with research on monopiles,
and lastly on floating platforms.
4.3.1 Fluid-Structure Interaction
The choice in the overall computational scheme for FSI problems is non-trivial.
Numerical instabilities are a well known challenge in FSI problems, where the compu-
tational method plays a major role in determining whether the system will be stable
or not.
The computational approach for FSI problems can be divided broadly into two
categories based on the coupling of the fluid and the structural equations. The first
method is the monolithic approach in which the entire coupled system is solved implic-
itly and the solution is converged at each time step [59] [65] [73] [76]. Alternatively,
partitioned solvers allow separate treatment of the fluid and the structure. These
methods are beneficial due to their flexibility, and often are less computationally
expensive as well.
Causin discusses numerical instabilities in loosely coupled FSI schemes in the
context of a blood flow problem, but the ideas in his paper affect a wider range
of FSI problems too [24]. Causin points out that numerical instabilities depend on
both the density of the structure as well as the domain size. It is proposed that
explicit couplings may be unconditionally unstable, and that implicit couplings should
perform more stably. Fo¨rster, et al, provide a proof for the role of the density ratio
in numerical instabilities in the sequentially staggered solution framework for FSI
problems [54].
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A variety of coupling schemes have been derived in the context of partitioned
approaches [50]. In a sequentially staggered scheme, shown on the far left hand side
of Figure 4.3, the codes are solved one after the other. In this approach, one code must
use the solution of the other code from the previous timestep, making this method
explicit. The center of Figure 4.3 illustrates a parallel staggered, explicit, approach,
in which both codes are solved simultaneously. Both of these explicit approaches
exchange information only once per time step. Lastly, the far right side of Figure 4.3
shows a strong coupling approach in which data is exchanged multiple times per time
step. This iterative approach performs multiple coupling steps within each timestep,
providing updated time step solutions for both codes making it implicit in nature.
Figure 4.3. Partitioned schemes for loose and tight coupling of fluid and structural
codes. The far left illustrates a sequential, staggered, explicit coupling scheme. The
middle portion of the diagram shows a parallel, staggered, explicit approach. Finally,
the far right side shows a strong coupling scheme, where an iterative approach couples
the codes a number of times within each time step. From Ruprecht [193].
Work by Wall, et al, is an example of a iterative staggered, strongly coupled
implicit approach to the FSI problem [248]. Wall, et al, simulated a basin with
an elastic bottom. An approximate solution for the shape of the flexible bottom
and the fluid pressure was determined from a staggered coupling scheme, and then
the solution was iterated upon using updated boundary conditions. The fluid was
computed with a free-surface that was treated with a deforming mesh. The equations
for the fluid and structure are solved using a tightly coupled algorithm. The fluid and
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structure equations are solved sequentially, in an iterative fashion. The deformation
of the structure is updated in each iteration by using the fluid stress from the previous
iteration. The fluid is updated following changes in the structure boundary. Iteration
and under-relaxation are implemented to ensure convergence of the solution.
Malan and Oxtoby presented a fully coupled, partitioned FSI scheme which was
computed in parallel [131] [132]. Their work used a dual-timestepping method in
which the fluid and structure equations are solved simultaneously, but separately. At
the fluid-solid interface, fluid traction is applied to the boundary of the solid body,
and the body velocity is applied to the fluid. Following mesh motion, residuals are
recalculated, and the solid and fluid solutions are recalculated until the residuals
drop below the convergence criteria. Matthies and Steindorf also used a partitioned
approach for solving an FSI problem [135] [134], and their work follows a very similar
approach to that of Malan and Oxtoby. Their work used separate treatments for
the fluid and the structural computations, and coupled the two components with an
algebraic coupling condition. Habchi, et al, used a partitioned solver approach in
which the fluid, structure and internal mesh motion were all treated separately [68].
The work simulated structural deformation due to incompressibility, as well as a flap
excited by a Von Karman vortex street. Additional work using partitioned approaches
for FSI problems have been done by Mok and Wall [149], Kuttler [116], Kassiotis [103],
von Scheven [247], Dettemer and Peric [40] [41], Nicholls-Lee [154], Ruprecht [193]
and Tezduyar [235] [236]. Partitioned approaches to the FSI problem are revisited
below when discussing VOF approaches to FSI problems.
4.3.2 Dynamic Meshing
The numerical domain in the FSI problem can be treated in a variety of ways,
one of which is through dynamic meshing in which the domain adapts to follow the
movement of the structure. A brief overview of dynamic meshing classifications are
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covered here, as well as mention of the challenges and difficulties related to moving
meshes. These difficulties include factors such as mesh quality, robustness, efficiency,
and numerical errors.
Dynamic meshing can be classified broadly into two categories – the first, where
the mesh motion is known a priori and the second, in which the mesh motion is de-
termined alongside the flow solution. Externally driven mesh motion includes cases
like the prescribed motion of a wing, or a piston. The other type of dynamic mesh-
ing, in which the mesh moves with the flow involve cases like 6 degree-of-freedom
body motion. Dynamic meshing can also be classified by two major mesh actions,
which apply to both external and flow driven mesh motion. Mesh actions can be
catergorized as mesh deformation or topological changes. Mesh deformation involves
simply moving points, where topological changes alters the number of connectivity
points, faces and cells. Furthermore, due to the changing number of cell volumes,
topological changes require data remapping, which is prone to errors [83]. While
mesh deformation is easier to implement and less prone to errors, sometimes it is not
sufficient. Large mesh deformations and rotating motions can lead to mesh quality
issues, necessitating topological changes to avoid numerical errors.
One of the main challenges in dynamic meshing is maintaining geometric validity,
which includes mesh quality. Geometric validity requires all cells to be convex, and
bounds mesh orthogonality to a specified tolerance [85]. Mesh quality can be judged
by a variety of indicators, including but not limited to skewness, orthogonality, aspect
ratio, smoothness, and condition number [20].
A variety of deformating mesh algorithms have been proposed. One of the most
popular approaches to defining mesh motion is the spring analogy. Blom gives a re-
view of the advantages and weaknesses of the spring analogy [14], and Farhat presents
the addition of torsional springs to improve robustness of the method [50]. Other ap-
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proaches to achieving robust mesh motion include Laplacian smoothing with varying
diffusivity algorithms [232].
Issues arise with conservation of mass, and other conserved terms, when the mesh
moves and mass fluxes are calculated with grid velocities. Difficulties with conserva-
tion can be overcome through the Space Conservation Law (SCL), which mathemat-
ically describes the conservation of space for a control volume that changes position
and shape. The SCL gives the relationship between the rate of the change of the
volume of a control volume and the velocity of its surface [53],
∂
∂t
∫
Ω
dΩ−
∫
S
(v · n)dS = 0 (4.40)
A more detailed discussion of the SCL is presented by Demirdzic and Peric [39],
including an emphasis of the importance of satisfying the SCL and some test cases
to demonstrate the point.
4.3.3 Finite Volume Methods with FSI
A variety of finite volume methods have been implemented to treat the fluid
part of the FSI problem. Some methods treat the fluid problem with a free-surface,
neglecting the air phase, while others simulate both the air and water with a fully
two-phase treatment. Discussion of both the free-surface and fluid interface methods
are mentioned here. Finite volume methods with FSI coupling have been applied
to a variety of applications, largely outside of offshore wind energy. While the work
reviewed in this section does not directly cover offshore wind applications, but rather
presents similar FSI problems, the same methods can be applied to offshore wind
modeling.
Immersed boundary methods provide one approach for solving the fluid flow prob-
lem in the presence of a body. Peskin first developed the immersed-boundary (IB)
method for biological fluid dynamics applications in 1972, when he simulated cardiac
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mechanics and blood flow [175]. Detailed reviews of the method have been given by
Peskin [176] and Mittal [148]. Peskin’s review provides a mathematically rigorous
review of the method, while the latter review by Mittal covers applications of the
method, including flow past a truck and sphere, a body tumbling in free fall and flow
past flapping filaments. In general, the IB method solves the Navier-Stokes equation
on a Cartesian grid. The body’s effect on the fluid flow is treated with a force density
which represents the force supplied by the surface of the body onto the fluid. This
method eliminates the need for a body fitted grid. However, IB methods do suffer
from various weaknesses, including challenges with stability, volume conservation and
efficiency [153].
Gilmanov and Sotiropoulos implemented a hybrid Cartesian immersed boundary
method to simulate flow past moving objects [61]. The code was validated using a
rotating sphere. Simulations of flow past a undulating fish-like body and planktonic
copepod were carried out. In all cases, the motion of the body was prescribed. Ilinca
and Hetu presented results for the flow around rigid bodies using an IB method, but
only for the case of static objects [77].
Further work with FSI coupling problems has been carried out without the use of
an immersed boundary method. For example, Peric, et al, presented results for the
motion of rigid bodies with a free surface RANS approach coupled with an iterative
solution method for the 6 DOF motion [69]. The fluid flow was predicted with a
commercial CFD software package, and was coupled with a user-coding interface for
the 6 DOF motion. In each time step the fluid equations were solved first, followed
by a predictor-corrector method for the motion of the rigid body by integration of
pressure and shear forces along the body surface. The fluid velocity solution was
re-solved after motion of the body, and a new time step was begun.
CFDShip-Iowa is a code that is frequently encountered in the literature for the
modeling of ship hydrodynamics. The CFDShip-Iowa code uses the unsteady Reynolds
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averaged Navier-Stokes (URANS) equations to solve for the liquid phase. A level-set
method is implemented for capturing the free surface. The fluid flow equations are
solved, and the forces and moments acting on the ship are found by integrating the
elemental forces along the surface of the body. The ship is treated in a non-inertial
ship-fixed reference frame with the origin located at the ship center of mass, on to
which the forces and moments are projected. A predictor corrector approach is used
to compute translational and rotational ship velocities. Rigid overset grids are used,
and two to five iterations are performed to achieve convergence of the flow field and
ship motions within each time step. Weymouth simulated a Wigley hull in regular
waves with the CFDShip-Iowa code [251]. Good agreement was found between CFD
predictions and experimental data for a wide range of Froude numbers. Experimen-
tal damping and added mass coefficients also showed agreement with the numerical
work. Castiglione, et al, simulated a multi-hull catamaran in regular waves using the
CFDShip-Iowa code [22]. Maximum response conditions were studied by varying the
wavelengths at a fixed ship speed. The CFD predictions showed good agreement with
experimental data.
Further development of the CFDShip-Iowa code was done by Yang, et al [260]. A
level-set and immersed boundary (IB) method were combined with a sharp interface
Cartesian grid solver for simulating ship hydrodynamics. A level-set method was
used to find the solution for the free-surface, while an IB method was employed for
simulating the motion of the ship. Wave fields around steady forward moving ship
hulls were produced. This work was later extended with a strong-coupling scheme
to solve fluid-structure interaction problems again in the framework of an embedded
boundary [259]. In the later work, the fluid and the structure are treated as part of a
single dynamical system where all governing equations are integrated simultaneously.
More recently, Yang and Stern devised a simpler and more efficient formulation in
which the fluid solver was moved outside of the predictor-corrector loop [261]. Pre-
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scribed motion cases were provided as initial validation cases for this work. Strongly
coupled interactions, such as vortex induced vibrations and galloping, were presented
as well and were in good agreement with experimental measurements.
The Reynolds averaged Navier-Stokes code developed at MARIN, called ReFRESCO
(Reliable and Fast RANS Equations (solver for) Ships, Cavitation and Offshore), has
also been popular for ship hydrodynamics, as well as oil and gas platform simulations.
ReFRESCO has been applied and validated for propeller flows, flow around complex
ships, offshore structures in current and wind loads and submarine maneuvers and
cavitating flows. Jaouen, et al, simulated the flow around a forced rolling body and
investigated the added mass and damping coefficients [82]. The two-dimensional CFD
predictions from ReFRESCO were compared with experimental data, as well as re-
sults from the commercial CFD package CFX, and excellent agreement was found
between all three. Koop and Bereznitski presented results for a semi-submersible
modeled with 10 different grids in three different headings (180, 150 and 90 de-
grees) [111]. The CFD predictions were compared with experimental data, and good
agreement was found.
These same RANS based solvers can be applied to the problem of offshore wind
turbines. The ship geometries can be replaced with offshore wind turbine platforms
to examine the interaction of the waves and the structure. The loading on offshore
wind platforms can be investigated in the same manner as is it on ships.
Ship hydrodynamics have also been modeled using the Volume of Fluid approach
discussed in the previous section, with a deforming grid. Yang, et al, used a body-
fixed reference frame with the origin located at the ship center of mass to simulate
motion of a LNG carrier in regular waves [258]. A VOF method was employed which
typically models two phase flow. However, Yang’s work modeled only the water, and
used extrapolation methods to compute the velocity and pressure fields of the air
in order to properly model the fluid interface. In each time step the hydrodynamic
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forces on the body were computed and then the position was updated, followed by a
final update of the flow solution. Mesh topology changes were made when necessary.
Gerrits and Veldman developed, and named, the improved Volume-of-Fluid method
(iVOF) for the study of sloshing liquid fuel in satellites [60].The iVOF method uses
a structured, non-boundary fitted grid, allowing for the easy generation of the grid
around complex structures. The authors argue that the iVOF method improves upon
the original VOF method which suffers from the production of flotsam and jetsam, as
well as gain or loss of water due to rounding the VOF function. In the iVOF method,
a local height function is introduced in conjunction with the original VOF method.
This work was extended by MARIN for the application of green water loading [52].
The iVOF method has since been used for anti-roll tank simulations [245], water entry
problems for a wedge [109], dam break problems [250], free-hanging subsea structures
in regular waves [21], and oil tension leg platforms in extreme waves [89].
Other work carried out with VOF methods includes the approach of body attached
meshes, as opposed to deforming grid methods. Panahi, et al, have used VOF with
a fractional step method to model a variety of hydrodynamics problems [165] [166].
In their work the mesh is fixed to the body, and moves with the body as the body
moves due to forces and moments from the fluid flow. This method has been applied
to sloshing, dam breaking with obstacles, as well as cylinder and wedge water-entry
problems. Additionally, steady-state forward ship motion has been simulated with
this method. All of the work mentioned has been validated with experimental data.
Sato, et al, have also implemented a VOF method with a body attached mesh [203].
Ship motion in regular head waves for a Wigley Hull and Series 60 model was sim-
ulated. The pitch and heave amplitudes, as well as phase angles, were compared to
experimental data and reasonable agreement was found.
Maki, et al, simulated the constant velocity impact of a wedge-shaped body using
a VOF method and a one-way fluid-structure coupling approach in OpenFOAM [130].
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More recent work by Piro and Maki presented a tightly coupled approach for fluid-
structure interations [183]. In this approach information between the structure and
fluid is exchanged in a manner that achieves better time accuracy. Under-relaxation
and iteration are used at each time step. The under-relaxation factor is selected with
a method presented by Causin, et al [24]. Three wedge entry problems are presented
as validation cases; one with constant entry velocity of an elastic wedge, another is
an entry and exit of a rigid wedge, and finally exit and entry of a hydroelastic wedge.
While this work does not present a method for 6 DOF motion, the under-relaxation
and iterative solution approach could be extended for freely moving bodies.
Again, these approaches can be applied to model offshore wind hydrodynamics.
VOF coupled with a structural solver can simulate the two-phase flow of the ocean
and the wind, while treating the platform geometry with a rigid body solver. These
methods have been applied to ship hydrodynamics, as well as offshore oil and gas
platforms, and can be extended to study offshore wind applications.
Other less common methods for modeling the fluid component of the FSI problem
include the fictious domain method, and the constrained interpolation profile method,
which are both mentioned here briefly. Fictitious domain methods have been devel-
oped for simulating fluid-structure interactions. Quantities are transferred between
Eulerian and Lagrangian frames. The basic idea of the fictitious domain method is
that the interior of the solid is assumed to be filled with a fluid. The fictitious fluid
moves at the same velocity as the solid by a pseudo-body force, e.g. the Lagrangian
multiplier. Shi and Lim simulated a variety of flexible bodies in fluid flows using
a Lattice Boltzmann Method - Distributed Lagrangian Multiplier/Fictitious Domain
(LBM-DLM/FD) method [211]. Yu and Shao also used a fictitious domain method to
simulate flow past flexible bodies [264]. Hu and Kashiwagi studied the heave and pitch
motion for a Wigley hull in regular head waves using a constrained interpolation pro-
file method (CIP) [75]. This less common approach to fluid-structure interactions was
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was first developed by Yabe [257]. Hu and Kashiwagi found good agreement between
their numerical predictions and experimental data, except at large wavelengths.
While none of the work presented in this section directly modeled offshore wind
applications, each approach can be extended to model the interaction of waves with
offshore wind platforms.
4.3.4 CFD of Hydrodynamics on Wind Turbine Platforms
The majority of installed offshore wind turbines use fixed-bottom platforms in
shallow waters, however, for transitional to deep water, floating platforms show great
potential. Research on the hydrodynamics of monopile support structures has a longer
history, due to the greater number of farms that have been proposed and installed
with fixed bottom structures. More recently, research efforts have begun to study
floating platforms, which are subject to increased motion due to current and wave
interactions.
Just as there was a large effort to model wind and wave loading on monopiles with
non-CFD engineering tools, there has also been ample work with CFD. Research on
monopiles has focused around not only wave loads, but also wave breaking, which
can play a significant role for structures in relatively shallow water. Wave run-up has
also been a point of focus for research on gravity based foundations in shallow water.
Christensen, et al, presented research on extreme wave forces and wave run-up on
monopiles [29]. The work implemented the Navier-Stokes equations, but neglected
viscous effects, thus reducing the modeling to the Euler equations. A vertical cylinder
placed on a sloping bed was modeled, highlighting the effects of breaking waves. It was
shown that breaking waves greatly influence wave run-up and forces on the strucuture.
Further work by Christensen was carried out to study irregular wave loading on
gravity based foundations specifically sited on Thornton Bank in Belgium [30].
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Bredmose, et al, simulated wave loads on a gravity wind turbine foundation using
a 3D Navier-Stokes solver which treated the fluid interface with VOF [18]. Load
predictions from CFD were compared with Morison’s equation and good agreement
was found for wave load history, but not for extreme loads. Later work by Bredmose
and Jacobsen used a 3D CFD model to investigate extreme loads from breaking
waves on monopile foundations [16]. CFD results were compared to load predictions
from Morison’s equation, and found that loads from CFD predictions were larger.
Bredmose and Jacobsen presented further work on wave impacts on monopiles, again
with a VOF method from OpenFOAM [17]. Wave run-up on monopiles was also
investigated by Peng, et al, with the commerical CFD software ComFLOW [172].
Wave forces on a single cylinder, and on a pair of cylinders, which is representative
of monopiles for offshore wind turbines, as well as oil and gas support structures, was
modeled by Kamath, et al [100]. CFD results were computed with RANS and a level
set method modeling the free surface of the water. Load predictions from CFD were
compared with Morison’s equation and MacCamy-Fuchs theory, and good agreement
was found.
Additional research on wave impacts on monopiles was carried out by Zhou, et
al, specifically for the Shanghai Donghai-Bridge offshore wind farm in China [269].
OpenFOAM was used to model waves with VOF and RANS, and wave run-up as well
as load predictions were examined. Lara, et al, also studied wave interaction with
single- and multi-piled structures using an OpenFOAM based approach [119].
CFD research on platforms other than monopiles has been carried out as well,
though not in as great of volume. Koop and Bereznitski presented results for a
semi-submersible modeled with 10 different grids in three different headings (180, 150
and 90 degrees) [111] using the REFRESCO code, which was discussed earlier. The
CFD predictions for loads on the semi-submersible in current were compared with
experimental data, and good agreement was found.
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Vortex induced motions (VIM) are known to affect the fatigue life of platforms such
as TLPs and semi-submersibles. Work has been carried out with CFD to study VIM
on a variety of platforms in current and waves. Kim, et al, used CFD to investigate
VIM on a TLP platform, building upon previous work on spar VIM [106]. Tan, et al,
studied VIM on a multi-column floating platform [230]. Commercial CFD software
was used to investigate VIM, and good agreement was found between calculations
and experimental tank measurements. Lefevre, et al, presented VIM studies of a spar
with strakes, pipes, chains and anodes using the Improved Delayed Detatched Eddy
Simulation turbulence model [123].
The CFDShip-Iowa code, discussed earlier in the contect of ship hydrodynamics
modeling, was utilized by Quallen, et al, to simulate a spar mounted wind turbine
[184]. The spar buoy was simulated in free decay tests, as well as in regular waves.
The crowfoot and added yaw-stiffness mooring line models were investigated. CFD
results were compared to motion predictions from FAST, and good agreement was
found for most of the degrees of freedom, with the largest differences seen in the yaw
motion.
Free decay tests of a spar buoy were simulated by Beyer, et al, [12]. The multi-body
aero-servo-hydro-elastic wind turbine simulation tool, SIMPACK, was coupled with
the commercial CFD code, ANSYS-CFX, which was used to model the hydrodynamic
loads. The hydrodynamic modeling in ANSYS-CFX used a VOF approach to treat
the two-phase flow. Surge, sway, roll, pitch and yaw DOFs were enabled, and surge
and pitch motions form a free decay surge motion test were compared between CFD
and HydroDyn. Future work will look at more complex geometries, and interaction
of geometries with incident waves.
Simulations of free decay tests of the DeepCWind semisubmersible were presented
by Dunbar, et al, [42]. The authors modified the standard Volume-of-Fluid 6-DoF
coupling code in OpenFOAM to enhance stability and accuracy. The solver tightly
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couples the solutions for the fluid and structure by implementing subiterations in
each time step, as well as relaxing the 6 DoF solution. Convergence at each time step
is ensured, and the Aitken method is used to accelerate the solution, which is now
more computationally expensive due to the subiterations. The heave and pitch free
decay cases presented by Dunbar, et al, are compared against predictions from FAST
and good agreement was found. The work does not include mooring lines, relaxation
zones or an implementation of wave boundary conditions.
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CHAPTER 5
VALIDATION OF THE CURRENT APPROACH
Because CFD is used as a foundation for developing and judging the accuracy of
other models, significant effort has been invested in validating the predictive ability
of the CFD model. The assessment of the CFD model includes validations of wave
propagation in a numerical domain, force predictions on floating bodies, and finally
free-body motion due to wave-body interaction.
First, validation cases for waves propagating through a numerical domain are
presented. These cases include regular Stokes waves, as well as irregular waves rep-
resentative of the ocean environment. Simulation results are compared to both wave
theory, which is described in some detail in Chapter 1, as well as experimental mea-
surements from the DeepCWind tank tests [34].
Next, the prediction of forces on immersed bodies is validated against a range of
experimental data. Validation cases include stationary cylinders in uniform flow, reg-
ular waves, and finally irregular waves. Numerical results for these cases are validated
against experimental data from Sarpkaya and Isaacson [202] and Niedzwecki [157],
respectively. Additionally, the forced oscillation of a vertical cylinder in zero-mean
flow is simulated, and the numerical results are compared to experimental data from
Mercier [138].
Finally, validation of the six degree-of-freedom solver in OpenFOAM is presented.
First, the straightforward case of a floating object displaced from its point of hydro-
static equilibrium is presented. The ability of the code to predict the equilibrium
position of the floating object is demonstrated. Next, the free roll decay of a rect-
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angular barge is presented, as well as the induced roll motion of the same body in
waves. Numerical results are validated against experimental work by Jung [97].
5.1 Wave Propagation in a Numerical Domain
A sample of two- and three-dimensional simulations of wave-only tests were con-
ducted. First, results from simulations of regular waves are presented, and the results
are compared to theoretical values computed from Stokes wave theory, detailed in
Chapter 1. Further examples are given of regular wave simulations corresponding to
wave properties from the DeepCWind data set [34]. Additionally, a range of irregu-
lar wave cases are provided to demonstrate the ability to properly model waves that
interact with the spar buoy, tension leg platform and semi-submersible platforms in
the ocean environment. Validations of wave simulations are provided by comparing
numerical results with experimental results measured in the DeepCWind tests, as
well as statistical measures for the irregular wave cases.
This work models wave propagation with the Volume of Fluid approach, discussed
in detail in Chapter 4. A wave library developed by Niels Jacobsen at the Technical
University of Denmark is used in this work [80]. The wave library contains a variety
of wave theories, including first, second, fifth order Stokes waves, as well as cnoidal,
solitary and bichromatic waves. Additionally, irregular waves can be generated from
the Pierson-Moskowitz and JONSWAP spectra.
The time-varying velocity, volume fraction and pressure gradient are prescribed
on the inlet boundary throughout the simulation. Initial conditions can be prescribed
as the user wishes. Unless otherwise noted, the simulations presented in this section
had an initially quiescent flow field, that is zero velocity everywhere in the domain.
It should be noted that it is also possible to prescribe a spatially varying velocity and
pressure field as the intial condition, where the fields are calculated according to the
wave theory selected by the user.
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In modeling waves in a numerical domain it is important to avoid the spurious
reflections off numerical boundaries. Jacobsen’s wave generation toolbox includes the
ability to specify relaxation zones as a method to mitigate artificial wave reflection in
the computational domain. Explicit relaxation of the velocity and volume function
is implemented to lessen the non-physical reflection of waves off boundaries such as
outlets. Relaxation is accomplished via a weighting function which is placed in user
specified relaxation zones. The weighting function [80] is given by,
αR(χR) = 1− exp(χ
3.5
R )− 1
exp(1)− 1 for χR ∈ [0; 1] (5.1)
And relaxation is is applied with,
φ = αRφcomputed + (1− αR)φtarget (5.2)
The relaxation zone implementation is illustrated in Figure 5.1.
Figure 5.1. Illustration of the relaxation zones for an inlet and outlet. The variation
in α (weighting function) and χ (lzone length) is shown above the relaxation zone
boundaries. Figure taken from [80].
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5.1.1 Regular Wave Modeling
Validation of the wave modeling begins with the simplest case of a regular Stokes
wave propagating through a numerical domain. First, numerical wave profiles are
validated against Stokes wave theory. Next, numerically generated regular waves are
compared with experimental data, and excellent agreement is demonstrated.
In validating numerical solutions of the Stokes wave against linear wave theory, it
is necessary to obey the assumptions of the theory. This is especially important in
the limiting cases of shallow and deep water, where water depth classifications were
made in Chapter 1, and are shown in Table 1.3.
Figure 5.2. Profiles of 2nd Order Stokes waves with a frequency of 3.14 rad/s at
varying water depths. The x-axis is the distance through the domain, and the y-axis
gives the wave height. Numerical results are shown in the solid line, theoretical wave
profiles are represented with dots. A relaxation zone begins at 15m, which accounts
for the disagreement between simulation and theory at the far right end of the domain.
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Linear wave theory approximations are valid in the shallow water limit when the
ratio of wave height to water depth is small, as shown in Figure 1.4 in Chapter 1. In
the deep water limit, these assumptions are valid when the ratio of wave height to
wave length is small. When these assumptions are obeyed, the numerical solutions
closely match analytical solutions, as expected. A sample of cases is presented to
validate the wave generation codes used in this research against theory.
To examine the effect of water depth on the simulated wave fidelity, a variety of
depths were modeled with an unchanging wave frequency. The results shown here
demonstrate the ability to accurately model the wave numerically. All of the results
shown in Figure 5.2 fall within the intermediate water depth classification.
Figure 5.3. Profiles of 2nd Order Stokes wave in a constant depth of 0.8 m with
varying wave frequencies. The x-axis is the distance through the domain, and the
y-axis gives the wave height. Excellent agreement was found between theory and
simulation. A relaxation zone begins at 15m, so only the data before 15m are expected
to agree.
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Additionally, simulations were carried out over a range of wave frequencies but
with a constant water depth of 0.8 m. The results of these simulations are shown in
Figure 5.3. The top two wave profiles displayed both fall in the intermediate water
depth category, while the third wave falls in the deep water limit. In the case of the
last wave, the ratio of wave height to wavelength is 0.06, which is appropriately small
to obey the assumptions of linear wave theory. Again, the simulations show excellent
agreement with the theory.
Figure 5.4. Regular waves traveling towards a barge located 20 m from the inlet.
Simulations results are shown with triangles, 1st order theory is represented by dots,
and the solid line displays the 2nd order theory. Excellent agreement was found
between the numerical simulation and 2nd order theory.
Further simulations were done with a floating object inside the computational
domain. Where the previous results were computed with relaxation zones at the
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domain outlet, the following cases include the impermeable surface of the barge at
the air-water interface. In these cases waves can and do reflect off the surface of the
barge. The figure is provided to demonstrate the ability of OpenFOAM to capture
the wave profile for a variety of wave frequencies and wave heights. In Figure 5.4, the
data between 0 and 10 m has been enlarged to better exhibit the excellent agreement
between theory and simulation, although the full domain was longer, with the barge
located 20 meters from the inlet.
Overall, for a variety of water depths, wave heights, wave frequencies and wave
numbers, excellent agreement has been found between 2nd order linear wave theory
and the numerical results computed with OpenFOAM. Confidence in the model’s abil-
ity to accurately capture regular wave propagation through a computational domain
is high.
Following the validation of wave modeling against theoretical results, numeri-
cal results were then compared to experimental results from the DeepCWind tank
tests [34]. DeepCWind model tests of the spar buoy, tension leg platform and semi-
submersible platform were carried out with a variety of wave properties, both regular
and irregular. This section describes results from regular wave simulations and the
next section covers irregular wave simulations. Table 5.1 shows the regular wave prop-
erties from the DeepCWind Floating Wind Turbine Model Tests technical report [34].
A sample of regular wave cases was selected for simulation to demonstrate a range
of wave properties that can be modeled with high accuracy. All work shown here
is in the absence of the floating platform, which is consistent with the wave height
measurements taken in the tank.
A mesh was generated to match the dimensions of the MARIN wave tank, and
is shown in Figure 5.5. A 3d rectangular mesh was created with roughly 1.9 million
cells. Cell refinement was concentrated around the air-water interface. The mesh was
decomposed into 32 subdomains for simulation in parallel on 32 cores.
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Table 5.1. Regular wave properties from the DeepCWind tank tests. Adapted from
the DeepCWind technical report [34].
Wave case Amplitude Period Wave frequency
(m) (s) (rad/s)
Regular 1 0.960 7.5 0.8378
Regular 2 3.789 12.1 0.5193
Regular 3 3.568 14.3 0.4394
Regular 4 3.787 20.0 0.3142
Regular 5 5.152 12.1 0.5193
Regular 6 5.370 14.3 0.4394
Regular 7 5.561 20.0 0.3142
Figure 5.5. Computational domain illustrated with the fluid interface colored by
surface elevation. The regular wave travels from left to right. Dimensions of the
computational domain match those of the MARIN wave tank.
A set of validation cases is presented here to demonstrate the ability of the CFD
model to accurately capture wave propagation seen experimentally. All of the proper-
ties given in Table 5.1 were scaled from prototype to model size using Froude scaling.
First, the wave profile for the Regular 3 case is presented. The Regular 3 wave has
an elevation of 3.568m and 14.3s period at prototype scale. The wave profile, from
numerical and theoretical predictions, is shown in Figure 5.6 at four different times.
It is shown that the simulation results are in excellent agreement with the profile
determined using linear wave theory. It should be noted that relaxation zones were
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implemented at the outlet to prevent wave reflection. The deviation in wave profiles
between simulation and theory from roughly 32m to the outlet, at the far right, is due
to the use of relaxation zones. The use of relaxation zones at the outlet is consistent
with the experimental use of wave absorbing beaches.
Figure 5.6. Wave profiles of the regular 3 wave at various times throughout the
simulation.
Numerical and theoretical wave profiles for the Regular 7 wave were also compared.
The Regular 7 wave has a 5.561m amplitude and a period of 20 seconds, before model
scaling. Again, excellent agreement was found between the simulations and linear
wave theory.
Regular wave simulations were post-processed in an effort to compare numerical
results to experimental results, as opposed to theoretical results. Wave probes were
used in the DeepCWind tests to measure wave heights at reference locations in the
wave basin. The wave heights in the simulations were sampled at the same reference
location in the wave tank where the wave probes were located in the experiments.
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Here, the wave height of the Regular 3 wave is sampled in time, and is plotted
against the experimental wave height time history provided by MARIN at the “wave
180” probe location. The wave height time history is shown in Figure 5.7. It is shown
that the wave simulations in OpenFOAM are in excellent agreement with the wave
heights measured by the wave probe in the tank tests.
Figure 5.7. Excellent agreement was found between the wave height time history
measured by MARIN, shown with a blue solid line, and the numerical results simu-
lated with OpenFOAM, presented in the red dash-dot line.
This validation work is particularly significant because it demonstrates the ability
to numerically propagate waves that agree well with waves generated experimentally.
Moving forward, there is great confidence that the waves modeled numerically with
OpenFOAM will match experimental waves. Furthermore, there is high confidence in
the ability to simulate extreme wave cases that have not been produced experimentally
but will be modeled numerically.
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5.1.2 Irregular Wave Modeling
DeepCWind model tests were also carried out with irregular waves. Both the
model tests and numerical simulations of irregular waves use the JONSWAP wave
spectra. The irregular wave properties are listed in Table 5.2 below, again reproduced
from the DeepCWind technical report [34]. Simulations of these irregular wave-only
tests have been carried out. The Operational 2, Design/Survival and Bi-directional
sea state tests were simulated. The results for the Operational 2 case are presented
here.
Table 5.2. Iregular wave properties from the DeepCWind tank tests. The significant
wave height, peak spectral period and peak enhancement factor (γ) value for the
JONSWAP spectrum are presented in the table. Adapted from the DeepCWind
technical report [34].
Environmental Condition Hs (m) Tp (s) γ
Operational 1 2.0 7.5 2.0
Operational 2 7.1 12.1 2.2
Design/Survival 10.5 14.3 3.0
Bi-directional Sea State 7.0 12.1 2.2
2.1 20.0 6.0
The Operational 2 and Design/Survival cases were simulated using the mesh from
the regular wave simulations. Again, the simulations were computed in parallel on
32 cores. An image of the surface elevation for the Operational 2 wave is shown in
Figure 5.8.
For validation, a time history of the surface elevation at the wave probe location
was extracted from the numerical simulation. The simulated wave height time history
for the Operational 2 wave is shown in Figure 5.9. Directly comparing the time
histories of the wave heights for the numerical and experimental data does not provide
significant insight since randomness is introduced through parameters such as phase
angle. Statistical measures are necessary for comparing the predicted results from
the simulation versus the measured results from the experiment.
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Figure 5.8. The Operational 2 wave shown at 30s of simulated time. The maxi-
mum and minimum surface elevations are shown as elevation values of one and zero,
respectively.
The literature suggests that N, the sample size from the JONSWAP spectrum,
should be at a minimum of 200 to ensure randomness of the time history [26]. The
effect of sample size on both the significant wave height and peak spectral period was
investigated in this work. Increasing the sample size leads to a greater sampling of
points in the vicinity of the peak of the spectrum, which was found to be important for
simulating irregular waves with the correct significant wave height and peak spectral
frequency. An example of the numerically generated wave height time history for the
Operational 2 wave is shown in Figure 5.9. This simulation was produced with a
sample size of N = 200 from the JONSWAP spectrum. The window from 25 to 120
seconds is shown.
The peak spectral period was determined from taking the FFT of each of the
wave height time histories, and determining the inverse of the peak of the frequency
spectrum. The FFTs are plotted in Figure 5.10. It is shown that the waves gener-
ated with N=300 give the best agreement with the target peak spectral frequency,
supporting the hypothesis that a large sample size from the JONSWAP spectrum is
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Figure 5.9. Numerical results from an irregular wave simulation. The wave height
time history is shown between 25 and 120 seconds of simulated time. The wave
heights here are shown at model scale. The results above are from a simulation with
N = 200.
Figure 5.10. The FFT of the numerical wave height time history for the Operational
2 wave case. The input peak spectral frequency to the target JONSWAP spectrum
is shown in the red dotted line. The FFTs for the four sample sizes are shown.
necessary. The peak spectral period was determined from FFT, which is very noisy,
this could be another reason why the experimental and numerical values are not in
excellent agreement.
The significant wave heights were calculated using the definition of four times
the standard deviation of the wave height. The significant wave heights and peak
spectral periods for the Operational 2 waves with sample sizes of 25, 100, 200 and
300 are given in Table 5.3. The significant wave height for the numerical simulations
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gradually increases with the rise in sample size, and then dips for the N=300 case.
The simulation carried out with 200 sample points from the JONSWAP spectrum
returned the results most closely in agreement with the experimental data set. These
simulations were carried out for relatively short time periods, and that is likely the
reason for the slight disagreement between experimental and numerical significant
wave heights. The numerical simulations were carried out to only 120s.
Table 5.3. Comparison of experimental and numerical significant wave heights and
peak spectral periods for the Operational 2 wave case. Values are given at full scale,
not model scale. The table demonstrates that increasing the sample size from the
JONSWAP spectrum returns wave statistics that are in better agreement with the
experimental data.
Experimental Numerical Numerical Numerical Numerical
(N=25) (N=100) (N=200) (N=300)
Tp 7.3 5.5 6.45 6.9 6.7
Hs 12.02 10.05 10.65 12.27 12.06
This work demonstrates that the sample size N from the JONSWAP spectrum
plays an important role in the agreement between experimental and numerical wave
statistics. Future work involving the interaction of floating platforms in irregular
waves will take these findings into account.
Furthermore, this work demonstrates the ability of the CFD model to accurately
simulate irregular waves sample from the JONSWAP spectrum. There is high confi-
dence that the model is capable of generating high fidelity waves that are represen-
tative of the ocean, and even more specifically match experimental conditions from
tank tests.
5.2 Validation of Hydrodynamic Load Predictions on Off-
shore Structures
In addition to the validation of the wave model, the code that predicts the loads on
the floating structures must be validated. A sample of experimental data have been
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selected from the literature, starting with the simplest case of a cylinder in uniform
flow, and growing in complexity towards simulating free 6 DoF rigid body motion of
a floating wind turbine platform in irregular waves.
A handful of validation cases are presented in this section. First, uniform flow
past a stationary cylinder was simulated in an effort to match the drag coefficient
versus Reynolds number curve by Sarpkaya and Isaacson, which is commonly used
for selecting coefficients for FAST [202]. Next, the stationary cylinder was simulated
in the presence of regular waves, and the results were compared to experimental data
from Niedzwecki [157]. Finally, forced oscillation of a vertical cylinder was simulated
and the results were compared to data presented by Mercier [138].
5.2.1 Drag coefficient versus Reynolds number curve
Uniform flow of water past a vertically mounted circular cylinder was simulated
over a range of Reynolds numbers, and the resulting drag coefficients were calculated.
A 0.254cm diameter cylinder with a height of 0.1 m was placed in a 0.6 m by 0.6 m
domain.
An example force time history curve for the inline (drag) direction is shown in
Figure 5.11. At early times the predicted force shows initial transient behavior be-
fore settling out to a periodic state. Once the periodic state behavior is reached, a
sample window is created over an integral number of periods, and the average force
is calculated. The sampling window is illustrated with the dotted lines, and the solid
red line indicates the average force.
Each simulation used the same sized cylinder, but the uniform flow velocity was
adjusted to change the Reynolds number. At low Reynolds numbers, direct numerical
simulation (DNS) was employed. At higher Reynolds numbers a turbulence model
was used, as the meshing requirements for DNS at high Reynolds numbers becomes
unrealistically large.
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Figure 5.11. Example inline force time history for a stationary cylinder in uniform
flow. The Reynolds number is 200,000 for this case. The dotted lines indicate the
sample window for calculating the average drag force, which is illustrated by the solid
red line. The Spalart-Allmaras turbulence model was used in this simulation.
The majority of results presented were simulated with the Spalart-Allmaras tur-
bulence model. The k-Epsilon turbulence model was tested in some simulations, but
the results exhibited excessive damping of the shedding vortices. Furthermore, the
k-Epsilon RNG model was also tested, and again, there was excessive damping of the
vortices. At this Reynolds number periodic behavior due to vortex shedding is ex-
pected. Detached Eddy Simulations (DES) were also carried out, and the results did
not yield good agreement with experimental results. It was found that the Spalart-
Allmaras turbulence model resulted in the best agreement between numerical and
experimental data. These trends are demonstrated in the top plot in Figure 5.13.
Once the Spalart-Allmaras turbulence model was selected for simulations, a sen-
sitivity study of the turbulent viscosity initial condition was performed. The results
from this study are shown in the bottom plot of Figure 5.13. It was found that a
turbulent viscosity value of 10−6 Pa·s for the initial condition yielded the best results.
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Figure 5.12. Examples of convergence testing at two Reynolds numbers. The top
plot shows the inline force prediction at Re = 20,000 for three meshes, quantified again
the mesh with the maximum number of cells. The same is shown on the bottom plot
for simulations at Re = 50,000.
That is, the vortex shedding reached a quasi-steady state behavior, and the predicted
mean inline force matched well with experimental results.
In addition to testing multiple turbulence models and carrying out a sensitivity
study to the initial conditions of the Spalart-Allmaras turbulence model, convergence
studies were also performed. Figure 5.12 shows force per unit length time histories at
two Reynolds numbers. The top plot shows results at a Reynolds number of 20,000,
and the bottom demonstrates the force predictions at 50,000. The experimental mean
is plotted in the solid black line. In each case, the numerical results match well with
the experimental value when the largest mesh was used.
The results for the drag coefficient over a wide range of Reynolds numbers are
presented in Figure 5.14. It is shown that ample experimental and numerical work has
been performed to study the drag coefficient across a wide range of Reynolds numbers.
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Figure 5.13. Inline force results from simulations with various turbulence models,
shown on top. On the bottom, force predictions with varying initial values of νt are
shown.
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Figure 5.14. Drag coefficient versus Reynolds number curve for a smooth cylinder
in uniform flow. Our numerical results calculated with OpenFOAM are shown with
magenta stars. Other CFD work is shown with other symbols. Various experimental
data is presented in the black, green and blue lines.
Reasonable disagreement still exists in the experimental work, and the numerical
predictions vary widely, especially in the region of higher Reynolds numbers.
Figure 5.15 gives an overview of the entire Reynolds number range simulated in
the present work, plus an enlarged view of the region of interest for floating wind
turbine platforms, on the bottom plot. The numerical results are presented alongside
experimental data from a variety of authors, as well as two sets of numerical results
also generated with CFD. Experimental work is presented from 14 different authors
[2], [38], [58], [81], [114], [156], [186], [191], [195], [199], [202], [205], [239], [253], [267].
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Figure 5.15. The drag coefficient versus Reynolds number results across the full
range of Reynolds number studied, and in the region of interest where the Reynolds
number is very large, shown on the bottom.
Results from CFD simulations are presented from 8 authors [19], [23], [99], [174],
[212], [214], [238].
It can be seen in Figure 5.15, where the region of high Reynolds number flow has
been enlarged, that there is a sizable scatter in experimental results. Furthermore,
a large spread in numerical results from CFD simulations with varying turbulence
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Figure 5.16. The present numerical results simulated with a Spalart-Allmaras tur-
bulence model are compared to numerical results from the literature, categorized by
turbulence model.
models is seen. The results from the present work fall among the other authors’ ac-
curacy of prediction, and at some Reynolds numbers the predictions from the present
work do a better job. There is high confidence in the ability to simulate uniform flow
past stationary bodies, and to predict loads accurately. This provides confidence in
simulating offshore wind turbine platforms in current.
5.2.2 Static Cylinders in Regular Waves
The next validation case looks at regular waves propagating past a vertically
mounted, stationary, surface-piercing cylinder. Niedzwecki carried out experiments
with a cylinder of radius 0.057 m in a tank with a depth of 0.91 m [157]. Regular waves
with a wide variety of wave properties were generated at the inlet. The experimental
work presents the maximum force in the inline direction, as well as wave run-up on
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the cylinder, both as a function of the scatter parameter, ka, where k is wave number
and a is the cylinder radius. The case set-up is shown in the Figure 5.17.
Figure 5.17. Numerical domain for the case of a vertical cylinder in regular waves.
The boundaries of the domain match the experimental tank measurements in the work
by Niedzwecki [157]. Waves propagate from left to right, past the surface-piercing
cylinder in 0.91m depth.
Figure 5.18. Three example inline force time histories for the surface-piercing cylin-
der in waves. The top case shows the inline force on the cylinder for a scatter param-
eter of 0.175, followed by cases with scatter parameters of 0.255 and 0.409.
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A variety of regular waves were simulated, capturing a range of the experimental
data. The wave heights and periods were varied to match the wave properties used
experimentally. Three example time histories of the inline force on the cylinder are
shown in Figure 5.18. It can be seen that the force on the cylinder slowly grows as
the waves begin to propagate towards the cylinder. At later times, once the fully
developed waves have reached the cylinder the force oscillates in a periodic state
manner.
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Figure 5.19. Numerical and experimental results for the maximum inline force on
the vertical cylinder in waves, as a function of the scatter parameter. Experimental
results are shown in black stars, and numerical results show excellent agreement in
red circles. Experimental data extracted from Niedzwecki [157].
Figure 5.19 shows the numerical and experimental results for the maximum force
in the inline (wave propagation) direction. It is shown that over a range of scatter
parameters, ka, the predicted maximum inline force predicted by OpenFOAM is in
good agreement with the experimental measurements presented by Niedzwecki [157].
Additionally, the experimentalist presented results for wave run-up amplification
factor. Comparison between experimental and numerical wave heights provides con-
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Figure 5.20. Definition of wave run-up parameters, taken from Niedzwecki [157].
The wave run-up is defined as the height of the water on the surface of the cylinder,
measured from the still water level. The wave height follows the usual definition of
trough to crest height. The amplification factor is calculated as the ratio of wave-run
up to wave height, R/H.
fidence in the ability to accurately model the air-water interface. The wave run-up
is illustrated in Figure 5.20, where R is defined as the height of the water on the
cylinder measured from the still water level, and H is defined as the full wave height
from trough to crest. The amplification factor is defined by the ratio of R over H.
The numerical results were post-processed to determine the maximum fluid interface
height on the surface of the cylinder, and the amplification factor was then calculated.
The numerical and experimental results are shown in the left side of Figure 5.21. The
experimental and numerical results show good agreement, however the wide scatter
in experimental data does not present a convincing validation test. Additional data
for the wave height around the cylinder proves to be a better measure against which
to validate.
These additional data are presented as the water surface height around the cylinder
as a function of theta. For the case where ka = 0.175, Niedzwecki gives the wave
height for the run-up and run-down, where the wave is at its maximum and minimum,
respectively, as a function of theta. Theta is zero at the front of the cylinder, and
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(a) (b)
Figure 5.21. Amplification factor results for the stationary cylinder in regular waves.
a) Wave run-up as a function of scatter parameter. The experimental results are
shown in black stars, alongside the approximated fit shown in the dotted line, as well
as the linear diffraction theory prediction. Numerical results from OpenFOAM as
shown in red circles. b) Amplification factor around the cylinder as a function of
theta. Numerical results are shown by the red and blue lines, indicating run-up and
run-down, respectively.
180 at the back. Experimental measurements, results from diffraction theory and
the present numerical water height predictions from CFD are shown in Figure 5.21
on the right. The results show that OpenFOAM predicts the surface height around
the cylinder for both wave run-up and run-down with much better agreement to
experimental results than diffraction theory was able to achieve.
5.2.3 Static Cylinders in Irregular Waves
Niedzwecki also took experimental measurements of the forces on the vertical,
staionary cylinder in irregular waves. The JONSWAP spectrum was used for devel-
oping the random wave generated in the experimental tests. More specifically, the
conditions were chosen to match storm conditions in the Gulf of Mexico [157]. Load-
ing on the cylinder is presented as the root-mean-square (RMS) of the inline force.
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Two simulations were carried out, matching two of the experimental cases. The wave
parameters for the two simulations are shown in Table 5.4.
Table 5.4. Irregular wave parameters as inputs to the JONSWAP spectrum, and
the experimental and numerical results for the RMS of the inline force.
Experimental Numerical
Case Hs(cm) Tp(s) γ Frms Frms
1 4.57 1.19 3.3 5.36 5.23
2 4.42 1.21 7.0 5.4 5.48
Figure 5.22. Inline force predictions from OpenFOAM for the two cases with wave
parameters from Table 5.4. The numerical and experimental inline force RMS values
are plotted to demonstrate their agreement.
The inline force time history is shown in Figure 5.22 for both of the cases out-
lined in Table 5.4. The top plot shoes the results for Case 1, and the bottom plot
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demonstrates the results for Case 2. The RMS of the inline force was calculated for
each case, once the fully developed waves reached the cylinder. The computed RMS
value is plotted in a dotted red line alongside the experimentally determined RMS
shown in the black dashed line. For both cases the RMS of the inline force are in
excellent agreement. The RMS values of the inline forces are also presented in Ta-
ble 5.4. The numerically predicted forces on the cylinder in irregular waves closely
match experimental measurements, just as they did for the cylinder in regular waves.
There is confidence in the ability to not only simulate propagating irregular waves
in a numerical domain, but additionally to accurately predict loads on bodies due to
incident waves.
5.2.4 Forced Oscillation of a Cylinder in Zero Mean Flow
The next validation case concerns the forced oscillation of a vertically mounted
cylinder in zero mean flow. Numerical predictions are compared to experimental
work carried out by Mercier [138]. The cylinder was oscillated at varying amplitudes,
which match the experimental parameters. The case set-up is shown in Figure 5.23.
A cylinder with a 1 inch diameter was oscillated at a range of amplitudes between 0.5
and 3.0 diameters. Mercier presents oscillographic records of the forces in the inline
and transverse direction to the cylinder motion, over a range of amplitudes, all at a
frequency of 1 Hz.
Figure 5.23. Numerical domain used to simulate forced oscillating cylinder in zero-
mean flow. Dimensions are consistent with those used in the Mercier’s experiments
[138]. The cylinder is mounted vertically and oscillates transversely.
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(a) x/D = 1.0 (b) x/D = 1.5
(c) x/D = 2.0 (d) x/D = 3.0
Figure 5.24. Inline and transverse forces on the cylinder with forced oscillation at
1 Hz. The amplitude of oscillation varies for the four cases shown, between 1.0 and
3.0 diameters. Experimental data taken from Mercier [138].
Results for the force on the cylinder in the inline and transverse flow directions
are shown in Figures 5.24(a) through 5.24(d), below. Numerical results are presented
for four different amplitudes of oscillation. It is shown that for a range of oscillation
amplitudes, the numerical and experimental results are in good agreement in both
the inline and transverse flow directions.
The inline forces predicted by the model show better agreement with the exper-
imental data than the transverse forces. The forces in the transverse direction are
known to be more difficult to measure precisely. This is due to the lift forces acting
in the transverse direction, such that the object can wobble due to shedding vortices.
113
The amount of wobble depends on the stiffness of the object, as well as the strength of
the mounting. It is difficult to recreate the exact degree of stiffness of the cylinder in
the numerical simulation. In many cases, including this work, the cylinder is assumed
to be completely rigid. This may explain the poorer agreement between numerical
and experimental results in the transverse direction.
5.2.5 Hydrostatic Equilibrium Validations
To validate the 6DoF code in OpenFOAM, a basic hydrostatic equilibrium test
was conducted with a square buoy. A variety of masses were chosen for the floating
object, which was placed in a quiescent flow field with the same initial position for
each case. The floating object was then allowed to move freely until settling into a
position of hydrostatic equilibrium. The depth of the center of gravity was computed
following the force balance given by Archimedes’ principle. The five masses that were
chosen and their corresponding depths of center of gravity are shown in Table 5.5.
Table 5.5. Floating object masses and depths of center of gravity.
Case No. 1 2 3 4 5
Mass (kg) 4.5 4.75 5.0 5.25 6.0
Depth of CG (m) 0.0550 0.0650 0.0750 0.0850 0.1150
The floating object is 0.25m x 0.25m x 0.1m, and the center of gravity is initially
positioned at 0.075m below the water surface. Results for the five cases are shown
in Figure 5.25. The red dotted lines indicate the theoretical depth of the center
of gravity, while the blue solid lines represent the transient motion of the object as
calculated by OpenFOAM. It is shown that as time passes the floating object oscillates
around its theoretical equilibrium point, and eventually converges to a final position
that agrees with the theory.
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Figure 5.25. Time history, in seconds, of floating objects center of gravity position
below water surface. Red dotted lines show theoretical hydrostatic equilibrium posi-
tion, solid blue lines display transient motion of the center of gravity as it converges
to the point of hydrostatic equilibrium.
5.2.6 Roll Motion of a Rectangular Barge
The free roll decay motion of a rectangular barge was studied experimentally
by pre-tilting a barge to 15 degrees in a wave tank of still water, and allowing the
barge to rock back and forth, or free roll decay, until reaching an inclination of zero
degrees [97]. The wave tank used in the experiments was 35 m long, 0.9 m wide and
had a water depth of 0.9 m. The barge was 0.3m long, 0.9m wide and 0.1 m tall,
and placed 20 m from the wave maker. The barge was mounted to the walls of the
wave tank with hinges located at the center of gravity. The case of the free decay of
a rolling barge is illustrated in Figure 5.26, below, taken from Jung [97].
To examine the damping, the fluid viscosity was increased by a factor of 400. It
was found that the damping was only minimally affected, leading to the conclusion
that damping must be due to small waves transporting kinetic energy away from the
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Figure 5.26. Experimental set-up for the rolling barge. The image on the left shows
the wave tank, with the wave maker located on the left, and horsehair used on the
right hand side to damp out reflecting waves. The image on the right illustrates the
pre-tilted barge used as the initial condition for the free roll decay case. Images taken
from Jung [97].
system. Therefore, the case requires a finer mesh than was previous used, in order to
properly refine the small waves that radiate away from the barge as it rolls.
Finally, the frequency of oscillation is not affected by the damping, but rather
other characteristics of the system. There is some doubt about the accuracy of the
moment of inertia that was reported in the paper, and unfortunately the mass of the
barge was not reported in the paper, nor in the corresponding dissertation.
In light of these findings, a series of new simulations were carried out in an effort to
find better agreement between the experiment and the numerical predictions. First, a
more refined mesh in the region of small wave radiation was generated. Additionally,
an updated moment of inertia was calculated. The paper reports that the barge is
constructed of acrylic. It was assumed that the barge is not constructed of solid
acrylic, but rather as a solid box made from sheets of acrylic. (Confirmation of this
from the paper’s author is still pending). The material properties for acrylic sheets
were found, and the resulting mass and moment of inertia were calculated. It was
found to have a mass of 15.26 kg and moment of 0.125 kg m2. Simulations were
then carried out with a coarse and refined mesh, and with the newly calculated barge
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Figure 5.27. Results for the free decay roll motion of a rectangular barge in still
water. The numerical results for a coarse and a refined mesh are shown in black and
magenta, respectively. The experimental results are shown in blue circles.
properties. The results are shown in Figure 5.27. The numerical results show good
agreement with the experimental data, especially for the more refined mesh case.
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CHAPTER 6
FLOW PAST SURFACE-PIERCING CYLINDERS OF
VARYING ASPECT RATIOS
6.1 Introduction
Understanding the flow behavior around finite surface-piercing cylinders with
small aspect ratios is of fundamental importance to many engineering applications,
including floating offshore structures. Very few studies have addressed the combined
factors of a free-surface and truncated end of a cylinder. Flow past infinite, fully sub-
merged cylinders is well understood, due to ample experimental and numerical stud-
ies [19,23,66,99,125,128,174,191,195,202,205,215,238,256,267]. Generous attention
has been given to the isolated effects of finite cylinders, as well as surface-piercing
cylinders. Far less research has been carried out, experimentally or numerically, on
the simultaneous effects of a free end and free surface. Here, numerical investigations
of surface-piercing, finite length cylinders are carried out over a wider range of aspect
ratios than has previously been studied. The results are compared against experi-
mental measurements, also performed by the authors. The effects of a free-surface
and truncated end are discussed in terms of drag, lift and frequency content at at Re
and Fr numbers not studied previously.
Previous to this work, insight about the combined effect of these factors has been
presented by a very small number of studies including Hay [72], Goncalves [64] and
Rosetti [189]. The present work uses both experimental and numerical results to
extend the range of studies to include a wider range of aspect ratios than has previ-
ously been presented, and also provides insight about the critical aspect ratio when
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a free surface is also present. Furthermore, the combination of the two factors is
investigated, including which one, if any, is dominant across a range of aspect ratios.
Additionally, sectional loads along the length of a cylinder with aspect ratio of 12 are
given, providing insight about the flow behavior as it relates to a free surface and a
free end. This investigation of loads as a function of length has not been previously
presented for the case of a surface-piercing cylinder with a truncated end.
This work differs from previous work because it investigates the combined factors
of a free-surface and free-end with numerical and experimental values across a wide
range of aspect ratios not previously investigated. Furthermore, the present work
provides loads as a function of cylinder length.
6.1.1 Surface-Piercing Cylinders
Surface-piercing cylinders have been investigated both experimentally and nu-
merically. Experiments on surface-piercing cylinders were carried out by Akilli &
Rockwell [10] and Chaplin and Teigen [27]. Akilli & Rockwell’s experiments involved
flow visualizations using visualization marker and particle image velocimetry [10].
Chaplin and Teigen found that the local drag coefficient on the cylinder decreased
near the still water line, in other words, near the free surface [27].
Numerical work on the drag coefficients of surface-piercing cylinders has been
carried out by Kawamura [105], Yu [263] and Suh [221]. In each of the papers, the drag
coefficient for the cylinder in the presence of a free surface was found to be smaller than
the subcritical constant value of 1.2 at Reynolds numbers below 1.4× 105 for a fully
submerged cylinder. This is consistent with the experimental findings from Chaplin
& Teigen [27]. Previous work, both experimental and numerical, demonstrates that
the presence of a free surface leads to a reduced drag coefficient.
In addition to effects on the drag behavior, the presence of a free surface has been
shown to affect vortex shedding and lift forces. Yu found that vortex shedding was
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suppressed near the free surface, which alters the lift forces acting along the length
of the cylinder [263] . Experimental work by Inoue also found that vortex shedding
was not seen near the free-surface [78].
6.1.2 Cylinders with Free Ends
Investigations of finite cylinders have been carried out both experimentally and
numerically to investigate the effects of a free end on the overall flow regime. A
thorough review of research on the flow field around free ends is given by Sumner [223].
Experimental studies have shown the drag coefficient decreasing with reducing
the aspect ratio. This includes work by Sumner [224], who investigated a vertically
mounted cylinder on a flat plate. Farivar [51] also studied drag coefficients of cylinders
with small aspect ratios, and saw reductions in the drag coefficient. These relation-
ships between drag coefficients and aspect ratio are consistent with other work in the
literature by Sakamoto [197], Taniguchi [231], Okamoto [163], Luo [127], Iungo [79]
and Okamoto [162]. Reductions in the drag coefficient of finite length cylinders has
also been demonstrated numerically, including work by Lee [122], Pattenden [170]
and Frohlich [56]. Further numerical work on cylinders with free ends can also be
found in Majumdar [129], Afgan [6], Palau-Salvador [164] and Krajnovic [115].
Investigations of flow past finite cylinders of various aspect ratios has shown that
the Karman vortex shedding is greatly affected by the free end of the body. Tip
vortices that shed off of the truncated end of the cylinder interact with the Karman
vortex shedding. Experimental measurements by Farivar [51] suggest that three dif-
ferent regions of shedding were present, indicated by different frequencies along the
cylinder length. Kawamura [104] found that the Karman vortex shedding demon-
strated dependence on the aspect ratio of the cylinder, such that at small enough
aspect ratios periodic vortex shedding did not occur. The critical aspect ratio that
marks the onset of Karman vortex shedding varies widely between authors, from 1
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to 7 [51, 104, 162]. These results are consistent with observations by Sakamoto &
Arie [196] and Park [167] which showed reductions in Strouhal number near the free
ends of the cylinders. Unique flow behavior has been noted in work by Park [167],
Adaramola [5], Rostamy [192], Roh [190] and Pattenden [171] that investigated flow
past small aspect ratio cylinders, which exhibited changes in the frequency content
of the loads.
6.1.3 Surface-Piercing Cylinders with Free Ends
Investigations of the combined effects of the free-surface on finite cylinders has
been given far less attention. Only a small sample of work in the literature has
addressed the combined factors of a free surface and a free-end. In these studies, the
work has excluded studying loads as a function of cylinder length. Except for the
work by Hay [72], the work has not examined aspect ratios larger than 2.
Hay [72] conducted experiments in a towing tank and data were collected for the
mean resistance and water run-up on the cylinder. The results showed peaks in the
resistance coefficients at small FrL around 1, and then tapering of the resistant coef-
ficient to nearly 0.5. This study is notable for its breadth of experimental parameters.
However, it excluded discussion of frequency, vorticity and any measurements that
vary with depth.
More recently, Rosetti [189], presented experimental and numerical investigations
of a surface piercing cylinder at an aspect ratio equal to 2 at Re = 4.3 × 104 and
Fr = 0.31. It was found that the free surface affected the flow, but the free end
effects dominated. Irregular vortex shedding was observed, as a result of the low
aspect ratio. The global drag of the finite, surface-piercing cylinder was found to be
smaller than the infinite, surface-piercing cylinder, and also smaller than the infinite,
fully submerged cylinder. The observed drag and vortex shedding phenomena are
consistent with other work in the literature. The study focused on global loads,
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excluding loads as a function of cylinder length. Furthermore, the study was limited
to a single aspect ratio.
Goncalves [64], et al, presented thorough experimental results for varying aspect
ratios up to 2 over a range of Re and Fr. The authors noted both a decrease in
Cd and St with decreasing aspect ratio. In addition to load cell measurements, PIV
measurements were also carried out. Visualizations of the flow around cylinders at
a variety of aspect ratios were provided, showing the effects of a free end. The
experimental data provided by Goncalves [64], complements the present work which
presents numerical and experimental results up to AR = 19 with measurements at
very small aspect ratios. Furthermore, this present work adds to the existing data by
providing results at different Re and Fr.
6.2 Analysis Specifications
The present work examines the combined effects of a free surface and a free-end
on cylinders with varying aspect ratios. Both numerical and experimental work was
carried out over a range of aspect ratios from around 1 to 19, where the aspect ratio
is defined as AR = submerged length
diameter
. The cylinder diameter was held constant at 0.0127
m and the depth of submergence was varied to alter the AR. A uniform flow of 0.23
m/s was propagated past the cylinder.
The numerical and experimental work is compared in an effort to further validate
the numerical model as well as provide insight into the flow around surface-piercing
cylinders with free ends and varying lengths. All of the results presented here are for
the case of a Re = 2900 and Fr = 0.65.
6.3 Experimental Method
The experiments were carried out in the re-circulating water tunnel of the Fluid-
Structure Interaction Laboratory, with a test-section of 1.27 m × 0.5 m × 0.38 m
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Figure 6.1. Schematic of the experimental set-up for the surface-piercing cylinder
in the FSI water tunnel. The depth of submergence of the cylinder can vary, allowing
for the study of the relationship between aspect ratio and drag coefficient.
and a turbulence intensity of less than 1% for up to a flow velocity of U = 0.3
m/s. A uniform circular cylinder with a diameter of D = 1.27 cm was tested. Tests
were conducted at a constant flow velocity of U = 0.23 m/s, resulting in a constant
Reynolds number of Re = 2900 (same as the Re number used in the numerical
simulations). The cylinder could be placed in water at different immersed lengths,
resulting in different aspect ratios, L/D, where L is the immersed length of the
cylinder (Figure 6.1). Twelve different aspect ratios of L/D between 0.875 and 19
were tested. A six-axis force sensor (ATI-Nano17/IP68) was attached to the upper
end of the cylinder and measured the total flow forces acting on the cylinder in
three perpendicular directions. This force sensor had a capability of high precision
measurement of small forces. The calibration SI-25-0.25 had a sensing range of 25
N in the Fx, Fy and 35 N in Fz direction with a resolution of 1/160 N in all three
directions. The single axis overload in Fxy and Fz were ± 250 N and ± 480 N ,
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respectively. Txy and Tz had a single axis overload capacity of ± 1.6 Nm and ± 1.8
Nm.
Four experimental runs were performed for each aspect ratio. The results pre-
sented in this paper include error bars illustrating ± one standard deviation from the
mean of the four measurements taken at each of the aspect ratios.
6.4 Numerical Method
6.4.1 The Numerical Domains and Boundary Conditions
Hexahedral meshes were generated for simulating the flow past the cylinders with
varying aspect ratios. A mesh was built for each aspect ratio, where all meshes had
a height of 0.55 m, width of 0.254 m and a length of 0.762 m. Each cylinder was
located at 0.254 m from the inlet and 0.508 m from the outlet to allow room for
the wake. Three layers of octree refinement were performed from the base mesh to
the surface of the cylinder with an additional boundary layer on the surface of the
cylinder. The boundary layer consisted of 10 layers. In addition to the increased
refinement around the cylinders, the fluid interface region was refined with two layers
of octree refinement in the vertical direction. The first layer of refinement fell within
±0.025m of the still water level (SWL), and the second layer of refinement fell within
±0.0125m. The cell count of each mesh varied slightly due to the differing lengths
of the cylinders and the resulting numbers of refined cells near each cylinder surface.
The mesh sizes were all in the neighborhood of 3.3 million cells.
The bottom and sides of the domain were treated as no-slip boundaries, as well as
the surface of the cylinder. The inlet was prescribed with uniform velocity of 0.2286
m/s in the water phase, and zero velocity for the air phase. The volume fraction was
given as 1 below the SWL and 0 above, where 1 represents water and 0 is air. Pressure
was prescribed to have a normal gradient of zero on every boundary except for the top
boundary, which was set with a total pressure boundary condition. The simulations
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Figure 6.2. a) View of the numerical domain from the side. Increased cell refinement
is located around the fluid interface. b) Overhead view of the numerical domain.
Increased cell refinement surrounds the cylinder. c) An enlarged view of the near
cylinder region, as seen from above.
presented here had an initially quiescent flow field (i.e. zero velocity everywhere in
the domain).
A maximum Courant number of 0.5 was set, where Co = U ∆t
∆x
and U is the
velocity, and ∆t, ∆x are the discretized time and length intervals, respectively. The
time step was adjusted according to the Courant number throughout the simulation,
with an initial time step of 0.01 s.
The Spalart-Allmaras one-equation model, described in Spalart & Allmaras [217],
was used to model the turbulence, with a Spalding wall function at the cylinder
boundary, presented in Spalding [218]. The turbulence model was chosen based on
the findings from the validation exercises discussed in the validation work presented
in Section 5.
Load predictions on the cylinder were calculated by discrete integration of the
pressure and viscous stresses along the body, by summing values on each cell face.
Moments were calculated in a similar manner. The individual moments from pressure
and viscous forces on each cell face, where the moment arm was calculated as the
distance from the face center to the cylinder center of gravity, were summed to yield
125
a combined pressure and viscous moment on the body. The total moment is the sum
of the pressure and viscous moments. The forces and moments were stored as three-
component vectors in the x, y and z directions, and roll, pitch and yaw directions,
respectively.
6.5 Results and Discussion
The results from experimental measurements and CFD simulations are presented
here. First, the predicted drag forces from both simulations and experiments are
presented. Next, the frequency content of the load predictions from CFD is examined.
Flow field visualizations from CFD are presented to provide insight about the flow
physics around these surface-piercing, finite length cylinders of varying aspect ratios.
Additionally, CFD results for sectional loads along a cylinder with an aspect ratio of
twelve are presented. Finally, the section concludes with a comparison of the present
results with previous work from the literature for the isolated cases of a free surface
or a free end.
6.5.1 Drag Forces
The non-linear relationship between the drag coefficient and the aspect ratio is
shown in Figure 6.3 below. The agreement between the numerical predictions and
the measured data from the experiments are shown across the entire range of aspect
ratios studied. A maximum drag force of 0.07 N was measured experimentally, at
the aspect ratio of 19.
The drag coefficient is given by,
Cd =
2Fd
ρU2A
, (6.1)
where Fd is the time averaged drag force, ρ is the density of water, U is the freestream
velocity, and A is the frontal projected area of the cylinder, which changes with aspect
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ratio. The numerical and experimental results show the same trend in drag coefficient
versus aspect ratio. The drag coefficient is roughly constant for aspect ratios of 3 and
above. A large drop in the drag coefficient appears at an aspect ratio of 2, in both
the experimental and numerical work. The reason for the drop in drag coefficient at
AR = 2 is investigated further through computational flow visualizations in a later
section.
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Figure 6.3. The drag coefficient at different aspect ratios. The numerical results are
shown in red stars, and the experimental results are given in blue circles.
The calculated drag coefficients from the present work’s CFD predictions and
experimental measurements are plotted against results from the literature in Fig-
ure 6.4. The drag coefficients for the cylinder of varying aspect ratios from the
present work are shown with red stars and blue circles, for the numerical and experi-
mental work, respectively. Additionally, drag coefficients from the present numerical
work for a fully-submerged, infinite cylinder are shown in magenta stars. Experi-
mental results from the literature for infinitely long cylinders are shown in the fig-
ure [2,99,156,174,191,202,239,267]. Drag coefficients from fully-submerged cylinders
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Figure 6.4. The drag coefficient of a vertical cylinder across a range of Reynolds
numbers, determined experimentally and numerically in both the literature in the
present work.
with free ends, of varying aspect ratios, are shown [51, 162, 163, 197, 224, 231]. Drag
coefficients for surface-piercing cylinders are shown as well [27,105].
Overall, the drag coefficient for infinite, fully-submerged cylinders is greater than
the drag coefficients for other cylinders in the same Reynolds number range. Previous
work from the literature shows that surface-piercing cylinders have a slightly lower
drag coefficient than fully submerged cylinders, which can be seen by comparing
the black lines to the cyan squares in Figure 6.4. It has been demonstrated in the
literature and in the present work that surface-piercing cylinders have even greater
reductions in drag coefficients near the free surface. This result is not reflected in the
plot of the total drag coefficients, but is demonstrated in Figure 6.13 which examines
loads as a function of cylinder length.
The global drag coefficients for finite length cylinders show a greater decrease in
value compared to the surface-piercing cylinders. It is shown that the presence of
a free end for these finite cylinders has a greater effect on the total drag than does
the presence of a free surface. This can be noted by comparing the cyan squares
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with the green stars in Figure 6.4. The present work shows that the combined effects
of free ends and a free surface results in reductions in the drag coefficients that are
more similar to the finite cylinder results. The reduction in the drag coefficients are
of similar value. In the present work, the very low drag coefficients were found at
the smallest ARs studied. The blue circle with Cd = 0.45 is for the case of AR =
1. Again, this highlights the large effects of the free end and free surface on the drag
loads. As the AR increases, the Cd predictions in the present work approach the Cd
values for the infinitely long, fully-submerged cylinder.
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Figure 6.5. The relationship between drag coefficient and aspect ratio from the
present work as well as previous work from the literature [51,162,163,197,224,231].
To further investigate the combined effects of the free end and free surface on
the drag behavior of cylinders, the relationship between the aspect ratio and drag
coefficient is examined. In Figure 6.5 the present work is compared against results
from previous work, where the cylinders had free ends, but did not pierce a free
surface. (Experimentally, this can be achieved by mounting the cylinder vertically to
the floor, such that the free end is located at the top.)
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Sumner [224] presents results that show initial signs of Cd plateauing between AR
= 5 and 10, while the results by Sakamoto [197], Okamoto [162, 163] and Taniguchi
[231] fall in too narrow of a range of ARs to capture the plateau effect. The present
work shows agreement with the general trends of lower drag coefficients at low aspect
ratios, but also demonstrates a plateau at high aspect ratios. The differences between
authors is most likely due to the different Re numbers at which these studies were
performed. Overall, this comparison demonstrates that drag coefficients smaller than
values for infinite cylinders at the same Re numbers are found for cylinders with free
ends, excepting some results from Okamoto [163].
The discrepancies between previous work in the literature and the present work is
likely due to the fact that the previous work investigated vertically mounted cylinders
on flat plates, such that the free end was located at the top of the cylinder. In these
works, the cylinders were partially immersed in a boundary layer attached to the
floor, or flat plate. In the present work, the hard surface of the floor is replaced with
a deformable water-air fluid interface.
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Figure 6.6. Comparison of the numerically and experimentally determined drag
coefficients from the present work, against numerical results by Rosetti [189] and
experimental work by Goncalves [64].
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Finally, experimental and numerical results from the present work are compared
against numerical results by Rosetti [189] and experimental work by Goncalves [64].
The differences between work by Goncalves [64] and the present study indicate that
load results are not universal, but rather that they depend greatly on the Fr and Re
numbers. Future work will seek to understand this discrepancy in results, whether
the difference is due to the Fr or Re, or a combination of the two.
6.5.2 Frequency Content
Fast Fourier transforms (FFTs) of the transverse force time histories from CFD
were computed. The resulting FFTs are presented as a function of the Strouhal
number, St = fD/U , where f is the vortex shedding frequency, D is the cylinder
diameter and U is the uniform flow velocity. For a cylinder with Re = 2900, the St
is expected to be 0.2 [3]. The FFTs shown in Figure 6.7a show very strong peaks
around St = 0.2 for the high aspect ratio cases of AR = 15 and 19. A less dominant
peak is shown at St = 0.18 for the AR = 9.
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Figure 6.7. FFTs of the transverse force signal for cylinders with aspect ratios of 3,
9, 15 and 19.
An enlarged view of the FFTs is given in Figure 6.7b. At an aspect ratio of 6 a
small peak is shown at St = 0.15, which is a slight reduction from the St numbers for
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larger aspect ratios. For aspect ratios 4 and 5, peaks are found at very low St. Finally,
for AR = 2 and AR = 3 there exist no peaks in the FFTs, suggesting the absence of
a strong oscillatory transverse force signal, and thus a lack of regular vortex shedding
at these low aspect ratios. This analysis of the frequency content of the tranverse
forces demonstrates that the vortex shedding begins to be suppressed at an aspect
ratio of 6, as the St decreases from the theoretical value of 0.2 for an infinite cylinder.
The vortex shedding is increasingly supressed as the aspect ratio is reduced, such that
at an aspect ratio of 3 there exist no dominant frequencies in the vortex shedding.
Kawamura [104] noted the absence of Karman vortex shedding at AR = 4, while
Okamoto [162] noted suppression of vortices at AR = 2, which are roughly consistent
with the present work’s finding. The present work finds that Karman vortex shedding
is suppressed at AR = 3 and below. Additionally, Sumner [224] found a reduced
Strouhal number of 0.16 for cylinders with aspect ratios of 3, 5, 7 and 9 as compared
to the value of 0.2 for infinite cylinders. The present work also demonstrates a reduced
Strouhal number at AR = 9. However, at AR = 3 and below, periodic vortex shedding
was not observed. This difference is likely due to the presence of a free surface which
did not exist in Sumner’s study.
6.5.3 Visualizing the Flow
Here, flow field visualizations are presented in an effort to understand the under-
lying physics of the flow around surface-piercing, finite cylinders with varying aspect
ratios. The previous subsections demonstrated non-linear relationships between the
aspect ratio and the drag coefficients. Furthermore, the frequency content of the
loads showed a dependency on the aspect ratio. Visualizations of streamlines and
vorticity fields around the cylinders of various aspect ratios are presented here, and
provide insight about the reasons for the load characteristics seen in the numerical
predictions and experimental measurements.
132
Figure 6.8. View from above of streamlines moving from left to right past four
cylinders of varying aspect ratio, including AR = 2, 3, 9 and 19.
Views of the streamlines around cylinders with aspect ratios of 2, 3, 9, and 12 are
shown in Figure 6.8. The cylinders with an aspect ratio of 2 and 3 do not appear
to generate any vortices along the length of the cylinder. However, vorticies are still
generated from the free end. At an aspect ratio of 9, vortex shedding occurs. The
magnitude of the oscillation in the wake increases with increasing aspect ratio.
Figure 6.9. Streamlines past cylinders with four different aspect ratios, view from
the side. The flow travels from left to right.
The streamlines are shown from the side in Figure 6.9. From this perspective, the
absence of vortex shedding along the length of the cylinder in the AR = 2 and 3 cases
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is illustrated again. With increasing aspect ratio the vortex shedding again increases
in magnitude. Near the free surface there is a lack of vortices in all cases, suggesting
the free surface suppresses vortex shedding altogether. The ability of the free surface
to deform, as opposed to a solid wall, alters the flow in this region. Surface waves
are observed in both the experimental and numerical work. Further away from the
fluid interface, and moving towards the free-end of the cylinder, the vortex shedding
increases, such that the AR = 19 case exhibits vortex shedding clearly.
The side view of the streamlines also shows the portion of the flow that travels
under the free-end of the cylinder and then moves upwards on the downstream side.
The ability of the flow to travel beneath the cylinder because of the free end, as
opposed to solely around the cylinder for the case of an infinite cylinder, is likely the
main contributor to the reduced drag coefficient of finite cylinders.
Figure 6.10. Vertical slices through the numerical domain illustrating the vorticity
fields around cylinders of aspect ratios 2, 3, 9 and 19, flow travels from left to right.
The vorticity was computed from the CFD results. Vertical slices taken through
the cylinder and parallel to the fluid flow are shown in Figure 6.10. At the small
aspect ratio of 3, the vortex structure appears to be smeared out compared to the
vortex structures behind cylinders with larger aspect ratios.
For the case of the large aspect ratio of 19, shown on the lower right, different
regions of vortex shedding appear. Near the free surface the vorticity is very small.
Along the upper-middle segment of the cylinder the vorticity oscillates periodically
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and parallel to the cylinder. Moving down to the lower-middle section, the vorticity
remains oscillatory but the variation no longer occurs parallel to the cylinder, but
rather at an angle. Finally, at the free-end of the cylinder there exists a different vortex
structure altogether which is small and creates its own wake pattern. The tip vortices
appear to interact with the Karman vortex shedding that occurs along the middle
span of the cylinder. This effect is manifested in angled vortex sheets towards the
bottom-middle section, while the top-middle section shows perfectly vertical vortex
sheets.
Figure 6.11. Horizonal slices through the numerical domain of a cylinder with aspect
ratio 9. The slices are taken at 10, 30, 50, 70 and 90% of the cylinder’s depth.
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Horizontal slices of the vorticity field around a cylinder with AR = 9 are shown
in Figure 6.11, at increasing depths below the still water level (SWL). The slices
are taken at 10, 30, 50, 70 and 90% of the cylinder’s depth, from top to bottom in
the figure. The vortex shedding patterns differ along the length of the submerged
cylinder. Near the free surface, shown in the top image, two vortices trail behind
the cylinder and create a narrow wake. Moving down the length of the cylinder into
deeper water, the wake widens. Near the free-end of the cylinder, illustrated in the
bottom image, the wake structure disappears and two vortices with large vorticity
magnitudes are seen.
When the cylinder has a small aspect ratio, the vortex shedding, which is sup-
pressed near the free surface, dominates over nearly the entire length of the cylinder.
However, there does remain a region of high vorticity at the free end, seen both in
the vorticity fields and also demonstrated by the streamline visualizations that show
the tip vortices coming off the bottom of the cylinders. For the cases of AR =2 and
3, the aspect ratio is so small that a middle region does not exist, such that high
vorticity from the free end dominates the flow behavior on the entire length of the
cylinder. For each of these cases there exists a region of relatively high vorticity at
the free end, from which tip vortices are shed. The marked drop in drag coefficient
for the AR = 2 case is also a likely result of the vortex shedding coming entirely from
the free end, combined with the flow propagating past the cylinder from below and
around the two sides.
6.5.4 Sectional Forces
Here, CFD predictions for the sectional forces along the length of a cylinder with
AR = 12 are presented. A numerical mesh was generated with multiple patches
(where a patch is a collection of boundary faces) along the length of the cylinder
in order to investigate the loading on the cylinder as a function of its length and
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distance from the free surface. Each patch was a 3d cylindrical section. The patches
were stacked vertically such that the eight patches comprise the entire geometry of
the cylinder with AR = 12. It is possible to achieve spatial resolution as small as
each face on the cylinder’s surface. However, dividing the surface into eight patches
achieved sufficiently detailed resolution in space, while also averaging out statistical
noise.
The patch names are defined in Figure 6.12, where the portion of the cylinder that
touches only air is named “air”. The patch named “Fountain” is located just above
the still water line (SWL) but does touch water due to wave run-up on the front side
of the cylinder. The patches that are located beneath the SWL are named “Water1”
to “Water7” with increasing depth. The patches vary in length, such that patches
near the ends are shorter, and patches along the middle span are longer. The exact
length of each patch is provided in Figure 6.12.
Figure 6.12. Surface patch definitions for the cylinder with aspect ratio 12. The
SWL sits at the base of the “fountain” patch. The patches under the SWL are labeled
“Water 1” to “Water 7” with increasing depths.
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Sectional drag coefficients were computed for each patch, given by,
Cd(z) =
2Fd(z)
ρU2A(z)
(6.2)
where Fd(z) is the time averaged drag force at a single patch and A(z) is the frontal
project area of the corresponding patch located at the same height, z.
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Figure 6.13. a) Sectional drag coefficient along the length of the cylinder. b)
Standard deviation per unit length of the fluctuating lift forces along the length of
the cylinder. A peak in the standard deviation of the transverse force is seen near
the middle of the cylinder span, with another smaller peak located near the free end.
The time averaged sectional coefficients along the cylinder length are shown in
Figure 6.13a. The drag coefficient is nearly uniform along the length of the cylinder.
However, near the free surface the drag coefficient decreases rapidly, a trend that is
consistent with previous studies found in the literature, e.g. [27], [105], [263], [221].
Additionally, an increase in the drag coefficient can be seen at the bottom of the
cylinder where the flow is altered due to the tip vortices from the free end.
The present work is compared against drag coefficient results for surface-piercing
cylinders in Figure 6.14. Numerical results from the present work are shown in red
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Figure 6.14. Sectional drag coefficients from the present work are shown in red
stars. Sectional drag coefficients from surface-piercing cylinders without free ends are
shown in black, green, magenta, cyan and blue ( [27,263]). The dotted line indicates
the location of the SWL.
stars. Data from Yu [263] and Chaplin & Teigen [27] in the same vicinity of Fr,
but larger Re, as the present work are also plotted. The sectional drag coefficients
from the present work show the same trend from the top of the cylinder to nearly
the bottom. At the bottom the drag coefficient increases, unlike the values from the
previous work where the bottom of the cylinder was attached to a floor or a splitter
plate, instead of being a free end. It is also shown that the predicted Cd values vary
with dependence on both Re and Fr.
The standard deviation per unit length of the fluctuating lift force was calculated
for each patch along the length of the cylinder. The results are presented in Fig-
ure 6.13b. A peak in the magnitude of the oscillatory lift force signal is seen near the
middle of the cylinder’s length. The magnitude of the fluctuating lift force is smaller
near the free surface and near the free end, though not at the free end. At the end
of the cylinder a local maximum in the lift force magnitude is seen, likely due to tip
vortices shedding off of the free end. The relative magnitude of the lift force oscilla-
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tion is indicative of the degree of vortex shedding. The standard deviations given on
the right in Figure 6.13 match well with the visualizations of the vorticity present in
Figure 6.10. The computed standard deviations of the sectional fluctuating lift force
reiterate the presence of vortex shedding in the middle span of the cylinder, the lack
of vortices near the free surface and lastly, the tip vortices from the free end, which
were all seen in the visualizations of vorticity in Figure 6.10.
Next, FFTs of the sectional transverse forces were computed, and are presented
as a function of the St in Figure 6.15a. The largest peaks are seen for patches
“Water2”, “Water3” and “Water4”, the three patches located along the middle span
of the cylinder. This is the region where the vorticity field illustrated the greatest
degree of vortex shedding, as well as the region where the peak in the standard
deviation of the transverse force was found. Furthermore, these peaks are found at
St = 0.2, the expected value for cylinders at the Re studied in this work.
Reduced peaks around St = 0.2 can be seen for the patches “Water1” and “Wa-
ter5”, the patches that surround the middle span of the cylinder. These are the
regions that mark the beginning and the end of the region of strong vortex shedding.
The FFTs as well as the standard deviation of the transverse force indicate that these
regions see periodic vortex shedding, but that the vortices are smaller in magnitude
than those between “Water1” and “Water5”. Finally, the patches near the free-end
of the cylinder, “Water6” and “Water7”, show small peaks just below St = 0.2, as
well as larger peaks closer to St = 0.05. The “Water7” patch gives the larger peak at
the low St, which alongside the streamline and vorticity visualizations, suggests the
tip vortices shed periodically and at a lower frequency than the vortices in the main
wake.
The St number as a function of cylinder height is shown in Figure 6.15b, against
data presented by Farivar [51] and Fox & West [55]. In Farivar’s work the free end
was located at the top, so the data have been mirrored for comparison to the present
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Figure 6.15. a) FFTs of the transverse force signal from each of the patches. Larger
peaks in the FFT of the transverse force are observed for patches around the middle
span of the cylinder, indicating where the periodic vortices are largest and most
pronounced. b) The St as a function of cylinder height, compared against results
from Farivar [51] and Fox & West [55]
work which modeled the free end at the bottom of the cylinder. The normalized
height of zero represents the location of the free surface in the present work. Again,
the work by Farivar [51] did not include a free surface. The free ends are located at
a normalized height equal to negative one. Fox & West’s work studied a cantilevered
cylinder attached to a wall [55]. The free end of the cylinder in their work corresponds
to the normalized height of negative one in Figure 6.15b. The general trends in St as
a function of distance from the free end of the cylinder match well. St numbers near
0.2 are observed for the end furthest from the free end, while near the free end, the
St numbers are much lower. The flow travelling over the free end interferes with the
Karman vortex shedding, and leads to a reduction in the shedding frequency in that
region.
6.6 Summary and Conclusions
CFD simulations of flow past surface-piercing cylinders with aspect ratios from
about 1 to 19 were performed at Re = 2900 and Fr = 0.65. The drag forces predicted
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from CFD simulations were compared against experimental measurements, across a
wide range of aspect ratios from 1 to 19, and good agreement was found. It was found
that the combined effects of a free surface and a free end affected the magnitude and
frequency of loads on the cylinder, with a dependency on the aspect ratio.
At higher aspect ratios the drag coefficient was found to be nearly constant with
a value near 0.75 from numerical simulations, and 0.85 from experimental work. A
sharp drop in the drag coefficient was observed at AR = 2, as the flow can travel
under as well as around the cylinder. Tip vorticies were seen to dominate at small
aspect ratios, while more pronounced vortex sheets were observed behind cylinders
with larger aspect ratios. The Strouhal number decreased with the aspect ratio such
that for the cases of AR = 3 and below, the lift force exhibited almost no periodicity
at all.
Sectional load investigations, a new contribution to studies of the combined effects
of free surface end free ends, further corroborated flow field visualizations. The mag-
nitude of the lift force was shown to peak near the middle of the cylinder span, with
a local maximum at the free end where tip vortices shed. Near the free surface the
magnitude of the lift forces was shown to die off entirely, as a result of the supression
of vortices near the free surface. Reduced Strouhal numbers were found for locations
near the free end, indicating a different frequency of vortex shedding from the tip
than from the center span of the cylinder.
The presence of a free-surface and a truncated cylinder end affects the structural
loading, in both magnitude and frequency. These alterations to the loading behavior
are dependent on the aspect ratio, such that at small depths of penetration, the drag
is greatly diminished and the periodicity of loads from vortex shedding is absent.
Understanding the flow behavior around bodies in the presence of these factors is of
great importance to many engineering applications, such as offshore structures. The
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design of offshore structures should consider the implications of these factors of drag
and frequency of loads.
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CHAPTER 7
LOADS ON A STATIONARY SEMISUBMERSIBLE IN
STEADY CURRENT
7.1 Introduction
A variety of computer-aided engineering (CAE) tools, based largely on engineer-
ing models employing potential-flow theory and/or Morison’s equation, are currently
being used to evaluate hydrodynamic loading on floating offshore wind turbine plat-
forms [90, 94]. Evaluation of the validity of these tools is a necessary step toward
proper modeling. In this chapter, the open-source computational fluid dynamics
(CFD) package, OpenFOAM, was used to provide high-fidelity simulations of wind
turbine platforms in steady current and waves to assess the validity of potential-flow
and Morison solutions.
FAST [91], which employs engineering models, is the National Renewable En-
ergy Laboratory’s (NREL) wind turbine CAE tool. In this work, hydrodynamic load
predictions from FAST’s hydrodynamics module, HydroDyn, are compared with re-
sults from OpenFOAM for a fixed semi-submersible platform. The OC4-DeepCwind
semi-submersible analyzed in the International Energy Agency (IEA) Wind Task 30
project is used for this study [187]. The effects of the wind turbine were neglected.
HydroDyn uses a combination of Morison’s equation with potential-flow theory to
predict loads on offshore structures, including floating platforms. Morison’s equation
is more valid for small members where viscous and inertial effects dominate. Potential-
flow theory is more appropriate for larger members where radiation and diffraction
effects are more important. The interaction between the individual components of
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the structure is neglected. This means that the loads on the individual components
are summed, but the large components do not influence the hydrodynamic loads on
the small components and vice-versa. In CFD simulations the forces and moments
are predicted entirely by the flow field such that interaction effects are intrinsically
accounted for, but with large computational expense.
To study the implications of the assumptions in HydroDyn, both FAST and Open-
FOAM were used to simulate a series of cases using a variety of wave and current
conditions. Simulations of the semi-submersible were performed in each tool, and load
predictions are compared. To specifically address the issue of body-size classification
as well as component interaction, three geometries were used in the CFD study of the
semi-submersible. The first geometry contains the entire semi-submersible geometry.
The second and third geometries contain only the small and only the large members,
respectively. The assumptions in HydroDyn are assessed based on the comparison
of load predictions against results from OpenFOAM. Even though HydroDyn is used
in this study, the results are likely applicable to other engineering codes that employ
similar models.
7.2 Analysis Specifications
The OC4-DeepCwind semi-submersible platform geometry was selected in this
study because it is composed of both small and large components relative to the
waves encountered in the ocean environment, meaning that viscous drag, static pres-
sure, dynamic pressure, and inertial loads all contribute to the loading on the struc-
ture. (Radiation added mass and damping are neglected in this study of a stationary
platform.) The specifications of the semi-submersible geometry meshes are outlined
here, followed by a description of the simulated environmental conditions. Simula-
tions performed in OpenFOAM were conducted at 1/50th the scale of the prototype
semi-submersible, such that the dimensions of the CFD mesh match the dimensions
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of the semi-submersible employed in the the DeepCwind tank testing campaign. The
FAST simulations were carried out with full prototype scale length dimensions, but
are effectively treated at model scale because of the chosen drag coefficients. To prop-
erly compare the HydroDyn results with those from OpenFOAM, the drag coefficient
used in FAST is derived from the model-scale Reynolds number, and the drag coef-
ficient is chosen to be 1.0. All dimensions, forces, and other data from OpenFOAM
are presented at prototype scale, scaled using Froude scaling. The Froude number
is given by Fr = u
2
gL
, where u is the fluid velocity, g is gravity, and L is the char-
acteristic structure length. The scaling relationship between model and prototype
is upheld by Frmodel = Frprototype. Although the Froude scaling method cannot be
applied in conjunction with Reynolds number scaling, it does properly scale inertial
effects [26]. This inconsistency was avoided by using a model-scale Reynolds number
for the FAST simulations.
Figure 7.1. The model-scale semi-submersible, built at 1/50th the size of the proto-
type, from the DeepCwind tank tests with component definitions labeled [187]. Note:
SWL is the still water line
7.2.1 Semi-Submersible Specifications
Discussions of the tower or turbine properties are neglected because these simula-
tions omitted the wind turbine. The semi-submersible structure, built at model scale
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Table 7.1. Specifications of the semi-submersible structure [187]
Depth of platform base below SWL (total draft) 20.0 m
Centerline spacing between offset columns 50.0 m
Length of upper columns 26.0 m
Length of base columns 6.0 m
Diameter of main column 6.5 m
Diameter of offset (upper) columns 12.0 m
Diameter of base columns 24.0 m
Diameter of pontoons and cross braces 1.6 m
and used in the DeepCwind tank tests, is shown in Fig. 7.1 with labeled components.
The three large cylinders are referred to as the offset columns, and are split into
the upper and base columns. The center of the semi-submersible consists of a single
main column that is connected to the offset columns with pontoons and cross braces.
Additionally, the still water line (SWL) is indicated on the right offset column. The
dimensions of the individual components, at prototype scale, are given in Table 7.1.
7.2.2 Representative Geometries
HydroDyn predicts wave and current loads on offshore structures using Morison’s
equation in conjunction with potential-flow theory. For small members, where it
is assumed that viscous and inertial forces dominate, Morison’s equation is most
appropriate. For the larger members, where diffraction effects become dominant,
potential-flow theory is more valid (based on a preprocess using a panel method such
as WAMIT). To study the implications of the applicability of Morison’s equation
and potential-flow theory as they relate to the component size, CFD simulations
were performed on three representative geometries that include all components, only
the small components, and only the large components. High-fidelity results from the
three CFD meshes are compared against results from HydroDyn where the distinction
between body size alters the limits of applicability for the CAE model equations. In
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OpenFOAM, the validity of the model equations does not change based on structure
size, so the representative geometry is changed instead.
First, a mesh representing the entire semi-submersible platform was generated.
The surface of the semi-submersible is shown in the top of Figure 7.2, where an
increased level of refinement can be seen around the SWL. This mesh is referred to
as the “Full Geometry” throughout this study. Next, the offset columns were isolated
from the pontoons, cross braces, and main column, to generate the geometry shown
in the bottom right of Fig. 7.2, where again, a region of increased mesh refinement
exists around the SWL. This mesh is referred to as “large components only.” Finally,
the cross braces, pontoons, and main column compose the “small components only”
mesh, which is shown at the bottom left of Fig. 7.2. The following sections give more
detail on categorizing the individual components as small or large.
Figure 7.2. The surfaces of the semi-submersible from the full geometry, large
components only and small components only numerical meshes for CFD, in clockwise
order from the top
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7.3 Methods
7.3.1 FAST
FAST is a nonlinear aero-hydro-servo-elastic CAE tool used for wind turbine de-
sign. The new FAST (version 8) modularization framework, which is used in the
research presented in here, breaks the code into several modules including HydroDyn
for hydrodynamics. HydroDyn uses a WAMIT potential-flow panel method model as
a preprocessor and internal frequency-to-time-domain transforms for time-domain-
based potential-flow solutions, as well as an internal Morison’s equation solver for
drag effects [91]. In addition, the new release of HydroDyn adds the capability to
calculate Morison’s equation for multiple interconnected and (nonvertical) platform
members.
The WAMIT model developed for this platform is a high-resolution surface model
that includes all platform members. This model is used to solve the radiation prob-
lem, which generates a body-oscillation frequency-dependent set of coefficients, and
the diffraction problem, which generates a vector of wave-frequency dependent coef-
ficients. In this research, the platform is fixed, so there are no forces from radiation,
which is caused by platform motion. Furthermore, in current-only cases, there are no
waves, so the total force contribution from potential-flow theory is zero.
Morison’s equation in its full form includes a term for diffraction-induced wave
excitation forces (with a long wavelength approximation), radiation-induced added
mass, and viscous drag forces. Only the viscous drag force term of Morison’s equa-
tion is calculated in this research because the other forces are computed using the
potential-flow model. Using the new capabilities of FAST 8, a viscous drag coefficient
is specified for every member of the platform. FAST outputs a viscous force predic-
tion per unit length for several nodes along each member. The resulting viscous forces
are integrated along the length of each member and summed to produce a resulting
total force from Morison’s equation. The Morison solution treats each member as
149
an isolated component, neglecting the effects of direct interaction between members.
This is not the case for WAMIT, where the diffraction solution includes the effects of
direct interactions between members.
7.3.2 OpenFOAM
This section briefly describes the CFD methods that were used to simulate the
semi-submersible platform in current and waves. A VOF method was used to simulate
the two-phase flow. Further details about the CFD methodology can be found in
Chapter 4 of this document.
As mentioned previously, three meshes were generated representing the full geome-
try, small components only, and large components only. Each mesh consists of roughly
3 million cells, with increased mesh refinement located around the SWL and near the
surface of the semi-submersible body. The model-scale domain begins roughly 9.4 m
from the body, extends 4 m past the body in the wave propagation direction, and is
6.3 m wide. The domain depth is 4 m, which matches the depth of the DeepCwind
tank tests, and classifies the waves in the deepwater region. At prototype scale, this
is equivalent to a mesh that begins 470 m from the body, extending 200 m behind the
body, with a depth of 200 m, and a domain width of 315 m. The bottom and sides
of the domain are treated as no-slip boundaries. The inlet was treated with varying
velocity, volume fraction, and pressure gradient, according to the wave theory being
simulated.
The wave library developed for OpenFOAM by Jacobsen, et al, was used in this
work [80], as discussed in Chapter 5. In this study, only Stokes first order wave theory
and steady currents are used. This work implemented relaxation zones at the domain
outlet, also discussed in Chapter 5.
The time-varying velocity, volume fraction, and pressure gradient were prescribed
on the inlet boundary throughout the simulation. Initial conditions can be prescribed
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as the user wishes. The simulations presented here had an initially quiescent flow field
(i.e. zero velocity everywhere in the domain).
Turbulence was modeled with the Spalart-Allmaras one-equation model [217], with
a Spalding wall function at the semi-submersible boundary [218].
The load on the body was predicted by integrating the pressure and viscous
stresses along the body in a discretized manner. The pressure and viscous forces
from each cell face on the surface of the body were summed to find the total pressure
and viscous force, respectively. The pressure and viscous forces were then combined
to yield a total force on the body. The total moment on the body was calculated as
the sum of the moments resulting from pressure and viscous stresses, where moment
arms are calculated as the distance from face centers to the structure center of gravity.
The total moment was determined in the same manner as the total force. The results
are stored as three component vectors, in the x, y, and z directions and in the roll,
pitch, and yaw directions for the forces and moments, respectively.
Experimental tests of the model-scale semi-submersible were carried out at the
Maritime Research Institute Netherlands (MARIN) under the DeepCwind project,
but only for the case of the freely moving body [34]. The simulations carried out
in this work model the structure as fixed in place, therefore direct compararisons of
these numerical results to the tank test data cannot be made.
In the absence of experimental data to directly validate the semi-submersible work
against, comparable experiments to the case of a fixed semi-submersible in waves and
current are used in their place. The CFD model has been validated against a suite
of experimental work published in the literature, as discussed in Chapter 5. The
CFD work here was simulated at model scale, where the experimental and numerical
results are in excellent agreement.
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Table 7.2. Current Conditions. The current velocities for the three cases are given
at model and prototype-scale. The Reynolds numbers for the four major components
of the semi-submersible are presented at model and prototype scale
Case 1 Case 2 Case 3
Model-Scale Vel. 0.042 (m/s) 0.084 (m/s) 0.14 (m/s)
Model-Scale Re.
Pontoons 1,356 2,713 4,524
Main Column 5,512 11,024 18,382
Upper Columns 10,176 20,352 33,936
Base Columns 20,352 40,704 67,872
Prototype-Scale Vel. 0.3 (m/s) 0.6 (m/s) 1.0 (m/s)
Prototype-Scale Re.
Pontoons 480,000 960,000 1,600,000
Main Column 1,950,000 3,900,000 6,500,000
Upper Columns 3,600,000 7,200,000 12,000,000
Base Columns 7,200,000 14,400,000 24,000,000
7.4 Environmental Conditions
A series of current-only cases were carried out. The current velocity ranges from
0.3 m/s to 1 m/s at prototype scale, and these velocities are scaled down to model
scale with Froude scaling. This range of current velocities was selected because it
matches the conditions most likely to be found in the ocean environment. The values
for the current velocities are given in Table 7.2, at both model and prototype scale.
Additionally, the Reynolds numbers for each of the four major components of the
semi-submersible are given at each of the current velocities.
A more detailed discussion of validation cases is given in Chapter 5, where Fig. 5.15
demonstrates the ability to predict the drag coefficient of a vertical cylinder over a
range of Reynolds numbers. Confidence in the ability to predict loads on bodies in
steady flow, such as current, is high.
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7.5 Results and Discussion
7.5.1 Global Loads
Inline and transverse force predictions are presented for the semi-submersible in
a current with velocity of 0.6 m/s in Fig. 7.3. OpenFOAM results are presented
from simulations with the three representative geometry meshes described earlier.
Results from the large component-only mesh, small component-only mesh and the
full geometry mesh are shown by the solid blue line, dashed red line, and light blue
line, respectively. Force predictions from FAST are represented by the dash-dotted
black line.
340 350 360 370 380 390 400 410 420
−2
−1
0
1
2
3 x 10
5
time, s
in
lin
e 
fo
rc
e,
 N
Inline force: Current, 0.6 m/s
 
 
Large Components
Small Components
Full Geometry
FAST
340 350 360 370 380 390 400 410 420
−2
−1
0
1
2 x 10
4
time, s
tra
ns
ve
rs
e 
fo
rc
e,
 N
Transverse force: Current, 0.6 m/s
Figure 7.3. Inline and transverse force results from OpenFOAM and FAST. Results
from the large components only, small components only and full geometry meshes are
shown for OpenFOAM. FAST predicts a larger inline force, but smaller transverse
force compared to OpenFOAM.
The inline force prediction from FAST is larger than any of the inline force results
from OpenFOAM. One possible reason for these differences is due to the numerical
treatment of shadowing effects. The simulations in OpenFOAM naturally account for
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Figure 7.4. Inline force predictions from FAST and OpenFOAM for only the small
components, and only the large components in a current of 0.6 m/s. FAST predicts
a larger force on both small and large components.
shadowing effects, in which downstream members are shadowed by upstream mem-
bers, decreasing the load. These shadowing effects are not accounted for in FAST, and
each member is assumed to interact with an undisturbed flow. Future work examines
the shadowing effect in more detail. The discrepancy may also be due to the fact that
OpenFOAM predicts drag coefficients that are between 2.0% and 8.4% lower than
the value of 1.0 used in FAST. It may also be the case that a drag coefficient of 1.0 in
FAST is not appropriate for all members. FAST predicts a constant zero force in the
transverse direction, which is not representative of the true time-varying physics that
result from vortex shedding, just as it is expected from the Morison formulation. The
results from OpenFOAM properly capture the time-varying nature of the transverse
force, unlike the FAST results that do not model the vortex shedding and associated
lift forces.
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In addition to looking at the total hydrodynamic loading on the semi-submersible,
forces on individual components are examined. The total forces on the small com-
ponents, which include the pontoons, cross braces, and main column, are summed
from the FAST output and compared to the results from the OpenFOAM simulation
with the small components-only mesh. Additionally, the sum of the forces on the
large components in FAST are compared to the results from the large components-
only mesh in OpenFOAM. The comparison of inline forces in a current of 0.6 m/s is
shown in Fig. 7.4. For both the small and large components, FAST predicts larger
inline forces, where the difference is greater for the case of large components. This
is consistent with the expectation that Morison’s equation predicts forces more accu-
rately for small components. Again, the larger predicted forces from FAST may be
the result of neglecting shadowing effects of upstream members sheltering downstream
members, or also the difference in drag coefficients between FAST and OpenFOAM.
Figure 7.5 summarizes the overall effect of the velocity on the force predictions
from the three steady current cases by comparing the mean of the forces in the inline
and transverse directions. In current, FAST predicts constant forces in the inline
and transverse directions. OpenFOAM predicts oscillating forces, which more closely
match the physics. Error bars on the OpenFOAM results indicate the standard
deviation from the mean because of the time-varying nature of these signals. Only
the full geometry results from OpenFOAM are considered here. Again, FAST predicts
a larger inline force than OpenFOAM, which could be a consequence of shadowing
effects being neglected in FAST.
FAST predicts a zero transverse force across all current velocities. OpenFOAM
shows a slight nonzero mean that results from noise in the transverse force signal.
The standard deviation in the transverse force prediction from OpenFOAM (shown
by the error bars in Fig. 7.5) demonstrates that the two codes are in fair agreement
for the mean transverse flow predictions. Transverse force prediction in OpenFOAM
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Figure 7.5. Trends in the inline and transverse force predictions in steady current.
The mean of the inline and transverse forces from both codes is plotted against
increasing current velocities. Error bars on the OpenFOAM results illustrate the
standard deviation from the mean because the inline and transverse forces are actually
oscillating signals.
does capture lift forces, which are not computed in FAST because it uses Morison’s
equation.
The full geometry load prediction from OpenFOAM does not equal the sum of
the results from the large components only and the small components only meshes.
This is likely due to the complex flow patterns that result from the fluid interacting
with the structural components in the interior region of the semi-submersible. The
accelerating flow around and through the full geometry mesh results in an increased
load prediction on the structure.
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7.5.2 Geometric Factors Affecting the Drag
It was hypothesized that discrepancies in load predictions from the previous work
could be due to a variety of factors, including shadowing effects, treatment of in-
teraction between individual members, or even the selection, or prediction, of drag
coefficients. In each of the OpenFOAM simulations discussed in the previous work,
the geometry considered was treated as a single patch, meaning each simulation pro-
duced only one global force prediction.
This study presents loads on individual members of the semisubmersible and high-
lights the effects of shadowing, interaction between structure members, and the im-
portance of carefully selecting drag coefficients for engineering models. This work
focused only on drag because the previous work validated the radiation/diffraction
solution of the potential-flow solution through comparison of wave-loading simula-
tions in HydroDyn and OpenFOAM. This study followed that previous work, trying
to understand why OpenFOAM did not match HydroDyn well for the current-only
case, where drag is important, and the key features that cause these loads to differ
from those seen for submerged, infinite cylinders. Drag effects are also important in
severe sea states.
For this study, loads on separate structural members were investigated to better
understand the significance of shadowing and interactions between members, as well
as the influence of a free surface and free ends. CFD is used to examine the influence
of a complex geometry on the drag of a structure as compared to the experimental
measurements for submerged, infinite cylinders. Insight about the role of shadowing
is provided through CFD force predictions and flow visualizations. The roles of the
free surface, free ends, and wake effects are discussed in terms of inertial and drag
loads on the semisubmersible. The implications of these factors on loading predic-
tions in engineering tools are addressed with regard to modeling assumptions and
approximations in HydroDyn and other similar codes.
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In addition to assessing the mean drag predictions on the semisubmersible, the
CFD solution can also quantify the importance of the transient loads induced by
vortex shedding. Time histories of the load predictions in the inline and transverse
directions, as computed with CFD, provide information about the magnitude and
frequency of the oscillatory loads. These time varying loads merit further attention
because of their potential fatigue impacts and absence in Morison-based engineering
models.
This work serves to better inform those that use engineering tools when selecting
drag coefficients for offshore structures that differ from infinitely long, fully submerged
cylinders. CFD simulations presented here provide improved understanding of the
drag behavior of more complex structures, and this knowledge can be extended to
engineering models, such as HydroDyn.
Often, the drag coefficient input to HydroDyn, and other similar engineering tools,
is chosen based on the Reynolds number alone. Moreover, the drag coefficient is
often determined based on previous experimental work on fully submerged, infinitely
long cylinders. The semisubmersible components are neither infinitely long nor fully
submerged, and it was hypothesized that these factors alter the drag coefficient, which
is discussed later in this paper.
In fact, previous work from the literature demonstrates that the drag coefficient
on a circular cylinder can be sensitive to many factors, including the presence of a
free surface, and a free end of a body. In addition, the presence of multiple members
disrupts the flow such that the drag characteristics are altered as well. If tools are not
capable of modeling this disturbed flow, the parameters must be used to approximate
this influence. Insight is gained from a review of previous work that has investigated
these individual factors on cylinders. Furthermore, the results provided confidence in
the drag coefficient predictions from CFD in this study where multiple factors were
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combined. Indeed, these factors do alter the drag behavior on the semisubmersible
in the current conditions considered here, as discussed below.
Figure 7.6. Contributions to the drag coefficient of the semisubmersible platform
for offshore wind turbines.
Various authors have examined the effects of a free surface on the drag behavior of
vertical cylinders. In all of these works, vertical cylinders that pierce the free surface
of an air-water interface were studied. Experimental work by Chaplin and Teigen [27]
demonstrated that the drag coefficient decreases near the free surface of the water.
Numerical work by Yu [263], Kawamura [105] and Suh [221] found drag coefficients
that were smaller than the drag coefficient for fully submerged cylinders in the same
flow conditions. There is numerical and experimental evidence that the presence of a
free surface decreases the drag coefficient on vertical cylinders.
The role of free ends has also been investigated numerically and experimentally.
Experimental studies by Sumner [224] demonstrated reduced drag coefficients for
cylinders with a free end about which the flow could accelerate. Sumner’s work
investigated drag in uniform flow conditions, but the same effects were found in
waves. Niedzwecki [157] performed experiments on truncated cylinders in regular
and random waves and found that the normalized drag on truncated cylinders was
lesser than that on infinitely long cylinders.
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Drag behavior on bodies consisting of multiple members has also been investigated.
Sumner provides a thorough review of dual-cylinder configurations [222]. For cylinders
placed in a tandem configuration, in which one cylinder is directly upstream of the
other, it was found that the upstream cylinder has a lower drag coefficient than it
would if the cylinder were isolated. Furthermore, at certain distances, the downstream
cylinder can experience a negative drag. When cylinders were arranged side-by-side,
a certain spacing existed where the drag reached a minimum. Finally, when the
cylinders were staggered, certain angles and spacings existed in which drag minima
are seen. In all of these scenarios, the wake behind the first cylinder alters the flow
field such that the drag behavior is different from that of an isolated cylinder.
Overall, the effects of a free surface, free end, and multibody configuration are
shown to cause a decrease in drag coefficient on a vertical cylinder. There is reason
to believe that these same factors are the causes for decreases in the drag coefficient
of many members of the semisubmersible structure as well—such as the upper, base,
and main columns, which are shown in a later section. This study examines the
combined effects of the free surface, free end, and multibody configuration of the
semisubmersible on the drag behavior.
7.5.3 Sectional Loads: Numerical Set-up
CFD simulation results are presented for the simplified OC4-DeepCwind semisub-
mersible in current-only conditions. Results are first presented to compare load pre-
dictions between the three offset columns. Then the loading is discussed in further
detail by examining differences in loads between the upper and base components of
the offset columns. The trends in drag loads are presented quantitatively in the first
two sub-sections. Next, the quantitative findings in the drag behavior are explained
through various flow visualizations. Finally, mean inline force predictions from Hydro-
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Dyn are presented, with the drag coefficients determined from CFD at three current
velocities.
In the simulations, the semisubmersible platform is oriented such that one column
is located in front and centered, and the other two columns are downstream and
parallel to one another. The column that is upstream of the others is called the
front column, and the two downstream columns are called the right and left columns,
according to their position relative to the front column when looking in the direction
of the current flow.
Simulations were carried out in current-only conditions, at a uniform velocity of
0.085 m/s, at model scale. This corresponds to a current velocity of 0.6 m/s at proto-
type scale. Additionally, simulations were performed with HydroDyn, using the same
environmental conditions and semisubmersible orientation as the CFD simulations.
The results from the two codes are presented for comparison in Section 4. These flow
conditions correspond to Froude number of 0.055, where Fr = U√
gL
. The Reynolds
numbers are given in Table 7.3.
Table 7.3. The Reynolds numbers of the upper and base columns, at model and
prototype scale. The Froude number is 0.055 at both scales.
Model Scale Re Protoype Scale Re
Upper Column 20,361 7,200,000
Base Column 40,704 14,400,000
Meshes were generated with increased mesh refinement near the surface of the
semisubmersible body and also around the fluid interface. Three unstructured meshes
were generated, with 1.94, 2.88, and 5.06 million cells each. Sensitivity of the model
to grid density was again tested for the computational meshes used in this study. The
results of this mesh convergence study are given in Figure 7.7. It was found that the
inline force predictions show convergence after a mesh size of 2.88 million cells. A y+
value of 61 was used on the surface of the columns, which is appropriate given the use
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of the Spalding wall function. A vertical slice through the coarsest numerical domain
is presented in Figure 7.8. The entire numerical domain is illustrated in Figure 7.9.
The offset columns, in the absence of the main column, pontoons, and cross braces,
of the geometry were selected for further investigation because of their more simplistic
form. The absence of cross braces and pontoons reduces the complexity of the flow,
allowing for better understanding of the fundamental flow behavior. Meshes were
generated for CFD simulations consisting of only the three offset columns. The reults
presented in the Loads on Individual Offset Columns section used a mesh with three
isolated surface patches, while the results in the Loads on Upper and Base Columns
section are from a mesh with six surface patches.
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Figure 7.7. Mesh convergence results for the mean inline force and the standard
deviation of the transverse force, in the top and bottom plots, respectively.
The bottom and sides of the domain are prescribed as no-slip boundaries condi-
tions on velocity. The pressure and volume fraction are zero-gradient at the walls
and the floor. An atmospheric boundary condition is used for the top, in which the
pressure changes with velocity, as prescribed by the totalPressure condition in Open-
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Figure 7.8. Vertical slice through the domain to illustrate the increased level of
mesh refinement around the free surface, as well as the refinement surrounding the
body.
Figure 7.9. Computational domain for the simplified OC4-DeepCWind semisub-
mersible in uniform flow.
FOAM. A uniform velocity is prescribed in the water phase at the inlet. The volume
fraction is given as 1 below the still water line (SWL) and 0 above, where 1 represents
water and 0 is air. The internal domain is initialized with a zero-velocity flow field.
The maximum Courant number (Co = U ∂t
∂x
, where U is the velocity and ∂t, ∂x
are the discretized time and length intervals) was set to 0.5. An initial time step
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of 0.01s was given, and the timestep was adjusted automatically according to the
Courant number through the simulation.
7.5.4 Sectional Loads: Individual Offset Columns
The CFD results for the inline and transverse forces on each of the individual
offset columns are shown in Figure 7.10. The results are shown between 250s and
350s, once the initial transients, due to the quiescent initial conditions on velocity, of
the simulation have subsided. The top plot shows the inline force predictions on the
front, right and left columns. A lag in the peaks of the forces can be seen in the right,
and left column loads, as compared to the front column. The bottom plot displays the
transverse force predictions on the three columns. The magnitude of the transverse
forces on the right and left columns is greater than on the front column, which is
likely a result of flow diffraction and vortex shedding on the downstream columns.
Furthermore, it is interesting to note that the transverse forces on the two downstream
columns are completely out of phase with each other, indicating symmetrical vortex
shedding off of the trailing columns.
To investigate the inline force predictions further, the mean force predictions on
each column, from OpenFOAM, are calculated. These mean inline forces are shown
in the first three bars of Figure 7.11. The red error bars indicate one standard de-
viation from the mean, to illustrate the degree to which the periodic force signal
oscillates about the mean. The bar on the far right of Figure 7.11 shows the inline
force prediction from HydroDyn. HydroDyn calculates the inline force as a mean
value, without any time-varying oscillation, so the standard deviation of the signal is
zero. The bar labeled Cd = 1.0 shows the result from a HydroDyn simulation where
the base and upper columns are each assigned a drag coefficient equal to one. The
drag coefficient of 1.0 corresponds to the model-scale Reynolds numbers of the upper
and base columns. These drag coefficients for input to HydroDyn are selected from a
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Figure 7.10. Inline and transverse force predictions from OpenFOAM. The load
predictions are shown in black, red, and blue for the front, right, and left columns,
respectively.
straightforward Reynolds number versus drag coefficient curve. Without considera-
tion of the free surface, free end or multimember effects, it was expected that a drag
coefficient equal to 1.0 would be most appropriate for the model-scale simulations
carried out in this work, but that was not found to be true in practice.
The mean inline force predictions from OpenFOAM are very similar for each of
the three offset columns, and not surprisingly, are in near perfect agreement for the
two downstream columns. The agreement between HydroDyn and OpenFOAM is not
very good when the drag coefficients are set to 1.0.
These findings illustrate three main points. First, the OpenFOAM results seem
to indicate that shadowing effects do not play a major role in the loading on the
structure, as demonstrated by the very similar inline forces on the front, right, and
left columns. However, this finding is questioned in the next subsection when loads
on individual members are investigated. Second, these results point to the pivotal
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Figure 7.11. Mean inline force predictions from OpenFOAM and HydroDyn. The
three bars on the left show the results from OpenFOAM. The bar on the right shows
predictions from HydroDyn, for the inline force on a single column. Error bars indicate
one standard deviation in the time-varying force signals from OpenFOAM.
role the drag coefficient plays in loading predictions in current-only conditions. It is
possible that OpenFOAM is underpredicting the drag on the body; however, prior
validation work showed great accuracy in the drag prediction in this Reynolds number
range. The drag coefficient selection in HydroDyn could be at fault. It may be too
simplistic to select the drag coefficient from a simple Reynolds number relationship,
especially one that is based on an infinitely long, fully submerged cylinder. Third, the
time variation of load is the result of vortex shedding, not modelled by the viscous
drag term from Morison’s equation.
7.5.5 Sectional Loads: Individual Members
To further investigate the inline forces on the offset columns of the semisubmersible
column, the loads on the upper and base columns of the front and trailing offset
columns are examined individually. Whereas the results in the previous section would
indicate roughly uniform loading on each offset column, the results here show that
loading varies greatly depending on upstream versus downstream location, as well
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at proximity to the free surface. While these reuslts are for a specific geometry in
a single flow condition, we hypothesize that these factors will affect loads on other
geometries in similar flow conditions, such that careful attention must be given to
selecting input parameters to engineering tools.
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Figure 7.12. Forces per unit area on the front, right, and left columns are shown
in the top, middle, and bottom plot, respectively in a current of 0.6 m/s. Solid lines
show the time varying loads, and the dash-dot lines show the mean value used for
computing the drag coefficient.
Again, simulations in OpenFOAM were carried out in current-only conditions with
a uniform velocity equal to 0.085 m/s at model scale, corresponding to 0.6 m/s at
prototype scale. The force predictions, per unit area, are presented in Figure 7.12.
The forces per unit area on the front, right, and left columns are shown in the top,
middle, and bottom plot, respectively. The magenta, red, and green lines show the
loads per unit area on the base columns, and the black, cyan, and blue lines illustrate
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Figure 7.13. Predicted drag coefficients from an OpenFOAM simulation of the three
offset columns in a current flow of U = 0.6 m/s at prototype scale. The results for
the base columns are shown in blue, and the upper columns are represented in red.
The mean inline forces are illustrated with the dashed lines.
loads per unit area on the upper columns. Solid lines show the time varying loads,
while the dash-dot lines show the calculated mean load. The loads per unit area on
the base and upper columns are very similar for the front column. The downstream
columns, however, give different loads per unit area for the base and upper columns.
This indicates that the wake behind the front column is somehow affecting the loading
on the body in a way that varies vertically.
The variation in loads between the upstream and downstream columns is not
accounted for in HydroDyn where there is no model for shadowing of members, such
that equal loads are predicted on each column. Additionally, the load predictions
from HydroDyn do not vary in the vertical direction when modeling current-only
conditions. Finally, HydroDyn does not compute time-varying loads for the current-
only conditions, despite the fact that vortex shedding does occur in this flow regime.
The predicted drag coefficients from OpenFOAM are calculated for the base and
upper columns for each of the three offset columns, based on the upstream undis-
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turbed velocity. The results are presented in Figure 7.13. At the Reynolds number
simulated here, the drag coefficient versus Reynolds curve for an infinitely long, fully
submerged cylinder indicates that the drag coefficient should be roughly 1.0. The
predicted drag coefficients from OpenFOAM are all below 1.0. The drag on the base
columns increases for downstream members, while the drag on the upper columns
decreases. These initially surprising results merit further investigation through flow
visualization. The findings from flow visualization, and a brief survey of the literature
discussed earlier, reveals that these predictions from OpenFOAM are likely correct.
The following subsection provides and discusses flow field visualizations.
7.5.6 Flow Visualizations
Here, visualizations of the velocity and pressure fields are presented to provide
insight about the drag coefficients discussed above. The values in this section are
presented at model scale—the scale at which the CFD simulations were performed.
Additionally, the visualizations presented here are instantaneous values and have not
been time averaged. These visualizations highlight a variety of factors that may
contribute to smaller predictions in the drag coefficient than previously anticipated.
These factors include the presence of a free surface, free end effects of the body, and
the multimember structure. As discussed earlier, the literature suggests that each
of these factors can lead to decreases in the drag behavior on the semisubmersible
structure.
A side view of the streamlines around the offset columns in current-only conditions
is shown in Figure 7.14 where the flow moves from left to right. This visualization
highlights the velocity drop near the body, and furthermore, near the free surface.
Additionally, the flow is shown to accelerate as it passes under the geometry. Finally,
the velocity near the free surface is further reduced after passing the front column,
just before it reaches the two trailing columns. This single image highlights that the
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Figure 7.14. A side view of the streamlines where the flow travels from left to right.
The flow slows as it approaches the body and near the free surface. Acceleration of
the flow can be seen as the streamlines pass under the body.
free surface, free ends, and multimember arrangement all appear to alter the drag
behavior of the semisubmersible, as compared to that of an infinite cylinder.
Streamlines that are seeded nearer to the free surface are shown in Figure 7.15.
They provide a better visualization of the vortex shedding in the wakes of the three
offset columns. Again, reductions in the velocity in the current direction are seen near
the free surface as the flow approached the body. Also, the effects of the multibody
arrangement are illustrated in the increasing reduction in flow velocity behind the
front column and before the trailing columns.
Horizontal slices at increasing depths—0.1, 0.2 and 0.3 m below the SWL—are
shown in Figure 7.16. The velocity magnitude is presented at three depths of sub-
mergence, where the magnitude increases with increasing depth. This reiterates the
trend shown in Figure 7.14 where the flow is seen to slow near the free surface. The
reduction in fluid velocity near the free surface where the body sits explains the re-
duced drag coefficient on the upper columns, as compared to the base columns that
see a higher flow velocity. Again, the presence of the free surface is shown to affect
the flow field near the structure.
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Figure 7.15. a) Bird’s eye view of the streamlines past the simplified semisub-
mersible geometry, in a 0.085 m/s current flow traveling from left to right, at model
scale. b) A side view of the streamlines.
Figure 7.16. The velocity magnitude at three horizontal planes, located at 0.1, 0.2,
and 0.3 m below the SWL, from left to right, shown at 42 s. The current direction is
from left to right. The increasing velocity with increasing water depth highlights the
role of the free surface in the fluid flow near the structure.
Next, velocity vectors at the three depths—again, at 0.1, 0.2, and 0.3m below
the SWL—are shown in Figure 7.17, from top to bottom, respectively. Again, a
reduced velocity is seen near the free surface near the structure. With increasing
water depth, the velocity increases. This image sheds light onto the effects of the
171
Figure 7.17. Velocity vectors at three depths below the free surface, 0.1, 0.2, and
0.3 m, from top to bottom respectively. The right column of images shows a view
from an angle above, while the left column illustrates the view from an angle below
the semisubmersible. The vectors are colored by magnitude.
multibody arrangement by illustrating the vector magnitudes and directions as they
come off of each offset column. Perhaps most notable is the large magnitude velocities
that point downwards from the front column onto the trailing base columns. These
velocity vectors help to explain the increase in the drag on the trailing base columns.
Largely, the total pressure field is dominated by hydrostatics. To investigate
local changes in the pressure, the hydrostatic component is subtracted from the total
pressure, leaving a modified pressure term, p˜, that is p without ρgz. This is described
mathematically below, where p is defined as the total pressure, giving the modified
pressure,
p˜ = p+ ρgz (7.1)
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where z is negative in the downward direction, hence the plus sign. The total pressure
is many orders of magnitude larger than the modified pressure, p˜, term due to the
dominance of the hydrostatics. However, the hydrostatic pressure varies only in the
vertical direction (z), such that ∇px and ∇py are dictated entirely by changes in the
modified pressure. In this work, which focuses on drag loads, it is the changes in
the x-direction of the pressure field that are of primary concern. Therefore, despite
the dominance of the hydrostatics on the total pressure, variations in the modified
pressure, specifically in the x-direction (current direction) are significant.
Isosurfaces of the modified pressure field, p˜, are shown in Figure 7.18. This image
illustrates surfaces of constant pressure, without the contribution of the hydrostatic
pressure. It is shown that lower pressure regions exist directly in front of the front
column, and behind the trailing columns, as indicated by the dark blue pressure shell
with a value of 3 Pa. The isosurfaces increase in magnitude inside of the three offset
columns, most specifically on the front side of the trailing columns. This is shown with
the red isosurface illustrating a pressure of 5.5 Pa. These variations in the modified
pressure highlight the effects of the multicolumn arrangement of the semisubmersible
where the field appears to be directly affected by the presence of the downstream
columns.
The changes in the modified pressure term help to explain why the flow diverts
downwards as it travels downstream, because the flow avoids the region of higher pres-
sure that forms in between the three offset columns. The fluid motion is seen to move
downwards after passing over the base column of the front pile. It then heads toward
the base columns of the trailing columns with increased velocities, as is depicted in
Figures 7.14 and 7.17. To further illustrate the increase in velocity, Figure 7.19 shows
the magnitude of the velocity field mapped onto the pressure isosurfaces presented in
Figure 7.18. Additionally, accelerations in the flow field are seen as the flow travels
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Figure 7.18. Isosurfaces of the modified pressure term, p˜. A region of higher pressure
is shown in between the three columns, which is believed to drive the flow downwards
towards the trailing base columns.
beneath the base columns, further explaining the increased drag on the base columns
on the trailing columns and highlighting the role of the free ends of the structure.
The presence of a free surface, free ends and multibody arrangement is shown to
play a role in the overall drag loading on the semisubmersible. A reduction in the
velocity near the free surface as the flow approaches the body leads to overall lower
drag coefficients on the upper columns. Flow accelerations beneath the structure,
cause by the free ends, are shown to cause higher drag on the base columns in general.
The multibody arrangement leads to increases in the fluid velocity coming off the front
columns and heading downwards, causing increased drag on the base columns of the
trailing piles. It is shown that the geometric differences between an infinitely long
cylinder and the semisubmersible structure alter the drag predictions on the latter
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Figure 7.19. The x-component of velocity mapped onto the pressure isosurfaces
illustrated in Figure 7.18.
structure. These factors should be taken into consideration when selecting the most
appropriate drag coefficients for input to engineering tools.
7.5.7 Isolated Offset Column
To better understand the effects of the multimember arrangement of the semisub-
mersible, a single, isolated offset column was simulated in 0.6 m/s current velocity.
The resulting force predictions on the isolated offset column are compared against
the loads on columns that are part of the multimember arrangement. Loads on the
isolated column are presented here, alongside the predicted loads on the front and
trailing columns discussed earlier.
The drag coefficients of the base column, upper column, and entire offset column,
as predicted by CFD, are presented in Figure 7.20. The predicted drag coefficient
for the base member of the isolated offset column falls between the predicted drag
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Figure 7.20. Drag coefficient predictions for the base column, upper column, and en-
tire offset column for the front, trailing, and isolated columns of the semisubmersible.
coefficients for the front and trailing columns’ base members. The same trend exists
for the upper member as well. This finding indicates that the presence of other
members does alter the drag behavior on any one member.
7.5.8 HydroDyn with Updated Drag Coefficients
The geometric complexities of the semisubmersible have demonstrated sizable ef-
fects on the drag behavior, as compared to that of an infinitely long cylinder. It may
be the case that CFD simulations must be performed a priori to running simulations
with engineering tools that use drag coefficients as inputs. To assess how far we can
extend drag coefficients computed at a single current velocity, in this case at 0.6 m/s,
the drag coefficients presented earlier were input to HydroDyn, and simulations were
performed with current velocities of 0.3 and 1.0 m/s, for stationary semisubmersibles.
The drag coefficients are given in Table 7.4, taken from Figure 7.13, and the results
are presented here.
Table 7.4. Predicted drag coefficients from CFD, used as input to HydroDyn.
Upper Base
Front 0.488 0.673
Trailing Right 0.320 0.915
Trailing Left 0.322 0.922
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Figure 7.21. Comparison of mean inline forces from OpenFOAM and FAST at three
current velocities. FAST results when all members were assigned a drag coefficient of
1.0 are shown in black, while FAST results with drag coefficients from Table 7.4 are
shown in blue. OpenFOAM results are given in red, where error bars indicated one
standard deviation in the time-varying load.
The mean inline force predictions from OpenFOAM at 0.3, 0.6, and 1.0 m/s
current velocities are shown in Figure 7.21, alongside the load predictions from two
sets of FAST simulations. The first set of FAST simulations used drag coefficients of
1.0 for each member, while the second set of simulations used the drag coefficients
listed in Table 7.4. As expected, the agreement between OpenFOAM and FAST
is much better when the drag coefficient inputs to HydroDyn are taken from the
CFD predictions. More importantly, the agreement improves for the 0.3 and 1.0 m/s
current velocity cases, even when the drag coefficients are derived only from a 0.6
m/s case. This points to the ability to extrapolate drag coefficients computed from
similar, but different, flow conditions.
7.6 Model vs. Prototype Scale Simulations
CFD simulations of the semisubmersible in steady current were performed at
model scale (as well as wave cases in the following section) instead of prototype scale,
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the scale at which FAST simulations were carried out. There are multiple reasons for
simulating CFD at model instead of prototype scale. One of the motivations is that
the DeepCwind wave tank experiments were done at model scale (1/50th prototype
size), such that comparison with experimental data would be more direct. Next, pre-
vious validation exercises for uniform flow past infinite cylinders gave slightly better
agreement between drag coefficients from the literature and our CFD simulation at
Reynolds numbers in the model scale region. Finally, model scale simulations are less
computationally expensive since boundary layer cell refinement increases with rises
in the Re.
Table 7.5. Model and prototype scale velocities and Reynolds numbers, as well as
aspect ratios of the upper and base columns.
Aspect Re Re
Ratio model scale prototype scale
(H/D) (U = 0.085 m/s) (U = 0.6 m/s)
Upper Column 1.16 20,000 7.2 million
Base Column 0.25 40,000 14.4 million
Given that CFD and FAST simulations have been performed at different physical
scales, and then results have been Froude scaled to match, we must ask whether
this is an acceptable approach. The goal here is to assess the impacts of running
CFD simulations at model scale instead of prototype scale. Using the simplified
semisubmersible geometry, so that results can be compared to the member level drag
coefficient predictions discussed earlier, prototype scale simulations were carried out
in a steady current at 0.6 m/s. The steady current velocities and Reynolds numbers
are given at model and prototype scale in Tabl 7.5, along with the aspect ratios
of the upper and base columns. Load predictions, including both drag forces and
frequencies, from prototype scale CFD simulations are compared against model scale
simulation results that have been Froude scaled post-simulation.
178
Figure 7.22. Re vs Cd for an infinite surface piercing cylinder. Schematics of the
flow regime as a function of Re are also shown. The Re for model and prototype scale
simulations of the semisubmersible are labeled.
The Reynolds numbers in this specific comparison of model to prototype scale
simulations are illustrated in Figure 7.22 on top of a Re versus Cd for an infinite,
fully submerged cylinder. Additionally, schematic drawings of the flow past infinite,
fully submerge cylinders as a function of the Re are shown. Both the model and
prototype scale Re simulated here indicate that turbulent vortex shedding should
occur, and that the frequency content of those vortices may differ. It is important to
note that these expectations are based on what has been observed for infinite, fully
submerged cylinders, which vary greatly from the surface-piercing semisubmersible.
7.6.1 Drag Coefficients
First, a mesh convergence study was carried out for the prototype scale simula-
tions. The mesh convergence study was done in two stages, first convergence of the
179
overall mesh was assessed, followed by a mesh convergence study of the cell refinement
around the fluid interface. The results from the mesh convergence study are shown in
Figure 7.23 and show that convergence was reached with a cell count near 6 million.
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Figure 7.23. The drag coefficient as a function of the cell count. Mesh convergence
was reached around 6 million cells.
The final drag coefficient predictions from prototype scale simulations are pre-
sented alongside results from a model scale simulation. The drag coefficient was
computed for each member treated in the simplified semisubmersible geometry. In
general, the prototype scale simulations predicted a smaller drag coefficient than the
model scale simulations for base columns. The opposite trend was found for the upper
columns, where the prototype scale simulations found larger drag coefficients.
From the standpoint of Figure 7.22, finding a larger drag coefficient for any of
the members at prototype scale may be surprising. However, the surface-piercing
semisubmersible differs so greatly from a fully submerged, infinite cylinder. Differ-
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ences in trends between the infinite cylinder and the semisubmersible should in fact
be expected, as was discussed in the previous sections.
Front Base Front Upper Right Base Right Upper Left Base Left Upper
0
0.2
0.4
0.6
0.8
1
D
ra
g 
Co
ef
fic
ie
nt
 
 
Prototype
Model
Figure 7.24. Drag coefficient predictions from simulations performed a prototype
and model scale, in blue and red bars, respectively. Drag coefficients are larger on
the upper columns and smaller on the based columns at prototype scale.
Remember that this is only one case of comparison, and it is a specific one. For
other geometries the prototype and model scale Re will fall on different areas of the
Cd vs Re curve – but basing any scaling effects off of that curve should be called into
question anyway.
7.6.2 Frequency Content
In addition to comparing the drag coefficient predictions at model and prototype
scale, the frequency content of the inline forces is compared. Because of previous
research investigating surface-piercing cylinders with free ends, discussed in Chapter
6, we have high confidence in our ability to accurately predict the vortex shedding
frequency using the Spalart-Allmaras turbulence model (see Figure 6.7).
The Strouhal number (St = fD/U) for each member of the simplified semisub-
mersible is plotted from model and prototype scale simulations in Figures 7.25(a) and
(b), respectively. In both the model and prototype scale simulations more pronounced
peaks in the Strouhal numbers were found for the trailing columns. Furthermore, in
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both model and prototype scale simulations a distinction was found between Strouhal
numbers for the upper and base components of the offset columns. The Strouhal num-
bers for the base columns are higher than those found for the upper columns. That
is, the vortex shedding frequency from the base columns is greater.
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Figure 7.25. a) Strouhal numbers for upper and base columns simulated at model
scale, b) prototype scale Strouhal numbers.
Strouhal numbers for smooth, infinite cylinders fall between roughly 0.1 and 0.47
across a wide range of Re, as illusrated in Figure 7.26(a). This range is much lower
than the Strouhal numbers that were computed from CFD simulations of the semisub-
mersible, by an order of magnitude. Again, the semisubmersible geometry is very
different from that of an infinite cylinder.
Perhaps it is more appropriate to compare Strouhal numbers from the semisub-
mersible against those from a sphere. The aspect ratios of the upper and base columns
are 1.16 and 0.25, respectively, where the aspect ratio of a sphere would be one.
Strouhal numbers measured from experiments of flow past spheres is given in Fig-
ure 7.26(b). Two branches of Strouhal numbers occur for the sphere, termed the
high-mode and low-mode St. The experimental data for spheres show a much wider
range of Strouhal numbers than what was seen for a cylinder, beginning at roughly
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0.2 and extending to nearly 10. The St values computed for the semisubmersible at
model and prototype scale fall within the range observed for spheres.
Figure 7.26. a) Strouhal numbers for a cylinder, reproduced from Blevins [13].
The upper band shows Strouhal numbers for smooth surface, while the lower bound
exhibits values for rough surface. b) Strouhal numbers for a sphere, reproduced from
Kim and Durbin [107].
7.7 Summary and Conclusions
A series of current-only cases was simulated using HydroDyn and OpenFOAM.
Comparison of load predictions from the two codes showed larger drag forces from
FAST than from OpenFOAM. Further work was performed to gain an understanding
of the code-to-code discrepancies in load predictions. The combined effects of a free
surface, a free end and the multiple member arrangement were investigated. Simu-
lations were carried out to study the loads on individual members of the semisub-
mersible, providing insights into the effects of shadowing. High-fidelity flow field
visualizations were generated to better understand the underlying physics of the flow
interacting with the complex geometry of the semisubmersible.
The drag loads were compared quantitatively, and the results from CFD revealed
drag coefficient predictions far below the values for an infinitely long, fully submerged
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cylinder at the same Reynolds number. Flow visualizations from the CFD simula-
tions were presented to explain the geometric factors leading to changes in the drag
behavior. It was shown that the presence of a free surface as well as free ends leads
to reductions in the drag coefficient as compared to infinitely long cylinders. Addi-
tionally, the multimember arrangement also lead to decreases in the drag loads. The
work demonstrated the large impact of these geometric factors on the prediction load
behavior, and argues that careful selection of input parameters for engineering tools
is necessary.
HydroDyn, and other codes that use Morison’s equation, predict only mean forces.
They do not capture time varying loads, which occur due to vortex shedding in
both the inline and transverse flow directions. These oscillatory loads could have a
significant impact on the fatigue of the semisubmersible and other similar offshore
structures. The OpenFOAM results exhibit a very large variation in inline loads, as
shown by the error bars in Figure 7.11.
Since the model-scale Reynolds number is much smaller than the full-scale Reynolds
number, this mismatch in values was considered for the semisubmersible in steady
current. Drag coefficient predictions on the upper and base columns of the semisub-
mersible were compared between model and prototype scale simulations. At prototype
scale larger drag coefficients were found for the upper columns, and smaller values
were seen for the base columns than was observed at model scale.
Due to the sensitivity of the loads to various geometric factors, as well as the
added complexity of their combined effects, it is likely necessary that CFD simulations
be performed for each unique geometry to determine load coefficients for input to
engineering tools.
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CHAPTER 8
LOADS ON A STATIONARY SEMISUBMERSIBLE IN
REGULAR WAVES
8.1 Introduction
In addition to simulating the semisubmersible in a range of current conditions, a
variety of wave conditions were investigated. Because the semisubmersible is treated
as a stationary body there are no radiation effects, but diffraction is important. First,
operational conditions in sea state 3 to 5 are simulated in CFD and the results are
compared with FAST predictions. Next, higher sea states are simulated in CFD to
investigate the importance of flow separation when KC > 2.
8.2 Operational Conditions
8.2.1 Environmental Conditions
The properties for three simulated wave cases are shown in Table 8.1. The sim-
ulated wave cases span a wave height range from 1.95 m to 2.75 m, and a range of
periods from 7.5 s to 8.8 s, at prototype scale. The wave simulations carried out in
this work fall between sea states 3 and 5.
8.2.2 Categorization of Component Size
The four major components of the semi-submersible can be mapped onto a plot of
the Keulegan-Carpenter number versus the diffraction parameter, which depend on
both the wave parameters and structure size (in the transverse direction). Mapping
the components by Keulegan-Carpenter number and diffraction parameter classifies
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Table 8.1. Simulated regular wave conditions at prototype scale
Simulated Case T (s) H (m)
Regular 1 7.5 1.95
Regular 2 7.7 2.35
Regular 3 8.8 2.75
each member as small versus large by the dominating physics in that loading regime.
The Keulegan-Carpenter number and diffraction parameter are calculated for each
of the four components - pontoon, main column, upper column, and base column -
over the range of sea states simulated here. The regions where each semi-submersible
component fall are illustrated in Fig. 8.1, where the sea state increases upward and to-
ward the left. The figure demonstrates that the base columns and the upper columns,
which comprise the offset columns, fall mostly in the diffraction-dominated region for
the sea states considered here. The pontoons fall almost entirely in the inertia and
drag dominated region. The main column spans both sides of the divide between
inertia-, drag- and diffraction-dominated regimes.
The classification of structures in Fig. 8.1 demonstrates the relationship between
structure size and dominating physics. The figure is divided by a vertical line that
separates the inertia- and drag-dominated regime where Morison’s equation is valid,
from the diffraction-dominated regime where a panel method code is more appropri-
ate. First, the figure shows that the base and upper columns should be considered
as large components, because they are largely dominated by diffraction effects. This
is consistent with the decision to include those members in the large components
only mesh discussed previously. In addition, the pontoons/cross braces fall in the
inertia- and drag-dominated region, which justifies including those members in the
small components only mesh. The potential-flow approach is valid everywhere ex-
cept where viscous effects are important. For this reason, the main column can be
modeled with potential-flow theory or Morison’s equation, and was classified as a
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Figure 8.1. Classification of small versus large structures and their limits of applica-
bility. The vertical axis shows H/D, which is equivalent to the Keulegan-Carpenter
number, and the horizontal axis is the diffraction parameter. The four major compo-
nents of the semi-submersible are mapped onto the figure over a range of sea states
from 3 to 5, which encompass the range of environmental conditions studied in this
work. Adapted from Chakrabarti [26]. H is the wave height, L is the wave length
and D is the characteristic structure diameter
small component in this work. This selection of small and large components is not
unique. Second, Fig. 8.1 illustrates that the simulated wave properties divide the in-
dividual components into different dominant load regimes. This allows for the study
of the assumptions made in HydroDyn where model equations are based on the size
of individual components.
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8.2.3 Results and Discussion
The current-only cases provide insight about the Morison’s equation component of
FAST. The regular wave cases shed light on the potential-flow theory portion of FAST.
Load contributions from Morison’s equation are negligible compared to diffraction
forces for the regular wave cases investigated in this work. FAST calculates the
diffraction forces from coefficients produced in WAMIT. Contributions from Morison’s
equation and diffraction are compared in Fig. 8.2. Radiation forces are omitted from
the figure because they are zero for this case of the nonmoving structure.
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Figure 8.2. Inline forces from FAST. The solid black line shoes the forces resulting
from Morison’s equation, and the red dotted line represents loading from diffrac-
tion, calculated in HydroDyn. The plot illustrates that drag forces calculated with
Morison’s equation are negligible compared to diffraction for the semi-submersible in
Regular 2 waves.
OpenFOAM and FAST results from the Regular 2 wave case, with properties
given in Table 8.1, are shown in Fig. 8.3. The inline-force results from FAST and
the full geometry case in OpenFOAM show excellent agreement. Previously with
the steady current simulations there was sizable disagreement between the inline
force predictions, but now the load contributions from drag are negligible compared
to contributions from diffraction. The semi-submersible is now in a regime where
diffraction effects are dominant, unlike in the current cases. The diffraction forces
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Figure 8.3. Inline, transverse and heave force results from OpenFOAM and FAST.
Results from the large components only, small components only and full geometry
meshes are shown for OpenFOAM. FAST and OpenFOAM show excellent agreement
for the inline force, while the transverse flow prediction is much greater from Open-
FOAM than it is from FAST. The heave force prediction is larger in FAST than it is
in OpenFOAM.
from WAMIT include the interaction between members such that shadowing should
play a lesser role. Again, the differing drag coefficients in FAST and OpenFOAM
may be the cause for discrepancy in force predictions. As was the case for current,
FAST predicts a constant zero transverse force; OpenFOAM gives a time varying
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Figure 8.4. Trends in the mean inline, transverse, and heave force predictions in
regular waves. The mean values of the inline force predictions with increasing wave
height are demonstrated in the top plot. The mean transverse and heave forces are
given in the middle and bottom plots, respectively. Standard deviation from the mean
in OpenFOAM is illustrated with error bars. Excellent agreement was found between
FAST and OpenFOAM inline loading predictions. The transverse force prediction
from FAST is zero for all wave heights, and increases with increasing wave height in
OpenFOAM. The mean heave force prediction is larger from FAST for across all wave
heights studied here.
transverse force. The heave forces are also presented, where FAST predicts a slightly
larger force compared to OpenFOAM for all representative geometries. As expected,
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the large components only and small components only meshes predict smaller heave
forces, which is a direct result of their smaller volume and surface area.
Results from the two codes are compared across the range of wave heights simu-
lated in this study, and are illustrated in Fig. 8.4. The means of the inline, transverse,
and heave forces from both FAST and OpenFOAM’s full geometry mesh are shown
in the plots from top to bottom, respectively. The error bars indicate the standard
deviation from the mean force. The inline force predictions from FAST and Open-
FOAM are in excellent agreement across the range of wave heights. The transverse
force predicted by OpenFOAM grows with increasing wave height, yet remains zero
in the FAST output. The heave force prediction is larger in FAST than OpenFOAM,
across all wave heights studied here. Unlike with the current cases, where the ab-
sence of shadowing effects in FAST may be the source of large discrepancies in inline
force results between the two codes, the inline force predictions from the two codes
agree well for the semi-submersible in waves. Again, the lack of a lift force in FAST
causes disagreement between the two codes, just as it did for the current cases. The
discrepancy in lift force predictions is more important for the current-only cases, and
less important for wave cases where drag and lift forces are negligible compared to
diffraction loads. Even though the OpenFOAM results demonstrate that the trans-
verse force is of smaller magnitude than the inline force, the loading in the transverse
direction should not be ignored.
8.3 Higher Sea States
Load predictions on the semisubmersible from OpenFOAM and FAST were found
to be in good agreement for waves classified as sea states 3 to 5. The relative impor-
tance of flow separation can be determined based on whether the KC number is less
than or greater than 2 [187]. When the KC number is larger than two, flow separation
becomes important. Below that threshold potential flow theory applies. In the sea
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states presented earlier, the KC numbers for each of the strucutural members were
below 2. Here, simulations at a higher sea state was carried out in OpenFOAM and
FAST to assess load predictions when flow separation becomes important.
Sea state 6 was investigated here, with Hs = 6.0 m and Tp = 12 s. This sea state
was chosen based on an analysis of the KC values as a function of water depth and sea
state for the OC4-DeepCwind semisubmersible [187]. The analysis shows that flow
separation occurs for the main column at a sea state of 6, and for the offset columns
at a higher sea state of 7. The cross braces and pontoons flow separation is important
beginning at a sea state of 5.
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Figure 8.5. Comparison of inline and transverse load predictions between Open-
FOAM and FAST at a sea state of 6. Hs = 6m, Tp = 12s. Results presented at
prototype scale.
The CFD simulations were performed at model scale, and include all members of
the semisubmersible geometry. FAST simulations were performed at prototype scale.
192
All results are presented at prototype scale, where the CFD results have been Froude
scaled.
Time histories for the inline and transverse load predictions from OpenFOAM and
FAST in the sea state 6 wave conditions are shown in Figure 8.5. In this case, the
CFD simulation predicts higher peaks and troughs than FAST does. In the previous
section a time history of forces on the semisubmersible in a sea state of 4 was given
in Figure 8.3. For this lower sea state, OpenFOAM predicted slightly smaller peaks
in the inline forces than FAST did.
8.4 Summary and Conclusions
A code-to-code comparison was carried out between the HydroDyn module in
FAST, a CAE tool for assessing hydrodynamics loads on offshore wind turbines, and
OpenFOAM, a high-fidelity CFD software package. A fixed semi-submersible was
simulated in wave-only conditions to assess differences from load predictions in the
two codes. Confidence in the ability to accurately model rigid bodies in current and
wave conditions with OpenFOAM, based on previous validation exercises, is high.
The wave-only conditions were simulated for a range of wave heights and periods.
In these cases, the inline-force predictions from HydroDyn and OpenFOAM were in
excellent agreement, but the HydroDyn results did not capture any lift forces. The
magnitude of the transverse force is smaller than the inline force, but it is nonetheless
significant. The ability to capture shadowing effects and transverse forces from vortex
shedding would enhance HydroDyn’s load predictions, and other engineering codes
that employ similar assumptions and theories.
The loading predictions from the two codes was in much better agreement for
the wave cases than it was in steady current. The loads on the stationary body in
waves are dominated by diffraction, which is treated with a panel method, potential-
flow based model in HydroDyn. In waves, the drag forces captured by Morison’s
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formulation are nearly negligble compared to the diffraction loads. The lessened
importance of Morison’s formulation means that poorly selected drag coefficients
have a diminished effect on the overall load prediction.
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CHAPTER 9
LOADS ON SLANTED CYLINDERS
9.1 Introduction
In HydroDyn, loads on slanted members are calculated in the normal direction
to a member. To assess the impact of this assumption, simulations of slanted cylin-
ders were carried out in OpenFOAM. Understanding the impact of this assumption in
HydroDyn is critical to ensuring accurate load predictions on offshore platforms, espe-
cially for geometries such as the semi-submersible platform which contains multiple
slanted members. Moreover, the cross-braces of the semi-submersible are surface-
piercing, which has the potential to further complicate the flow and loading. Here,
loads on slanted cylinders are examined, and contrasted with those for vertical cylin-
ders at the same Reynolds numbers.
Previous work in the literature has explored flow around, and loading on, slanted
cylinders. The majority of this research has investigated fully-submerged slanted
cylinders. King [108] and Lam [117] performed experiments on fully submerged
slanted cylinders, while numerical work has been presented by Zhao [268], Lam [117]
and Jordan [96]. These works found that the drag coefficient, based on the velocity
and force components normal to the cylinder, was independent of the cylinder’s angle
of inclination. This effect is called the independence principle (IP).
More recently, Shao, et al, performed experiments and numerical simulations to
study slanted cylinders that pierce a free surface [210]. In this research, the authors
found that the IP did not hold. Rather, the drag coefficient increased with increasing
angle of inclination. Furthermore, the work found that with increasing angle of in-
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clination the vortex shedding became more irregular. This irregularity of the vortex
shedding is not only a result of the angle of inclination, but also due to the presence
of a free surface. The effects of a free-surface on a vertical cylinder have been studied
experimentally [10, 27, 78] and numerically [105, 221, 263], and have found that the
free-surface can lead to reductions in the drag coefficient, as well as irregular vortex
shedding.
While the work of Shao, et al, provide important insight into the drag and lift
behavior past a slanted cylinder, their work is limited to a single depth of submer-
gence and a single orientation in the side-side direction. In order to understand the
ramifications of the slanted cylinder assumptions in HydroDyn, as they apply to the
semi-submersible structure, further studies were necessary.
9.2 Analysis Specifications
The simulation parameters are outlined in Table 9.1. The cases are represented
visually in Figure 9.1, where specific cross braces of the semisubmersible are high-
lighted in red, demonstrating the relative angle of the slanted cylinder. In each of the
simulations the slanted cylinder was simulated in the absence of other members. The
diameter of the pontoons are crossbraces are 1.6 m at prototype scale, which were
simulated at model scale with diameters of 0.032 m. The Reynolds number for the
flow normal to the cross braces is 2092.
Table 9.1. Parameters of the slanted cylinder simulations performed in OpenFOAM.
Case Velocity (m/s) Pitch (deg) Yaw(deg) Comments
A 0.084 39 0 Fully-submerged
B 0.084 39 0 Surface-piercing
C 0.084 39 45 Surface-piercing
D 0.084 39 90 Surface-piercing
E 0.084 39 180 Surface-piercing
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Figure 9.1. Orientations of the slanted cylinders simulated in OpenFOAM. Cross
braces are highlighted in red to illustrate the orientation of the cylinder as it relates
to the semisubmersible geometry. Cases B, C, D, and E are shown from left to right,
respectively. Flow travels from left to right.
The literature suggests the presence of a free-surface further complicates the flow
regime and loading on the slanted cylinders. To test that loads on surface-piercing
cylinders differs from those on fully-submerged cylinder, and thus breaks the IP as-
sumption, Cases A and B, pitched at 39 degrees, to match the angle of the cross-braces
in the semi-submersible, were carried out. These cylinders have a zero yaw angle.
Figure 9.2. The mesh used for Case A, with 0 degree yaw and 39 degree pitch, seen
from the side and at an angle. The flow travels from left to right.
Since the cross braces of the semisubmersible are surface piercing, the remainder
of simulations focused on surface-piercing cylinders. To validate our model’s ability
to accurate predict sectional loads on slanted members, two cases (Cases B and E)
were performed to match work previously carried out by Shao, et al, [210].
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Figure 9.3. Schematic of cases B and E. Multiple surface patches were generated
to allow investigation of the loads as a function of cylinder length. These cases
correspond to work by Shao, al [210], allowing for validation of our model.
Following validation of sectional loads on slanted cylinders, two more simulations
with different yaws were carried out. The original case was yawed 45 degrees (Case
B), and then 90 degrees (Case C). The 90 degree yaw angle corresponds to the cylin-
der being perfectly transverse to the flow. In this case, it would appear that the
assumption in HydroDyn to calculate loads simply from the normal component of
the flow should be perfectly valid. However, the pitch angle of the cylinder could
potentially alter the wake formation, and in turn affect the drag and lift behavior.
Assessment of this effect was explored. Trends across the orientations of the slanted
cylinder were investigated.
9.3 Surface-piercing versus Fully-submerged Cylinders
To confirm Shao’s finding that the angle of inclination alters the load components
normal to the cylinder, such that the independence principle is not upheld, Cases A
and B were simulated and compared. In cases A and B the angle of inclination of
the cylinders in the pitch and yaw direction are identical. The flow velocity past each
cylinder in each case is identical. However, in case A the cylinder is fully submerged
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and in case B the cylinder pierces the free surface. In each case the length of cylinder
in the water phase was the same.
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Figure 9.4. Comparison of drag and lift force time histories for cases A and B, where
the yaw angles and pitch angles were both 0 and 39 degrees, respectively. Case A was
a fully submerged cylinder while case B simulated a surface-piercing cylinder.
The results from the simulations of cases A and B are presented in Figure 9.4,
where Case A is shown in blue and Case B in red. The results are presented at
prototype scale. The drag coefficients found in this work are consistent with the
previous findings of Shao, et al. A higher drag prediction is found for the cylinder
that pierces the free surface.
Streamlines around the cylinders simulated in Cases A and B are shown in Fig-
ure 9.5. The images show streamlines with different characteristics, where the stream-
lines are smoother for the case of the surface-piercing cylinder. In Case B, the free-
surface, which forms the upper bound on the water phase, can deform. However,
in Case A the upper bound on the water phase is a rigid wall. These differences in
boundary conditions alter the flow behavior around the cylinder, and ultimately the
loads on the structure.
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In Case B, the streamlines are smoother, indicating that less vortex shedding is
occuring as compared to Case A. This is analogous to a lower Reynolds number flow
where the flow remains unseparated and the drag coefficients are larger. With increas-
ing the Reynolds number, the flow around a cylinder transitions from unseparated
flow, to laminar vortex sheets and finally to a turbulent vortex street, which results
smaller drag on the cylinder. These same effects are being observed in Cases A and
B, where the larger drag corresponds to the case with less vortex shedding.
Figure 9.5. Visualization of Cases A and B, on the left and right, respectively. In
case A, the cylinder is fully submerged and in case B it pierces the free surface. The
streamlines are colored by the x-component of the velocity.
9.4 Validation of Loads of Slanted Members
Prior to simulating cases C and D, validation of cases B and E are carried out
by comparing results with data presented by Shao, et al. Results from the Open-
FOAM simulations of slanted cylinders at various orientations are discussed in terms
of frictional drag coefficients and the drag coefficient without hydrostratics.
The frictional drag coefficient is given by
CDf =
2FDf
ρU2nA
(9.1)
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where FDf is the frictional force in the direction normal to the cylinder axis, ρ is the
density of the fluid, U is the free stream velocity and A is the frontal project area of
the cylinder.
The drag coefficient without hydrostatics is given similarly by
CDp =
2FDp
ρU2nA
(9.2)
where again the force is taken in the direction normal to the cylinder axis. Here FDp
includes forces due to dynamic pressure and viscous terms, but omits the hydrostatic
pressure.
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Figure 9.6. Frictional drag coefficients, Cdf , as a function of cylinder height. The
present work is shown in blue, and Shao’s work is given in cyan and magenta at
similar angles [210].
First, frictional drag coefficients for Cases B and E are compared against the
similar cases presented by Shao, et al [210] as a function of the normalized vertical
height of the cylinder. In Shao’s work cylinders were oriented at 30 and 45 degrees,
while our work was carried out with cylinders pitched at 39 degrees to match the
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cross braces of the semisubmersible. The results are shown in Figure 9.6. Case B,
where the cylinder is angled into the flow is shown on the left, and the case with the
cylinder oriented away from the flow direction is shown on the right. In each of the
orientations the present work falls roughly between Shao’s predictions.
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Figure 9.7. Drag coefficients without hydrostatics, Cdp, as a function of cylinder
height. The present work is shown in blue, and Shao’s work is given in cyan and
magenta at similar angles [210].
Next, the drag coefficients without hydrostatics are compared, again as a function
of the normalized cylinder height. The results are presented in Figure 9.7. The Cdp
for the cylinder angled into the flow shows good agreement with Shao’s results. There
is a larger difference in Cdp values for the cylinder that is angled away from the flow,
but the overall trends match very well, with a peak value near the cylinder base.
Overall, excellent agreement was found in the trends of Cdf and Cdp as a function
of cylinder height for both orientations of the cylinder when compared to data from
Shao [210]. The agreement gives us confidence in our ability to accurately predict
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sectional loads on slanted members. The CFD model can be extended to study other
orientations of cylinders in crossflow.
Figure 9.8. a) A vertical slice of the modified pressure fields for Cases B and E, on
the left and right, respectively. b) Vertical slices of the x-component (flow direction)
of the velocity. Flow travels from left to right.
Visualizations of the modified pressure (total pressure without hydrostatics) and
the velocity are shown in Figure 9.8 for Cases B and D. The vertical slices through the
numerical domains illustrate the mirrored flow fields that occur when the orientation
of the cylinder is swapped. In case B, on the left hand side of the figure, a low
pressure region forms near the base of the cylinder, while in case E the low pressure
region forms near the top of the cylinder. These mirrored effects are also shown in the
velocity fields, where the wake behind case B shows a larger velocity deficit near the
top of the cylinder, and the reverse is true for case E. These patterns in the flow fields
between the two cases is corroborated by the drag data presented as a function of the
cylinder height, as discussed above. The Cdp term increases near the free surface for
case B, while it decreases as it nears the free surface in case E.
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9.5 Loads on Slanted Cylinders in Four Orientations
Following validation of the results for a fully submerged versus surface-piercing
cylinder, and also two orientations of surface-piercing cylinders (Cases B and E), the
model was used to investigate two further orientations. In cases C and D the cylinders
were orientated with a yaw angle of 45 and 90 degrees, respectively. The results for
Cdf and Cdp from Cases B through E are now compared, and are shown in Figure 9.9,
again as a function of the cylinder height.
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Figure 9.9. Drag coefficients neglecting hydrostatics are shown on the left, and
frictional drag coeffients are given on the right, both as a function of the normalized
cylinder height. All four yaw angles are presented.
The drag coefficient as a function of cylinder length, without hydrostatics, is
presented on the left hand side of Figure 9.9. This figure demonstrates the dependence
of drag not only on the yaw angle of the cylinder, but also on the proximity to a floor
and a free surface. The free surface in this figure is represented with a dotted black
line. The 0 and 180 degree yaw angle results were presented in the previous section.
Now, cases C and D have been added. These two cases show more uniform drag
predictions along the length of the cylinder than the 0 and 180 degree yaw angle
cases.
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Additionally, the frictional drag coefficient is presented for all four of the sim-
ulations, again as a function of the cylidner length shown on the right hand side
of Figure 9.9. Again, the results for Cases C and D were found to be more uni-
form along the length of the cylinder. Overall, the frictional drag coefficient is much
smaller than the drag coefficient due to dynamic pressure, such that any variations in
the frictional drag can be neglected. However, variations in the pressure based drag
coefficient should not be neglected. It is advisable to prescribe drag coefficients that
vary along the length of a member when choosing inputs for engineering tools.
Figure 9.10. Visualizations of the flow around Cases B, C and D. In a) slices are
taken perpendicular to the cylinder axis, and in b) the slices are made to align with
the angle of the cylinder, along the flow direction.
To better understand the drag coefficient predictions from these four simulations,
visualizations of the velocity fields around the cylinders are provided in Figure 9.10.
Two slices were taken through the domains of cases B, C and D (E is omitted here
because it is the mirrored case of B, which was discussed earlier). These slices are
made normal to the cylinder axis and then along the cylinder axis, in line with the flow
direction. Again, Case B shows a wake behind the cylinder that varies greatly along
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the length of the cylinder, corroborating the variation in drag prediction as a function
of height. In Case C, there is some variation in the wake in the vertical direction. As
the yaw continues to increase, as it does in Case D, the wake appears uniform in the
vertical direction, corroborating the drag coefficient predictions in Figure 9.9.
9.6 Summary and Conclusions
The CFD model was validated against previous results presented by Shao, et
al, [210]. This included testing the independence principle (IP), by comparing a
cylinders in the same orientation where one was fully submerged and the other pierced
a free-surface. In this comparison we confirmed that the presence of a free-surface
alters the loads on a slanted cylinder, such that the loads are actually increased as
compared to a fully-submerged cylinder. Next, cylinders at two yaw angles in the
vicinity of previous studies by Shao, et al, were simulations and the results matched
well with values published in the literature.
Upon completion of the validation exercises, the model was used to simulate two
new yaw orientations of the pitched cylinder. The results from this study were pre-
sented alongside the previous simulation results, where the drag was given as a func-
tion of cylinder length. It was found that the drag coefficient depended on the yaw
orientation of the cylinder relative to the flow direction, in a way that varied with the
cylinder length.
For yaw angles of 0 and 180 degrees, the results were found to be roughly op-
posite each other. At a 0 degree yaw angle, the drag coefficient increased near the
free surface, while the converse was true to the cylinder yawed at 180 degrees. In all
of these cases, the drag coefficient (taken normal to the cylinder axis and neglecting
hydrostatics) were near 1.0 along the center of the cylinder span. At the Reynolds
number studied here, Re = 2092, a drag coefficient of 1.0 would be expected for a
fully-submerged, vertical, infinite cylinder. This indicates that selecting drag coeffi-
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cients from the standard Reynolds number versus drag coefficient look up table would
actually provide appropriate inputs for coefficient-based engineering tools.
However, consideration of more complex physics near the cylinder ends must be
taken into consideration. This work demonstrates that the flow around the cylinder
is altered by proximity to a floor as well as a free-surface. These effects can be
large enough that the drag coefficients at the ends of the cylinder deviate greatly
from the drag coefficients near the center span. Selecting drag coefficients as input
to engineering tools should be done carefully, and it is suggested that variable drag
coefficients should be assigned along the length of members.
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CHAPTER 10
MOTION OF THE SEMISUBMERSIBLE
10.1 Introduction
Validation against experimental data from the DeepCWind tank tests, as well as
code comparison between OpenFOAM and HydroDyn, are important steps in provid-
ing better understanding and knowledge about the assumptions and approximations
of HydroDyn, and other similar CAE tools. While code-to-code comparisons can pro-
vide verification of the codes, comparisons to experimental data have the potential
to validate the codes. The lessons from the code comparison, with the experimen-
tal data, contribute valuable improvements to CAE tools, such as HydroDyn. Many
other CAE tools for offshore wind turbine modeling exist worldwide and can also be
improved from the findings of this work.
The work presented here is a continuation of a step-by-step comparison between
OpenFOAM hydrodynamics simulations and predictions from FAST and experimen-
tal data. Through slowly increasing case complexity, individual factors that may con-
tribute to disagreements in load predictions on offshore floating platforms for wind
turbines can be assessed. This thesis project began with validation cases of wave
propagation and load predictions, and has grown in complexity. Previous work ex-
amined the impacts of CAE model predictions depending on body size and the effects
of shadowing on downstream members for the stationary semi-submersible. The work
in this chapter adds further realism to the comparison by allowing the body to move.
Results from free decay simulations of the OC5 semisubmersible are presented and
compared to CFD predictions, focusing on radiation and viscous damping. Addition-
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ally, motion of the semisubmersible in waves is simulated, and results are compared
against predictions from HydroDyn.
10.2 DeepCWind Experimental Measurements
A variety of measurements were taken in the DeepCWind tank tests [34,188], and
they are outlined in Table 10.1. Measurements include wave heights taken at two
locations in the tank with resistance type wave probes. These measurements were
used in the numerical wave propagation validation discussed in Chapter 5. Platform
translational and rotational motion measurements were taken with an optical mea-
surement device. From these optical motion measurements, translations at the center
of gravity were derived. Forces on the platform were not measured. Comparisons
between OpenFOAM and the tank test data use displacement data, and CFD can
supplement the tank data by providing force predictions.
Table 10.1. Measured and derived quantities of the semi-submersible platform tests
in the wave tank, adapted from [188].
Description Sensor
Wave height next to and at platform location Resistance type wave probe
Translational motion of floater Optical measuring system
Rotational motion of floater
Accelerations on columns Piezo-type accelerometers
Mooring tension Ring shaped force transducers
The physical properties of the system (including the tower and rotor-nacelle as-
sembly) and the floating platform used in tank tests are provided in Table 10.2.
10.2.1 Free Decay Test Experiments
The DeepCWind tank tests included free decay experiments of the semi-submersible
in surge, sway, heave, pitch, roll, and yaw. The model scale platforms were pulled
or rotated from the zero-position and released. These tests were performed with and
without wind, where all of the cases studied numerically here exclude wind.
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Table 10.2. System and floater structural properties from OC5 tank tests, neglecting
moorings, reported at prototype scale [188].
Property System Value Floater Value
System Mass 1.3958e7 kg 1.2919e7 kg
Draft 20 m 20 m
CM location below SWL 8.07 m 14.09 m
Roll inertia about CM 1.3947e10 kg m2 7.5534e9 kg m2
Pitch inertia about CM 1.5552e10 kg m2 8.2236e9 kg m2
Yaw inertia about CM 1.3692e10 kg m2 1.3612e10 kg m2
Table 10.3. Initial offsets and natural periods from the free decay tests of the OC5
semi-submersible in the MARIN wave tank [188].
MARIN Initial Natural
Test No. Description Offset Period (s)
901012 Surge 6.3 m 106.7
901014 Heave 2.13 m 17.5
901016 Pitch 4 deg. 32.5
901016 Yaw 11.2 deg 80.8
The free decay tests of the semi-submersible in the wave basin are outlined in
Table 10.3. The initial offsets and natural periods are reported for each of the six free
decay tests that were performed. The experimental free decay tests were carried out
with and without the sensor cables attached in the OC4 test campaign, and it was
found that the presence of the sensor cables affected the damping primarily in surge,
roll and pitch [34].
10.2.2 Wave Experiments
The DeepCWind tests of the OC5 semisubmersible also included load cases of the
platform in regular and irregular waves. The case studied here focuses on the response
of the semisubmersible in waves, without wind. The regular wave tests were carried
out for 20 minutes, while the irregular wave cases were performed for 180 minutes,
where much longer time are required due achieve statistically significant data from
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the inherently random irregular waves. The wave parameters for the OC5 load cases
are given in Table 10.4.
Table 10.4. Wave tests of the OC5 semi-submersible in the MARIN wave tank [188].
Values presented at prototype scale.
MARIN Case
Test No. Description Wave Height (m) Wave Period (s)
902001 Regular wave 1 7.1 12.1
902002 Regular wave 2 10.5 14.3
MARIN Case Significant Peak Spectral Gamma
Test No. Description Wave Height (m) Period (s) γ
906001 Operational wave 7.1 12.1 2.2
907001 Design wave 10.5 14.3 3.0
10.3 Numerical Simulations
This chapter introduces body motion to the hydrodynamic study of offshore float-
ing wind turbines, increasing the complexity of computations significantly. FSI cou-
pling methods are briefly reviewed, followed by a discussion of results from Open-
FOAM.
10.3.1 Numerical Fluid-Structure Interaction Coupling
As discussed previously, in Chapter 4, the method of fluid-structure interaction
(FSI) coupling is important to the stability and accurate solution of the fluid and
structural motion predictions. There are various ways to treat the FSI problem, in-
cluding partitioned and monolithic approaches. Amongst the partitioned approaches,
in which the solutions of the fluid and structure are determined sequentially, the de-
gree of coupling can vary. In loosely coupled codes it is common for the fluid solution
to be calculated first, followed by the structure solution, and then the dynamics sim-
ulation marches to the next time step. This coupling can be tightened by iterating
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between the fluid and structure solutions within a single time step until a convergence
criterion is reached, adding greater stability and accuracy.
Some common coupling methods including Aitken relaxation, Picard iterations
and Arnoldi-type algorithms [86]. Perhaps the most common method is the Picard
method which consecutively solves the fluid and structure solution, where the coupling
is explicit. The Aitken method dynamically relaxes the 6 DoF solution to accelerate
the coupled solution of the fluid and structure [116]. Finally, the Arnoldi method uses
flow and structural solutions as a preconditioning step before converging the solution
with a matrix-free solver.
In OpenFOAM, various treatments for the FSI coupling exist. The standard
Volume-of-Fluid (VOF) solver with mesh motion is interDyMFoam. In this solver,
the coupling is very loose. The equations for the fluid are solved, followed by the
forces, moments and then resulting motion of the body. Then the solver moves to
the next time step. This loose coupling can lead to unrecoverable instabilities. This
instability has been well explained and documented by Fo¨rster and her colleagues [54],
and is termed an “added mass instability”.
In the extend branch of OpenFOAM, a new solver was created to enhance code
stability and increase solution speed. This solver was developed by Wikki and is called
navalFoam [84]. The navalFoam solver follows a similar structure to interDyMFoam,
OpenFOAM’s VOF-solver for moving meshes. The implicit nature of the navalFoam
code leads to enhanced code stability. The FSI coupling, however, remains loose.
The alpha, or volume fraction, field is solved, either explicitly using multidimen-
sional universal limiter with explicit solution (MULES), as is done in the standard
interDyMFoam, or implicitly (where MULES guarantees boundedness of the phase
fraction). Under-relaxation on the alpha field is employed, and the solution is iterated
over a user-prescribed number of cycles. Under-relaxation is also employed for the
velocity solution, according to a relaxation factors for velocity and a final velocity it-
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eration as prescribed in the fvSolution dictionary. The dynamic pressure is explicitly
under-relaxed for the momentum corrector, except for the final corrector. Following
correction of the momentum, the static pressure is then calculated, which includes the
hydrostatic pressure field. This can be done either by summing the dynamic pressure
solution with the hydrostatic pressure or implicitly, again with under-relaxation. The
code is also written to allow a limit on the magnitude of the velocity by direct user
input of an upper bound. While this solver maintains solution stability, it can lead to
inaccurate motion predictions due to the use of loose coupling between the fluid and
structure. The stability of the solver is necessary but not sufficient for guaranteeing
long, accurate 6 DoF motion simulations.
More recently, interDyMFoam was updated by Dunbar, et al, [42] to add tight
FSI coupling. The new solver is called relaxationDyMFoam, and it was developed
for the ESI branch of OpenFOAM. The momentum equation and PISO loop remains
unchanged from the standard interDyMFoam solver. Increased code stability is pro-
vided entirely through tightening the FSI coupling. Solution subiterations and Aitken
dynamic relaxation were implemented to improve code stability. Convergence of the
solution is checked within each time step, following a subiteration loop. To accelerate
the solution, Aitken relaxation was used for the 6 DoF solution.
However, the tightly-coupled solver developed by Dunbar, et al, does not include
wave generation boundary conditions. Wave boundary conditions can be implemented
by installing swak4Foam and using a groovyBC boundary condition. Here, the user
can write expressions for fields, such that a few lines of code can prescribe sinusoidal
motion of the color function, velocity and pressure fields at the inlet. This method
is easy to implement, however, previous work in this dissertation found that waves
reflecting off of boundaries quickly led to poor wave time histories. The wave library,
waves2Foam, developed by Jacobsen [80] includes relaxation zones, as discussed in
Chapter 5. These relaxation zones provide the necessary damping to mitigate spu-
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rious wave reflections from domain boundaries. Because these relaxation zones are
necessary to achieve accurate wave fields, the wave library from waves2Foam was cou-
pled to the tightly-coupled solver, relaxationDyMFoam, creating a new solver which
I named relaxWaveFoam.
This chapter presents simulation results from navalFoam (extend branch), relax-
ationDyMFoam (ESI branch), and relaxWaveFoam illustrating the importance of the
FSI coupling method in the prediction of accurate motion of bodies interacting with
a fluid.
10.3.2 Parallel Processing Challenges
Due to the large three-dimensional meshes required for simulating floating wind
turbine platforms in water, CFD simulations must be performed in parallel. In Open-
FOAM, parallel simulations are performed with a message-passing interface (MPI)
library.
In this work, challenges related to parallel processing in the extend branch of
OpenFOAM were confronted. The code showed a dependency on the number of
domain decompositions, or in other words, number of processors used in computa-
tion. For example, cases could reach long simulated times on 48 processors, but the
same case would crash at early simulated times on 80 processors. The inability to
decompose simulations on a large number of processors limits not only the speed of
simulation, but also in some sense the size of meshes, in terms of cell counts. These
limitations on mesh sizes mean that adding refinement to regions such as the surface
of the body and the fluid-interface was hindered. The implications of these mesh
challenges are discussed further, below, in regards to the numerical results.
In addition to the issue of processor count, the moving meshes in the extend
branch produced degenerate cells leading to unrecoverable code crashes. In these
instances it was found that degenerate cells were occurring at processor boundaries.
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The degeneracy of the meshes is unrelated to the actual fluid solution, but is instead
a by-product of the dynamic meshing which does not guarantee mesh quality.
10.3.3 Numerical Analysis Specifications
The CFD simulations were performed at model scale, as they were for stationary
simulations discussed in previous chapters. The experiments were performed at model
scale as well, but all values were scaled with Froude scaling in the reported data. The
physical properties of the semisubmersible used in the numerical simulations are given
in Table 10.5, and are presented at model scale (1/50th of prototype scale, and Froude
scaled).
Table 10.5. Physical properties of the semisubmersible used in the CFD simulations,
values are presented at model scale.
Property Value
System Mass (without main column) 104 kg
System Mass (with main column) 109.6 kg
System Mass (all members) 110 kg
Draft 4 m
CM location below SWL 0.26 m
Roll inertia about CM 44.63 kg m2
Pitch inertia about CM 49.76 kg m2
Yaw inertia about CM 44.81 kg m2
A simplified version of the semisubmersible geometry was used in some of the
CFD simulations. This most simplified geometry neglects the cross braces, pontoons
and main column of the semisubmersible, and includes only the three offset columns,
which are composed of the upper and base columns. The simplified geometry was
chosen to allow future comparisons with MIT’s fluid-impulse theory that are to be
conducted with a simplified geometry. For the pitch free decay test an additional mesh
was created which included the main column, which allows for a better understanding
of the impacts of including or neglecting that member. Finally, a mesh of the full
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geometry, that is, including the main column, pontoons and cross-braces, was used
for simulating the motion of the semisubmersible in waves.
Figure 10.1. a) Surface of the semisubmersible mesh without the main column,
pontoons or crossbraces, b) from numerical mesh that includes the main column.
The meshes are shown in Figure 10.1, and follow the same mesh criteria that
were discussed in previous chapters. Again, mesh refinement was employed nearest
to the semisubmersible geometry, and also along the fluid interface region. The full
geometry mesh is described in more detail in Chapter 8.
Boundary conditions for the free decay tests and motion in waves were very similar
to those employed in the stationary semisubmersible simulations discussed in earlier
chapters. For the free decay tests the flow field was initially quiescent, that is, the
velocity was zero everywhere in the domain. Any velocities in the flow were created
by the motion of the semisubmersible structure. In the wave cases, the velocity and
liquid volume function were prescribed on the inlet to generate waves through the
domain, as was done previously.
A new boundary condition for point motion was added to allow for dynamic
motion of the semisubmersible. This field describes the point motion of the mesh.
As the semisubmersible moves, points not only on the body patch move, but also
surrounding points. The mesh is smoothed using a Laplacian equation of the mesh
radiating from the body, with a diffusivity-based algorithm for describing the degree
of mesh deformation. In this work, a distance-based quadratic diffusivity model was
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employed, such that the largest mesh deformations occur at the body patch and
diffuse quadratically with increasing distance from the patch.
Furthermore, these simulations employed relaxation zones to damp out spurious
reflections from domain boundaries. Further details on the relaxation zone imple-
mentation can be found in Chapter 5. For the free decay tests, relaxation zones were
placed on the four side domain boundaries, and in the wave cases one relaxation zone
was used at the domain outlet.
In this work, when the navalFoam solver was used, only three degrees-of-freedom
of motion (DOFs) were allowed, which included surge, heave and pitch. The roll,
yaw and sway degrees of freedom were turned off in order to enhance stability of the
simulations. In my previous work with 6 DOF simulations, I found that added mass
instabilities, well documented by Fo¨rster, et al, [54], lead to code crashes. Turning off
three of the DOFs for the semisubmersible in free decay and wave motion is acceptable
because pitch, heave and surge are the dominant motions of the body.
Mooring lines are simulated with the spring restraint model in OpenFOAM. The
linear spring model was adapted to include constant pre-tension values and non-linear
spring constants, in addition to the already existing linear spring terms. For free decay
tests the motion of the body is small enough that the restoring force-displacement
curve from the mooring lines is very linear in the narrow band of small displacements.
In larger amplitude motions, such as the case of motion in extreme wave events, non-
linear restoring forces are provided by the mooring lines, such that adding non-linear
terms to the spring model was necessary. The three mooring lines in the OC5 tank
tests are attached at the top of each base column, and each line, fairlead and anchor
are located 120 degrees apart. Values for the mooring line spring constants were
taken from the Phase II OC4 report [187]. In the extend branch of OpenFOAM the
spring code in OpenFOAM treats the mooring as attached to a single point, so a
torsion spring was also added, to provide rotational restoration in pitch. In the ESI
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branch of OpenFOAM the spring restraint code is structure to allow an arbitrary
number of springs, such that three springs were attached to the base column of the
semisubmersible, at 120 degrees apart, to mirror the mooring lines in the tank tests.
10.4 Free Decay Tests: Results and Discussion
As part of the continued approach of increasing case complexity, free decay tests
are carried out, introducing body motion but in the absence of waves and/or current.
The free decay are performed to provide insight about the code’s ability to properly
model the rigid body natural frequencies and associated damping. Damping of large
amplitude motion is dominated by viscous forces, while radiation damping has a
greater influence on small motions. These comparisons can provide useful insight and
guidelines for future improvements to the modeling tools.
10.4.1 Pitch Free Decay
Here, simulations performed with navalFoam of the semisubmersible in pitch free
decay are presented. Validation of the rolling barge, presented in Chapter 5, was
performed with the navalFoam solver and excellent agreement was found between the
experimental measurements and code predictions. This agreement gives us confidence
in the ability to predict rotational motion of a floating body.
In the pitch free decay cases, the semisubmersible was pre-tilted to 4 degrees to
match the experimental initial condition. The semisubmersible was then allowed to
pitch back to its equilibrium position. Initial offsets in the other degrees-of-freedom
were set to zero in the numerical simulations, which was not always the case in
experiment tests. Numerically, the initial offsets were done only in the degree-of-
freedom of interest, such that pitch free decay tests had an initial pitch offset, but in
no other.
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Figure 10.2. Pitch displacement of the semisubmersible in the pitch free decay test,
shown in the top plot. The black line shows experimental measurements. Numerical
results from navalFoam for the meshes with and without the main column are shown
in dashed blue and dash-dotted red lines, respectively. The heave displacement from
the same free decay test is shown in the bottom.
For the pitch free decay cases, two geometries were simulated, both similifications
of the OC5 semisubmersible platform. The first excludes crossbraces, pontoons and
the main column, while the second geometry includes the main column. The surface
of the semisubmersibles from the two numerical meshes are shown in Figure 10.1.
Comparison of the results from the two simplified geometries provides insights into
the effects of including a main column.
Figure 10.2 shows the experimental results in black, and numerical results from the
meshes with and without the main column in blue and dotted red lines, respectively.
Good agreement was found between experimental measurements and CFD predictions
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for the pitch degree-of-freedom. The heave degree-of-freedom did not find as good
of agreement, where the numerical magnitudes of motion were larger, as well as the
frequency. There are a variety of reasons for these discrepancies, including differences
in the system properties, such as the geometry, and also the simplified mooring line
model. Additional sources of discrepancy are summarized in Section 10.6.
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Figure 10.3. Damping of the pitch degree-of-freedom in the pitch free decay test.
Experimental results shown in black, numerical results shown in red circles and blue
stars for the geometries excluding and including the main column, respectively. All
numerical results were computed using navalFoam.
The experiments found a pitch natural period of 32.1 seconds. Numerically, pitch
natural periods of 31.6 and 32.7 seconds were predicted for the geometry with and
without the main column, respectively. The two simplified geometries straddle the
experimentally determined natural frequency nearly equally. The mesh with the main
column found a slightly faster natural period than the experimental value.
The damping of the motion of the semisubmersible at each half cycle is compared
between experiments and CFD predictions. The results are shown in Figure 10.3 as
a function of the amplitude of pitch motion from the zero-position and the oscillation
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number. The predictions from CFD show a slightly larger damping than was seen
experimentally.
Figure 10.4. Horizontal velocity slices through the numerical domains, where the
mesh with main column included is shown on the right hand side. Waves from
radiation can be seen traveling to the left and right of the semisubmersible due to the
pitching motion. Both slices were taken at t = 31.8 seconds. Results shown are from
navalFoam solver.
Figure 10.5. Vertical slices through the domains of both of the simplified geometry
simulations illustrating the velocity magnitudes. Both slices were taken at t = 31.8
seconds. Results shown are from navalFoam solver.
Instantaneous snapshots of the flow around the semisubmersible in the pitch free
decay tests are shown in Figures 10.4 and 10.5. Horizontal slices through the domains
of the meshes with and without the main column are shown. The radiating waves
can be seen traveling away from the pitching semisubmersible. Vertical slices, shown
in Figure 10.5 display the velocity magnitudes and illustrate the vortices that are
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generated off of the base column of the geometry. Again, the images show the case
of the simplified geometry excluding and including the main column.
10.4.2 Heave Free Decay
Next, navalFoam was used to simulate heave free decay motions of the semisub-
mersible. In this work, the semisubmersible was pulled to 2.13 m below its position of
hydrostatic equilibrium. Three DoFs of motion were allowed, including pitch, heave
and surge.
Numerical predictions from navalFoam are presented alongside experimental mea-
surements in Figure 10.6. The simulations of pitch free decay tests showed good agree-
ment with experimental measurements, however, numerical agreement was found to
be poor for the heave free decay test.
0 20 40 60 80 100 120 140 160
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
time, s
he
av
e 
po
sit
io
n,
 m
 
 
OC5 Experiment
skinny mesh
skinny mesh, wider relax
wider mesh
wider mesh, wider relax
Figure 10.6. Heave displacements of the semisubmersible in the heave free decay
test. The black line shows experimental measurements. The red dash-dotted line
shows the results for the skinny mesh with small relaxation zones, and the results
with wider relaxation zones are shown in green. For the wider mesh cases, the results
with smaller relaxation zones are presented in dashed blue and with wider relaxation
zones in solid magenta. All results shown here are from navalFoam solver.
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Simulations with varying mesh domain sizes were carried out, that is, the distance
from the body to the domain boundary were increased. These cases are called the
skinny mesh and the wider mesh. Additionally, the width of the relaxation zones
were varied to test for the effects of the radiating waves spuriously reflecting off the
domain boundaries. For the wider mesh cases, the relaxation zone was doubled in
width from one simulation to the other. The domain sizes and the width of the
relaxation zones are shown in Figure 10.7, and it is shown that while the results differ
from one another, none of them agree well with experiments.
In particular, the first few cycles of oscillation show reasonable agreement, with
better agreement for the case of the widest mesh with the widest relaxation zones.
As the number of oscillation cycles increases the damping of the numerical solution
diverges from the experimental predictions, and in some cases the amplitude of oscil-
lation actually increases with time.
Figure 10.7. The skinny mesh is shown on the left, which was then expanded to
make the wider mesh shown in the center. The width of the relaxation zones was
doubled from the middle image to create the relaxation zone scheme illustrated on
the far right.
The source of this reamplification of heave motion was initially thought to be
produced by a non-physical reflection of radiation waves bouncing off of the domain
boundaries. This was studied by increasing the distance to domain boundaries and
increasing the width of the relaxation zones, neither of which ameliorated the ream-
plification issue adequately.
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Figure 10.8. Damping of the heave degree-of-freedom in the heave free decay test
computed with navalFoam solver. Experimental results shown in black, numerical
results are shown in red, green, blue and magenta for the four cases present in Fig-
ure 10.6.
Damping of body motion at small amplitudes is due to the transfer of energy
from the moving structure to the radiating waves. Without proper resolution of the
fluid interface, these radiating waves may not be captured accurately, which could
lead to poor prediction of the damping. To capture the radiation waves in these free
decay tests, very refined cells around the fluid interface may be required, because
the radiating waves are mere ripples. As discussed earlier, the mesh size was limited
due to problems with the parallel processing of moving meshes in OpenFOAM. Thus,
some of the damping issues seen with the heave decay cases could be due to the
inability to properly capture the radiating waves.
Unlike the damping predictions, the natural frequency of the motions was pre-
dicted well by navalFoam. The experimental results found a heave natural frequency
of 17.5 seconds, while the numerical results predicted a natural frequency of 17.8
seconds.
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Figure 10.9. On the left, a slice through the domain, just below the free-surface,
illustrates the velocity magnitude around the semisubmersible in a heave free decay
simulation. On the right, the vorticity field is shown on a vertical slice through
the domain. Both images are taken at t = 18.4 seconds. Results shown are from
navalFoam solver.
The poor agreement between the heave free decay motion predicted from CFD
and the experimental measurements can also be attributed to the loose FSI coupling
in the navalFoam code. The code produces stable simulations due to the under-
relaxation of pressure and velocity, as well as the implicit nature of the code. Because
of this stability, long run times can be achieved, barring any crashes related to the
parallelization of the moving meshes.
A sample of images from the flow fields around the semisubmersible in heave free
decay are shown to illustrate the velocity and vorticity, in Figure 10.9. The velocity
magnitude shows ripples traveling away from geometry. The vorticity field shows that
the base columns generate vortices as the semisubmersible heaves up and down.
10.4.3 Surge Free Decay
Next, navalFoam and relaxationDyMFoam were used to simulate the surge free
decay tests of the semisubmersible. In the experiments, the semisubmersible was
displaced 6.3 m in the surge direction. The initial displacements in the other DoFs
were assumed to be zero in the numerical simulations.
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The numerical predictions from navalFoam and relaxationDyMForm for the surge
decay motion are shown in Figure 10.10, and are compared against the experimental
measurements from DeepCWind.
Numerous simulations were performed with navalFoam, the loosely-coupled FSI
solver. The best predictions are shown in Figure 10.10, where the results show incred-
ibly poor agreement with experimental data. The semisubmersible surge forward and
backwards before reaching the equilibrium position. The mooring lines were modeled
with a linear spring, where only one spring could be specified, but the spring constant
consisted of three components in the x, y and z-directions. The poor predictions from
navalFoam can be attributed to multiple factors, including the loose-coupling of the
fluid and structure solutions.
Next, the tightly-coupled solver relaxationDyMFoam was used to simulate the free
decay of the semisubmersible in the surge direction. The mooring lines were again
modeled using a linear spring restraint. However, the spring model in the ESI branch
of OpenFOAM differs from that in the extend branch. Instead of a single spring
with a 3-component spring constant, the ESI branch allows for an arbitrary number
of springs, each with a uniform spring constant. In practice however, implementing
multiple springs simultaneously led to crashes. In experiments, the semisubmersible
had three mooring lines, attached at 120 degree intervals. Instead, a single linear
spring was used in the simulations, leading to poor prediction of the surge free decay
motion. This issue is especially pronounced in the pitch motion, where a single
mooring line attached from the center of the semisubmersible to a location on the
tank bottom causes the barge to pitch in the negative direction. In reality, three
mooring lines exist, and need to be simulated in order to avoid this false pitch motion.
However, the code is not stable for more than one spring, such that including all three
mooring lines in the simulations was not possible.
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Figure 10.10. Surge free decay motion predictions from navalFoam and re-
laxationDyMFoam compared against experimental measurements from the OC5-
DeepCWind tank tests.
The results from the relaxationDyMFoam simulations show much better agree-
ment with experimental measurements relative to the results from navalFoam. Nonethe-
less, due to the challenges of the spring restraint code, namely the instability when
using multiple springs, the surge free decay case remains a difficult case to simulate
numerically.
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10.4.4 Two-Dimensional Heave Test of a Buoy
To further investigate the effects of mesh refinement and wave reflections off do-
main boundaries, a parametric study was performed with navalFoam of a simple
two-dimensional heaving square buoy in a quiescent flow field. The parameters in-
cluded mesh refinement, domain length and relaxation zone size. The barge had a
width and height of 0.25 m, with a 4.5 kg mass. The depth of the barge was 0.1
m (because 2d simulations in OpenFOAM actually have a dimension into the page).
These dimensions and mass mean that the center of the barge should have a draft of
0.18 m in its position of hydrostatic equilibrium. The results plotted here are given
in terms of displacement from the position of hydrostatic equilibrium, such that a
displacement of zero means the barge has reached its theoretical equilibrium posi-
tion. Neither springs nor moorings were used in any of the two-dimensional barge
simulations.
First, a mesh refinement study was carried out. Because radiating waves provide
the damping of the body motion, the level of mesh refinement at the fluid interface
and near the barge was studied. It was hypothesized that inadequate refinement was
causing poor capture of radiation waves, and therefore leading to erroneous prediction
of the damping. A base mesh of 22,500 cells was used, and then refined with octree-
refinement everywhere to generate a mesh with 86,150 cells. That mesh was then
refined around the fluid interface in both directions to generate a mesh with 103,190
cells. Another mesh was generated with additional refinement surrounding only the
barge, resulting in a mesh with 107,810 cells. Finally, a very well refined mesh was
generated with 668,360 cells. The inlet and outlet were located at 36 diameters from
the barge in either direction.
The results from these five meshes are shown in Figure 10.11. These results show
that increasing the mesh refinement not only affects the degree of damping, but
actually impacts the position to which the barge decays. Even more suprisingly, not
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Figure 10.11. Heave free decay results for a two-dimensional square barge in still
water. Results from five meshes are shown, with each mesh’s cell count shown. The
position to which the barge decayed to varied depending cell refinement. The correct
position of hydrostatic equilibrium was not reached. All results shown here are from
navalFoam solver.
only does the refinement affect the computed equilibrium position, but in none of
the cases does the barge decay to its theoretical position of hydrostatic equilibrium,
indicated by the dotted black line at 0 displacement.
Next, the computational domain size was varied to study the potential ramifi-
cations of placing the domain boundary too close to the body. This was also done
to investigate the effects of reflecting waves off of nearby and farther away domain
bounds. A short, long and medium length mesh were generated. The short mesh had
the barge placed such that the inlet and outlet were located roughly 12 diameters
from the barge on either side. The medium mesh had domain boundaries located
at 20 diameters from the body, and the largest mesh had a distance of 36 diameters
from body to boundary. The meshes used in this study were of medium refinement,
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relative to the mesh refinement study discussed above, such that the longest mesh
had 86,150 cells.
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Figure 10.12. Heave decay predictions from simulations with three different domain
lengths. The short, medium and long meshes have 12, 20 and 36 barge diameter dis-
tances from the boundaries, respectively. All results shown here are from navalFoam
solver.
The results from the domain length study are presented in Figure 10.12. Again,
the barge does not reach its theoretical position of hydrostatic equilibrium for any
of the domain lengths. Looking at the results just in terms of the motion damping,
it is clear that the longest mesh predicts the greatest damping. Reamplification of
the motion is seen in the results from the short and medium length mesh, indicating
that reflections off nearby domain boundaries may have a large effect on the predicted
motion. Spurious reflections of waves off of the inlet and outlet may be constructively
interfering with radiation waves from the body, such that the motion is reamplified.
Finally, the size of the relaxation zones was varied to study the impacts of their
lengths on the motion prediction. Symmetric relaxation zones were placed at the
inlet and out of the domain. The relaxation zones were 0.5, 1 and 1.5 m wide for
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the small, medium and large cases, respectively. Additionally, the results for a case
without any relaxation zones are presented for comparison. The results are shown in
Figure 10.13.
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Figure 10.13. Results from simulations where the length of the relaxation zone was
varied. The relaxation zones were 0.5, 1 and 1.5 m in length for the small, medium
and large cases, respectively. All results shown here are from navalFoam solver.
The presence of relaxation zones has a large influence on the results, as indicated
by the comparison of the results against a simulation without relaxation zones, shown
in the black line of Figure 10.13. The case with the smallest relaxation zones predicts
high frequency motions of the barge at later times, which may be caused by spurious
reflections interacting with the radiation waves. The frequencies of motion predicted
by the cases with medium and large relaxation zones is more uniform. However,
the motion of the barge appears to reach a constant amplitude of oscillation, which
is non-zero. And yet again, none of the results decay to the theoretical position of
hydrostatic equilibrium.
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Figure 10.14. Predicted heave decay motion of a 2d barge in still water using the
navalFoam and relaxationDyMFoam solvers.
None of the cases of the two-dimensional heaving barge simulated with navalFoam
returned the correct solution for the location of hydrostatic equilibrium. This was a
surprising result following the successful validation of the rolling barge simulated with
navalFoam and compared against experimental data by Jung [97] presented in Chap-
ter 5. The same case was simulated with relaxationDyMFoam developed by Dunbar,
et al [42] with the 86,150 cell mesh. The results from the same meshes simulated
with navalFoam and relaxationDyMFoam are shown in Figure 10.14. The compari-
son exhibits the navalFoam prediction reaching the incorrect position of hydrostatic
equilibrium, while the relaxationDyMFoam result oscillates symmetrically around a
0-displacement, or equilibrium position. In addition to the difference in displacement
magnitudes and center of oscillation, the results show different frequencies of motion.
The results from relaxationDyMFoam yield a more accurate prediction of the
hydrostatic equilibrium than what is predicted by navalFoam. The more tightly cou-
pled FSI method implemented in relaxationDyMFoam produces stable and accurate
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results, where the loose coupling but implicit fluid solves provides only code stability,
but not accuracy of body motion.
10.5 Motion in Regular Waves: Results and Discussion
Investigations of regular wave loads on the semi-submersible structure provide
the next step in building complexity of the cases. Looking at regular waves in the
absence of wind isolates the study to just hydrodynamics modeling. The regular wave
cases include contributions from Morison’s equation and potential flow theory when
computed with HydroDyn. As opposed to the preliminary work which simulated the
semi-submersible as a stationary body, this work introduces radiation. The agreement
between HydroDyn and OpenFOAM is now subject to diffraction, radiation and
viscous loads, further complicating the problem.
10.5.1 FAST Results
FAST simulations were performed for a simplified version of the semisubmersible
geometry. A WAMIT model was used that included only of the upper and base
columns, and neglected the cross-braces, pontoons and main column. For the Mori-
son’s calculation, only the offset columns and main column were included. The drag
coefficients input to OpenFOAM were selected based on previous CFD simulations
presented in Chapter 7. These values were 0.56 for the main column, 0.61 for the
upper column and 0.68 for the base column. The FAST results show a large degree
of start-up transients, particularly for the surge degree-of-freedom. This start up
transients is also seen in experimental measurements, particularly for the surge DoF.
10.5.2 CFD Results: Loosely Coupled Solver
Here, a simulation using navalFoam of three DoF motion of the semi-submersible
in regular waves is presented. The regular waves simulated here have a wave height of
7.1 m and a period of 12.1 s, at prototype scale. Again, the CFD cases were performed
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Figure 10.15. FAST results for the simplified semisubmersible geometry in regular
waves with H = 7.1 m and T = 12.1 s. A large amount of start up transients is
observed in the results, most notably for the surge DoF.
at model scale, which is 1/50th of the prototype scale. All values are scaled with
Froude scaling. The three DoFs of the simulated semi-submersible include the pitch,
heave and surge. It was expected that limiting the number of degrees of freedom
would provide greater numerical stability.
Predicted surge, heave and pitch motions of the semisubmersible are presented in
Figure 10.16 as predicted by navalFoam. The results are compared against predictions
from FAST for the simplified semisubmersible geometry. The agreement between
navalFoam and FAST predictions is good in terms of the frequency content, as well as
the magnitude of motions. However, the position about which the semisubmersible is
oscillating is not in good agreement. The discrepancy between navalFoam and FAST
is most pronounced for the heave DOF where the CFD solution has a a vertical offset,
which is incorrect. The offsets between results for the surge DOF can be partially
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Figure 10.16. Motion of the semisubmersible in regular waves with 7.1 m height
and period of 12.1 s (values presented at prototype scale), as predicted by FAST and
navalFoam, in blue and red, respectively.
attributed to start-up transients in both the CFD and FAST simulations. In general,
the poor agreement between simulations and experiments for the semisubmersible
moving in waves is due to the loose coupling of the fluid and structure solution in the
navalFoam solver.
The start-up transients inherent to simulating the semisubmersible in waves means
that very long simulation times are required to reach the quasi-steady state behavior.
Unfortunately, due to the issues with the parallelism of the moving mesh code in
the extend branch of OpenFOAM, long run times cannot be guaranteed because of
degenerate cells occurring at processor boundaries.
Additionally, the mesh size limitation, due to the moving mesh parallelism issues,
prevents refinement necessary to capture larger waves, because of the wide fluid-
interface (from wave trough to crest). Instantaneous snapshots from the simulations
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Figure 10.17. Flow field visualizations from navalFoam simulations. On the left,
the wave surface is shown in opaque gray, and a vertical slice through the domain
shows the variation in velocity magnitude with depth. Velocity vectors are mapped
on to a horizontal slice through the domain just below the semisubmersible. On the
right, velocity vectors located on a vertical slice through the domain.
of regular waves are shown in Figure 10.17. For irregular wave simulations, even
more refinement around the fluid interface is necessary to capture the waves of small
amplitude and frequency, as well as the larger sampled waves with bigger frequencies.
10.5.3 CFD Results: Tightly Coupled Solver
Next, simulations of the semisubmersible in regular waves with height 7.1 m and
12.1 s periods were performed with the tightly-coupled solver linked with the wave
library, named relaxWaveFoam. The body was allowed to move freely in all 6 DoFs. A
wave was generated at the inlet, with a relaxation zone placed at the outlet to prevent
spurious wave reflections. Mooring lines were not included in these simulations, due
to the code instabilities seen in the surge decay tests discussed earlier.
First, a simplified semisubmersible geometry was simulated, including only the
three offset columns and none of the cross-bracing or main column. The body motion
predictions from relaxWaveFoam are shown in Figure 10.18, in red, alongside mo-
tion predictions from FAST in dotted black lines. Here, the FAST simulations were
performed with a simplified WAMIT model which contained only the three offset
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columns. The surge, heave and pitch displacements are shown, from top to bottom.
All results are presented at prototype scale. The displacements grow in magnitude
over time, as the initial waves are generated at the inlet and must travel towards the
semisubmersible.
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Figure 10.18. Motion predictions for the semisubmersible in a 7.1 m regular wave
with 12.1 s period. Results shown for a shorter domain containing a geometry with
only the three piles, and a longer domain with the full semisubmersible geometry,
including crossbraces.
The surge motion prediction shows the semisubmersible moving in the positive
x-direction. Due to concerns about waves reflecting off of the domain outlet and
causing poor motion predictions in the surge direction, a simulation with a longer
mesh was carried out. The simplified geometry simulations were performed with a
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mesh of length 600 m at prototype scale. The longer mesh, which included the full
geometry of the semisubmersible, was 50 m longer than the first mesh.
The results from the simulation with the longer mesh are shown in blue lines in
Figure 10.18. Again, the same positive bias was found in the surge motion predictions.
In each of these cases, the positive bias in the surge motion led to the simulations
crashing due to large mesh deformations. Because both cases showed this bias, there
is reason to believe the bias is due to the system itself and not simulation errors. This
was further corroborated by visualizations of the wave field, and the lack of noticeable
wave reflection off the outlet.
Furthermore, the predicted motion of the semisubmersible from FAST simulations
shows a large degree of start of transients. This effect is illustrated in Figure 10.15.
The positive bias of the surge prediction found in OpenFOAM simulations may well
be due to start up transients of the system, just as is found in FAST.
Despite the positive bias in the surge motion, the frequency and cycle amplitudes
of the displacements are in good agreement with those found by FAST. The heave
motion predictions from relaxWaveFoam show good agreement in terms of frequency,
but predict larger displacements than FAST. This discrepancy is likely due to the
lack of a mooring line model in the OpenFOAM simulations. Nonetheless, this is an
improvement upon the previous wave-body motion results from the navalFoam sim-
ulations, discussed in the previous subsection. The navalFoam results gave incorrect
predictions for the hydrostatic equilibrium position of the semisubmersible, which is
not an issue when simulating the motion with relaxWaveFoam.
Next, force predictions from relaxWaveFoam are provided. The DeepCWind ex-
periments did not take direct load measurements, which the CFD can provide sup-
plementally. In FAST, loads due to waves and body-motion can only be provided
after proper tuning of the experimental data and determination of the appropriate
hydrodynamic coefficients. The surge, heave and sway force predictions are shown
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Figure 10.19. Force predictions for the semisubmersible in a 7.1 m regular wave
with 12.1 s period. Results shown for a shorter domain containing a geometry with
only the three piles, and a longer domain with the full semisubmersible geometry,
including crossbraces. Results computed using relaxWaveFoam solver.
in Figure 10.19 from top to bottom, respectively, for both the simplified and full
geometry meshes.
Visualizations of the regular waves propagating through the numerical domain
and interacting with the full semisubmersible geometry are shown in Figures 10.20
and 10.21. The uniform periodicity of the regular wave is demonstrated in Fig-
ures 10.20, where the semisubmersible is located in a trough at the given time shown
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Figure 10.20. Wave elevation, normalized by maximum height, for the regular wave
propagating through the domain with the full semisubmersible geometry.
Figure 10.21. Velocity vectors from regular waves on the vertical plane through the
semisubmersible.
(114.2 s). The velocity vectors shown in Figure 10.21 are taken at the same time,
and illustrate the direction of the velocity vectors as a function of space.
10.6 Motion in Irregular Waves: Results and Discussion
Next, the semisubmersible was simulated interacting with irregular waves using
the relaxWaveFoam solver. Simulations were not performed with navalFoam, as the
regular wave results demonstrated errors with the hydrostatic equilibrium. As a
demonstration case, the full geometry with the 650 m domain length was used. The
waves had a significant wave height (Hs) of 7.1 m and peak spectral period of 12.1 s,
and the wave heights and periods were sampled from the JONSWAP spectrum.
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Figure 10.22. Motion predictions for the semisubmersible in an irregular wave with
Hs = 7.1 m Tp = 12.1 s.
Motion predictions are given in Figure 10.22, where the surge, heave and pitch
displacements are shown from top to bottom, respectively. Again, motions are small
at early times when the waves are first generated at the inlet and begin to propagate
towards the semisubmersible.
Force predictions due to the semisubmersible interacting with the waves are pre-
sented in Figure 10.23. Again, the forces from waves, including regular and irregular,
were not measured directly in the DeepCWind experiments. This leaves a gap in the
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Figure 10.23. Force predictions for the semisubmersible in an irregular wave with
Hs = 7.1 m Tp = 12.1 s.
data where CFD simulations can provide supplemental knowledge about loads in the
three coordinate directions.
The experimental waves were generated for a long period of time, nearly three
hours. Long simulation times are necessary because of the stochastic nature of irreg-
ular waves. To achieve statistically significant results, long numerical time series are
necessary as well. Because such long simulations have not yet been achieved, these
results are presented without comparison to experimental nor FAST results, which
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Figure 10.24. Wave elevation, normalized by maximum height, for the irregular
wave propagating through the domain with the full semisubmersible geometry.
would require comparing statistical measures taken over a long time history. Instead,
the results are presented as a demonstration that irregular waves can be simulated
interacting with the semisubmersible using OpenFOAM.
The elevation of the waves at 52.3 s of simulated time are shown in Figure 10.24.
While it is more difficult to see the irregularity of the waves from the motion and
force results, the visualization of the elevation better demonstrates the variation in
frequencies and wave heights. In this image, the waves are just beginning to reach
the semisubmersible.
Figure 10.25. Velocity vectors from regular waves on the vertical plane through the
semisubmersible.
The irregular waves are also illustrated by the velocity vectors along a vertical
plane taken through the center of the semisubmersible, shown in Figure 10.25. Again,
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the variations in frequency and wave height can be seen, especially when compared
against Figure 10.21 which displays the velocity vectors from regular waves.
Finally, to illustrate the mesh deformation due to the semisubmersible interacting
with irregular waves, Figure 10.26 shows the cell displacement field on a vertical
plane taken through the center of the semisubmersible. The red indicates where a
large degree of mesh deformation occurred, while the dark blue shows where the mesh
did not change. The image illustrates how the cell deformation is greatest near the
body, and decreases with distance from the surface, following the diffusivity-based
algorithm of the dynamic mesh implementation.
Figure 10.26. Cell displacements on a vertical slice through the center of the
semisubmersible, illustrating the degree of mesh deformation resulting from the mo-
tion of the semisubmersible interacting with irregular waves.
10.7 Sources of Discrepancy
There are numerous sources of discrepancy between numerical predictions and ex-
perimental measurements, which have been discussed throughout this chapter and are
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briefly summarized here. The sources of discrepancy fall broadly into three categories;
physical, numerical and experimental.
From the physical perspective, it is more difficult to simulate the physics of a free
decay test than it is to capture motion in waves. Free decay tests rely on capturing
the proper physics of the natural frequency of the system, mooring lines, and the fluid.
In waves, the frequency and magnitude of motion are dominated the motion of the
fluid, such that capturing the physical parameters of the body is less important, but
non-negligible. In wave tests, the dynamics are driven by waves, which are prescribed.
Furthermore, physically the systems that were simulated and measured experi-
mentally did not match perfectly. The geometry used in the experiments included a
main column, cross-braces and pontoons. Not only does this alter the complexity of
the flow interacting with the body, but it also alters the mass and moments of inertia
as compared to the simplified geometry used in the numerical simulations.
Numerically, in terms of the CFD model, the sources of discrepancy are manifold.
These include the domain size, level of mesh refinement, boundary conditions and the
size of relaxation zones. Additionally, the mooring line model used in the numerical
simulations was based on a simple spring model, instead of fully modeling the catenary
behavior of the true moorings. When using the ESI branch of OpenFOAM, stability
issues were found when implementing more than one mooring line at a time. In wave
simulations performed with the ESI branch of OpenFOAM, mooring lines were not
included in simulations. Most notably, the method for FSI coupling is of crucial
importance to accurately predicting the motion of the body.
Finally, sources of discrepancy can be attributed to various components of the
experimental tank tests. In the tank tests, the free decay tests were performed by an
experimentalist in a boat hitting the floating body with a stick. The presence of the
boat produces disturbances in the water that interact with the body. Furthermore,
the use of a stick for displacing the structure from its zero-position produces offsets
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in multiple DOFs instead of just the DOF of interest. Additionally, the tower of
the wind turbine was attached to a cantilevered dock by sensor cables. These sensor
cables provide additionally spring stiffness and damping to the system, on top of the
installed mooring lines.
10.8 Summary and Conclusions
Here, simulations of pitch and heave free decay tests of the semisubmersible were
carried out using the navalFoam solver which employs loose coupling. The CFD
predictions showed good agreement with experimental data for the pitch free decay
tests. However, the heave free decay simulations did not agree well with experimental
measurements, where the CFD showed a reamplification of the heave motion at late
times and a lack of overall damping. Some of the disagreement can be attributed
to physical, numerical and experimental discrepancies, as discussed in the previous
sections. However, the largest impact on the accurate prediction of body motion is
the choice of FSI coupling method.
A simplified two-dimensional case of a heaving squared barge was performed,
where the refinement, domain length and relaxation zones were each augmented. In
each of these simulations the barge came to rest above the theoretical position of
equilibrium. It was found that despite the numerical stability of navalFoam, through
its implicit nature and under-relaxation, the predictions for motion can be incorrect.
This is due to the loose coupling of the fluid and structure solutions. The same case
was simulated with a tightly coupled solver, relaxationDyMFoam, where the barge
was seen to oscillate symmetrically about the theoretical equilibrium position with
increased damping over time.
A simulation of the semisubmersible in regular waves was also carried out with
navalFoam, and while the frequency and magnitude of oscillation matched well with
predictions from FAST, the position about which the body oscillated was incorrect.
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The heave DoF oscillated about a position above its true point of hydrostatic equi-
librium, just as was observed in the two-dimensional barge heave decay simulations.
Next, regular waves were simulated with relaxWaveFoam, the tightly-coupled solver
linked with the wave library, and the hydrostatic equilibrium issues seen with naval-
Foam were not present. The magnitude and frequency of the motions matched well
with predictions from FAST, however, a positive bias in the surge motion was found.
The results from FAST, shown in Figure 10.15, exhibit a slow frequency motion where
the surge displacement increases during the roughly the first 75 s of the simulated
time. It may be that the predictions from relaxWaveFoam are also capturing this
initial increase in surge displacement, due to start up transients, resulting in what
appears to be a positive bias.
Finally, an irregular wave was simulated interacting with the semisubmersible,
and motion and load predictions were presented. Irregular wave simulations require
very long run times due to the stochastic nature of the waves. Predictions from CFD
were not compared to FAST for these cases because long run times have not yet
been achieved, which would be necessary to determine the statistical properties for
comparison. Nonetheless, this work demonstrates the capability of relaxWaveFoam
in simulating irregular waves interacting with a floating body with 6 DoFs.
The work presented here shows that the method of FSI coupling is of utmost
importance. To accurately capture the free decay motion of the semisubmersible a
tightly coupled solver is necessary. The future work will continue to simulate the free
decay motion of the semisubmersible, as well as motion in waves, with the tightly
coupled solver.
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CHAPTER 11
CONCLUSIONS AND FUTURE WORK
This dissertation presents investigations of hydrodynamic loads on structures with
various geometric complexities in a variety of environmental conditions, following a
thorough validation of the CFD methodologies. The high-fidelity CFD results provide
detailed insight about flow interacting with complex geometries on top of what can be
attained through experimental and field measurements, and which may be neglected
by the assumptions and approximations of reduced order models. The predictions
generated in this dissertation describe the underlying physics of flow around complex
surface-piercing geometries of limit draft. The effects of geometric factors and envi-
ronmental conditions were explored through investigations of surface-piercing finite
cylinders in uniform flow, and the semisubmersible platform for offshore floating wind
turbines in steady current and waves. The CFD results provide suggestions for im-
proving the accuracy of reduced order modeling tools, and supplement experimental
measurements by supplying detailed hydrodynamic load predictions. The contribu-
tions of this thesis are summarized here, followed by a brief description of the future
direction of this work.
11.1 Contributions to Knowledge
1. Surface-piercing cylinders with free ends
CFD simulations of uniform flow past vertical, surface-piercing, truncated cylin-
ders of varying lengths were performed. The numerical load predictions were com-
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pared against experimental measurements from the FSI lab at UMass. The work
found a sharp drop in the drag coefficient for cylinders with aspect ratio equal to 2.
Additionally, the Strouhal number was found to decrease with the aspect ratio, such
that below an aspect ratio of 3 vortices were not observed. Finally, sectional loads
from CFD simulations were presented, describing the variation in vortex shedding
along the cylinder length, with dependency on proximity to the free-surface and to
the free-end.
This is the first time this wide of a range of aspect ratios has been studied for
cylinders which both pierce a free-surface and have a free-end. Furthermore, this
work uniquely provides both experimental measurements and numerical simulations
at exactly the same flow conditions and cylinder depths. The work demonstrates that
the aspect ratio and free surface had large effects of the magnitude and frequency of
loads on the cylinder. Due to the findings of this thesis, it is suggested that these fac-
tors be considered when designing floating offshore structures with similar geometric
factors, specifically when selecting drag coefficients for input to CAE tools.
2. Stationary semisubmersible in steady current
A stationary semisubmersible platform for offshore floating wind turbines was
simulated in steady current conditions. CFD load predictions were compared against
results from HydroDyn, and code-to-code discrepancies were examined with high-
fidelity CFD flow field visualizations. The effects of geometric factors, including
limited draft, multimember arrangements, and surface piercing members, were in-
vestigated through member-level load predictions from CFD. CFD predictions found
drag coefficients for the semisubmersible far below the values for infinitely long, fully-
submerged cylinders at the same Re. Furthermore, it was found that the loads varied
in terms of draft, and between upstream and downstream members.
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Before now, standard practice in the offshore wind design community was to se-
lect drag coefficients from look-up tables for infinitely long, fully submerged cylinders.
This work demonstrates that more careful selection of coefficients is necessary and
prudent. The effects of geometric complexities on the loading of the semisubmersible
had not been previously investigated, nor explained through visualizations of the
flow physics. The findings of this part of the thesis suggests that CFD simulations
be performed to provide more accurate drag coefficients for input to CAE tools. Fur-
thermore, it is suggested that drag coefficients be assigned on a member level basis,
to properly capture shadowing effects, as well as depth-dependent loads.
3. Stationary semisubmersible in regular waves
Next, the stationary semisubmersible platform was simulated in regular waves.
Whereas the steady current simulations provided an opportunity to assess load pre-
dictions based on Morison’s equation, these cases introduce diffraction which in CAE
tools is often modeled with potential flow theory. Load predictions from CFD sim-
ulations were compared against results from FAST, and must better agreement was
found than had been seen in the steady current simulations. In these regular wave
cases the contribution to loads from Morison’s equation is nearly negligible, such
that the excellent code-to-code agreement indicated that the potential flow theory of
HydroDyn performs well for regular waves.
While FAST has been thoroughly verified and validated for land-based wind tur-
bines, this work provided new verification for the hydrodynamics of floating offshore
wind turbines. The work demonstrates that regular wave loads are well predicted by
the existing model equations in HydroDyn.
4. Loads on slanted cylinders
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CFD simulations of loads on slanted cylinders of varying angles of orientation
in uniform were carried out. This work was performed to assess the way in which
HydroDyn calculates loads only in the normal direction to members. The dimensions
and orientations of the slanted cylinders were selected such that they matched those
of the cross braces of the semisubmersible platform. Four yaw orientations of the
slanted cylinder with a pitch angle matching the cross braces were studied. The drag
coefficient was found to vary depending on the yaw orientation, as well as length
along the cylinder.
This is the first time slanted cylinders of differing yaw orientations have been
studied with CFD. The results show that orientation of the cylinder relative to the
flow direction does have an impact on the loading. Furthermore, the conditions at
either end of the cylinders were found to affect the loads. The results of this portion
of the thesis suggest that variable drag coefficients be assigned along the length of a
cylinder, and to consider the orientation of the body relative to the flow.
5. Motion of the semisubmersible
Finally, motion of the semisubmersible platform was simulated with 6 DoF solvers
in both free decay tests and waves. A loosely-coupled fluid-structure interaction
(FSI) solver predicted motions of the semisubmersible in pitch free decay tests which
agreed well with experimental measurements. However, poor agreement was found
for the case of heave decay motion of the semisubmersible when the loosely-coupled
solver was employed. Further testing revealed that while the loosely-coupled solver
could provide stable simulations due to its implicit nature for the fluid solution,
it returned poor predictions for motion, whereas a tightly-coupled solver produced
accurate motion predictions. The loosely-coupled FSI solver was also used to simulate
the semisubmersible in regular waves, and again, the motion predictions came out
poorly. Wave simulations carried out with the tightly-coupled solver gave better
251
motion predictions, which did not include issues with the hydrostatic equilibrium
position. Additionally, this work demonstrated the capability of simulating irregular
waves interacting with the semisubmersible. This work demonstrates that a stable
FSI solver is a necessary but not sufficient requirement for achieving accurate motion
predictions of a floating body.
Before now, the open-source CFD toolbox OpenFOAM has not been used to sim-
ulate free decay tests of the semisubmersible which include a mooring line model,
nor have the CFD predictions been compared against experimental data. The work
presented in this thesis provides the first steps towards providing the supplemental
force data which is missing from DeepCWind tank tests. Further FSI simulations of
the semisubmersible in free decay tests and waves will be performed to further sup-
plement the test data, and provide the missing component to a three-way comparison
between CFD, CAE tools and experimental measurements.
11.2 Future Work
Future work will continue to simulate the semisubmersible in free decay tests using
the tightly-coupled FSI method. Additionally, simulations of the semisubmersible in
regular and irregular waves will be performed to reach longer simulated times, also
with the tightly-coupled solver. These CFD methods can continue to better inform
experimental measurements, provide higher fidelity results than reduced-order engi-
neering tools and recommend improvements to these models which contain various
assumptions and approximations. Moreover, high-fidelity CFD simulations can sub-
stantially improve the accuracy of breaking wave load predictions on offshore struc-
tures, including breaking wave limit criteria and slamming coefficient formulations.
CFD can also generate results beyond what has been measured experimentally in
wave tanks or the ocean, including investigation of loads and motion in extreme con-
ditions and also simulations at full scale. The CFD toolboxes that were gathered and
252
thoroughly validated in this work can be extended to address other novel applications
beyond offshore wind energy, such as wave and tidal energy technologies, as well as
an assortment of other offshore engineering applications.
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