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Abstract
In this paper, we consider the evolution of a system composed of two predator–prey deterministic systems
described by Lotka–Volterra equations in random environment. It is proved that under the influence of
telegraph noise, all positive trajectories of such a system always go out from any compact set of intR2+ with
probability one if two rest points of the two systems do not coincide. In case where they have the rest point
in common, the trajectory either leaves from any compact set of intR2+ or converges to the rest point. The
escape of the trajectories from any compact set means that the system is neither permanent nor dissipative.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Understanding dynamical relationship between population systems with the random factors
of environment is a central goal in ecology. Randomness or stochasticity play a vital role in the
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in it. This paper is concerned with the study of trajectory behavior of Lotka–Volterra predator–
prey system under the telegraph noises. It is well known that for a predator–prey Lotka–Volterra
model{
x˙(t) = x(t)(a − by(t)),
y˙(t) = y(t)(−c + dx(t)), (1.1)
where a, b, c and d are positive constants, if there is no influence from environment, the popu-
lation develops periodically [8,9,16]. However, in practice, the effect of random environment or
of seasonal dependence must be taken into account. Up to the present, many models reveal the
effect of environmental variability on the population dynamics in mathematical ecology. In [10]
Levin did pioneering work, where he first considered an autonomous two species predator–prey
Lotka–Volterra dispersal system and showed that the dispersion could destabilized the system.
Especially a great effort has been expended to find the possibility of persistence under the unpre-
dictable or rather predictable (such as seasonal) environmental fluctuations [1–5,7,10–13].
The noise makes influences on an ecological system by various ways. By the complexity of
stochastic models, we are limited on considering a simple color noise, say telegraph noise. The
telegraph noise can be illustrated as a switching between two regimes of environment, which
differ by elements such as the nutrition or as rain falls. The changing is nonmemories and the
waiting time for the next change has an exponential distribution. Under different regimes, the
intrinsic growth rate and interspecific coefficient of (1.1) are different. Therefore, when random
factors make a switching between these deterministic systems, it seems that the behavior of the
solution is rather complicated. By intuition, we see that the behavior of the solution of a perturbed
system can inherit simultaneously the good situation and the bad situation. In a view of ecology,
the bad thing happens when a species disappears and a good situation occurs when all species
co-exist and their amount of quantity increases or develops periodically.
Slatkin [15] concentrated on analyzing a class of models of single population which grows
under this kind of telegraph noise, and obtained the general conditions for extinction or persis-
tent fluctuations. In this paper, we consider the behavior of a two-species population, developing
under two different conditions of environment. Under each condition, the quantity of species
satisfies a deterministic classical predator–prey equation which is connected to the other by tele-
graph noise. It is proved that under the influence of telegraph noise, all positive trajectories of
such a system always exile from any compact set of intR2+ = {(x, y): x > 0, y > 0} with proba-
bility one if two rest points of two these deterministic systems do not coincide. If these two rest
points coincide and if the quantities of population do not converge to the common rest point,
the quantity of each species oscillates between 0 and ∞. That explains why the population of a
random eco-system varies complicatedly.
The paper is organized as follows. Section 2 surveys some necessary properties of two-state
Markov process, say “telegraph noise.” Section 3 deals with connections of two deterministic
predator–prey systems. In Section 4, it is shown that, if the rest points of two these deterministic
systems do not coincide, all trajectories of the system perturbed by telegraph noise always leave
from any compact set in intR2+. In case two deterministic systems have the rest point in com-
mon, either the trajectory of a random predator–prey system converges to the common rest point
or it leaves from any rectangle in intR2+. These properties imply that such a system is neither
permanent nor dissipative.
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Let (Ω,F ,P) be a probability space satisfying the usual hypotheses [14] and (ξt )t0 be a
Markov process, defined on (Ω,F ,P), taking values in the set of two elements, say E = {1,2}.
Suppose that (ξt ) has the transition intensities 1 α−→ 2 and 2 β−→ 1 with α > 0, β > 0. The process
(ξt ) has the piece-wise constant trajectories. Suppose that
0 = τ0 < τ1 < τ2 < · · · < τn < · · · (2.1)
are its jump times. Put
σ1 = τ1 − τ0, σ2 = τ2 − τ1, . . . , σn = τn − τn−1, . . . . (2.2)
Then σ1 = τ1 is the first exile from the initial state ξ0, σ2 is the time duration that the process
(ξt ) spends in the second state into which it moves from the first state and so forth. It is known
that the sequence (σk)nk=1 is an independent random variables when a sequence (ξτk )
n
k=1 is given
(see [6, vol. 2, p. 217]). Note that if ξ0 is given, then ξτn is constant, since the process (ξt ) takes
only two values. Hence, (σk)∞n=1 is a sequence of conditionally independent random variables,
valued in [0,∞]. Moreover, if ξ0 = 1, then σ2n+1 has the exponential density α1[0,∞) exp(−αt)
and σ2n has the density β1[0,∞) exp(−βt). Conversely, if ξ0 = 2, then σ2n has the exponential
density α1[0,∞) exp(−αt), and σ2n+1 has the density β1[0,∞) exp(−βt) (see [6, vol. 2, p. 217]).
Here 1[0,∞) = 1 for t  0 (= 0 for t < 0).
Denote Fn0 = σ(τk: k  n); F∞n = σ(τk − τn: k > n). It is easy to see that Fn0 = σ(σk:
k  n). Therefore, Fn0 is independent of F∞n for any n ∈N under the condition that ξ0 is given.
We consider a predator–prey system, consisting of two species under a random environment.
Suppose that the quantity x of the prey and the quantity y of the predator are described by a
Lotka–Volterra equation{
x˙ = x(a(ξt )− b(ξt )y),
y˙ = y(−c(ξt )+ d(ξt )x), (2.3)
where g :E →R+ \ {0} for g = a, b, c, d .
In the case where the noise (ξt ) intervenes virtually into Eq. (2.3), it makes a switching be-
tween the deterministic system{
x˙1(t) = x1(t)(a(1) − b(1)y1(t)),
y˙1(t) = y1(t)(−c(1)+ d(1)x1(t)), (2.4)
and a deterministic one{
x˙2(t) = x2(t)(a(2) − b(2)y2(t)),
y˙2(t) = y2(t)(−c(2)+ d(2)x2(t)). (2.5)
Since ξ(t) takes values in a two-element set E, if the solution of (2.3) satisfies Eq. (2.4) on
the interval (τn−1, τn), then it must satisfy Eq. (2.5) on the interval (τn, τn+1) and vice versa.
Therefore, (x(τn), y(τn)) is the switching point which plays the terminal point of one system
and simultaneously the initial condition of the other. Thus, the relationship of two systems (2.4)
and (2.5) will determine the behavior of all trajectory of Eq. (2.3).
3. An analysis of inter-connections between two deterministic predator–prey systems
For the system (1.1), it is seen that (p, q) = (c/d, a/b) is its unique positive rest point. Let
v(x, y) = α(x − p lnx)+ y − q lny, (3.1)
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of (1.1) in the quadrant intR2+ = {(x, y): x > 0, y > 0} are closed and the curve passing through
the point (x0, y0) is given by the algebraic equation
v(x, y) = v(x0, y0). (3.2)
On each integral curve λ, the points with the smallest or biggest abscissa are the intersection
points of λ with the horizontal straight line y = a/b. We call them the horizontal points of λ and
denote their abscissa respectively by xλmin and x
λ
max. At a horizontal point, the tangent line to the
λ is parallel to y-axis. Similarly, the points on λ that have the smallest or biggest ordinate are the
intersection points of λ with the vertical straight line x = c/d . We call them vertical points and
denote their ordinate respectively by yλmin and y
λ
max. At a vertical point, the tangent line to the λ
is parallel to x-axis.
We now pass to the study of the connection between the integral curves of (2.4) and (2.5)
which determines the behavior of the solutions of the random equation (2.3) because the noise ξt
makes a switching between them.
Let (p1, q1) = (c(1)/d(1), a(1)/b(1)) be the rest point of (2.4) and (p2, q2) = (c(2)/d(2),
a(2)/b(2)) be the rest point of (2.5). Put
v1(x, y) = α1(x − p1 lnx)+ y − q1 lny,
v2(x, y) = α2(x − p2 lnx)+ y − q2 lny, (3.3)
where α1 = d(1)/b(1) and α2 = d(2)/b(2).
In the following, we denote an integral curve of (2.4) (or (2.5)) as λ1 (or λ2), respectively. We
consider two cases.
3.1. Case I: Systems with the common rest point
Firstly, we consider the case where both systems have the rest point in common. That is,
(p1, q1) = (p2, q2) := (p, q).
To avoid a trivial situation, we suppose that the systems (2.4) and (2.5) do not coincide. This
means that α1 = α2. The relation between two these systems is expressed by the following claims.
Claim 3.1. If λ1 passes through a horizontal point of λ2, two curves are tangent to each other at
both horizontal points. Moreover, except these two points, one of these curves must lie within the
domain surrounded by the other (see Fig. 1).
In case λ1 lies within the domain limited by λ2 we say λ1 to be inscribed in λ2 at the horizontal
points. A similar property can be formulated for the case where λ1 is inscribed in λ2 at the vertical
points. That is, λ1 and λ2 are tangent to each other at the vertical points and λ1 lies within the
domain limited by λ2.
Claim 3.2. If there is an integral curve of (2.4) to be inscribed in a curve of (2.5) at the horizontal
points, then every curve of (2.4) must be inscribed in a curve of (2.5) at horizontal points.
Moreover, in this case, every curve of (2.5) is inscribed in a curve of (2.4) at the vertical points.
Proof. Claims 3.1 and 3.2 are deduced from analyzing the functions v1(x, y) and v2(x, y) de-
fined by (3.3). Therefore, we omit the proof here. 
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By virtue of Claim 3.2, without loss of generality we suppose that
Hypothesis 3.3. Each integral curve of (2.4) is inscribed in an integral curve of (2.5) at the
horizontal points.
It is easy to see that Hypothesis 3.3 is satisfied iff α1 < α2.
For a fixed ε > 0, we can find two positive numbers θ0 > 0 and θ1 > 0 such that if λ is an
integral curve of either (2.4) or (2.5) with xλmax  p + ε, then yλmax  q + θ0 and yλmin < q − θ1.
Denote
H1 = [p − ε,p + 2ε] × [q − 2θ1, q + 2θ0].
We note that limε→0 θ0 = limε→0 θ1 = 0. This means that we can make H1 to be as small as we
please by letting ε → 0.
Claim 3.4. There exists σx > 0 such that if λ1 and λ2 have an intersection point in [p + ,∞)×
(0,∞), then
yλ2max − yλ1max > σx (3.4)
(see Fig. 2).
Proof. Let λ1 and λ2 have an intersection point (x, y) with x  p+ε. We estimate the difference
y
λ2
max − yλ1max. By Eq. (3.2),
α1(p − p lnp)+ yλ1max − q lnyλ1max = α1(x − p lnx)+ y − q lny,
α2(p − p lnp)+ yλ2max − q lnyλ2max = α2(x − p lnx)+ y − q lny.
Hence, we can find θ ∈ (yλ1max, yλ2max) such that
(α2 − α1)
(
ε − p ln(1 + ε/p))< (α2 − α1)(x − p − p lnx/p)
= yλ2max − yλ1max − q
(
lnyλ2max − lnyλ1max
)
= (yλ2max − yλ1max)(1 − q/θ) < yλ2max − yλ1max.
Y. Takeuchi et al. / J. Math. Anal. Appl. 323 (2006) 938–957 943Fig. 2. yλ2max − yλ1max > σx .
Fig. 3. x
λ′1
max − xλ1max > σy .
By putting
σx = (α2 − α1)
(
ε − p ln(1 + ε/p))> 0,
we get the result. 
At the vertical points we have the following property:
Claim 3.5. There is a σy > 0 such that: for any λ1 with xλ1max > p + ε and for any curve λ′1 of
(2.4) passing through a point (x, y) with y > yλ1max + σx/2, it holds
x
λ′1
max − xλ1max > σy (3.5)
(see Fig. 3).
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α1
(
x
λ′1
max − p lnxλ
′
1
max
)+ q − q lnq = α1(x − p lnx)+ y − q lny,
α1
(
xλ1max − p lnxλ1max
)+ q − q lnq = α1(p − p lnp)+ yλ1max − q lnyλ1max.
Hence, there is θ ∈ (xλ′1max, xλ1max) such that
α1
(
x
λ′1
max − xλ1max
)
 α1
(
x
λ′1
max − xλ1max
)
(1 − p/θ)
= α1
(
x
λ′1
max − xλ1max − p
(
lnxλ
′
1
max − lnxλ1max
))
= α1
(
x − p − p(lnx − lnp))+ y − yλ1max − q(lny − lnyλ1max)
 y − yλ1max − q
(
lny − lnyλ1max
)
.
It is easy to see that the minimum value of the function f (u, v) = u − v − q(lnu − lnv) on the
domain {(u, v): u v + σx/2;v  q} is positive. Therefore, by putting
σy = 1
α1
inf
{
f (u, v): u v + σx/2;v  q
}
,
we have the conclusion of Claim 3.5. 
Claim 3.6. There exists ε1 > 0 such that if λ2 satisfies yλ2max − m > σx where m > q + θ0, then
y > m+ σx/2 for any (x, y) ∈ λ2 ∩ [p − 2ε1,p] × [q,∞).
Proof. We have
α2(p − p lnp)+ yλ2max − q lnyλ2max = α2(x − p lnx)+ y − q lny
⇐⇒ α2
(
p − x − p(lnp − lnx))= y − yλ2max − q(lny − lnyλ2max)
⇐⇒ α2(p − x)(1 − p/θ) =
(
y − yλ2max
)
(1 − q/θ ′),
where θ ∈ (x,p) and θ ′ ∈ (y, yλ2max). Let x0 < p such that (x0, q + θ0/2) is a point on the curve
passing through (p, q + θ0). If x0 < x  p we have θ ′ > q + θ0/2 which implies that 1 − q/θ ′ >
θ0/(2q + θ0). Therefore,
α2(p − x)(p/θ − 1) =
(
yλ2max − y
)
(1 − q/θ ′) θ0
(
yλ2max − y
)
/(2q + θ0)
⇒ (p − x)α2(2q + θ0)(p/θ − 1)/θ0  yλ2max − y
⇒ y − m yλ2max − m− (p − x)α2(2q + θ0)(p/θ − 1)/θ0
⇒ y − m σx − (p − x)(p/θ − 1)α2(2q + θ0)/θ0.
From this relation, we see that it suffices to choose ε1 such that 2ε1 < p − x0 and
4ε21
p − 2ε1 <
σxθ0
2α2(2q + θ0) . 
Summing up we obtain
Claim 3.7. Let λ1 and λ′1 be integral curves of (2.4). Suppose that λ1 ∩ λ2 ∩ [p + ε,∞) ×[0,∞) = ∅ and λ′1 ∩ λ2 ∩ [p − 2ε1,p] × [q,∞) = ∅ then
x
λ′1
max − xλ1max  σy.
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for any ε > 0 we can find ε′1 > 0 and σ ′y > 0 satisfying the following: suppose that λ1 ∩ λ2 ∩
(0,∞)× (0, q − θ1] = ∅ and λ′1 ∩ λ2 ∩ (p,∞)× [q, q + 2ε′1] = ∅ then
xλ1max − xλ
′
1
max  σ ′y.
3.2. Case II: Systems with different rest points
We now suppose that (p1, q1) = (p2, q2). We argue for the case p2  p1; q2 > q1. The other
cases can be analyzed similarly.
Claim 3.9. For small ε, there are positive numbers ε2 and σy > 0 such that: if there exists λ2,
linking two points (x, y) ∈ [p1 − ε,∞) × [q1 − ε2, q1 + ε2] and (x1, y1) ∈ [p1,∞) × [q2, q2 +
2ε2] then for any λ1, passing through (x1, y1), we have
xλ1max − x > σy
(see Fig. 4).
Proof. The proof is similar to the one of Claim 3.6. Since the curve λ2 passes through both
points (x, y) and (x1, y1), there is θ ∈ (x, x1) such that
α2(x − p2 lnx)+ y − q2 lny = α2(x1 − p2 lnx1)+ y1 − q2 lny1
⇒ α2
(
x1 − x − p2(lnx1 − lnx)
)= y − y1 − q2(lny − lny1)
⇒ α2(x1 − x)(1 − p2/θ) = y − y1 − q2(lny − lny1).
Since the continuous function f (y) = y − q2 lny achieves a strict minimum value at y = q2,
q1 − q2 − q2(lnq1 − lnq2) > 0. We choose ε2 > 0 such that
Fig. 4. xλ1max − x > σy .
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(
q1 − q2 − q2(lnq1 − lnq2)
)
/4
y1 − q2 lny1  q2 − q2 lnq2 +
(
q1 − q2 − q2(lnq1 − lnq2)
)
/4
⇒ y − y1 − q2(lny − lny1)
(
q1 − q2 − q2(lnq1 − lnq2)
)
/2,
for any q1  y < q1 + 2ε2, q2  y1 < q2 + 2ε2. Therefore,
x1 − x  (x1 − x)(1 − p2/θ)
(
q1 − q2 − q2(lnq1 − lnq2)
)
/(2α2). (3.6)
Similarly, since λ1 passes through (xλ1max, q1) and (x1, y1), we have
α1
(
xλ1max − p1 lnxλ1max
)+ q1 − q1 lnq1 = α1(x1 − p1 lnx1)+ y1 − q1 lny1
⇒ xλ1max − x1 >
(
y1 − q1 lny1 − (q1 − q1 lnq1)
)
/α1 > 0. (3.7)
Adding (3.6) and (3.7), we obtain
xλ1max − x >
(
q1 − q2 − q2(lnq1 − lnq2)
)
/(2α2).
By choosing σy = (q1 − q2 − q2(lnq1 − lnq2))/(2α2), we can complete the proof. 
3.3. Estimate of entrance times
For Case I, we put
U = [p + ,∞) × [q, q + 2ε2], U1 = [p + 2,∞)× [q, q + ε2],
V = [p − 21,p] × [q + θ0,∞), V1 = [p − 1,p] × [q + 2θ0,∞).
For Case II, we put
U = [p1 − ε,∞)× [q1 − ε2, q1 + ε2], U1 = [p1,∞) × [q1 − ε2, q1],
V = [p1,∞)× [q2, q2 + 2ε2], V1 = [p1,∞)× [q2, q2 + ε2].
For the sake of convenience, we denote H1 = [p2,p1] × [q2, q2 + ε2] in Case II.
We now look at the entrance time of a solution. At the time t , let (x1(t), y1(t)) = (x, y).
Denote T1(x, y) = inf{s: either (x1(t + s), y1(t + s)) ∈ U1 or (x1(t + s), y1(t + s)) ∈ H1} for
Case I and T1(x, y) = inf{s: (x1(t + s), y1(t + s)) ∈ U1} for Case II. Similarly,
T2(x, y) = inf
{
s: either
(
x2(t + s), y2(t + s)
) ∈ V1 or (x2(t + s), y2(t + s)) ∈ H1}.
Because every integral curve is closed and systems (2.4) and (2.5) are autonomous, it is easy to
see that T1(x, y) < ∞, T2(x, y) < ∞ and they do not depend on t .
Let H2 = [k1, k2] × [m1,m2] be an arbitrary rectangle which contains the rest points of (2.4)
and (2.5). Since T1(x, y) and T2(x, y) are continuous in (x, y), there is a constant T ∗ > 0 such
that
T1(x, y) T ∗, T2(x, y) T ∗ for any (x, y) ∈ H2.
Moreover, by the continuous dependence of the solution in the initial data, it follows that there
is t∗ such that if (x1(t), y1(t)) ∈ U1 ∩ H2 then (x1(t + s), y1(t + s)) ∈ U for any 0  s  t∗.
Similarly, if (x2(t), y2(t)) ∈ V1 ∩ H2 then (x2(t + s), y2(t + s)) ∈ V for any 0 s  t∗.
Denote H = H2 \ H1 in Case I and H = H2 in Case II.
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We now turn back to the investigation of solutions of (2.3). Let z(t, x, y) = (x(t, x, y),
y(t, x, y)) be the solution of (2.3) starting from (x, y) ∈ intR2+ at t = 0. For the sake of simplic-
ity, we suppose that ξ0 = 1 with probability one. The other cases can be analyzed by a similar
way by taking the conditional expectation. We shall prove that with probability 1, the trajectory
of z(t, x, y) always leaves from any rectangle if two rest points do not coincide. In case two
systems have the rest point in common, the solution either goes away from the domain H2 or
converges to the rest point.
Denote
xn = x(τn, x, y), yn = y(τn, x, y), and zn = (xn, yn).
It is obvious that zn is Fn0 -measurable for any n > 0 and is the point at which the solution z(t)
transfers from subjecting to Eq. (2.4) into subjecting to Eq. (2.5) or vice versa. We construct a
sequence
γ1 = inf{2k: z2k ∈ H },
γ2 = inf{2k > γ1: z2k ∈ H },
· · ·
γn = inf{2k > γn−1: z2k ∈ H },
· · · .
The random variables γ1 < γ2 < · · · < γk < · · · form a sequence of Fn0 -stopping times
(see [6]). Moreover, we see that {γk = n} ∈ Fn0 for all k,n. Therefore, the event {γk = n} is
independent of F∞n .
Theorem 4.1. Let
Ak =
{
σγk+1 ∈
(
T1(xγk , yγk ), T1(xγk , yγk )+ t∗
)∪ (γk = ∞)},
where t∗ is given in Section 3.3. Then
P{Ak i.o} = 1. (4.1)
Proof. Consider the alternative event of Ak :
Ak =
{
σγk+1 /∈
(
T1(xγk , yγk ), T1(xγk , yγk )+ t∗
)
, γk < ∞
}
.
By taking the conditional expectation, we have
P(Ak) =
∞∑
n=0
∫
H
P
{
σγk+1 /∈
(
T1(zγk ), T1(zγk )+ t∗
) ∣∣ γk = 2n, zγk = u}
× P{γk = 2n, zγk ∈ du}
=
∫
H
∞∑
n=0
P
{
σ2n+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣ γk = 2n, z2n = u}
× P{γk = 2n, z2n ∈ du}.
Since z2n is F2n-measurable and {γk = 2n} ∈F2n, then0 0
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H
∞∑
n=0
P
{
σ2n+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣ γk = 2n, z2n = u}P{γk = 2n, z2n ∈ du}
=
∞∑
n=0
∫
H
P
{
σ1 /∈
(
T1(u), T1(u)+ t∗
)}
P{γk = 2n, z2n ∈ du}
=
∞∑
n=0
∫
H
(
1 − P{σ1 ∈ (T1(u), T1(u)+ t∗)})P{γk = 2n, z2n ∈ du}.
Because the function 1 − P{σ1 ∈ (h,h + t∗)} is increasing in h and T1(u) T ∗ then
P(Ak)
∞∑
n=0
∫
H
(
1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})P{γk = 2n, z2n ∈ du}

(
1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})P{γk < ∞} < 1.
Similarly,
P(Ak ∩ Ak+1)
= P{σγk+1 /∈ (T1(zγk ), T1(zγk )+ t∗), γk < ∞,
σγk+1+1 /∈
(
T1(zγk+1), T1(zγk+1)+ t∗
)
, γk+1 < ∞
}
=
∑
0l<n<∞
∫
H×H
P
{
σγk+1 /∈
(
T1(zγk ), T1(zγk )+ t∗
)
,
σγk+1+1 /∈
(
T1(zγk+1), T1(zγk+1)+ t∗
) ∣∣
γk = 2l, γk+1 = 2n, zγk = u, zγk+1 = v
}
× P{γk = 2l, γk+1 = 2n, zγk ∈ du, zγk+1 ∈ dv}
=
∑
0l<n<∞
∫
H×H
P
{
σ2l+1 /∈
(
T1(u), T1(u) + t∗
)
, σ2n+1 /∈
(
T1(v), T1(v) + t∗
) ∣∣
γk = 2l, γk+1 = 2n, z2l = u, z2n = v
}
× P{γk = 2l, γk+1 = 2n, z2l ∈ du, z2n ∈ dv}
=
∑
0l<n<∞
∫
H×H
P
{
σ2n+1 /∈
(
T1(v), T1(v) + t∗
)}
P
{
σ2l+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣
γk = 2l, γk+1 = 2n, z2l = u, z2n = v
}
× P{γk = 2l, γk+1 = 2n, z2l ∈ du, z2n ∈ dv}
=
∑
0l<n<∞
∫
H×H
P
{
σ1 /∈
(
T1(v), T1(v)+ t∗
)}
P
{
σ2l+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣
γk = 2l, γk+1 = 2n, z2l = u, z2n = v
}
× P{γk = 2l, γk+1 = 2n, z2l ∈ du, z2n ∈ dv}

(
1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})
×
∑
0l<n<∞
∫
H×H
P
{
σ2l+1 /∈
(
T1(u), T1(u)+ t∗
) ∣∣
γk = 2l, γk+1 = 2n, z2l = u, z2n = v
}
× P{γk = 2l, γk+1 = 2n, z2l ∈ du, z2n ∈ dv}
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(
1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})
×
∑
0l<∞
∫
H
P
{
σ2l+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣ γk = 2l, z2l = u}
× P{γk = 2l, z2l ∈ du}

(
1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})2P(γk < ∞) < (1 − P{σ1 ∈ (T ∗, T ∗ + t∗)})2.
Therefore, by induction we get
P
{
n⋂
i=k
Ai
}
<
(
1 − P(σ1 ∈ (T ∗, T ∗ + t∗)))n−k+1, n > k > 0, (4.2)
which tends to 0 as n → ∞. Hence,
P
( ∞⋂
k=1
∞⋃
i=k
Ai
)
= 1.
Theorem 4.1 is proved. 
The occurrence of the event Ak means that, either (zn) is in H for at most 2k time,
i.e., γk = ∞, or zγk ∈ H and the solution z(t) satisfies Eq. (2.4) on the interval [γk, γk +
σγk+1] and the solution switches the trajectory to the system (2.5) at the point zγk+1 =
(x1(σγk+1, zγk ), y1(σγk+1, zγk )). By definition of T1 and t∗, the event {σk+1 ∈ (T1, T1 + t∗)} im-
plies {zγk+1 ∈ U}. Thus, Theorem 4.1 tells us that with probability 1, either (z2n) is in H for
at most finitely many times of n, or the sequence (z2n+1) falls into the domain U for infinitely
many times of n.
Theorem 4.2. Denote
Bk =
{
σγk+1 ∈
(
T1(xγk , yγk ), T1(xγk , yγk )+ t∗
)
,
σγk+2 ∈
(
T2(xγk+1, yγk+1), T2(xγk+1, yγk+1)+ t∗
)∪ (γk = ∞)}. (4.3)
Then
P{Bk i.o} = 1.
Proof. By a similar way as in the proof of Theorem 4.1 we have
P(Bk) =
∞∑
n=0
∫
H×H
P
{(
σγk+1 /∈
(
T1(zγk ), T1(zγk )+ t∗
))
∪ (σγk+2 /∈ (T2(zγk+1), T2(zγk+1)+ t∗)) ∣∣
γk = 2n, zγk = u, zγk+1 = v
}
× P{γk = 2n, zγk ∈ du, zγk+1 ∈ dv}
=
∫
H×H
∞∑
n=0
P
{(
σ2n+1 /∈
(
T1(u), T1(u) + t∗
))∪ (σ2n+2 /∈ (T2(v), T2(v) + t∗)) ∣∣
γk = 2n, z2n = u, z2n+1 = v
}
P{γk = 2n, z2n ∈ du, z2n+1 ∈ dv}.
Using the formula P{A ∪B | C} = P{A | C} + P{B | C} − P{A ∩B | C} we have
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{(
σ2n+1 /∈
(
T1(u), T1(u)+ t∗
))∪ (σ2n+2 /∈ (T2(v), T2(v)+ t∗)) ∣∣
γk = 2n, z2n = u, z2n+1 = v
}
= P{σ2n+1 /∈ (T1(u), T1(u)+ t∗) ∣∣ γk = 2n, z2n = u, z2n+1 = v}
+ P{σ2n+2 /∈ (T2(v), T2(v)+ t∗) ∣∣ γk = 2n, z2n = u, z2n+1 = v}
− P{(σ2n+1 /∈ (T1(u), T1(u)+ t∗))∩ (σ2n+2 /∈ (T2(v), T2(v)+ t∗)) ∣∣
γk = 2n, z2n = u, z2n+1 = v
}
.
Since z2n is F2n0 -measurable and γk = 2n belongs to F2n0 , then
P
{
σ2n+2 /∈
(
T2(v), T2(v) + t∗
) ∣∣ γk = 2n, z2n = u, z2n+1 = v}
= P{σ2n+2 /∈ (T2(v), T2(v)+ t∗)}
and
P
{(
σ2n+1 /∈
(
T1(u), T1(u)+ t∗
))∩ (σ2n+2 /∈ (T2(v), T2(v)+ t∗)) ∣∣
γk = 2n, z2n = u, z2n+1 = v
}
= P{σ2n+2 /∈ (T2(v), T2(v)+ t∗)}
× P{σ2n+1 /∈ (T1(u), T1(u) + t∗) ∣∣ γk = 2n, z2n = u, z2n+1 = v}.
Put
k1 = P
{
σ2n+2 ∈ (T ∗, T ∗ + t∗)
}= P{σ2 ∈ (T ∗, T ∗ + t∗)},
k2 = P
{
σ2n+1 ∈ (T ∗, T ∗ + t∗)
}= P{σ1 ∈ (T ∗, T ∗ + t∗)}.
Since T2(v) T ∗ then we see that P{σ2n+2 /∈ (T2(v), T2(v)+ t∗)} 1 − k1. Hence, by applying
the inequality
x + y − xy  x(1 − k)+ k if 0 x  1; 0 y  k  1,
with y = P{σ2n+2 /∈ (T2(v), T2(v)+ t∗)} < 1 − k1, we obtain
P(Bk)
∫
H×H
∞∑
n=0
((
1 − (1 − k1)
)
P
{
σ2n+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣
γk = 2n, z2n = u, z2n+1 = v
}
+ 1 − k1
)
P{γk = 2n, z2n ∈ du, z2n+1 ∈ dv}
=
∫
H
∞∑
n=0
(
k1P
{
σ2n+1 /∈
(
T1(u), T1(u) + t∗
) ∣∣ γk = 2n, z2n = u}+ 1 − k1)
× P{γk = 2n, z2n ∈ du}
=
∫
H
∞∑
n=0
(
k1P
{
σ2n+1 /∈
(
T1(u), T1(u) + t∗
)}+ 1 − k1)P{γk = 2n, z2n ∈ du}

(
k1(1 − k2)+ (1 − k1)
)
P{γk < ∞} = (1 − k1k2)P{γk < ∞} < 1 − k1k2.
For the sake of simplicity, in the course of estimating P(Bk ∩ Bk+1) we use notations
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{
σn /∈
(
T1(u), T1(u) + t∗
)}
, σ 2n (u) =
{
σn /∈
(
T2(u), T2(u) + t∗
)}
,
c(l, n,u1, v1, u2, v2) = {γk = 2l, γk+1 = 2n, z2l = u1, z2l+1 = v1, z2n = u2, z2n+1 = v2},
c(l, n,u1, v1, u2) = {γk = 2l, γk+1 = 2n, z2l = u1, z2l+1 = v1, z2n = u2},
c(l, u1, v1) = {γk = 2l, z2l = u1, z2l+1 = v1},
c(l, n, du1, dv1, du2, dv2) = {γk = 2l, γk+1 = 2n, z2l ∈ du1, z2l+1 ∈ dv1,
z2n ∈ du2, z2n+1 ∈ dv2},
c(l, n, du1, dv1, du2) = {γk = 2l, γk+1 = 2n, z2l ∈ du1, z2l+1 ∈ dv1, z2n ∈ du2},
c(l, du1, dv1) = {γk = 2l, z2l ∈ du1, z2l+1 ∈ dv1}, Hn = H × · · · ×H︸ ︷︷ ︸
n times
.
With these notations we have
P(Bk ∩ Bk+1)
= P{(σ 1γk+1(zγk )∪ σ 2γk+2(zγk+1)), γk < ∞,(
σ 1γk+1+1(zγk+1)∪ σ 2γk+1+2(zγk+1+1)
)
, γk+1 < ∞
}
=
∑
0l<n<∞
∫
H4
P
{(
σ 1γk+1(zγk )∪ σ 2γk+2(zγk+1)
)
,
(
σ 1γk+1+1(zγk+1)∪ σ 2γk+1+2(zγk+1+1)
) ∣∣
c(l, n,u1, v1, u2, v2)
}
P
(
c(l, n, du1, dv1, du2, dv2)
)
=
∑
0l<n<∞
∫
H4
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
)
,
(
σ 12n+1(u2)∪ σ 22n+2(v2)
) ∣∣
c(l, n,u1, v1, u2, v2)
}
P
(
c(l, n, du1, dv1, du2, dv2)
)
=
∑
0l<n<∞
∫
H4
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
)
, σ 12n+1(u2)
∣∣ c(l, n,u1, v1, u2, v2)}
+ P{(σ 12l+1(u1)∪ σ 22l+2(v1)), σ 22n+2(v2) ∣∣ c(l, n,u1, v1, u2, v2)}
− P{(σ 12l+1(u1)∪ σ 22l+2(v1)), σ 12n+1(u2), σ 22n+2(v2) ∣∣ c(l, n,u1, v1, u2, v2)}
× P(c(l, n, du1, dv1, du2, dv2))
=
∑
0l<n<∞
∫
H4
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
)
, σ 12n+1(u2)
∣∣ c(l, n,u1, v1, u2, v2)}
+ P{σ 22n+2(v2)}P{(σ 12l+1(u1)∪ σ 22l+2(v1)) ∣∣ c(l, n,u1, v1, u2, v2)}
− P{σ 22n+2(v2)}P{(σ 12l+1(u1)∪ σ 22l+2(v1)), σ 12n+1(u2) ∣∣ c(l, n,u1, v1, u2, v2)}
× P(c(l, n, du1, dv1, du2, dv2))

∑
0l<n<∞
∫
H4
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
)
, σ 12n+1(u2)
∣∣ c(l, n,u1, v1, u2, v2)}
+ (1 − k1)
(
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
) ∣∣ c(l, n,u1, v1, u2, v2)}
− P{(σ 12l+1(u1)∪ σ 22l+2(v1)), σ 12n+1(u2) ∣∣ c(l, n,u1, v1, u2, v2)}
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
∑
0l<n<∞
∫
H3
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
)
, σ 12n+1(u2)
∣∣ c(l, n,u1, v1, u2)}
+ (1 − k1)P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
) ∣∣ c(l, n,u1, v1, u2)}
− P{(σ 12l+1(u1)∪ σ 22l+2(v1)), σ 12n+1(u2) ∣∣ c(l, n,u1, v1, u2)}
× P(c(l, n, du1, dv1, du2))
=
∑
0l<n<∞
∫
H3
{
P
(
σ 12n+1(u2)
)+ (1 − P(σ 12n+1(u2)))(1 − k1)}
× P{(σ 12l+1(u1)∪ σ 22l+2(v1)) ∣∣ c(l, n,u1, v1, u2)}P(c(l, n, du1, dv1, du2))

∑
l
∫
H2
(
1 − k2 + k2(1 − k1)
)
P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
) ∣∣ c(l, u1, v1)}
× P(c(l, du1, dv1))
=
∑
l
∫
H2
(1 − k1k2)P
{(
σ 12l+1(u1)∪ σ 22l+2(v1)
) ∣∣ c(l, u1, v1)}
× P(c(l, du1, dv1))< (1 − k1k2)2.
By induction we have
P
(
n⋂
i=k
Bi
)
< (1 − k1k2)n−k+1, (4.4)
which converges to 0 as n → ∞. Thus,
P
( ∞⋂
k=1
∞⋃
i=k
Bi
)
= 1. 
The occurrence of event Bk says that we have two possibilities. One is that the trajectory
of solutions of (2.3) never visits H from a certain moment. Second possibility is that first, the
trajectory of solution subject to (2.4), ends at a point in the domain U (we call this point by
switching one) and then, it will terminate in V as a solution subject to Eq. (2.5). Theorem 4.2
tells us that this process happens with probability 1. Moreover, this process can be continued for
a finite number of switching points. More exactly, we have
Theorem 4.3. For any integer number m > 0, the event
Ck =
{
σγk+1 ∈
(
T1(zγk ), T1(zγk )+ t∗
)
, σγk+2 ∈
(
T2(zγk+1), T2(zγk+1)+ t∗
)
,
. . . , σγk+m ∈
(
Tm(zγk+m−1), Tm(zγk+m−1)+ t∗
)∪ (γk = ∞)}
occurs infinitely many times of k with probability 1. Here Tp(x, y) = T1(x, y) if p is odd and
Tp(x, y) = T2(x, y) if p is even.
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from subjecting to (2.4) into subjecting to (2.5) in the domains U and vice versa in V and so on
for a finite number, as large as we please, of switching times in condition that z(t) can stay in H
for infinitely many times. By virtue of the analysis in Section 3 we see that, after two times of
switching: first at a point in U and next at a point in V , the intersection point of the trajectory
with the straight line y = q1, x  p1 moves to the right with a displacement bigger than σy . So
the solution of (2.3) in Case II always leaves from any arbitrary rectangle.
In case where two systems have the rest point in common, using Remark 3.8 we can prove
that if the switching points of a trajectory of (2.3) sojourns in H for infinitely many times, it
must visit H1. Indeed, with ε′1 given on Remark 3.8 we put U ′ = [p,p + 2ε′1] × (0, q − θ1],
U ′1 = [p,p + ε1] × (0, q − 2θ1] and V ′ = (p,∞)× [q, q + 2ε′1], V ′1 = [p,∞)× [q, q + ε′1]. Let
T ′1(x, y) = inf
{
s: either
(
x1(t + s), y1(t + s)
) ∈ U ′1 or (x1(t + s), y1(t + s)) ∈ H1},
and
T ′2(x, y) = inf
{
s: either
(
x2(t + s), y2(t + s)
) ∈ V ′1 or (x2(t + s), y2(t + s)) ∈ H1}.
Suppose that t is a small enough positive number such that if (x1(t), y1(t)) ∈ U ′1 ∩ H2 then
(x1(t+s), y1(t+s)) ∈ U ′ for any 0 s  t . Similarly, if (x2(t), y2(t)) ∈ V ′1 ∩H2 then (x2(t+s),
y2(t + s)) ∈ V ′ for any 0 s  t .
Theorem 4.4. For any N > 0, the event
Ck =
{
σγk+1 ∈
(
T ′1(zγk ), T ′1(zγk )+ t
)
, σγk+2 ∈
(
T ′2(zγk+1), T ′2(zγk+1)+ t
)
,
. . . , σγk+N ∈
(
T ′N(zγk+N−1), T ′N(zγk+N−1)+ t
)∪ (γk = ∞)}
occurs infinitely many times with probability 1. Here T ′p equals to T ′1 if p is odd and equals to
T ′2 if p is even.
This theorem tells us that if the switching points of a solution stays in H for infinitely many
times, the solution can change successively at least N time from subjecting to (2.4) into subject-
ing to (2.5) at a point in U ′ and from (2.5) into (2.4) at a point in V ′. By Remark 3.8, at each
changing time, its maximum abscissa moves to p. Thus, we have
Theorem 4.5. Suppose that (2.4) and (2.5) have a common rest point. For any (x, y) ∈ intR2+,
we have with probability 1, either
lim
t→∞
(
x(t, x, y), y(t, x, y)
)= (p, q), (4.5)
or
lim sup
t→∞
x(t, x, y) = ∞, lim inf
t→∞ x(t, x, y) = 0, (4.6)
lim sup
t→∞
y(t, x, y) = ∞, lim inf
t→∞ y(t, x, y) = 0. (4.7)
Proof. We note that if lim supt→∞ x(t, x, y) = ∞ then we have lim inft→∞ x(t, x, y) = 0,
lim supt→∞ y(t, x, y) = ∞ and lim inft→∞ y(t, x, y) = 0 automatically and vice versa. A sim-
ilar property holds with lim supt→∞ y(t, x, y) = ∞. Therefore, if (4.6) or (4.7) does not hold,
the solution z(t) is bounded by a rectangle H˜ ⊂ R2+. For any ε > 0, suppose that H˜1 is a small
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is contained in H1 = H1(ε). We see that the number of the switching points in H˜ \ H˜1 must be
finite. Otherwise, the orbit of z(t) has to leave from H˜ by Theorem 4.3. Therefore, there is k > 0
such that zn ∈ H1 for any n > k which implies that limt→∞(x(t, x, y), y(t, x, y)) = (p, q). Thus,
we have (4.5). 
5. Conclusion
Up to now various dynamical models in ecology have been proposed under the environmen-
tal fluctuations corresponding to seasonality. The deterministic switching between two different
predator–prey systems exhibits more complex dynamics including stable equilibrium point, limit
cycle, and also chaos [7]. The possibilities or the conditions for the coexistence of tempo-
rally segregated competitors in a cyclic environment [10] or two competing species following
Case A
Case B
Fig. 5.
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Fig. 6. (a) Time evolution of x(t) for Case A. (b) Time evolution of y(t) for Case A.
Lotka–Volterra competition system in a seasonally fluctuating environment [12] are studied.
The stochastic change of environment gives the similar effect on population dynamics with sea-
sonality [2]. Most of such models are formulated by deterministic dynamics, but some kind of
stochasticity reflecting complexity of biological or environmental factors should be introduced
in population dynamics. Slatkin [15] introduced and analyzed a class of general models of sin-
gle population which grows under the telegraph noise exactly same in this paper. Du et al. [3,4]
analyzed two-species Lotka–Volterra competition systems under telegraph noises. In this paper
we obtained the results, stated in Theorem 4.5, for two-species Lotka–Volterra predator–prey
systems under telegraph noises. We believe the necessity to collect the results for various types
of two-species dynamical systems including the asymptotically stable Lotka–Volterra predator–
prey systems, and to proceed to obtain the general conditions for the behaviors of the systems.
In view of practice, when the amount of a species is smaller than a threshold, we consider this
species disappears in our system. Theorem 4.5 tells us that although the environment condition
changes constantly (since the Markov switching process is stationary), species may vanish from
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Fig. 7. (a) Time evolution of x(t) for Case B. (b) Time evolution of y(t) for Case B.
eco-system. This conclusion warns us to have a timely decision to protect species in our eco-
system.
Remark 5.1. By simulation results, we observe that (4.5) does not occur. However, so far we are
unable to prove this conjecture. This is still an open problem.
We illustrate our result by simulations. Figure 5 shows the behavior of the trajectory of the
systems{
x˙ = x(a(ξt )− b(ξt )y),
y˙ = y(−c(ξt )+ d(ξt )x). (5.1)
Case A corresponds to a(1) = 2, b(1) = 2, c(1) = 3, d(1) = 2 and a(2) = 3, b(2) = 3,
c(2) = 6, d(2) = 4 with the initial condition (2,1.5). In this case, two systems have the rest
Y. Takeuchi et al. / J. Math. Anal. Appl. 323 (2006) 938–957 957point in common, the solution of (2.3) turns around the rest point for a while, and then leaves
from any compact set.
Case B is related to a(1) = 2, b(1) = 1, c(1) = 6, d(1) = 3 and a(2) = 2, b(2) = 2, c(2) = 3,
d(2) = 2, the initial condition is (1,2). In this case, two rest points are different, the solution
leaves quickly from any compact set.
In both cases, the green line shows the trajectory of (5.1) subjecting to system (2.4) and the
red line shows the trajectory of (5.1) subjecting to system (2.5).
Figure 6 (or 7) shows the time evolution of x(t) and y(t) corresponding to Case A (or B),
respectively.
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