The NP-hard capacitated clustering problem (CCP) is a general model with a number of relevant applications. This paper proposes a highly effective iterated variable neighborhood search (IVNS) algorithm for solving the problem. IVNS combines an extended variable neighborhood descent method and a randomized shake procedure to explore effectively the search space. The computational results obtained on three sets of 133 benchmarks reveal that the proposed algorithm competes favorably with the state-of-the-art algorithms in the literature both in terms of solution quality and computational efficiency. In particular, IVNS discovers an improved best known result (new lower bounds) for 28 out of 83 most popular instances, while matching the current best known results for the remaining 55 instances. Several essential components of the proposed algorithm are investigated to understand their impacts on the performance of algorithm.
Introduction

1
Given a weighted undirect graph G = (V, E, C, w), where V = {v 1 , v 2 , . . . , v n } 2 is the set of n nodes, E is the set of its edges, C = {c ij : {v i , v j } ∈ E} 3 represents the set of edge weights, and w = {w i ≥ 0 : v i ∈ V } is the set 4 of node weights, the capacitated clustering problem (CCP) is to partition the 5 node set V into a fixed number p (p ≤ n is given) of disjoint clusters (or groups) 6 such that the sum of node weights of each cluster lies in a given interval [L, U ] 7 while maximizing the sum of the edge weights whose two associated endpoints 8 locate in the same cluster. In some related literature like [9, 23] , an edge weight 9 c ij ∈ C is also called the benefit of the edge {v i , v j }, while L and U are called 10 the lower and upper capacity limits of a cluster.
11
Formally, the CCP can be expressed as the following quadratic program with 12 binary variables X ig taking the value of 1 if node v i is in cluster g and 0
13
otherwise [9, 23] :
X ig ∈ {0, 1}, i = 1, 2, . . . , n; g = 1, 2, . . . , p (4)
where the set of constraints (2) guarantees that each node is located in exactly 
18
The CCP is closely related to three other clustering problems: the graph par- (HMP) [23, 26] . First, the GPP is a special case of the CCP when the lower 22 and upper capacity limits of the clusters are respectively set to 0 and (1 + the MDGP is also a special case of the CCP when the given graph is a com-27 plete graph and the nodes have a unit weight (w i = 1, i = 1, 2, . . . , n) [23] .
28
Additionally, as discussed in [23, 26] , the HMP can be viewed as a practical 29 application of the CCP in the context of mobile networks.
30
Given that the CCP generalizes the NP-hard MDPG, GPP, and HMP prob-31 lems, the CCP is at least as computationally difficult as these problems. More-32 over, any real-world applications that can be formulated by the MDPG, GPP, 33 or HMP models can be cast as the CCP, such as creation of peer review groups 34 [7], parallel computing [18] , assignment of students to groups [19] , VLSI design
35
[33], etc.
36
Given the NP-hard nature of the CCP and its practical importance, a large 37 number of studies have been proposed to investigate the problem and the three The rest of the paper is organized as follows. In the next Section, our IVNS 89 algorithm and its components are described in detail. Section 3 is dedicated many combinatorial optimization problems (see for instances [1, 5, 25, 31, 32] 
π g is the set of nodes of cluster g). Then the search space Ω explored by our
150
IVNS algorithm is given by:
152
For any candidate partition s = {π 1 , π 2 , ..., π p } in Ω, its quality is evaluated
153
by the objective function value f (s) of the CCP: 
Clearly, the size of N 1 is bounded by O(n × p).
214
The neighborhood N 2 is defined by the SwapM ove operator. Given two nodes v and u which are located in two different clusters of s, the SwapM ove (v, u) operator exchanges their clusters such that the resulting neighboring solution is still feasible. Thus, the neighborhood N 2 of s is composed of all feasible neighboring solutions that can be obtained by applying SwapM ove to s, i.e.,
The size of N 2 is bounded by O(n 2 ) and is usually larger than that of N 1 .
215
The neighborhood N 3 is based on the 2-1 exchange operator (Exchange (v, u, z) ). Given the current solution s = {π 1 , π 2 , . . . , π p } and three nodes v, u and z, where v and u are located in the same cluster π i and z is located in another cluster π j , Exchange (v, u, z) transfers the nodes v and u from their current cluster π i to the cluster π j , and transfers simultaneously the node z from the cluster π j to the cluster π i in such a way that the resulting solution is still feasible. For the current solution s, the neighborhood N 3 of s is composed of all feasible neighboring solutions which can be obtained by applying the 
Exchange(v, u, z) operator to s:
over, the matrix γ is frequently used in the neighborhood search operations
232
(see Algorithms 4 to 6).
233
Based on the current solution (or partition) s = {π 1 , π 2 , . . . , π p }, if a OneM ove 234 operation < v, π i , π j > is performed, the move value can be easily determined
, and then the matrix γ is accordingly 236 updated. More specifically, the i-th and j-th columns of matrix γ are updated
c vu is the edge weight between the nodes v and u. As such, the evaluation 239 function value f can be rapidly updated as f ← f + ∆ f .
240
When a SwapM ove(v, u) operation is performed, its move value is calculated 
consecutively updated two times according to the OneM ove move.
248
When a Exchange(v, u, z) move is performed, the move value is calculated as
is composed of three consecutively performed OneM ove moves, i.e., s Improve ← false
Update matrix γ /* Section 2.4.2 */
15
Improve ← true Clearly, the standard VND method is a special case of our EVND method 289 when m = 1. Note that compared to the standard VND method, our EVND 290 method imposes a stronger condition to move back to the first neighborhood.
291
Such an extension for the standard VND method is based on two consid-
292
Algorithm 5: Local search with N 2 c ij are a real number which is uniformly and randomly generated in (0, 100).
350
• DB Set (10 instances): This set was originally proposed by Deng and Bard
351
[9] for the MDGP in the context of mail delivery, and adapted to the CCP 352 in [23] by generating the node weights with a uniform distribution U(0,10).
353
These 10 instances are characterized by the following features: n = 82, In this Section, we show some basic information about our experiments, in-
Parameter Settings and Experimental Protocol
362
363
cluding the parameter settings of our algorithm, the reference algorithms, the 364 experimental platform, and the termination criterion of algorithms.
365
First, Table 1 shows the parameter setting of our IVNS algorithm which was we adopted the best parameter settings identified in the original paper [23] .
385
Moreover, all source codes were compiled using g++ compiler with the '-O3' 
Computational Results and Comparison on the general CCP Instances
402
The first experiment aims to assess the performance of our IVNS algorithm on The source codes of these algorithms will be available at: http://www.info. univ-angers.fr/pub/hao/ccp.html 2 dmclique, ftp://dimacs.rutgers.edu/pub/dsj/clique 20 times on each instance, based on the experimental protocol of Section 3.2.
407
The computational results are summarized in Tables 2 and 3 .
408
In 
Computational Results and Comparison on the Handover Minimization
441
Instances
442
The second experiment aims to assess the performance of the IVNS algorithm instance the IVNS algorithm was independently run 20 times. The computa-
445
tional results are summarized in Table 4 for the large instances with n ≥ 100.
446
For very small instances with n ≤ 40, the computational results are reported 447 in Appendix (Table 10) Table 2 . Besides,
474
it should be mentioned that this section focuses on the best results produced by than that of our IVNS algorithm.
478 Table 4 clearly discloses that the proposed IVNS algorithm outperforms the 479 three reference algorithms designed for the handover minimization problem. 
Comparison Between the Standard and Extended VND Methods
502
The IVNS algorithm employs the extended VND method (EVND) as its local 503 optimization procedure. Since the EVND method is an extension of the stan-
504
dard VND method, we carried out an experiment to compare both methods.
505
In this experiment, both EVND and VND were respectively run 100 times 506 on each instance. Specifically, for each run, both methods were performed 507 with the same initial solution generated by the first construction procedure 508 presented in Section 2.3.
509
The computational results of this experiment are summarized in have the same meanings as those in Table 8 .
582
First, we observe from Table 8 × 100% = 0.0081%).
587
Hence, the default value of m was set to 10 in this work. As for β max , like [8, 16] showed that tunneling through feasible and infeasible regions can 629 improve the performance of the search process. It would be relevant to study 630 dedicated methods able to explore infeasible regions in a controlled manner.
631
Finally, given that the basic idea of the proposed IVNS algorithm, i.e., in-632 tegrating organically the EVND method with multiple neighborhoods and a 633 diversified shake procedure, is independent of the CCP, it would be interesting 634 to examine its applicability to other grouping or clustering problems.
635
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