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1 Introducció
El projecte s’ha desenvolupat en la startup Immfly. A continuació definiré el
context en el que s’ha treballat. Explicaré a què es dedica i quin és el producte
que ofereix.
1.1 Context
Immfly és una empresa tecnològica que ofereix un servei d’entreteniment per
a les aerolínies amb vols de durada curta o mitja, fins a 3 hores. El servei
consisteix en una xarxa a bord on els passatgers poden connectar-se a través
dels seus dispositius, ja siguin tablets, mobils o ordinadors, i consumir diversos
continguts per a l’entreteniment així com comprar ofertes per a la ciutat destí.
Per a oferir aquest servei Immfly instal·la un servidor a l’avió i un seguit de
punts d’accés de manera que els passatgers puguin accedir a una xarxa wifi
local i als continguts que vulguin.
Al ser un entorn de vol el sistema està completament aïllat i una vegada està
en l’aire no disposa de connexió a internet.
Per aconseguir fer funcionar el sistema Immfly disposa de 3 classes de servidor.
1. Els servidors "aircrafts":
Són les instàncies de servidor instal·lades als avions, n’hi ha un per a
cada avió. Gestionen el registre i accés d’usuaris, serveixen els continguts
als passatgers i gestionen els pagaments, així com tota l’activitat que es
generi a bord.
2. El servidor "hangar"o central:
És un servidor central on es disposa de tota la informació dels avions
així com de tots els continguts que se sincronitzen.
3. El servidor "ground":
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És un servidor dedicat als usuaris que vulguin seguir accedint als
continguts que han comprat o descarregat una vegada estiguin fora de
l’avió.
Al servidor hangar s’ingesten els recursos automàticament. Diaris, revistes,
videos, són descarregats i s’afegeixen a la base de dades periòdicament. Una
vegada els avións estàn connectats, aprofitant que es troben en terra, el servi-
dor aircraft envia un senyal a l’hangar conforme està connectat i es realitza
la sincronització.
La sincronització es fa en els dos sentits. De l’hangar als aircrafts i dels air-
crafts a l’hangar. Amb això s’aconsegueix que a l’inici del dia tots els avions
tinguin el mateix estat de la base de dades i al final del dia es carrega a
l’hangar tota la informació que s’ha generat (usuaris nous, pagaments, esde-
veniments...).
1.1.1 Actors implicats
A continuació definiré els principals actors del projecte
• Director del projecte.
És el director del departament tecnològic de l’empresa (CTO). Està im-
plicat directament en el projecte. Està interessat en el bon funcionament
del sistema ja que és el responsable directe de la part tecnològica de l’em-
presa.
• Tutor del projecte.
El seu paper és supervisar que el projecte va per bon camí i que s’as-
soleixen els objectius marcats i els temps d’entrega.
• Cap de departament.
El cap de departament de backend s’encarrega de supervisar que el pro-
jecte compleix els requeriments de l’empresa. També s’encarrega de
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supervisar la qualitat del codi. És el responsable del comportament del
servidors, està interessat en que tot funcioni correctament i sense errors.
• Desenvolupador i tester
Aquestes dues tasques seran realitzades per mi.
• Empresa. L’empresa en aquest cas és l’usuàri del projecte. Farà ús del
sistema de mètriques i li servirà per saber què és el que està passant les
seves plataformes, podrà prendre decissions en funció del comportament
dels seus usuaris.
1.2 Estat de l’art
La tecnologia emprada en l’empresa es divideix en els dos departaments de
front-end i back-end. En el departament de back-end que és en el que s’ha re-
alitzat el projecte s’ha programat el servidor amb Django, i en el departament
de front-end s’ha obtat per util·litzar AngularJS.
1.2.1 Django i REST
Django[1] és un framework de codi obert, es-
crit en Python. Va ser publicat el 2005 i ac-
tualment es troba en la versió 1.8. La princi-
pal finalitat de Django és facilitar la creació
de webs complexes. Django es basa en el re-
us, la conectivitat i extensibilitat de compo-
nents, el ràpid desenvolupament i el principi
de no repetició. Python s’utilitza en totes les parts del framework, configura-
cions, fitxers i models de dades. Gràcies al gran suport de que disposa hi ha
una gran quantitat de mòduls molt util·litzats amb funcionalitats implemen-
tades que poden ser útils. És important util·litzar els mòduls disponibles de
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Django, ja que és codi molt provat amb molt de suport al darrere. El servidor
implementa una API REST. REST de l’anglès Representational State Trans-
fer, és una arquitectura de desenvolupament web que es recolza totalment
en l’estandard HTTP. REST ens permet crear serveis i aplicacions que poden
ser util·litzades per qualsevol dispositiu o client que entengui HTTP. REST és
l’arquitectura més natural i estàndard per a crear APIs per a serveis orientats
a Internet. La API ofereix recursos identificats per URIs, sobre aquests re-
cursos es poden realitzar accions a través de verbs HTTP. Un exemple pràctic
vindria donat pel recurs "Revistes", identificat per la URI /revistes, si fem una
petició de HTTP GET a /reistes obtindriem una llista amb totes les revistes
disponibles. De la mateixa manera es podrien afegir i modificar els elements.
1.2.2 AngularJs
En la part de frontend s’ha util·litzat
AngularJs[3] per a consumir la API imple-
mentada. AngularJs és un framework de
JavaScript de codi obert per a desenvolupar
aplicacions web en la banda del client. Ha
estat desenvolupat i mantingut per Google.
AngularJs ajuda a la gestió del que es coneix
com a aplicacions d’una sola pàgina, on es
carreguen tots els recursos necessaris en la primera càrrega i a mida que
l’usuari navega per la pàgina es van carregant els continguts de manera
dinàmica donant una sensació d’aplicació d’escriptori. El seu objectiu és aug-
mentar les aplicacions basades en navegador amb Model Vista Controlador
(MVC)[6]. Se centra en intentar dinamitzar documents HTML i executar-
se com a aplicacions d’una sola pàgina. Amb AngularJs es consumeixen els
recursos que s’han creat des del servidor cridant les diferents URIs que els
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identifiquen en funció de les necessitats. Util·litzar aquestes dues tecnologies
és molt útil per a dissociar el client del servidor. Això permet que el treball
de desenvolupament avanci en paral·lel, i permet la reutil·lització dels dos[4].
1.3 Altres eines de desenvolupament
El projecte s’ha desenvolupat en les eines descrites anteriorment per a poder
integrar el codi en la plataforma ja existent, no hagués estat possible progra-
mar un sistema totalment independent i integrar-lo fàcilment. Desenvolupar
el projecte en una api REST permet el reaprofitament de les crides per a di-
versos dispositius i aplicacions. Si s’hagués optat per exemple per una pàgina
web que serveix codi html, com la majoria de webs actuals, hagués funcionat
bé amb els navegadors web, però a l’hora de voler obtenir la mateixa informa-
ció amb les aplicacions d’android o iOS, no hagués estat possible, ja que els
llenguatges dels dos dispositius són completament diferents i s’hauges hagut
de programar un servidor per a cada aplicació. El fet de rebre respostes en
JSON fa que es puguin interpretar en tots els contextos. La programació
del servidor es podria haver fet amb altres llenguatges, com ara Ruby o Java,
com he dit abans s’ha desenvolupat el Django per a integrar-ho amb el sistema
actual.
1.3.1 Sistemes semblants
Actualment hi ha molts serveis a internet per a poder agafar mètriques de
comportament en les pàgines web com ara Google Analytics[7], però no és
possible integrar aquests serveis en la plataforma Immfly ja que en un entorn
de vol no es disposa d’Internet, per tant és un entorn totalment offline on les
mètriques s’han d’agafar desde l’avió. Tenint en compte aquesta condició les
possiblitats es redueixen als mòduls de django ja implementats.
El més utilitzat és django-app-metrics[8]. Aquest mòdul de django permet
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definir alguns events i comptar les vegades que aquests events són disparats.
Però aquesta solució no pot abastar tots els requeriments que l’empresa dem-
ana.
Fent una recerca més exhaustiva es pot veure que hi ha molt pocs mòduls im-
plementats per a agafar mètriques offline, i que la majoria són molt precaris.
Els desenvolupadors opten per les solucions online, que no representen una
càrrega extra per els seus servidors i els hi estalvien moltes hores de feina.
Davant d’aquesta situació es pot justificar la implementació d’un sistema de
mètriques fet a mida per a l’empresa.
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2 Abast del pojecte
En una startup les mètriques son la base a partir de la qual es prenen deci-
sions, ajuden a saber si les estratègies que s’estàn prenent són les adequades
i si donen els resultats desitjats. Així doncs disposar d’un bon sistema de
mètriques és quelcom clau en el seu desenvolupament. El problema que es
proposa és dissenyar i desenvolupar un sistema de mètriques per a l’empresa
a partir del qual es pugui veure que està passant a les plataformes. El sis-
tema ha de ser pensat per funcionar en un entorn de vol, tenint en compte
els problemes que això implica.
2.1 Definició
Aquest projecte consistirà en dissenyar i implementar un sistema de mètriques
per a la plataforma Immfly d’entreteniment als avions. El projecte es dividirà
en tres parts diferenciades:
1. Recollir les dades de comportament als servidors dels avions i emmagatzemar-
les.
2. Sincronitzar i centralitzar les dades de tots els avions en un únic servidor.
3. Tractar i enviar aquestes dades en un servei extern d’estadístiques.
Per a la primera part es necessita guardar el comportament dels usuaris així
com les impressions que se l’hi mostren. Per aconseguir-ho s’implementarà
una nova crida al servidor de Django que permetrà guardar les accions que
es realitzin. Per altra banda s’implementarà una funcionalitat intermitja en
el servidor per a poder guardar les impressions que se serveixen a la capa de
front-end.
Per a la segona part es crearan processos per copiar les dades al servidor
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central. Una vegada es detecti que l’avió ha aterrat, es procedirà a copiar
i després esborrar les dades del vol de tal manera que no es sobrecarregui
el servidor. Una vegada s’hagin copiar les dades, aquestes es tractaran i
complementaran amb informació de la base de dades central, com per exemple
dades dels usuaris que realitzen les accions o detalls dels continguts que miren.
Totes les mètriques de tots els avions es posaran en una sola llista per poder
ser enviades al servei extern d’estadístiques.
Per a la tercera part es partirà d’una gran llista de mètriques, s’iterarà sobre la
llista i s’enviaran tots els tracks al sistema extern d’estadístiques mitjançant
crides a la seva api. D’aquesta manera els resultats quedaran plasmats en
gràfics i es podran prendre decisións d’empresa i accions per poder millorar
l’experiència dels usuaris.
2.2 Objectius
L’objectiu principal és satisfer les necessitats de l’empresa i per això s’haurà
de complir amb una sèrie de requisits per a cada una de les tres parts definides
anteriorment:
1. Recollir les dades de comportament als servidors dels avions i emmagatzemar-
les.
El sistema ha de ser ràpid S’ha de tenir en compte que es farà una
crida per cada acció de l’usuari, això no pot provocar una sobrecàr-
rega del servidor a l’hora de gestionar aquestes crides i guardar la
informació al servidor.
El sistema ha de ser segur S’han de tenir en compte possibles atacs o
manipulació de la informació per part d’usuaris malignes.
2. Sincronitzar i centralitzar les dades de tots els avions en un únic servidor.
8
Els processos de sincronització i centralització han de ser fiables Partim
d’un medi molt inestable, la connexió que ofereixen els avións una
vegada estan en terra és molt imprevisible i pot patir desconnexions,
així doncs s’ha de garantir que no s’enviaran mètriques repetides
si hi ha errors de connexió, ja que això podria provocar decisions
equivocades per part de l’empresa.
Les dades enviades han d’ocupar poc espai Hi ha un temps limitat
per a sincronitzar les dades així com un espai limitat de transfer-
ència (en ser una connexió 3G) així que el fitxer de mètriques ha
d’ocupar poc espai i les operacions de còpia han de ser poc pesades.
3. Tractar i enviar les dades a un servei extern d’estadístiques.
El procés ha de ser fiable Aquesta situació és similar a la de l’apartat
anterior. S’ha de garantir que no s’enviaran mètriques repetides.
També en aquest cas s’ha de portar un control de quines mètriques
s’han enviat i quines no, de manera que si les cues incrementen
només s’enviïn les mètriques noves.
2.3 Obstacles i riscos
Temps limitat Per a la realització del treball es disposa d’un temps limitat
de 450 hores, que és el que limita el contracte. Qualsevol inconvenient
haurà de ser gestionat per finalitzar el projecte en el temps indicat.
Problemes en els servidors dels avions En ser un medi desconegut i aïllat,
hi poden haver problemes en els servidors dels avions, com ara pujades
de tensió deguda als motors. Aquests problemes poden portar a una
fallada del sistema.
Problemes de testing No es disposarà d’un entorn real de test en tot el de-
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senvolupament. Per a instal·lar un servidor d’aquestes característiques
a un avió es necessita de molts permisos. Fins al final del projecte no
es disposarà d’un servidor instal·lat en un avió, en conseqüència no es
podrà provar el sistema en els avions i amb persones reals fins les últimes
setmanes.
Problemes de seguretat S’haurà de tenir en compte que el sistema no com-
prometi la seguretat de la plataforma, així com evitar qualsevol falsifi-
cació de dades que es pugui donar per part d’un usuari maligne.
2.4 Mètodes de treball
Es seguirà una metodologia basada en SCRUM. Scrum es un model de desen-
volupament àgil que es caracteritza per adoptar una estratègia de desenvolu-
pament incremental en comptes de planificar l’exceució completa del producte.
En Immfly es faran cicles de 2 setmanes en els quals es definiràn uns objectius.
Al final del cicle es farà una retrospectiva on s’avaluaran les entregues. En
funció de l’èxit dels objectius s’assignaran un seguit d’objectius més per al
cicle següent.
A cada tasca se l’hi assignarà uns punts en funció de la dificultat. Si una tas-
ca té molts punts aquesta es dividirà en diverses tàsques més petites. Totes
aquestes tasques es repartiran en els diferents cicles sumant un total de punts
per cada cicle a assolir. Si després de la restrospectiva es veu que s’han assig-
nat masses punts en un cicle, en el proxim s’assignaràn tasques amb menys
punts.
2.5 Eines de seguiment
Mitjançant el registre del servidor del GitHub es podrà fer un seguiment
detallat de l’evolució del projecte. També s’utilitzarà la secció d’issues del
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servidor, per tal d’apuntar i enregistar totes les tasques pendents. Així doncs
quedaran enregistrats en el servidor tots els canvis que es facin en el codi,
i es podran veure amb molta facilitat les tasques pendents així com les ja
realitzades. El servei de GitHub també permetrà que altres programadors
disposin del codi en les seves màquines locals i puguin fer petits canvis o
apuntar comentaris sobre el codi que s’està realitzant. Això permetrà fer
un seguiment molt més proper de l’estat del projecte i del codi que s’està
desenvolupant.
2.6 Mètode de validació
En seguir una metodologia àgil es garanteix una validació periòdica de l’evolu-
ció del projecte. Cada dues setmanes, és a dir al final de cada cicle, es posen
en comú els avenços que s’han fet i l’estat del projecte. Això permetrà de
tenir d’una manera constant una opinió i validació per part de l’empresa i
saber si es va per bon camí.
En el curs dels cicles cada entrega que es vulgui entrar al servidor serà revisada
pels altres programadors del departament; d’aquesta manera es podran de-
tectar possibles errors de codi i cada programador del departament entendrà
i estarà al dia del codi que s’està desenvolupant.
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3 Dependències externes
Per a desenvolupar el projecte ha set necessari fer ús d’alguns moduls externs
que he integrat a django així com d’algunes eines per a la gestió. A continuació
explicaré quines són aquestes eines i quina ha set la seva util·litat.
3.1 GitHub
GitHub és una plataforma de desenvolupa-
ment colaboratiu de software per a allotjar
projectes util·litzant el sistema de control de
versions Git. Per tant GitHub allotja el teu
repositori de codi i disposa d’eines molt útils
per a treballar en equip dintre d’un mateix
projecte. Es disposa d’una wiki, un sistema
de seguiment de problemes on es permet als
membres de l’equip detallar els problemes o
fer sugerències al codi. També disposa d’un seguiment de les branques del
projecte, on es poden comparar els progressos realitzats a les diferents bran-
ques.
3.2 Sentry
Sentry és un servidor extern que proporciona
un control sobre els errors que apareixen a
la plataforma i la freqüència en que aquests
es donen. Disposa d’un panell de control en
el qual es pot veure el traceback dels errors,
veure com s’han originat i quin era l’estat
de les variables en el moment. A més a més
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també envia e-mails amb els informes de les incidències a temps real, de
manera que es pot tenir un control sobre el seu estat. Aquesta eina ha estat de
molta utilitat i ha permès desenvolupar el projecte amb molt més coneixement
de l’estat dels servidors i els errors que s’originen.
3.3 Redis
Redis és un motor de base de dades en
memòria, basat en un emmagatzematge
en taules de hash, seguint un format de
clau/valor. Tot i estar en memòria garan-
teix durabilitat i persistència de les dades
en cas de caiguda del servidor. Així doncs
proporciona un sistema molt ràpid d’emma-
gatzematge de dades sense la necessitat de fer lectures i escriptures a disc con-
tinuament. Redis ha estat clau en la implementació del sistema de mètriques
degut a l’alt nombre d’accions que fa cada usuari sobre la plataforma. Util-
itzant redis s’ha pogut evitar fer una escriptura a disc cada cop que un usuari
fa una acció o rep una impressió, cosa que hagués relentitzat notablement el
rendiment de la plataforma.
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4 Requisits de l’empresa
4.1 Reunió amb el departament de producte
La primera part ha consistit en saber quines mètriques es volen obtenir per
part de l’empresa. S’han organitzat un seguit de reunions per tal de definir
exactament quines mètriques es necesiten.
• Es vol portar un seguiment dels “clicks” de l’usuari.
Es vol saber on clicken els usuaris, quins botons, seccions, recursos
són els més util·litzats.
• Es vol portar un seguiment dels “loads” de les pàgines.
Es vol saber quines pagines es carreguen i desde quina secció s’han
carregat.
• Es volen saber els registres.
Es vol saber quantes persones s’han registrat. Aquesta informació
es vol contrastar amb el total de passatgers dels avions així com amb el
total de logins.
• Es volen saber els “logins”.
Es vol saber la gent que fa login a la plataforma.
• Es vol portar un seguiment de les compres que es realitzen.
Es vol saber quants productes s’han comprat, qui els ha comprat i
quins són aquests productes. Amb informació detallada del producte:
preu, categoria, sponsor...
• Es vol saber quins productes s’han consumit.
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Es vol saber quins productes s’han consumit ja siguin productes pre-
viament comprats, com aquells que són gratuïts. Amb informació detal-
lada del producte.
• Es volen saber les impressions que rep l’usuari.
Les impressions són tots els banners, i productes que un usuari veu al
carregar una pàgina. Això s’utilitza per monetitzar l’aplicació. Per tant
es necessita portar un control de tot el que veu l’usuari en l’aplicació.
Cada una d’aquestes mètriques ha d’anar acompanyada del màxim d’informa-
ció possible de l’usuari que realitza les accions, així com del producte amb el
que s’interactua i del vol en el que estan els usuaris. També es requereix saber
el moment exacte en el que s’ha realitzat l’acció, per tant s’haurà d’afegir un
camp de timestamp.
4.2 Reunió amb el departament de front-end
S’ha organitzat un seguit de reunions amb els desenvolupadors de front-end
per tal de trobar una solució conjunta del problema.
4.2.1 Desenvolupadors Web
Per part dels desenvolupadors de web es demana que la solució sigui de fàcil
integració amb la plataforma actual, per tant que no requereixi de gaires
canvis.
4.2.2 Desenvolupadors Android i iOS
Per part dels desenvolupadors de les aplicacions d’Android i iOS es demana
també que la solució s’integri dins de la plataforma actual, i que tingui el
mínim impacte en el consum de bateria dels dispositius.
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4.2.3 Solució proposada
Seguint aquests requeriments s’ha decidit el següent:
• S’implementarà una nova crida a la API REST existent per seguir la
tecnologia de la plataforma actual. Aquesta crida guardarà els esdeveni-
ments que s’enviïn des de la web i des de les aplicacions mòbils.
• La crida tindrà un format comú per a totes les plataformes.
• S’ha decidit no gestionar el registre d’impressions des de front-end degut
a l’alt cotingut d’informació que representa per a cada pàgina. Això
faria créixer exponencialment el número de crides al servidor. S’haurà
d’implementar una solució des de backend.
• Les aplicacions mòbils acumularan els esdeveniments i realitzaran una
crida cada minut, enviant una llista. Aquesta mesura evitarà realitzar
una crida al servidor per cada esdeveniment i estalviarà bateria en els
dispositius.
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5 Recollida de dades
En funció de les necessitats descrites anteriorment s’ha decidit dividir la
primera part del treball en dues parts diferenciades:
1. Una crida a la api REST per tal de rebre les accions desde front-end,
aprofitant l’estructura del servidor ja existent.
2. Una extensió de la api per interceptar les impressions que l’usuari rep
des del servidor.
5.1 Nova crida a la api REST
S’ha creat una nova crida al sevidor per a poder rebre els esdevenimens:
Crida POST a la api: immfly.com/api/tracker/track
Aquesta crida espera un JSON amb el següent format:
1 {
2 "offset": int,
3 "action": string,
4 "resource_id": int,
5 "target": string,
6 "section": string
7 }
Listing 1 – Format esperat pel servidor
offset És el temps des que s’ha produït l’event fins que s’ha fet la crida a la
api. Es fa servir en les aplicacións mòbils. Si l’aplicació mòbil ha rebut
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tres esdeveniments per part d’un usuari amb una diferència de 5 segons
entre ells, els valors dels camps offset corresponents seran 5, 10 i 15.
action Representa el nom de l’acció. Seguint els requeriments que he indicat
abans s’ha acordat que els possibles valors siguin els següents. [click,
load, consumed, purchased, signup, login]
resource_id Si en l’acció de la crida hi ha involucrat un recurs (revista, diari,
video. . . ). El resource_id contindrà la primary key d’aquest recurs. Per
exemple si l’acció és un “purchased”, el resource_id contindrà el recurs
que s’ha comprat.
target Defineix el target de l’acció
section Defineix la secció de la plataforma desde la qual s’ha realitzat l’acció.
Amb aquest seguit d’informació s’ha comprovat que es pot obtenir la infor-
mació que l’empresa requereix i que s’ha acordat en les reunions prèvies:
• clics:
action: “click”
target: Identificador del botó o del link on es clica.
section: Secció en la que es troba el target de l’acció
• loads
action: “load ”
target: pàgina que s’ha carregat
section: secció desde la que s’ha carregat la pàgina (secció prèvia)
• registres
action: “register"
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• login
action: “login"
• compres
action: “purchased"
resource_id: identificador del recurs que s’ha comprat
section: La secció de la pàgina desde la que s’ha comprat
• consum
action: “consumed”
resource_id: identificador del recurs que s’ha consumit.
section: la secció desde la que s’ha consumit el recurs
Com es pot veure només queda per tractar les impressions que rep l’usuari.
Aquest cas es veurà en la següent secció.
Per a implementar la crida s’ha afegit la URL nova al servidor. Una vegada es
rep una crida POST a la url /tracking/track es segueixen un seguit de passos:
1. Primer de tot es mira si la crida està autenticada. Totes les crides a la
api porten un token al header. Aquest token va associat a un usuari.
Si el token és correcte se sap que la crida prové d’un usuari registrat.
D’aquesta manera s’evita que un usuari no registrat pugui enviar crides
al servidor.
2. Una vegada s’ha comprovat que l’usuari està autenticat es mira que
els camps siguin correctes. Es comprova que les accions que s’envien
estiguin dins de la llista d’accions correctes i que tots els camps enviats
siguin del tipus que s’espera.
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3. S’obté el camp useragent de la capçalera de la crida. L’useragent és
un camp que sempre s’envia en la capçalera de les crides http i inclou
informació com el nom de l’aplicació, la versió, el navegador, el sistema
operatiu o l’idioma. Aquesta informació s’afageix a la mètrica obtinguda.
A continuació es mostra un exemple de la crida realitzada al consumir un
recurs de vídeo.
Figura 1 – Exemple de crida a la api al consumir un recurs de vídeo
A la imatge es pot apreciar com al visualitzar un dels continguts de la pàgi-
na, s’està fent una crida amb “request URL” https://air-pre.immfly.com/api/tracking/track
En el payload de la crida es pot veure com s’està enviant la informació en for-
mat JSON. La acció es “consumed” del resource_id 19388 que representa el
video que s’està visualitzant.
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5.2 Extensió de Django REST framework
Per guardar les impressions que l’usuari veu, s’ha implementat una extensió
d’una funcionalitat del Django REST framework. A la plataforma, per a
mostrar la informació a l’usuari, es fan crides GET a la api que esperen una
resposta en format JSON. Aquesta informació previament ha estat agafada
de la base de dades i serialitzada per el framework de Django, tot seguit és
enviada com a resposta a la crida HTTP.
finalize_response(self, request, response, *args, **kwargs)
Aquesta funció es crida sempre abans de servir la resposta a les crides per
comprovar si l’objecte està renderitzat per el content type correcte. La funció
és interessant per que és l’última abans de servir les dades. S’ha afegit una
funció intermitja que recorre el json que s’està a punt de servir i agafa tots els
id’s dels recursos que troba, que són les impressions que rebrà l’usuari. Per
definir una mica millor com funciona mostraré una part del codi. Dins de la
funció finalize_response(), simplement s’ha afegit aquesta condició.
1 if request.method == "GET":
2 self.track_GET(request, response)
Listing 2 – Codi agefit a la funció finalize_response
Si el mètode http és GET, llavors és un possible candidat i es crida a la
funció track_GET.
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1 def track_GET(self, request, response):
2 path = request.path
3 data = response.data
4 if response.status_code in IGNORED_CODES:
5 return
6 if path in IGNORED_PATHS:
7 return
8 if "results" in data:
9 data = response.data[’results’]
10 total_ids = get_ids_from_json(data)
11 useragent = request.META.get("HTTP_USER_AGENT")
12 if total_views is not None:
13 backend_track(total_ids, path)
Listing 3 – Codi de la funció track_GET
Si el codi de resposta no és un dels ignorats (codis d’error com 400 o 500),
i si la url és una de les que interessa recorrer llavors es procedeix a cridar
get_ids_from_json() que és la funció que s’encarrega de recorrer recursiva-
ment el json trobant tots els id’s. Una vegada s’han guardat tots els identifi-
cadors a “total_ids” aquests són enviats a backend_track.
Un exemple del resultat al demanar el contingut /api/music_videos/ abans
de ser interceptat.
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1 HTTP 200 OK
2 Content-Type: application/json
3 Vary: Accept
4 Allow: GET, HEAD, OPTION
5 {
6 "count": 3,
7 "results": [
8 {
9 "id": 18124,
10 "name": "U2",
11 "subtitle": "The History",
12 "category": "music_videos",
13 "uri": /api/music_videos/18124/",
14 "price": "0.00"
15 },
16 {
17 "id": 18093,
18 "name": "Beyonce",
19 "subtitle": "Life is but a dream",
20 "category": "music_videos",
21 "price": "0.00"
22 },
23 {
24 "id": 18053,
25 "name": "Coldplay",
26 "subtitle": "Ghost Stories",
27 "category": "music_videos",
28 "uri": "api/music_videos/18053/",
29 "price": "0.00"
30 }],
31 }
Listing 4 – Resultat de la crida a /api/music_videos/
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Podem veure que la crida retorna 3 resultats. Cada un dels elements de
la llista "results"representa un recurs. Aquests recursos són els mostrats a
l’usuari. Llavors al interceptar aquest JSON just abans de ser enviat es poden
extreure els identificadors dels recursos que s’estan servint, les impressions
que l’usuari veu. En aquest cas al cridar la funció get_ids_from_json ens
retornarà una llista amb els tres identificadors. total_ids = [18124, 18093,
18053]
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6 Emmagatzematge dels esdeveniments
Per a emmagatzemar totes aquestes mètriques s’ha decidit fer servir REDIS
per tal de guardar-les a memòria i no fer un abús de la base de dades, amb
dades que s’hauràn de borrar després de cada vol. S’ha creat un sistema de
“clau/valor”, on la “clau” representa una hora dins d’un vol determinat, i
el “valor” tots els esdeveniments o impressions que es creen o generen dins
d’aquest vol i aquesta hora determinada.
6.1 Format de la clau
Les claus generades segueixen el format seguent:
tracker_base:timestamp:airplane_name
tracker_base defineix si es tracta d’un event o d’una impressió, llavors pot
contenir un d’aquests dos valors: “events” o “views”
timestamp: defineix la data i l’hora en la que s’han produit els esdeveniments
o impressions. Amb el format: dd/mm/yyyy:hh
airplane_name: defineix el nom de l’avió
Un exemple real d’una possible clau podria ser:
esdeveniments:20/10/2015:14:EC-LUC
Aquesta clau contindria tots els esdeveniments que s’han enviat el dia 20-10-
2015 a les 14 per l’avió EC-LUC. Això ens garanteix que no hi haurà mai dues
claus repetides amb esdeveniments o impressions diferents.
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6.2 Format del valor
Per a cada clau definida anteriorment es guarda una llista amb tots els es-
deveniments. Cada vegada que es rep un event/impressió es farà un “push”
a la cua de redis dins de la clau corresponent. Abans de fer aquest “push”
a la cua s’afegeixen alguns camps al diccionari corresponent. Els camps que
s’afegeixen són els que després des del servidor central no es podràn obtenir.
Per tant són els estrictament necessaris per no fer operacións inecessàries en
el servidor de vol. Tot el que es pugui obtenir després des del servidor central
no s’afegirà en aquest pas.
timestamp El timestamp s’afegeix des del servidor per tenir sempre una
mateixa referència de temps. Agafar el temps dels dispositius podria
produir errors. Per a definir el timestamp s’agafa el temps i hora actual
si la crida no disposa del camp "offset". En cas contrari es fa la diferencia
entre l’hora actual i el camp, en segons.
destination-airport Aeroport de destinació.
origin-airport Aeroport origen.
flight-id Identificador del vol.
airline-icao Identificador de la companyia.
user_uuid En cada event s’inclourà l’identificador de l’usuari que envia la
informació.
user-agent L’user-agent s’envia a la capçalera HTTP, i representa informació
sobre el dispositiu de l’usuari, sistema operatiu, navegador, llenguatge. . .
path Només en el cas de les impressions (“views”) es guarda el path, que
representa des de quina url s’ha fet la crida GET. Els esdeveniments
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ja disposen d’un camp section i target que defineix molt bé on se situa
l’acció.
6.3 Exemple de resultat
A continuació es mostra un exemple d’un event tal i com es guarda en l’estruc-
tura REDIS a l’avió:
1 events:2015/01/16:19:EC-LUC:
2 [{
3 "origin_airport": "LEMD",
4 "flight_id": "IBS3880",
5 "target": "landing-page",
6 "timestamp": "2015/01/16 19:59:22",
7 "section": "landing-page",
8 "destination_airport": "LEST", "airline_icao": "IBS",
9 "action": "load",
10 "useragent": "Mozilla/5.0 (Linux; Android 4.4.4; Aquaris E5
11 Build/KTU84P) AppleWebKit/537.36 (KHTML, like Gecko)
12 Chrome/39.0.2171.93 Mobile Safari/537.36",
13 "user_uuid": "010e50ef-f3da-f22a-abe7-770c9f7a646b"
14 }]
Listing 5 – Esdeveniment guardat a l’avió EC-LUC. a les 19 del 12 de gener de
2015
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Aquest és l’exemple d’una impressió tal i com es guarda en l’estructura
REDIS de l’avió:
1 views:2014/12/25:08:ec-lea:
2 [{
3 "origin_airport": "GCXO",
4 "destination_airport": "LEMD",
5 "timestamp": "2014/12/25 08:39:48",
6 "flight_id": "IBS3945",
7 "airline_icao": "IBS",
8 "path": "/api/discover/",
9 "useragent": "Mozilla/5.0 (Linux; Android 5.0; LG-D855
10 Build/LRX21M.A1415114082) AppleWebKit/537.36 (KHTML, like
11 Gecko) Chrome/39.0.2171.93 Mobile Safari/537.36",
12 "user_uuid": "22da7fca978a4e7e839f167c895520c0",
13 "resource_id_list": [14482, 14483, 16823, 2427, 173, 1995]
14 }]
Listing 6 – Impressió guardada a l’avió ec-lea. a les 08 del 25 de decembre de
2014
Com podem veure la diferencia entre els esdeveniments i les impressions és
que els esdeveniments tenen els camps action, section i target. Mentre que les
impressions contenen una llista amb tots els id’s dels recursos que s’han vist
en el path corresponent.
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7 Sincronització amb el servidor central
Es disposa de diversos avions que han enregistrat un seguit de mètriques
d’usuari. Es vol que aquestes mètriques recollides en els diferents servidors
estiguin disponibles en un servidor central. S’ha desenvolupat un procés au-
tomàtic per a poder copiar les dades dels avions al servidor central. Quan es
detecta connexió entre servidors (hangar i aircraft) comença l’intercanvi de
dades. En aquest procés de sincronització l’avió aprofita per enviar els usuaris
registrats a l’avió i les dades dels pagaments. El servidor central envia els nous
recursos en cas que hi hagi nou contingut. S’han creat tres processos nous:
dump_tracks, delete_tracks, load_tracks.
Per a dur a terme la sincronització es segueixen els passos següents:
1. Des del servidor central es crea una connexió ssh contra el servidor de
l’avió i s’executa dump_tracks. Aquest script el que fa és volcar totes
les dades guardades a REDIS en un fitxer comprimit.
1 ssh -p $PORT "dump_tracks | gzip -c > /tmp/tracks.json.gz"
Listing 7 – Comanda per a executar dump_tracks i copiar els resultats en el
tmp
2. Una vegada s’ha fet el volcat en el servidor de l’avió es vol obtenir aquest
fitxer en el servidor central. Per això es fa un scp (secure copy) del fitxer.
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1 scp -P $PORT $TARGET:/tmp/tracks.json.gz /tmp/tracks.json.gz
Listing 8 – Comanda per a copiar el fitxer del servidor del avió al servidor cen-
tral
3. S’executa el delete_tracks al servidor de vol. Aquest script elimina totes
les dades que s’acaben de guardar al servidor central menys la clau de
la hora actual. Això es fa tenint en compte el cas següent:
a) L’avió EC-LUC aterra a les 9:15, el vol ha sortit a les 8:00 i disposa
de les claus següents:
events:20/10/2015:08:EC-LUC
events:20/10/2015:09:EC-LUC
La clau de les 08 disposarà de la majoria de mètriques mentre que la
clau de les 09 només disposarà dels últims quinze minuts de vol. Per
tant si l’avió torna a enlairar-se a les 9:45, la clau serà la mateixa
però inclourà mètriques de vols diferents, dels últims quinze minuts
del primer, i dels primers quinze minuts del segon.
Si s’elimina la clau, en la pròxima sincronització es perdran els 15
últims minuts del primer vol a l’executar l’script load_tracks que
explicaré a continuació.
4. S’executa l’script load_tracks al servidor central. Aquest script carrega
tots els esdeveniments guardats en el fitxer comprimit al REDIS del
servidor central. Fa el mateix procés que el dump_tracks però a la
inversa. Per garantir que mai hi haurà dades repetides el que es fa és
eliminar les claus repetides de l’hangar a la hora d’executar el procés.
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Imaginem la situació en la que es vol procedir a copiar el contingut de
la clau events:20/10/2015:14:EC-LUC al servidor central. La clau prové de
l’avió EC-LUC i es detecta que aquesta clau ja existeix, per tant que ja ha
estat copiada anteriorment. Es poden haver donat dues situacións:
1. El procés de copia s’ha executat dues vegades per error.
2. La clau és una de les hores que fan referència a dos vols. Això voldria
dir que s’ha aterrat, s’ha fet la sincronització i no s’ha borrat la hora
actual. La proxima vegada que s’ha fet la sincronització s’ha vist que la
clau ja existia en el servidor central.
Eliminant la clau “vella” del servidor i copiant la “nova” sempre obtindrem
el resultat bo. En el primer cas simplement no repetirem mètriques, però
en el segon cas ens quedarem amb la segona llista, que sempre serà la que
disposarà de més mètriques (les del primer vol i les del segon).
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8 Moldejant i enviant les dades
En aquest punt partim d’una base de dades central que es va actualitzant
automaticament cada dia amb noves mètriques dels diversos vols. Aquestes
dades estàn emmagatzemades a la memòria. El que es vol és fer accessibles
aquestes dades per als treballadors de l’empresa, de manera que puguin treure
les estadístiques de rendiment i usabilitat de la plataforma d’una manera fàcil,
fer gràfiques i filtrar les dades en funció dels diversos paràmetres.
Per aconseguir-ho s’enviaràn les mètriques a un sistema d’estadístiques extern
anomenat Mixpanel.
8.1 Què és Mixpanel
Mixpanel és una plataforma que disposa d’una api per enviar les mètriques de
la plataforma i mostrar-les amb una interfície gràfica fàcil i intuïtiva. També
proporciona un sistema per associar unívocament els esdeveniments a usuaris.
D’aquesta manera es pot portar un control exhaustiu de les accions dels
usuaris.
8.2 Interacció amb Mixpanel
Mixpanel disposa d’una llibreria python per interactuar amb el servei. Gràcies
a aquesta llibreria es disposa d’un seguit de crides que permetran enregistrar
totes les dades guardades al servidor central.
Les que s’han utilitzat han set dues:
1. track(user_id, action, extra_info)
2. people_set(user_id, extra_info)
La primera crida permet enviar una acció a Mixpanel. El primer paràmetre de
la funció és un id que identificarà a l’usuari, el segon representa l’acció que ha
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fet, i el tercer accepta un diccionari amb tota classe d’informació relacionada
amb l’acció que s’està enregistrant.
La segona crida permet enregistrar una persona al sistema amb un determinat
id. Aquesta funcionalitat va molt lligada amb la primera crida, l’id que enviem
en la funció track es lincarà automàticament amb l’id que enviem en la funció
people_set, d’aquesta manera l’empresa podrà portar un control del perfil de
l’usuari que fa l’acció.
8.2.1 Moldejant les dades
En aquest punt es tenen les mètriques que s’han rebut desde front-end amb
el següent format:
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1 {
2 "origin_airport": "LEMD",
3 "flight_id": "IBS3880",
4 "target": "landing-page",
5 "timestamp": "2015/01/16 19:59:22",
6 "section": "landing-page",
7 "destination_airport": "LEST",
8 "airline_icao": "IBS",
9 "action": "consumed",
10 "useragent": "Mozilla/5.0 (Linux; Android 4.4.4; Aquaris E5
11 Build/KTU84P) AppleWebKit/537.36 (KHTML, like Gecko)
12 Chrome/39.0.2171.93 Mobile Safari/537.36",
13 "user_uuid": "010e50ef-f3da-f22a-abe7-770c9f7a646b",
14 "resource_id": 142
15 }
Listing 9 – Esdeveniment guardat desde front-end sense modificar
Aquestes dades són les que s’han guardat al servidor dels avions, sense
modificacions. Disposem d’un camp user_uuid però de cap dada sobre aquest.
També disposem d’un camp resource_id però no tenim cap informació sobre
el recurs. El que es vol fer en aquest punt és complementar el diccionari
amb informació corresponent al recurs per enviar-lo amb la funció track de
Mixpanel, i fer un segon diccionari amb informació relativa a l’usuari per
enviar-lo amb la funció people_set.
Primerament s’ha agafat el camp resource_id del diccionari. Aquest camp
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correspon a la primary-key del recurs a la base de dades. Una vegada s’ha
obtingut l’objecte del recurs, es disposa de tota la informació referent a aquest
recurs. S’han afegit els següents camps al diccionari:
resource_name Nom del recurs.
resource_category Categoria del recurs (magazin, newspaper, tvshow, video. . . )
resource_provider El proveïdor del recurs.
resource_sponsor L’sponsor del recurs, si aquest existeix
resource_price El preu del recurs en euros.
Aquests camps nous són afegits al diccionari, un exemple real del resultat amb
la mètrica anterior:
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1 {
2 "origin_airport": "LEMD",
3 "flight_id": "IBS3880",
4 "target": "landing-page",
5 "timestamp": "2015/01/16 19:59:22",
6 "section": "landing-page",
7 "destination_airport": "LEST",
8 "airline_icao": "IBS",
9 "action": "consumed",
10 "useragent": "Mozilla/5.0 (Linux; Android 4.4.4; Aquaris
11 E5 Build KTU84P) AppleWebKit/537.36 (KHTML, like Gecko)
12 Chrome/39.0.2171.93 Mobile Safari/537.36",
13 "user_uuid": "010e50ef-f3da-f22a-abe7-770c9f7a646b",
14 "resource_id": 142,
15 "resource_name": "Salvados",
16 "resource_category": "tv_show",
17 "resource_provider": "ATRESPLAYER",
18 "resource_price": 0
19
20 }
Listing 10 – Esdeveniment modificat amb les dades del recurs
Aquest nou diccionari és el definitiu per enviar a Mixpanel, amb els nous
camps referents al recurs. La crida a track serà la següent:
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1 user_id = 010e50ef-f3da-f22a-abe7-770c9f7a646b
2 extra_info = {"first_name": "Pau", "last_name":
3 "Giralt", "email": "pau.giralt@immfly.com", "created":
4 "2015/01/16", "city": "Barcelona", "language": "cat",
5 "country": "esp", "gender": "m", "birth_year":
6 "1990/02/04"}
7
8 people_set(user_id, extra_info)
Listing 11 – Crida a la funció people_set
Amb les dues crides s’ha aconseguit relacionar l’acció i l’usuari. Totes les
accions que es registrin amb el mateix user_id que el registrat a people_set
estaran lincats amb l’usuari, i es podrà portar un seguiment de les accions
que ha realitzat cada usuari.
8.2.2 Control de les mètriques enviades
Una vegada s’han enviat les mètriques a mixpanel aquestes no s’eliminen del
REDIS del servidor central, això es fa per poder fer altres càlculs sobre les
dades originals mitjançant scripts. Per tant és important portar un control
sobre les mètriques que s’han enviat i les que no. S’ha creat una clau nova
al REDIS anomenada mixpanel:tracks. Cada vegada que s’envia una clau a
Mixpanel es guarda aquesta clau a la llista. Aquesta clau va acompanyada
d’un enter que representa la mida de la llista.
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1 "mixpanel:tracks" : [
2 {"events:20/10/2015:14:EC-LUC" : 14},
3 {"events:20/10/2015:15:EC-LUC": 6},
4 ]
Listing 12 – Exemple del contingut de la llista mixpanel:tracks
Al iterar sobre les claus de REDIS per enviar les mètriques es comprova si
la clau està continguda en mixpanel:tracks. Si la clau no hi és es procedeix
a enviar les mètriques a Mixpanel i es guarden la clau i la mida. En cas
d’estar-ho es comprova si la mida de la llista és la mateixa que s’ha guardat.
Si la mida és la mateixa vol dir que la llista ja ha estat enviada i no ha estat
modificada posteriorment, i es passa a la següent iteració. D’altra banda si
les mides no coincideixen es fa una resta i s’envien els n primers elements que
representen els més nous.
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9 Proves, resultats i problemes
Després de fer proves durant quatre setmanes amb 2 avions i 2 vols diaris
per avió s’han pogut obtenir una mitjana de 3000 esdeveniments per dia. A
continuació es mostra un exemple del resultat de la recollida de les dades.
Aquesta és una visió general de la informació enviada. Es pot veure com cada
línia de la gràfica representa una acció, i la quantitat d’accions que s’han
recollit cada dia.
Figura 2 – Resultats mostrats a Mixpanel
La plataforma permet veure amb detall les accions que s’han realitzat i tota
la informació que les acompanya. A continuació es mostra un exemple de les
categories que s’han consumit més. Aquesta informació ve donada per l’acció
consumed juntament amb el camp resource_category
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Figura 3 – Detall de les categories més consumides
Un altre exemple de les seccions amb més clicks dels usuaris, donat pel
camp click i el camp section
Figura 4 – Detall de les seccions amb més clics
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A continucació es pot veure el número d’usuaris nous a la plataforma. Aque-
sta dada ve donada per l’acció signup.
Figura 5 – Detall dels usuaris nous
9.1 Problemes detectats
Durant el període de proves s’han pogut detectar un seguit d’errors que es
detallaran a continuació.
9.1.1 Desfasament horari en el servidor de vol
El primer error que es va detectar va ser un desfasament considerable entre
les hores dels vols amb les hores que s’havien guardat en les claus i els camps
de timestamp. Les hores dels events no es corresponien amb les hores reals
de vol. Després d’indagar en el problema es va poder detectar que hi havia
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un error en l’hora del servidor, això provocava un càlcul erroni del camp de
timestamp. L’error era donat per una pujada de tensió en els motors dels
avions al principi del dia que feia reiniciar el servidor de vol i provocava un
error en l’hora.
Per solucionar el problema es va afegir una crida a la funció Network Time
Protocol utilitzada per sincronitzar l’hora del sistema amb el servidor anom-
enat. Per tant s’ha afegit la següent crida en la fase de sincronització
1 $SSH -p $PORT $TARGET "sudo ntpdate 0.pool.ntp.org"
Listing 13 – Comanda per actualitzar l’hora del servidor
9.1.2 Crides no autenticades
Les crides al servidor han d’estar autenticades, d’altra banda el servidor re-
torna un error d’autenticació. El problema que es va detectar és que per a
les mètriques amb acció login i amb acció signup en les que l’usuari encara no
s’havia autenticat o no tenia un compte a la plataforma el servidor tornava
un error d’autenticació i no permetia enregistrar les accions.
Per a resoldre aquest problema es va afegir un camp en la crida anomenat tem-
poral_uuid. Aquest camp representa un id únic que es genera només obrir la
plataforma i es guarda en una cookie en el navegador. Es va haver d’afegir una
comprovació extra en la crida POST del servidor. Una vegada es rep la crida,
es comprova si la crida està autenticada o si conté el camp temporal_uuid.
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1 if not user.is_authenticated() and not check_temporal_uuid():
2 raise Exception("Missing token or temporal_uuid")
Listing 14 – Codi afegit per a acceptar crides no autenticades en la crida POST
Si és la primera vegada que l’usuari accedeix a la plataforma i s’ha afegit
el camp, aquest es manté en totes les crides de la mateixa sessió. D’aquesta
manera es podrà calcular en un futur els usuaris que han fet signup respecte
als que fan login i consumeixen la plataforma. Aquesta informació és valiosa
per saber, per exemple, si el formulari de registre és massa complicat i si es
perden usuaris pel camí.
9.1.3 Temps d’enviament poc escalable
Per a enviar les mètriques a Mixpanel es realitza una crida al servidor per
a cada mètrica. S’ha calculat que cada crida consumeix 0.5 segons aproxi-
madament. Això dona un total de 7200 esdeveniments cada hora i 172800
esdeveniments per dia. Aquest límit pot ser un problema si l’empresa creix.
Suposant el cas que el sistema s’instal·li en 100 avions i que en cada avió
es generin 3000 esdeveniments per dia la quantitat d’esdeveniments que es
genererien cada dia serien 300000. Això suposaria un problema a l’hora
d’enviar-los al servidor de Mixpanel ja que podria tardar fins a 2 dies i no es
podria disposar de les dades.
La solució proposada consisteix en paral·lelitzar l’enviament de les mètriques
mitjançant diversos threads en funció de la càrrega. Aquesta solució no ha
estat implementada degut a la falta de temps. Tampoc s’ha demanat per part
de l’empresa.
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10 Planificació temporal
El projecte té una duració de 450 hores que són les que delimita el contracte
firmat amb l’empresa. Aquestes 450 hores es divideixen en jornades de 6
hores. En total són 4 mesos de treball. Al final es farà el curs de GEP, que
portarà un treball d’unes 90 hores.
10.1 Descripció de les tasques
S’ha dividit el treball en 5 tasques diferenciades:
1. Anàlisis dels requisits de l’empresa i context:
En aquesta tasca es realitzaran reunions amb les diverses parts de l’em-
presa per tal d’acordar quins son els requisits. Definir exactament què és
el que es vol, i què es necessita. També s’estudiarà el context en el que
es realitzarà el projecte. S’estudiarà el funcionament de la plataforma
existent i s’estudiarà la tecnologia que s’utilitza. Es faran reunions amb
el departament encarregat del producte, per acordar de manera gener-
al quines són les mètriques que es volen obtenir i quines estadístiques
es volen treure. Es faran reunions amb els desenvolupadors de front-
end per acordar un sistema de recollida de mètriques comú en totes les
plataformes.
2. Disseny de l’arquitectura:
En aquesta tasca es dissenyarà una solució que satisfaci els requisits
acordats. Es definirà amb detall en què consistirà la implementació i
es tindran en compte els possibles problemes que puguin aparèixer així
com casos límit.
a) Es dissenyarà i s’especificarà la crida a la API. El disseny anirà
acord amb les reunions que s’hauran realitzat amb el departament
44
de fron-end i amb el departament de producte.
b) Es pensarà i dissenyarà un sistema per guardar les impressions dels
usuaris des de la part de servidor.
c) Es pensarà un bon sistema de sincronització de les dades obtingudes
entre els servidors de vol i el servidor central.
d) S’estudiarà i es dissenyarà un sistema d’interacció amb el servei
extern d’estadístiques per a poder mostrar totes les dades que s’han
recollit a l’empresa.
3. Implementació de la solució i proves:
En la tasca d’implementació es desenvoluparà el codi seguint el disse-
ny definit en la tasca prèvia. La implementació es dividirà en dues
parts. Primer s’implementarà tota la part de recollida de mètriques en
el servidor dels avions. Després es procedirà a implementar tota la part
referent a la centralització i l’enviament de les dades al servei extern
d’estadístiques, Mixpanel. Cada una de les dues parts seran provades
independentment després de la seva implementació. Després de fer les
proves individuals es faran diverses proves amb tot el procés conjunt i
s’analitzaran els resultats.
4. Resultats i proves reals:
En aquesta tasca es farà una prova en un entorn real, amb usuaris re-
als. Durant un periode comprès entre dos i quatre setmanes es posarà
a prova el sistema, que s’ha implementat en avions de durada mitja, de
dues a tres hores de vol. S’instal·larà el sistema en dos avions amb una
mitja de dos vols diaris per avió. Després d’obtenir els resultats s’anal-
itzarà si s’han complert els requeriments de l’empresa i si tot funciona
correctament. En cas de detectar algun problema imprevist es donarà
una solució i es procedirà a la seva implementació.
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5. Gestió del projecte:
A mida que se segueixi l’assignatura de GEP s’aniran entregant els di-
versos lliurables. L’assignatura és semi-presencial i constarà d’un total
de 4 o 5 setmanes de feina.
10.2 Duració de cada tasca
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10.3 Diagrama de Gantt
10.4 Valoració d’alternatives i plà d’acció
Durant la realització del projecte han anat sortint diverses desviacions en
relació a la planificació inicial. Gràcies a la utilització de metodologia àgil
SCRUM, s’ha pogut reestructurar la feina en funció de les diverses entregues
que s’han anat fent a cada cicle. Això ha permès portar un ritme de treball
flexible i preveure les tasques que han portat més feina de la planejada. En
cas d’una mala planificació d’alguna de les tasques assignada per un cicle s’ha
sospesat la importància de la tasca que s’estava realitzant en relació a les
restants. Això ha permes simplificar algunes tasques menys prioritaries per
permetre lliurar a temps la totalitat del projecte, donant més importància a
les funcionalitats imprescindibles per al funcionament del sistema.
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10.5 Planificació final
La planificació final és molt semblant a la planificació inicial. Hi ha hagut
una desviació en la fase d’implementació, on en comptes d’acabar el dia
20/01/2015 s’ha acabat 5 dies més tard. Això ha fet que les proves en entorn
real siguin de 5 dies en comptes de 9, i després de solucionar alguns problemes
que s’han trobat (descrits posteriorment) s’ha procedit a la fase de recollida
de dades que s’ha allargat 2 dies per a poder obtenir els resultats previstos.
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11 Gestió econòmica
A continuació descriuré els recursos humans, recursos hardware i recursos
software que s’han necessitat per al desevolupament del projecte. La duració
total del projecte és de 540 hores de les quals s’han destinat 450 a l’empresa.
11.1 Recursos humans
En aquest apartat detallaré els rols en els que he participat i la despesa que
això a suposat per a l’empresa. Les 450 hores han estat destinades en 2 rols,
el rol de programador de back-end i el rol de responsable de proves.
11.2 Recursos hardware
S’ha estimat que els recursos de hardware tenen una vida útil de 4 anys,
comptant que és el màxim que hisenda permet amortitzar abans de quedar
obsolet. El cost d’amortització dels recursos hardware s’han calculat de la
següent manera:
• S’han estimat 20 dies laborals cada mes, amb un total de 8 hores al dia,
i s’han comptant 11 mesos laborals per any. Això dona un total de 1760
hores a l’any (20*8*11). El cost d’amortització vindrà donat pel preu
del dispositiu dividit per 1760 hores * 4 anys.
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11.3 Recursos software
Tant el sistema operatiu com les eines de treball locals no han representat cap
cost econòmic ja que tenen llicències de software lliure. Els recursos software
que han suposat un cost econòmic han estat els serveis externs que s’han
contractat, aquests serveis tenen un cost mensual ben definit.
11.4 Despeses generals
En les despeses generals s’han tingut en compte els següents punts:
• Preu de l’oficina: L’oficina és de lloguer i comporta un preu mensual. En
50
el preu de l’oficina hi va inclòs el servei d’internet (100Mb), electricitat
i aigua.
• Preu del desplaçament: El preu del desplaçament diari fins a l’oficina
(T-10 amb transport metropolità)
11.5 Cost total del projecte
El cost total del projecte vindrà donat per la suma dels costos dels recursos
humans, hardware, software i de les despeses generals. A la suma dels costos
s’hi sumarà l’IVA que suposa un 21% sobre els costos descrits.
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11.6 Control de gestió
No es pot fer un control dels recursos de hardware ja que és una inversió inicial
que ja s’ha fet.
Pel que fa als costos de software van directament relacionats amb els humans
ja que els pagaments són mensuals en funció de la utilització d’aquest. Llavors
es portarà un control sobre les hores dels recursos humans. Es comprovarà al
final de cada fase si les hores que s’han estimat al diagrama de Gantt i en la
planificació feta previament coincideixen. De no ser així s’intentarà ajustar
la planificació de les següents fases en el diagrama de Gantt de manera que
es pugui acabar el projecte en el temps i pressupost esperat.
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12 Informe de sostenibilitat
L’estudi de sostenibilitat s’ha enfocat en tres punts, l’econòmic, el social i
l’ambiental. En cada una d’aquestes seccions es respondrà a un seguit de
preguntes que es plantegen i a continuació s’obtindrà una puntuació. Es
tindran en compte les preguntes mes rellevants per al projecte.
12.1 Dimensió econòmica
En la dimensió econòmica s’ha obtingut una puntuació de 9 punts.
• En el projecte es fa una avaluació de costos, tal i com s’ha vist en la
secció anterior. El pressupost s’ha definit amb un cost aproximat degut
a la privacitat de l’empresa que no ha permès accedir al total de costos
reals del projecte. Tot hi això s’ha fet una aproximació bastant detallada
i molt pròxima a la realitat.
• El cost del projecte és viable i competitiu ja que s’ha posat en producció
en una plataforma real i en un temps molt acceptable analitzant les parts
implicades.
• El projecte no es podria realitzar amb menys recursos ja que s’ha utilitzat
el mínim possible degut a l’ajustat pressupost. Es podria reduir el temps
del projecte invertint més pressupost amb recursos humans, això però
implicaria un major cost total.
• Degut a la utilització dels mòduls existents de Django i dels serveis
externs no s’ha perdut temps programant tasques ja implementades.
S’ha desenvolupat el que era estrictament necessari.
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12.2 Dimensió social
En aquest apartat s’ha obtingut una puntuació de 8 punts.
• La situació del país és d’austeritat, s’han fet un seguit de retallades en els
sectors públics i hi ha un alt percentatge de persones a l’atur. El projecte
que s’ha realitzat pot tenir un impacte molt mínim en la situació actual,
pot influir millorant la situació de l’empresa a causa de tenir un bon
sistema de mètriques i conseqüentment que l’empresa prosperi. Això
pot donar més llocs de treball i millorar la situació mínimament.
• La necesitat del projecte és real ja que és una necessitat de l’empresa.
12.3 Dimensió ambiental
En aquest apartat s’ha obtingut una puntuació de 7 punts.
• Els recursos necessaris per a dur a terme el projecte consumeixen elec-
tricitat, això pot suposar un impacte per al medi ambient en funció de
la procedència d’aquesta energia.
• No s’ha pogut re-aprofitar cap recurs d’altres projectes.
• Els servidors dels avions consumeixen electricitat de la bateria generada
per l’avió. En conseqüència això no suposa cap impacte extra per al
medi ambient tret del que suposa el motor de l’avió, que el projecte no
empitjora.
• No s’utilitza cap material per a la realització del projecte.
• El projecte no disminueix l’emprempta ecològica, però tampoc la em-
pitjora.
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• En ser un projecte desenvolupat a partir de les necessitats d’una empresa
i amb uns objectius molt especifics no es podrà reciclar o reutilitzar.
12.4 Taula de sostenibilitat
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13 Lleis i regulacions
En la plataforma es guarden dades dels usuaris, així doncs s’ha de tenir en
compte la llei orgànica de protecció de dades (LOPD).
Durant el registre hi ha una opció obligatòria on es diu que el registre a la
plataforma implica l’acceptació de la política de privacitat.
• S’ha de garantir que ningú podrà accedir a aquestes dades
• S’ha de fer una còpia de seguretat de les dades
• S’ha de canviar la contrasenya d’accés almenys una vegada a l’any.
A part de les dades més bàsiques dels usuaris com són el nom o la procedència,
en la plataforma Immfly també hi ha pagaments amb targetes de crèdit.
• La comunicació dels pagaments ha d’anar xifrada sota el protocol de
seguretat https
• No es guarda en cap cas el codi de verificació de la targeta.
També per a complir la normativa vigent s’ha inscrit la base de dades en la
Agència Estatal de Protecció de Dades.
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14 Conclusions
La realització d’aquest projecte ha set una experiencia realment positiva.
Degut a la poca experiència prèvia en Python i Django ha representat un
gran repte dissenyar i implementar el sistema. El fet de realitzar el treball en
l’empresa Immfly m’ha ajudat a entrar en el mon laboral i veure com funcio-
nen les coses en una start-up. També he pogut treballar amb programadors
amb molta experiència amb els que he après molt. Respecte al projecte s’han
pogut obtenir totes les mètriques que es van acordar en les reunions inicials
en el temps del contracte. Seguir una metodologia SCRUM ha ajudat molt a
planificar i tenir clars els objectius a curt termini, això ha assegurat entregues
continues de codi revisat i funcional.
La constant col·laboració i comunicació amb el departament de front-end ha
permès desenvolupar el projecte d’una manera fluida i sincronitzada.
14.1 Millores
Una de les primeres millores a desenvolupar seria la paral·lelització del procés
encarregat d’enviar les mètriques a Mixpanel, degut al problema que s’ha
definit anteriorment. Aquesta millora asseguraria un enviament escalable en
funció del número d’events que s’obtenen.
La proxima part a implementar que deixaria inservible la millora esmentada
anteriorment seria prescindir del servei de Mixpanel. S’hauria d’implementar
una interfície propia per a mostrar els esdeveniments recollits. Aquesta imple-
mentació seria molt costosa. Consistiria en definir una nova base de dades on
cada taula sería una mètrica a extreure. D’aquesta manera es podria accedir
directament als resultats. Aquestes taules intermitjes s’anirien actualitzant
cada vegada que es carreguessin les noves dades. Després s’afegirien un seguit
de crides noves a la api que servissin la informació a front-end.
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Una altre possible milloria consistiria en implementar un procés encarregat de
gestionar les dades que s’obtenen. Si la plataforma creix i el sistema acumu-
la moltes dades pot ser un problema gestionar tota la informació de manera
eficaç. Tal i com està implementat el sistema no es borren les dades del servi-
dor central. La millora consistiria en implementar un procés que esborrés les
dades més antigues del REDIS i les guardés en algun servei extern d’emma-
gatzematge, per exemple Amazon. Això permetria disposar de les dades més
noves en memoria, per exemple d’un mes d’antiguitat, i tenir una còpia de
totes les dades que s’han extret de la plataforma.
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15 Glossari d’abreviatures i termes
API De l’anglès Application Programming Interface és una interfície dissenya-
da per a facilitar la interacció amb un sistema.
HTTP De l’anglès Hyper Text Transfer protocol, és l’estandard util·litzat per
a la gestió de peticions i respostes web.
JSON De l’anglès JavaScript Object Notation és un format lleuger per a
l’intercanvi de dades.
SSH De l’anglès Secure Shell és el nom d’un protocol i del programa que ho
implementa. Serveix per a accedir a màquines remotes a través d’una
xarxa de manera segura.
GET És un mètode del protocol HTTP, serveix per demanar dades al servidor.
POST És un mètode del protocol HTTP, serveix per enviar dades al servidor.
URL De l’anglès uniform resource locator és una cadena de caracters amb
la que s’assigna una direcció única a cada un dels recursos d’informació
disponibles a internet.
SCRUM Scrum és un proces en el que s’apliquen de manera regular un con-
junt de bones pràctiques per a treballar col·laborativament, en equip i
obtenir el millor resultat possible d’un projecte. Basat en la metodologia
àgil.
punt d’acces Es tracta d’un dispositiu utilitzat en xarxes inalàmbriques. És
una porta d’entrada per a qualsevol dispositiu que sol·liciti entrar.
servidor Aplicació en execució capaç d’atendre les peticions d’un client i
tornar una resposta en concordància.
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front-end Part del software que interactua amb els usuaris. Responsable de
recolectar les dades d’entrada dels usuaris.
back-end Part del software que processa les dades entrades desde front-end.
És la part del codi que interactua amb el servidor.
framework Estructura de suport definida, en la que un altre projecte software
pot ser organitzat i desarrolat.
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