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1E INFÜHRUNG
Diese Arbeit befasst sich mit der Modellierung und Simulation von
Kontaktproblemen zwischen deformierbaren Körpern. Solche Probleme
sind gerade im ingenieur-technischen Bereich von großem Interesse
und Gegenstand aktueller Forschung. Die Dissertation umfasst alle
wesentlichen Schritte, um Kontaktprobleme zu modellieren und zu
simulieren. Das beinhaltet eine geeignete Problemformulierung und
Diskretisierung, sowie adaptive dynamische Strategien, um effiziente Si-
mulationen zu erhalten. Zunächst wird hierzu anhand einer konkreten
Anwendung die Problematik erläutert.
Simulation von Schleifprozessen
Eine Anwendung, anhand derer die wesentlichen Herausforderungen
bei der Modellierung und Diskretisierung von Kontaktproblemen ge-
zeigt werden können, ist die Simulation eines Schleifprozesses. Im
Rahmen eines solchen Prozesses spielen die Kontaktkräfte zwischen
dem Schleifstift und dem Werkstück eine besondere Rolle zur Berech-
nung des Abtrages. Dazu gibt es heuristische Modelle, die anhand der
in Experimenten gemessenen Kräfte den Abtrag berechnen. In diesen
Modellen werden allerdings Schleifstift und Werkstück als starre Kör-
per angenommen. Insbesondere die Deformation des Schleifstiftes führt
zu einer geänderten Kontaktsituation und anderen Kontaktkräften. In
[94, 87] wurde diese Deformation unter Annahme eines starren Hinder-
nis zur Verbesserung der Schleifsimulation verwendet. Im Projekt Simu-
lationsgestützte Entwicklung und Optimierung eines NC-gesteuerten Schleif-
prozesses zur Bearbeitung frei geformter, beschichteter Oberflächen mit Hilfe
angepasster Schleifstifte des Sonderforschungsbereichs 708, [18, 16, 17],
sollte zusätzlich die Reaktion des Werkstücks im Kontakt berücksich-
tigt werden, um insbesondere das Schwingungsverhalten abzubilden.
Zusätzlich sollten die Spannungen im Werkstück zur simulativen Be-
rechnung von Prozessgrenzen genutzt werden, um eine Schädigung
einer zuvor aufgebrachten Oberflächenbeschichtung zu vermeiden. Bei
freigeformten Werkstücken und Einsatz von sphärischen Schleifstiften
stellt sich insbesondere die Eingriffsituation komplex dar, so dass einfa-
che heuristische Methoden der Kontaktvorhersage versagen, während
die finite Elemente Simulation die Kontaktsituation auflösen kann. Zur
Simulation ist also insbesondere eine Formulierung des Problems nötig,
die der komplexen dynamischen Eingriffsituation Rechnung trägt. In
der Regel wird es nicht möglich sein, für Schleifstift und Werkstück
Vernetzungen zu wählen, die im Kontaktbereich übereinstimmen, so
dass sich die Erfüllung der Kontaktbedingung als schwierig erweist.
Weiterhin ist der Kontaktbereich sehr lokal begrenzt, die Deformation
findet jedoch hauptsächlich im Schaft des Schleifstiftes statt, so dass
adaptive Strategien nötig sind, um eine hinreichend genaue Simulation
zu gewährleisten. Schließlich erfordert die Dynamik, diese adaptiven
Strategien auch auf dynamische Kontaktprobleme auszuweiten.
Für den betrachteten anwendungsbezogenen Prozess ist die Annah-
me linear elastischer Deformationen zulässig, da die Simulation auf
einer makroskopischen Ebene arbeitet. Der Abtragprozess, bei dem
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nicht von elastischen Deformationen ausgegangen werden kann, findet
auf einer kleineren Skala statt, die in dieser Simulation nicht berücksich-
tigt wird. Stattdessen wird hier der Abtrag aufgrund der auftretenden
Kräfte berechnet, so dass man ein Kontaktproblem zwischen linear
elastischen Körpern erhält.
Numerische Lösung von Kontaktproblemen
Obwohl die Theorie zur Lösung von Kontaktproblemen hinlänglich
bekannt und untersucht ist, ergeben sich bei der numerischen Behand-
lung einige Fragestellungen. So lassen sich statische Kontaktprobleme
zwischen linear elastisch deformierbaren Körpern durch partielle Dif-
fenrentialgleichungen 2. Ordnung mit Nebenbedingungen formulieren.
Dynamische Kontaktprobleme führen zu hyperbolischen Gleichun-
gen mit Nebenbedingungen. Über diese Nebenbedingungen werden
die betrachteten Körper gekoppelt. Dies geschieht bei reibungsfrei-
en Kontaktproblemen durch die sogennante Nicht-Durchdringungs-
Bedingung, bei reibungsbehafteten Problemen durch ein zusätzliches
nicht differenzierbares Funktional, das die Reibungsbedingungen be-
schreibt. Die Behandlung dieser Nebenbedingungen stellt die besondere
Herausforderung bei der Diskretisierung von Kontaktproblemen dar.
Insbesondere bietet die gemischte Formulierung der zum Kontaktpro-
blem gehörenden Varationsungleichung einen praktischen Ansatz zur
Lösung der Probleme.
(a) passende Vernetzung (b) nicht übereinstimmende Vernetzung
Abbildung 1: Vernetzungen im Kontaktbereich
Die Erfüllung der Kontaktbedingung kann beispielsweise punktweise
garantiert werden, wenn eine im Kontaktbereich passende Vernetzung
gewählt wird, siehe Abbildung 1a. Dies ist aber bei komplexen Kon-
taktsituationen und insbesonderen im dynamischen Fall nur schwer
zu garantieren. Dagegen ist in der gemischten Formulierung die Nicht-
Durchdringungs-Bedingung nur schwach zu erfüllen, so dass nicht
übereinstimmenden Vernetzungen gewählt werden können (Abbildung
1b).
Kontaktprobleme mit passenden Vernetzungen wurden etwa in [56]
untersucht, die gemischte Formulierung, auch für nicht übereinstim-
mende Vernetzungen zum Beispiel in [94, 87, 14, 65, 66]. Häufig führen
diese Ansätze zu zusätzlichen Bedingungen im Kontaktbereich. So
führt die Verwendung von Mortardiskretisierungen, siehe [14, 65], zu
der Forderung einer Übereinstimmung der Vernetzung auf dem Rand
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des Kontaktbereiches, um die Stabilität der Diskretisierung zu gewähr-
leisten. Mit Blick auf dynamische Kontaktprobleme ist eine solche
Forderung nur schwer zu erfüllen. Andere Ansätze führen auf Penalty-
Verfahren, siehe z.B. [45], oder zusätzliche Stabilisierungsterme, siehe
z.B. [60].
Die in dieser Arbeit entwickelte Diskretisierung garantiert durch eine
Ausbalancierung der Ansatzräume die Stabilität des gemischten Pro-
blems ohne solche zusätzlichen Bedingungen an den Kontaktbereich.
In Abschnitt 3.2.4 wird dazu ein Kriterium für die Stabilität hergeleitet
und anschließend anhand numerischer Untersuchungen anschaulich
dargestellt. Zusätzlich wird in Abschnitt 3.2.5 eine a priori Konver-
genzabschätzung vorgenommen, welche anhand numerischer Beispiele
verifiziert wird. Die Resultate zeigen die erwartbare Konvergenzord-
nung für Kontaktprobleme.
In Kapitel 4wird die zuvor für statische Kontaktprobleme entwickelte
Diskretisierung auf dynamische Probleme ausgeweitet. Um die Effizi-
enz der Lösung von Kontaktproblemen zu gewährleisten werden in
Kapitel 5 adaptive Methoden entwickelt. Diese Methoden rechtfertigen
zum einen die Verwendung von Ansatzräumen mit hohem Polynom-
grad, da durch adaptive Strategien die optimale Konvergenzordnung
erreicht werden kann. Zum anderen werden zielgerichtete adaptive
Methoden entwickelt, um beliebige Fehlerfunktionale kontrollieren zu
können. Dazu werden verlässliche Fehlerschätzer entwickelt.
Modellierung von Kontaktproblemen
Die Aussagen zur Existenz und Eindeutigkeit von Lösungen der star-
ken Formulierung und der zugehörigen Variationsungleichung, sowie
der gemischten Formulierung sind bekannt und werden in Kapitel 3,
Abschnitt 3.1, für statische Probleme und Kapitel 4 für dynamische
Probleme zusammengefasst. Zunächst werden hierzu in Kapitel 2 ma-
thematische Grundlagen dargestellt, die zum Verständnis der Probleme
und zur Lösung notwendig sind. In Abschnitt 2.1 wird die allgemeine
Lösungstheorie für elliptische Variationsungleichungen auf Hilberträu-
men und deren gemischte Formulierungen vorgestellt. Insbesondere
wird hier der Zusammenhang zu konvexen Minimierungsproblemen
aufgezeigt, so dass man eine allgemeine Lösungstheorie erhält.
In Abschnitt 2.2 werden die zur Beschreibung von Kontaktproblemen
nötigen Funktionenräume eingeführt, sowie die zur Beschreibung der
Nebenbedingungen nötigen Operatoren. Eine kurze Einführung in die
Begriffe der Elastizität wird in Abschnitt 2.3 vorgenommen.
Diskretisierung von Kontaktproblemen
Die Diskretisierung von Mehrkörperkontaktproblemen wird in Kapi-
tel 3 Abschnitt 3.2 für statische Kontaktprobleme vorgenommen. In
Kapitel 2.4 wird zunächst ein kurzer Überblick über die Finite Ele-
mente Methode (FEM) gegeben. In diesem Abschnitt werden auch die
stückweise polynomialen Ansatzräume vorgestellt, die für die Diskre-
tisierung der Kontaktprobleme genutzt werden. In Kapitel 3 wird für
den verwendeten Ansatz ein Kriterium für die Stabilität der Diskreti-
sierung für höhere Polynomansätze hergeleitet, welcher zuvor nur für
niedrige Ordnung und reibungsfreie Probleme untersucht wurde [78].
Ferner wird eine a priori Konvergenzabschätzung vorgenommen und
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anhand von Beispielen verifiziert. In Kapitel 4 werden die Methoden
auf dynamische Kontaktprobleme übertragen.
Fehlerkontrollierte adaptive FE-Methoden
Wie anhand des Beispiels der Schleifsimulation schon motiviert wurde,
ist die Frage nach adaptiven FE-Methoden bei Kontaktproblemen von
großer Bedeutung. Zum einen gibt es rein geometrische Probleme, wie
etwa die Diskretisierung des Kontaktbereiches, zum anderen die Frage,
in welchem Bereich der Diskretisierung der Fehler groß ist und mit
welcher Strategie er verkleinert werden kann.
Adaptive Methoden zur Verbesserung der Approximation können
zum einen lokal nur die Maschenweite verringern (h-Methode), nur
den Polynomgrad erhöhen (p-Methoden), oder beide Vorgehensweisen
kombinieren (hp-Methoden). In [94] wird für einseitige Kontaktproble-
me unter anderem gezeigt, dass die reine p-Methode kein optimales
Konvergenzverhalten zeigt. Dieses Ergebnis überträgt sich direkt auf
Mehrkörperkontaktprobleme. In dieser Arbeit findet deshalb die h-
Methode Verwendung. In Abschnitt 5.1.1 wird ein Überblick über die
adaptiven Verfeinerungsstrategien gegeben.
Als Indikator für adaptive Methoden werden in Kapitel 5 a pos-
teriori Fehlerschätzer für Mehrkörperkontaktprobleme hergeleitet. A
posteriori Fehlerschätzer schätzen anhand der berechneten Lösung den
Diskretisierungsfehler ab, so dass für jedes Element der Diskretisierung
ein Fehlerbeitrag berechnet wird. Zunächst werden in Abschnitt 5.1.2
residuale Fehlerschätzer für Kontaktprobleme mit starrem Hindernis
für Mehrkörperkontaktprobleme erweitert. Während in Abschnitt 3.2.5
beobachtet wurde, dass Mehrkörperkontaktprobleme nicht die Glatt-
heit besitzen, um mit hohen Polynomgraden einen Ordnungsgewinn
zu erzielen, wird in Abschnitt 5.1.3 durch adaptiv verfeinerte Gitter
die optimale Konvergenzordnung erreicht. Damit ist die Nutzung von
Ansatzfunktionen mit hohen Polynomgrad zu rechtfertigen.
Residuale Fehlerschätzer schätzen den Diskretisierungsfehler bezüg-
lich einer globalen Norm. Häufig ist man aber an lokalen Fehlergrößen,
wie etwa Spannungen in Teilgebieten der Lösung, Punktfehlern oder
Randintegralen, interessiert. Dazu werden in Abschnitt 5.1.4 dual ge-
wichtete Fehlerschätzer hergeleitet, die den Fehler bezüglich eines belie-
bigen Funktionals abschätzen können. Grundlegend für dual gewichtete
Fehlerschätzer ist die Definition eines geeigneten dualen Problems. Dies
geschieht in Abschnitt 5.1.4 über den in [97] hergeleiteten allgemeinen
Ansatz für Variationsungleichungen. Die Fehlerabschätzung folgt dem
in [92] gewählten Ansatz.
In Abschnitt 5.2 wird die Übertragung auf zeitlich adaptive Metho-
den vorgenommen. Zunächst wird ein geeigneter Ortsfehlerschätzer
auf Grundlage des in Abschnitt 5.1.2 hergeleiteten residualen Feh-
lerschätzers ermittelt. Anschließend werden die in [87] entwickelten
Verfeinerungs- und Regularisierungstechniken verwendet, um dyna-
misch adaptive FE-Methoden zu erhalten.
Zusammenfassung
In dieser Arbeit wird eine umfassende Strategie für adaptive finite
Elemente Methoden für Mehrkörperkontaktprobleme vorgestellt. Aus-
gehend von der Modellierung der Probleme werden geeignete Diskre-
tisierungen entwickelt und analysiert. Auf Grundlage dieser Diskre-
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tisierungen werden Lösungstrategien für statische und dynamische
Kontaktprobleme mit und ohne Reibung vorgestellt. Schliesslich wer-
den adaptive Methoden und a posteriori Fehlerschätzer entwickelt.
Diskretisierungen mit Polynomansätzen höherer Ordnung sind für
Kontaktprobleme nur im Rahmen adaptiver Methoden sinnvoll. Auf
Grundlage der hier entwickelten a posteriori Fehlerschätzer werden
adaptive Methoden mit optimaler Ordnung für statische Kontaktproble-
me vorgestellt. Für dual gewichtete Fehlerschätzer ist die Verwendung
eines geeigneten dualen Problems, welches in Kapitel 5.1.4 hergeleitet
wird, von grundlegender Bedeutung. Eine Dualisierung des gemischten
Problems ist notwendig, um verlässliche Fehlerschätzer für adaptive
Verfahren zu erhalten.

2GRUNDLAGEN
In diesem Kapitel werden zunächst allgemeine Grundlagen zusam-
mengefaßt, die zur Betrachtung von Kontaktproblemen von Nutzen
sind. In Abschnitt 2.1 wird eine allgemeine Lösungstheorie für Varia-
tionsungleichungen eingeführt, mit der Mehrkörperkontaktprobleme
gelöst werden können. In Abschnitt 2.2 werden einige spezielle Funktio-
nenräume und Operatoren auf zusammengefaßt. Abschnitt 2.3 liefert
eine kurze Einführung in die Elastizitätstheorie. Schliesslich wird in
Abschnitt 2.4 ein kurzer Überblick über die Finite Elemente Methode
gegeben. Hier werden auch die endlich dimensionalen Diskretisierungs-
räume vorgestellt, die in dieser Arbeit Verwendung finden.
2.1 gemischte variationsformulierungen
Kontaktprobleme zwischen deformierbaren Körpern lassen sich als
Minimierungsprobleme minv∈K E (v) schreiben, wobei E die zu mini-
mierende Energie ist. Diese setzt sich zusammen aus der Deformation
der Körper und den angreifenden äußeren Kräften. In der Praxis führt
dies sowohl bei reibungsbehafteten als auch reibungsfreien Proble-
men zu Funktionalen der Art E (v) = a (v, v)− l (v) mit einer stetigen,
elliptischen Bilinearform a und einem linearen Funktional l. Im Folgen-
den werden die Zusammenhänge zwischen Minimierungsproblemen,
Variationsungleichungen und gemischten Formulierungen aufgezeigt.
Reibungsbehaftete Kontaktprobleme lassen sich über das Minimie-
rungsproblem
(H+ j) (u) = min
v∈K
(H+ j) (v) (2.1)
beschreiben. Dabei ist K eine Teilmenge eines reflexiven Banachraumes
V und H, j sind reelwertige konvexe Funktionale in V . Das Funktional
H ist Fréchet-differenzierbar, das Funktional j, durch das die Reibungs-
bedingungen beschrieben werden, im Allgemeinen jedoch nicht. Rei-
bungsfreie Kontaktprobleme entstehen also durch den Spezialfall j = 0
und werden so direkt mitbehandelt. Die Wahl von V ,H und j wird in
Kapitel 3 deutlich. Die Beweise für die folgenden Resultate sind wohl-
bekannt und finden sich zum Beispiel in [28, 43, 71], die Darstellung ist
im Wesentlichen aus der Einleitung von [91] übernommen.
Theorem 1. Sei K konvex.
(i) Wenn K abgeschlossen und H+ j schwach unterhalb stetig und koerziv
ist, dann existiert in Minimum u ∈ K zu (2.1).
(ii) Wenn H+ j strikt konvex ist, existiert mindestens ein Minimum.
(iii) Sei H Fréchet-differenzierbar in u ∈ K mit der Fréchet-Ableitung H ￿ :
V → V ￿.
Wenn u ein Minimum von (2.1) und j konvex ist, dann gilt￿
H ￿ (u) , v− u
￿
+ j (u)− j (v) ￿ 0 (2.2)
für alle v ∈ K. Ist H konvex und Ungleichung (2.2) erfüllt, so ist u ein
Minimum von (2.1).
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Bemerkung 1. Die Ungleichung (2.2) ist eine Variationsungleichung zweiter
Art. Für den Fall j = 0 ergibt sich die Variationsungleichung erster Art￿
H ￿ (u) , v− u
￿
￿ 0 (2.3)
als Spezialfall. Ist weiterhin K = V so reduziert sich die Variationsungleichung
zur Variationsgleichung￿
H ￿ (u) , v
￿
= 0.
In der Praxis ist die Handhabung der konvexen Menge K und des
Funktionals j häufig umständlich, so dass eine gemischte Formulierung
der Variationsungleichung von Vorteil ist. Dazu werden Lagrange Mul-
tiplikatoren eingeführt. Seien dazu Φi : V ×Λi → R, i = 0, 1 gegeben
und erfüllen
sup
µ0∈Λ0
Φ0 (v,µ0) =
0, v ∈ K∞ v /∈ K (2.4)
beziehungsweise
j (v) = sup
µ1∈Λ1
Φ1 (v,µ1) (2.5)
für alle v = V , wobei Λi ⊂ U ￿i und U
￿
i ein reflexiver Banachraum sei.
Damit gilt für das Lagrangefunktional
L (v,µ0,µ1) := H (v) +Φ0 (v,µ0) +Φ1 (v,µ1)
die Gleichung
(H+ j) (u) = inf
v∈V
sup
µ0∈Λ0,µ1∈Λ1
L (v,µ0,µ1) .
Also ist u ein Minimum von Ungleichung (2.1), genau dann wenn
das Triple (u, λ0, λ1) ∈ V ×Λ0 ×Λ1 ein Sattelpunkt von L ist,
L (u, λ0, λ1) = inf
v∈V
sup
µ0∈Λ0,µ1∈Λ1
L (v,µ0,µ1) . (2.6)
Mit der Definition Φi,µi (v) := Φi (v,µi) und Φi,v (µi) := Φi (v,µi)
erhält man durch Anwendung von Theorem 1 direkt
Theorem 2. Seien K,Λ0 undΛ1 konvex. Seien zusätzlichH,Φ0,λ0 ,Φ1,λ1 in
u ∈ V ,sonwie Φ0,u,Φ1,u in λ0 ∈ Λ0 und λ1 ∈ Λ1 Fréchet-differenzierbar.
(i) Ist (u, λ0, λ1) ein Sattelpunkt, so gilt￿
H
￿
+Φ
￿
0,λ0 +Φ
￿
0,λ1
￿
(u) = 0￿
Φ
￿
0,u (λ0) ,µ0 − λ0
￿
+
￿
Φ
￿
1,u (λ1) ,µ1 − λ1
￿
￿ 0
(2.7)
für alle (µ0,µ1) ∈ Λ0 ×Λ1.
(ii) WennH,Φ0,λ0 ,Φ1,λ1 ,−Φ0,u und −Φ1,u konvex sind und Bedingung
(2.7) erfüllt ist, dann ist
￿
u, λ0,λ1
￿
ein Sattelpunkt.
Folgendes Theorem sichert die Existenz eines Sattelpunktes:
Theorem 3. Seien Λ0 und Λ1 abgeschlossen und konvex. Weiter gelten
folgende Bedingungen:
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(i) −Φ0,v und −Φ1,v sind konvex und schwach unterhalb halbstetig für
alle v ∈ V ,
(ii) H,Φ0,µo und Φ1,µ1 sind konvex und schwach unterhalb halbstetig für
alle (µ0,µ1) ∈ Λ0 ×Λ1,
(iii) es existiert ein (µˆ0, µˆ1) ∈ Λ0 × Λ1, so dass H +Φ0,µˆ0 +Φ1,µˆ1
koerziv ist.
(iv) Λ0 ×Λ1 ist beschränkt oder (µ0,µ1) ￿→ supv∈V −L (v,µ0,µ1) ist
koerziv.
Dann existiert ein Sattelpunkt (u, λ0, λ1) ∈ V ×Λ0 ×Λ1 von Problem
2.6.
Ein Beweis findet sich zum Beispiel in Bemerkung IV.2.1 und Pro-
position IV.2.3 in [43]. Ein einfaches Kriterium für Bedingung (2.4) ist
gegeben durch
Lemma 1. Sei Λ0 ein Kegel mit einem Punkt im Ursprung und erfülle
Φ0 : V ×Λ0 → R
∀α ￿ 0, ∀ (v,µ0) ∈ V ×Λ0 :Φ0 (v,αµ0) = αΦ0 (v,µ0)
v ∈ K⇔ ∀µ0 ∈ Λ0 :Φ0 (v,µ0) ￿ 0
dann erfüllt Φ0 auch 2.3
Für die Modellierung von Kontaktproblemen seien nun
• a eine symmetrische, stetige und V-elliptische Bilinearform,
• l ein lineares Funktional l ∈ V ￿ ,
• Ui reflexive Banachräume und βi ∈ L (V ,Ui),
• Λ1 eine abgeschlossene, konvexe und beschränkte Teilmenge von
Ui,
• G ⊂ U0 ein abgeschlossener, konvexer Kegel mit der Spitze im
Ursprung und
• ein g ∈ U0.
Damit können die in dieser Arbeit betrachten Kontaktprobleme durch
Minimierungprobleme der Form
H (v) :=
1
2
a (v, v)− ￿l, v￿ , j (v) := sup
µ1∈Λ1
￿µ1,β1 (v)￿ , (2.8)
K := {v ∈ V | g−β0 (v) ∈ G}
dargestellt werden.
Aufgrund von Theorem 1 ist das Funktional j wohldefiniert. Wei-
terhin ist H konvex, stetig und deshalb schwach unterhalb halbstetig.
Aufgrund der Elliptizität ist H strikt konvex. Die Menge K ist abge-
schlossen und konvex und das Funktional j ist konvex und unterhalb
halbstetig. Aufgrund der Abgeschlossenheit und Konvexität des Epi-
graphs epi (j) (Prop I.2,3 in [43]) und dem Trennungs-Theorem von
Hahn-Banach existiert ein Funktional φ ∈ V ￿ und ein a ∈ R, so dass
j (v) ￿ ￿φ, v￿+ c. Damit gilt (H+ j) (v) ￿ γ ￿v￿2 − (￿l￿+ ￿φ￿) ￿v￿+ c
und damit ist H+ j koerziv. Durch Anwendung von Theorem 1 ergibt
sich also die Existenz eines Minimums.
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Sei nun G ￿der duale Kegel zu G, der durch
G
￿
:=
￿
µ0 ∈ U ￿0 | ∀v ∈ G : ￿µ0, v￿ ￿ 0
￿
gegeben ist. Und weiterhin sei Λ0 := G
￿ . Damit gilt:
Theorem 4. Das Triple (u, λ0, λ1) ∈ V ×Λ0×Λ1 ist ein Sattelpunkt genau
dann, wenn für alle v ∈ V und (µ0,µ1) ∈ Λ0 ×Λ1 gilt:
a (u, v) = ￿l, v￿− ￿µ0,β0 (v)￿− ￿µ1,β1 (v)￿
￿µ0 − λ0,β0 (u)− g￿+ ￿µ1 − λ1,β1 (u)￿ ￿ 0
(2.9)
Die Existenz eines Sattelpunktes wird durch folgendes Theorem
gesichert:
Theorem 5. Es existiert ein Sattelpunkt (u, λ0, λ1) ∈ V ×Λ0 ×Λ1, wenn
es eine Konstante α ∈ R>0 gibt, so dass
α ￿µ0￿U ￿0 ￿ supv∈V ,￿v￿=1
￿µ0,β0 (v)￿ . (2.10)
für alle µ0 ∈ U ￿0.
Die Beweise für Theorem (4) und (5) finden sich zum Beispiel in [43].
Bemerkung 2. Wenn das Bild des Kerns von β0 unter β1 dicht in U
￿
1 ist,
dann sind die Multiplikatoren λ0 und λ1 eindeutig.
Bemerkung 3. Die Bedingung 2.10 ist erfüllt, wenn β0 surjektiv ist. Dies
ist eine direkte Konsequenz aus dem Satz vom abgeschlossenen Bild, siehe
[108].
2.2 sobolevräume und spuroperatoren
In diesem Abschnitt wird ein kurzer Überblick über die relevanten
Funktionenräume gegben. Dazu werden zunächst Sobolevräume auf
einem Gebiet Ω ⊂ Rd d = 2, 3 eingeführt und entsprechend Normen
und Skalarprodukte definiert. Beweise und weiterführende Begriffe
finden sich zum Beispiel in [1] und [71]. Weiterhin werden zur Be-
schreibung von Randbedingungen die Spurräume auf ∂Ω definiert.
Anschließend folgen spezielle Raumdefinitionen, die zur Kopplung der
Kontaktprobleme benötigt werden. Für dynamische Kontaktprobleme
werden zusätzlich zeitabhängige Sobolevräume benötigt. Diese werden
zum Abschluss dieses Abschnitts eingeführt.
Zunächst ist der Raum der quadrat integrablen Funktionen gegeben
durch L2 (Ω) := L2 (Ω) /N (Ω), mit
L2 (Ω) :=
￿
f : Ω→ R
￿￿￿￿ f messbar, ￿
Ω
f2dx ￿∞￿
N (Ω) :=
￿
f ∈ L2 (Ω)
￿￿￿￿ ￿
Ω
f2dx = 0
￿
.
Das L2-Skalarprodukt für Funktionen w, v ∈ L2 (Ω) ist definiert als
(w, v) := (w, v)Ω :=
￿
Ω
wv dx.
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Mit diesem Skalarprodukt ist der L2 (Ω)-Raum ein Hilbertraum und
die zugehörige Norm ergibt sich als ￿w￿20,Ω = (w,w).
Sei α = (α1, . . . ,αd) ein Multiindex der Ordnung |α| =
￿d
k=1 αk.
Dann ist die partielle Ableitung nach dem Multiindex α gegeben durch
∂α =
∂|α|￿d
k=1 ∂
αkxk
.
Die schwache partielle Ableitung ∂αw ∈ L2 (Ω) einer Funktion w ∈
L2 (Ω) ist definiert durch
∀ϕ ∈ C∞0 (Ω) : (∂αw,ϕ) = (−1)|α| (w,∂αϕ) .
Dabei ist C∞0 (Ω) der Raum der unendlich oft differenzierbaren
Funktionen auf kompakten Trägern. Die schwache Ableitung ist wohl-
definiert und stimmt mit der klassischen Ableitung überein, falls
w ∈ C|α| (Ω) ist.
Der Sobolevraum Hk (Ω) besteht aus allen Funktionen u ∈ L2 (Ω),
deren schwache Ableitung ∂αu zu jedem Multindex α der Ordnung
|α| ￿ k existiert und ebenfalls im Raum L2 (Ω) liegt. Der Raum Hk (Ω)
ist zusammen mit dem Skalarprodukt
(w,ϕ)k :=
￿
|α|￿k
(∂αw,∂αϕ)
ein Hilbertraum. Die zugehörige Norm ist definiert durch
￿w￿2k := ￿w￿2k,Ω := (w,w)k .
Bedingungen, die auf dem Rand des Gebietes Ω vorgeschrieben wer-
den, erfordern eine Einschränkung von Funktionen auf Teilmengen
des Randes Γ := ∂Ω. Da die Gleichheit von L2-Funktionen punktweise
nur fast überall erfüllt sein muss, ist eine punktweise Einschränkung
nicht sinnvoll. Es existiert jedoch stets genau eine stetige, lineare Abbil-
dung γ : H1 (Ω)→ L2 (Γ), die mit der punktweisen Einschränkung für
Funktionen aus C0
￿
Ω¯
￿∩H1 (Ω ) übereinstimmt, siehe [1, Th. 5.22]:
∀u ∈ C0 ￿Ω¯￿∩H1 (Ω) : u|Γ = γ (u) .
Die Abbildung wird auch Spurperator genannt.
Für τ ∈ R+ \N ist für Hτ (Γ) eine Norm definiert durch
￿w￿τ =
￿w￿2Hm(Γ) + ￿
|α|=m
￿
Γ
￿
Γ
(∂mw (x)− ∂mw (y))2
|x− y|d−1+2θ
dΓxdΓy
 12 ,
vgl. [1, Thm. 7.48]. Dabei istm ∈N der ganzahlige Anteil von τ = m+θ
und θ ∈ R+ der Rest. In [1, Kapitel 7, s.204 ff] ist weiterhin die allgemei-
ne Definition von Spuräumen Hτ (Γ) auf einem Gebiet Γ gegeben. Diese
Spurräume werden zur Beschreibung der Randbedingungen benötigt.
Der Hilbertraum H1/2 (Γ) liegt dicht in L2 (Γ) und der Spuroperator
γ ist surjektiv. Es gilt also
γ
￿
H1 (Ω)
￿
= H1/2 (Γ) .
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Sein Dualraum wird mit H−1/2 (Γ) bezeichnet, die Norm des Dual-
raums mit ￿·￿−1/2 .
Zur Formulierung von Kontaktproblemen benötigt man üblicher-
weise Funktionen, die auf einem Teil des Randes identisch null sind.
Diese lassen sich mittels des Spuroperators definieren. Sei ΓD eine
abgeschlossene Teilmenge mit positivem Maß
￿
ΓD
dΓ > 0. Dann ist
H1D (Ω) := H
1 (Ω, ΓD) :=
￿
f : H1 (Ω)
￿￿￿ γ|ΓD (f) = 0￿
und H10 (Ω) := H
1 (Ω, Γ) .
Zur Definition der Kontaktbedingung sei angenommen, das der
möglichen Kontaktrand ΓC durch eine offene Menge mit ΓC ￿ Γ \ ΓD
gegeben sei. Der topologische Dualraum von des Raums H1/2 (ΓC)
mit H−1/2 (ΓC) bezeichnet und die zugehörigen Normen mit ￿w￿ 1
2 ,ΓC
,
bzw. ￿w￿− 12 ,ΓC . Dann ist der Spuroperator γΓC eingeschränkt auf den
Kontaktrand surjektiv, vergleiche [41].
Zusätzlich sei das Randstück ΓN definiert durch ΓN := Γ \ (ΓD ∪ ΓC).
Auf diesem Rand können Neumann-Bedingungen definiert werden.
Für vektorielle Sobolevräume
￿
H1D (Ω)
￿d können Normal- und Tan-
gentialräume bezüglich des Randes Γ1 = Γ \ ΓD definiert werden, wenn
der Rand hinreichend glatt ist. Die Tangentialvektoren zu Γ1 seien über
t ∈ L2 (Γ1)d×(d−1) gegeben, so dass κ (x) := (n (x) , t (x)) für x ∈ Γ1 ein
orthonormales System ist. Dann ist der Spuroperator in Normalenrich-
tung
γn :
￿
H1D (Ω)
￿d → H1/2n (Γ1)
definiert durch
γn (v) := n
Tγ (v)
und der Spuroperator in Tangentialrichtung
γt :
￿
H1D (Ω)
￿d → H1/2t (Γ1)
durch
γt (v) := t
Tγ (v) .
Mit der Abbildung γ˜ : H1/2 (Γ1)d → H1/2nt (Γ1) mit γ˜ (w) := κTw gilt
H
1
2
nt (Γ1) := H
1
2
n (Γ1)×H
1
2
t (Γ1) ￿ H
1
2 (Γ1)
d .
Weiterführende Informationen sind zum Beispiel in [55] zu finden.
Kontaktprobleme zwischen k Gebieten Ω0, ...,Ωk−1 führen zu einer
paarweisen Kopplung auf einem gemeinsamen Randstück Γm,nC =
Ωm ∩Ωn . Dabei ist vorauszusetzen, dass Ω˚m ∩ Ω˚n = ∅ für alle
0 ￿ m,n < k mit m ￿= n gilt. Zunächst wird durch das kartesische
Produkt der Raum
H1D :=
￿
H1D
￿
Ω0
￿￿d × ￿H1D ￿Ω1￿￿d × · · ·× ￿H1D ￿Ωk−1￿￿d
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eingeführt. Entsprechend ergibt sich das Skalarprodukt
(·, ·)H1D =
k−1￿
j=0
(·, ·)H1D(Ωk)
und die zugehörige Norm
|||v||| := (v, v)1/2H1D
.
Mit den zuvor definierten Spurräumen erhält man nun den Sprung
[·]n,Γm,nC : H
1
D → H1/2
￿
Γn,mC
￿
einer Funktion u ∈ H1D in Normalenrichtung durch
[u]n,Γn,mC
:= γn (u
n) + γn (u
m) .
Analog erhält man den Sprung in Tangentialrichtung
[·]t,Γm,nC : H
1
D →
￿
H1/2
￿
Γn,mC
￿￿d−1
durch
[u]t,Γn,mC
:= γt (u
n) + γt (u
m) .
Sowie den allgemeinen Fall
[·]Γm,nC : H
1
D →
￿
H1/2
￿
Γn,mC
￿￿d
durch
[u]Γn,mC
:= γ (un) + γ (um) .
Im Folgenden werden die Produkträume bezüglich der Gebiete
Ωl stets mit Fettbuchstaben bezeichnet. Wenn klar ist welche Rän-
der gemeint sind, wird die Randbezeichnung weggelassen, also [·]· statt
[·]·,Γm,nC geschrieben.
Zeitabhängige Sobolevräume
Für die zeitabhängigen Kontaktprobleme in Kapitel 4 werden noch
spezielle Räume benötigt, die im Folgenden vorgestellt werden. Eine
weiterführende Übersicht zu diesen Räumen findet sich zum Beispiel
in[37] oder [44].
Zeitabhängige Sobolevräume können mittels der Bochner-Integraltheorie
studiert werden. Sei dazu zunächst X ein reeller Banachraum mit der
Norm ￿·￿ gegeben, sowie ein Intervall I ⊂ R. Dann besteht der Raum
Lp (I,X) aus allen stark messbaren Funktionen ϕ : I→ X mit
￿ϕ￿Lp(I;X) :=
￿￿
I
￿ϕ￿p dt
￿1/p
<∞, (1 ￿ p <∞) ,
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und
￿ϕ￿L∞(I;X) := ess sup
t∈I
￿ϕ (t)￿ <∞, (p =∞) .
Der Raum C (I;X) ist gegeben durch alle stetigen Funktionen ϕ : I→
X mit
￿ϕ￿C(I;X) := max
t∈I
￿ϕ (t)￿ <∞.
Die erste schwache Ableitung einer Funktion u ∈ L2 (I;X) wird mit
u˙ ∈ L2 (I;X) bezeichnet, wenn￿
I
u˙ (t)φ (t)dt = −
￿
I
u (t) φ˙ (t)dt
für alle skalaren Testfunktionen φ ∈ C∞0 (I) gilt. Entsprechend wird die
zweite schwache Ableitung u¨ analog definiert. Ist die Funktion u glatt
genug, so stimmen schwache und starke Ableitung überein.
Ist X ein Hilbertraum mit Skalarprodukt (·, ·), dann ist das Raum-Zeit
Skalarprodukt definiert durch
((u, v)) :=
￿
I
(u (t) , v (t))dt.
Der SobolevraumW1,p (I;X) besteht aus allen Funktionen u ∈ Lp (I;X),
für die die schwache Ableitung u˙ ∈ Lp (I;X) existiert. Weiterhin ist die
zugehörige Norm definiert durch
￿u￿W1,p(I;x) :=

￿￿
I ￿u￿p + ￿u˙￿p dt
￿1/p
(1 ￿ p <∞)
ess supt∈I (￿u (t)￿+ ￿u˙ (t)￿) (p =∞) .
Für den Fall p = 2 wird H1 (I,X) = W1,2 (I;X) geschrieben.
2.3 einführung in die elastizitätstheorie
Die Kontaktprobleme, die in dieser Arbeit behandelt werden, beschrän-
ken sich auf den linear elastischen Fall. In diesem Abschnitt wird eine
Einführung in die Begriffe der Elastizität gegeben. Für einen ausführli-
chen Überblick sei zum Beispiel auf [26] verwiesen.
Die Elastizitätstheorie betrachtet den Zustand von Körpern unter
der Einwirkung von Kräften. Insbesondere werden Spannungen und
Verzerrungen, die durch die Deformationen erzeugt werden, studiert.
In dieser Arbeit werden nur linear elastische Körper unter Annahme
kleiner Verzerrungen betrachtet. Dazu wird für die Deformation u :
Ω→ Rd eine Körpers die Verzerrung über
￿ij (u) :=
1
2
￿
∂ui
∂xj
+
∂uj
∂xi
￿
definiert. Die Spannung σ ist in Abhängigkeit der Verzerrungen ￿ (u)
durch
σij (u) :=
￿
k,l
Cijkl￿ (u)kl
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mit dem Tensor
Cijkl :=
E
(1+ ν) (1− 2ν)
·

1− ν, i = j = k = l
v, i = j, k = l, k ￿= i
1− 2ν, i = k, j = l
0, sonst
gegeben. Es ergibt sich so das Hooke’sche Materialgesetz
σ (u) :=
E
1+ ν
￿
￿ (u) +
ν
1− 2ν
spur ￿ (u) I
￿
.
Weitere Informationen zur physikalischen Motivation der eingeführten
Größen finden sich zum Beispiel in [27] und [80]. Für den Spezialfall
dünner Scheiben lässt sich die Dimension des Problems auf den 2
dimensionalen Fall vereinfachen. Dies führt zu den Modellen mit “ebe-
nem Verzerrungszustand”, bzw. “ebenen Spannungszustand”, siehe
dazu z.B. [26, Kapitel VI, Paragraph 4].
Man erhält ein Energiefunktional
H (v) :=
1
2
(σ (v) , ￿ (v))0 − (f, v)0 − (q, v)0,ΓN ,
welches im Rahmen der Kontaktprobleme zu minimieren ist, vgl. Ab-
schnitt 2.1. Dabei ist f ∈ L2 ￿Ω,Rk￿ eine Volumenkraft, die auf den
Körper wirkt und q ∈ L2 ￿ΓN,Rk￿ eine Oberflächenkraft, die auf einem
Teilstück ΓN des Randes definiert ist.
Ist durch n der äußere Normalenvektor auf dem Rand ∂Ω gegeben,
dann ist die Oberflächenspannung σn auf einem Randstück Γ ⊂ Ω
definiert als σn (u) := σ (u) · n und σnn durch σnn (u) := nTσ (u)n.
Die Tangentialspannung auf dem Rand ist dann definiert durch σnt :=
σn − σnn ·n.
In den Ingenieur-Wissenschaften ist man häufig an äquivalenten
Spannungen interessiert, um den Zustand eines Körpers zu charakteri-
sieren. Oft findet dabei die von Mises Spannung σv Verwendung, die
definiert ist als
σv :=
￿
σ211 + σ
2
22 + 3σ
2
12. (2.11)
Diese Spannung wird zur Darstellung des Spannungszustands in
den numersichen Beispielen verwendet und bei adaptiven Verfahren
als zu kontrollierende Größe, siehe Abschnitte 3.3, 4.2, 5.1.3, 5.1.5 und
Abschnitt 5.2 Beispiel 15.
2.4 finite elemente methoden (fem)
In diesem Abschnitt wird eine kurze Einführung in die finite Elemente
Methode vorgenommen. Der wesentliche Ansatz der FEM besteht darin
die unendlich dimensionalen Funktionenräume, in denen eine Lösung
der Variationsungleichungen gesucht wird, mittels lokal definierter Po-
lynomräume durch endlich dimensionale Teilräume zu ersetzen und so
eine Approximation an die eigentliche Lösung zu finden. Hier werden
nur die wesentlichen Punkte kurz aufgeführt. Ausführliche Einführun-
gen finden sich zum Beispiel in [68, 69, 26]. Die hier vorgestellten finite
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Elemente Räume werden auch in [91, 22] genutzt. Dementsprechend
folgt die Darstellung der dortigen Notation.
Als Ausgangpunkt wählt man eine Vernetzung T := {T0, . . . , Tn} für
ein Gebiet Ω ⊂ Rd mit d = 2, 3 und einer darauf definierten Polynom-
gradverteilung p : T −→N. Für die Vernetzung T gelte für stückweise
polygonale Ränder stets
￿
T∈T T = Ω. Im Falle von krummlinigen Rän-
dern werden übliche Randapproximationen vorgenommen. So ergeben
sich im Falle einer stückweise polygonalen Approximation nichtkon-
forme Ansätze, siehe zum Beispiel [26, Kapitel 3]. Für Ansätze höherer
Ordnung können Transformationen mittels sogenannter “Blendingfunk-
tionen” verwendet werden, siehe dazu zum Beispiel [6, Kapitel 6.3].
Auf diese Weise wird verhindert, dass der Randapproximationsfehler
die Konvergenzordnung der finite Elemente Methoden dominiert.
Die Elemente der Vernetzung sind offen und es gilt Ti ∩ Tj = ∅
für i ￿= j. Ferner sei die Vernetzung T stets regulär, das heißt: Die
Schnittmenge T i ∩ T j für j ￿= i ist entweder leer, oder enthält einen
Punkt, eine Kante oder eine Facette von T i. In dieser Arbeit werden
für d = 2 Vernetzungen aus Rechtecken und für d = 3 aus Quadern
betrachtet. Die Paarung (T,p) wird im Folgenden FE-Vernetzung oder
FE-Gitter genannt. Die Maschenweite eines Gitters ist definiert durch
hT := maxT∈T hT , wobei hT der maximale Durchmesser eines Elements
T ist. Ein Folge von Gittern {Th} heißt nicht degeneriert, wenn ein ρ0
existiert, so dass
∀h > 0 : ∀T ∈ T : rT ￿ ρ0hT
mit rT := sup {r ∈ R>0 | Br (x) ⊂ T , x ∈ T } . Die Gitterfolge {Th} heißt
quasiuniform, wenn es eine Zahl ρ1 > 0 gibt, so dass jedes Element T
aus Th einen Kreis vom Radius rT mit
rT ￿ h˜T/ρ1
enthält, wobei h˜T der halbe Durchmesser von T ist.
Lokale Polynomräume werden durch die Transformation des Tensor-
produktraumes Sqk := ⊗ki=0Sq mit
Sq := {v˜ : [−1, 1]→ R} | v˜ (ξ) =
￿
0￿i￿q
ciξ
i, ci ∈ R
konstruiert. Den endlichdimensionalen Teilraum von H1D (Ω) erhält
man mit Hilfe bijektiver und hinreichend glatter, für jedes Gitterelement
definierter Abbildungen ΨT : [−1, 1]k → T in der folgenden Form:
Sp (Th) :=
￿
v ∈ H1D (Ω)
￿￿￿ ∀T ∈ Th : v|T ◦ΨT ∈ SpTk ￿ . (2.12)
Der Raum Sp (Th) besteht also aus stetigen und elementweise poly-
nomialen Funktionen vom Grad p, siehe [26, Lemma 2, Kapitel II]. Für
die gemischte Formulierung von Kontaktproblemen wird ferner ein
adäquater Raum für die duale Variable benötigt, die auf dem Spurraum
H1/2 (ΓC) definiert ist. Dazu definiert man:
Mp (TH) :=
￿
µ ∈ L2 (ΓC)
￿￿￿ ∀T ∈ TH : µ|T ◦ΨT ∈ SqTk−1￿ . (2.13)
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Hier ist (TH,q) eine Vernetzung des Randstücks ΓC. Damit sind die
Funktionen aus Mq (TH) elementweise polynomial vom Grad q, aber
nicht zwangsläufig stetig.
Die Güte der Approximation hängt offenbar sowohl von der Ma-
schenweite h als auch vom Polynomgrad p. Zur Verbesserung der
Approximation kann man nun nur die Maschenweite verringern (h-
Methode), nur den Polynomgrad erhöhen (p-Methoden), oder beide
Vorgehensweisen kombinieren (hp-Methoden). Diese Arbeit beschränkt
sich auf die h-Methode für Vernetzungen (T,p) mit konstanter Poly-
nomgradverteilung, so dass im Folgenden nur Th, bzw. TH geschrieben
wird, wenn der Polynomgrad p, bzw. q klar ist. Höhere Polynomgrade
werden zur Untersuchung der Stabilität bei gemischten Problemen ge-
nutzt. Hier spielt die richtige Wahl der diskreten Räume eine wichtige
Rolle, da eine Ausbalancierung der Räume zur Erfüllung der diskreten
inf-sup-Bedingung analog zu Theorem 5 nötig ist. Adaptive lokale Ver-
fahren mittels der h-Methode werden in Kapitel (5) für verschiedene
feste Paarungen (p,q) betrachtet.
In dieser Arbeit werden adaptive Diskretisierungen mit sogenann-
ten hängenden Knoten verwendet. Das heißt ein Element T kann eine
Kante mit mehreren Nachbarelementen Ti besitzen. Um für die Funk-
tionenräume Sp (Th) weiterhin Stetigkeit zu garantieren, werden die
zusätzlichen Freiheitsgrade entsprechend eliminiert. Im Falle von stück-
weise linearen Funktionen, d.h. p = 1 und einem hängenden Knoten
auf einer Kante kann das realisiert werden, indem der zusätzliche Frei-
heitsgrad auf den Mittelwert der Eckfreiheitsgrade gesetzt wird. Für
eine ausführliche Beschreibung sei auf [94] verwiesen.

3STAT ISCHE KONTAKTPROBLEME
In diesem Kapitel werden statische Kontaktprobleme vorgestellt. Dabei
wird ausgehend von der starken Formulierung, die Variationsunglei-
chung und das zugehörige Sattelpunktproblem vorgestellt. Die Theorie
zur Existenz und Eindeutigkeit der kontinuierlichen Probleme ist be-
kannt und wird in Abschnitt 3.1 zusammengefasst und mit dem allge-
meinem Lösungskonzept aus Abschnitt 2.1 verbunden. Anschließend
wird in Abschnitt 3.2 die Diskretisierung der Probleme vorgenommen.
Der kritische Punkt in der Diskretisierung ist die Ausbalancierung der
gemischten Formulierung. Hierfür wird die Herleitung der diskreten
inf-sup-Bedingung, vgl. Theorem 5 in Abschnitt 2.1, für reibungsfreie
und reibungsbehaftete Probleme vorgenommen. Zusätzlich wird für
das reibungsfreie Kontaktproblem eine a-priori Fehlerabschätzung an-
gegeben und der Lösungsmechanismus für die diskreten Probleme
vorgestellt. Das Kapitel schließt mit numerischen Untersuchungen be-
züglich der Stabilität und Konvergenz der Probleme.
3.1 modellierung von kontaktproblemen
Die Modellierung von Kontaktproblemen führt auf partielle Differen-
tialgleichungen mit Nebenbedingungen auf dem Kontaktrand. In der
starken Formulierung ergibt dies eine punktweise zu erfüllende Be-
dingung. Diese führt bei der Diskretisierung zu Problemen, da so im
Kontaktbereich eine Übereinstimmung der FE-Diskretisierungen ge-
fordert werden müsste. Hier liefert die Sattelpunktformulierung der
Variationsungleichung eine Möglichkeit, dieses Problem zu umgehen.
Denn in dieser Formulierung ist die Bedingung elementweise im Inte-
gral zu erfüllen. Dies bietet die Möglichkeit nicht zueinander passende
Gitter im Kontaktbereich zu nutzen.
Die Kontaktbedingung führt zu einer paarweisen Kopplung zweier
Gebiete Ωk,Ωl auf möglichen Kontakträndern Γkc , Γ lC. Deshalb kann
man sich zur Analyse des Problems auf den Kontakt zwischen zwei
Körpern beschränken. Zudem wird zunächst der Fall ΓkC = Γ
l
C betrach-
tet. Das bedeutet, dass die Gebiete in der Referenzkonfiguration eine
gemeinsame Kontaktkante ΓC = Ω1 ∩Ω2 besitzen. Für den Fall eines
Abstandes g ￿= 0 in der Referenzkonfiguration besitzen die Gebiete
keine gemeinsame Kante mehr. In Abschnitt 3.1.3 wird dieses Problem
durch Einführung einer Funktion δ : ΓkC → Γ lC, die die Zuordnung
zwischen den möglichen Kontakträndern übernimmt, vorgestellt. Eine
genaue Anlyse dazu ist in [41] zu finden.
Die grundlegende zu erfüllende Nebenbedingung bei Kontaktproble-
men ist die Nicht-Durchdringungs-Bedingung. Diese wird bei einem
einseitigen Kontaktproblem über die sogenannte “Gap-Funktion” und
deren Ableitung beschrieben. Terme höherer Ordnung werden da-
bei vernachlässigt. Bei Mehrkörperkontaktproblemen tritt anstelle der
Gap-Funktion der Sprung der Verschiebungen und deren Ableitun-
gen. Eine ausführliche Beschreibung ist etwa in [71] finden. Im Falle
linear elastischen Materials unter Annahme kleiner Deformationen
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ist eine Linearisierung der Kontaktbedingung akzeptabel, siehe auch
[14, 65, 78, 13, 39].
3.1.1 Reibungsfreier Kontakt
Zunächst wird der reibungsfreie Kontakt zwischen linear elastischen
Körpern betrachtet. Dazu seien Gebiete Ωl ⊂ Rd mit d = 2, 3 mit
l = 1, 2 gegeben. Auf dem Rand Γ l = ∂Ωl eines Gebietes seien paar-
weise disjunkte Teilmengen Γ lD, Γ
l
N, Γ
l
C gegeben auf denen Dirichlet-,
Neumann- und Kontaktbedingungen definiert sind.
Unter Annahme linear elastischer Deformationen lässt sich die linea-
risierte Nicht-Durchdringungs-Bedingung für ein Problem mit einem
Abstand g = 0 in der Referenzkonfiguration durch den in Kapitel 2.2
eingeführten Sprung in Normalenrichtung, angeben (vgl.[14, 65], u.a.):
[u]n = γ
1
n(u
1) + γ2n(u
2) ￿ 0. (3.1)
Bemerkung 1. Für nichtlineare Materialgesetze, etwa unter Annahme großer
Verzerrrungen, ist diese Linearisierung nicht mehr angemessen. So erhält man
durch das nichtlineare Materialgesetz im Allgemeinen für die Deformationen
eine nicht konvexe Menge (siehe z.B, [90] oder [71]). Zum Lösen dieser Pro-
blematik bietet sich zum Beispiel eine Regularisierung der Kontaktbedingung
gekoppelt mit einem Newtonverfahren für die entstehenden Gleichungen an,
siehe etwa [76]. Alternativ finden Optimierungsmethoden Verwendung. So
können die nichtlinearen Probleme mit “SQP trust-region” Verfahren gelöst
werden. In [90] werden dabei die inneren quadratischen Probleme mittels
Multigrid-Methoden gelöst, um ein effizientes Verfahren zu erhalten.
Die starke Formulierung für Kontaktprobleme zwischen deformier-
baren elastischen Körpern ist durch eine partielle Differentialgleichung
2. Ordnung mit Nebenbedingungen gegeben:
Problem 1. Gesucht wird ein u ∈W, so dass
−divσl(ul) = fl in Ωl,
ul = 0 auf Γ lD,
σln
￿
ul
￿
= pl auf Γ lN,
[u]n ￿ 0
σlnn
￿
ul
￿
￿ 0
σlnn [u]n = 0
 auf Γ lC
gilt.
Dabei ist der Raum W := W
￿
Ω1
￿×W ￿Ω2￿ gegeben durch
W (Ω) :=
￿
v ∈
￿
H1 (Ω)
￿d
| σ (v) ∈ H (div,Ω) , γ (u) = 0 auf ΓD
￿
.
Durch partielle Integration erhält man die äquivalente Variationsun-
gleichung 1. Art:
Problem 2. Finde
a(u, v− u) ￿ fext(v− u) ∀ v ∈ K,
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mit der äußeren Kraft
fext(v) :=
2￿
l=1
(fl, vl) + (pl, vl)Γ lN .
Die Bilinearform a(·, ·) ist gegeben durch
a(v,w) =
2￿
l=1
￿
Ωl
σ(vl) : ε(wl) dx, v,w ∈ H1D
und die konvexe Menge der zulässigen Verschiebungen ist
K =
￿
v ∈ H1D | [v]n ￿ 0
￿
.
Dabei ist eine Lösung der Variationsungleichung mit genügender
Regularität auch Lösung der starken Formulierung, siehe dazu zum
Beispiel [56]. Gemäß Kapitel 2.1 kann diese Variationsungleichung in
eine gemischte Formulierung überführt werden, in der der Lagran-
gemultiplikator λ die Rolle der Kontaktkräfte in Normalenrichtung
übernimmt. Die Bilinearform, die die Kontaktnebenbedingung beinhal-
tet, ist gegeben durch
b(ν,w) : H−
1
2 (Γ1C)×H1D → R
mit
b(ν,w) = ￿ν, [w]n￿− 12 , 12 .
Damit erhält man mit Λn := H
− 12
+ (Γ
1
C) das folgende Problem:
Problem 3. Finde (u, λ) ∈ H1D ×Λn, so dass
a(u, v) + b(λ, v) = fext(v) v ∈ H1D
b(µ− λ,u) ￿ 0 µ ∈ Λn
Damit sind mit der Notation aus Kapitel 2.1 die FunktionaleΦ0 (v,µ) :=
b(µ, v) und Φ1 := 0 gegeben und das Sattelpunktproblem hat somit ei-
ne eindeutige Lösung. Im Allgemeinen ist das Multiplikatorfunktional
durch Φ0 = ￿ν, [w]n − g￿− 12 , 12 gegeben. In diesem Abschnitt ist jedoch
immer g = 0. Wenn (u, λ) ein Sattelpunkt ist, so ist die erste Kompo-
nente u Lösung der Variationsungleichung. Grundlegend hierfür ist die
Surjektivität des Sprungoperators [·]n. Diese ist für genügend glatte Ge-
biete, mittels des Spuroperator γn gegeben, vgl. [71]. Für eine genaue
Herleitung sei ferner auf [56, Chapter III, Theorem 9.4] verwiesen.
3.1.2 Reibungsbehafteter Kontakt
Reibungsbehaftete Kontaktprobleme erfordern eine zusätzliche Neben-
bedingung an die Tangentialkräfte im Kontaktbereich. Diese Neben-
bedingung führt auf eine Variationsungleichung 2.Art der Form 2.2
aus Kapitel2.1. Als Grundlage der Modellierung von Reibung wird das
Reibgesetz nach Tresca verwendet, welches lautet:
Reibungsbedingungen werden modelliert unter der Annahme, dass kein
Gleiten auftritt, solange der Betrag der Tangentialkräfte unter einem kritischen
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Wert liegt, der durch eine Funktion s gegeben ist. Sobald dieser kritische Wert
erreicht wird, tritt Gleiten in Richtung der Tangentialkräfte auf.
Bei Problemen in 3D erhält man in der Reibbedingung Tangential-
kräfte in 2 Komponenten, dann ist statt des Betrages die euklidische
Norm, hier auch mit |·| bezeichnet, zu wählen. Die starke Formulierung
des reibungsbehafteten Kontaktproblems lautet:
Problem 4. Finde die Funktion u ∈W mit
−divσl(ul) = fl in Ωl,
ul = 0 auf Γ lD,
σln
￿
ul
￿
= ql auf Γ lN,
und der Kontakt-Nebenbedingung
[u]n ￿ 0
σlnn
￿
ul
￿
￿ 0
σlnn [u]n = 0
|σnt(u)| ￿ s
|σnt(u)| < s⇒ [u]t = 0
|σnt(u)| = s⇒ ∃ζ ∈ R￿0 : [u]t = −ζσnt(u)

auf ΓC.
Dieses Problem ist äquivalent zu der Variationsungleichung zweiter
Art
a(u, v− u) +
￿
ΓC
s (|[v]t|− |[u]t|)dΓ ￿ fext(v− u)
für alle v ∈ K. Das Funktional j : V → R ist durch j(v) = (s, |[v]t|)0,ΓC ,
definiert und kann durch
j (v) = sup
µt∈Λt
(µt, [v]t)0,ΓC
mit der konvexen Teilmenge Λt
Λt :=
￿
µ ∈
￿
L2 (ΓC)
￿d−1
| |µt| ￿ s
￿
beschrieben werden. Mit diesen Definitionen ergibt sich nach Kapitel
2.1 das Sattelpunktproblem:
Problem 5. Finde (u, λn, λt) ∈ H1D ×Λn ×Λt , so dass
∀v ∈ H1D :
a(u, v) + bn(λn, v) + bt(λt, v) = fext(v)
∀ (µn,µt) ∈ Λn ×Λt :
bn(µn − λn,u) + bt(µt − λt,u) ￿ 0
gilt.
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Die Bilinearform bn ist die Bilinearform aus Problem 3 und die
Bilinearform bt ist definiert als
bt(µt, v) := (µt, [v]t)0,ΓC .
Gemäß Abschnitt 2.1 hat mitΦ0 (v,µn) := bn(µn, v) undΦ1 (v,µt) :=
bt(µt, v) das Problem hat eine eindeutige Lösung. Dies folgt aus der
Surjektivität der Sprungoperatoren [·]n und [·]t, siehe Abschnitt 2.2.
Couloumb Reibung
In der Praxis findet häufiger das Reibgesetz nach Coulomb Verwen-
dung. Dieses ergibt sich als Spezielfall der Tresca-Reibung, indem man
die Funktion s als Betrag der Normalkräfte multipliziert mit einem
Reibungskoeffizienten ξ wählt. Damit erhält man die Beziehung
s := ξ · |σnn (u)| .
Zur Lösung dieses erweiterten Problems kann eine Fixpunktiteration
genutzt werden, siehe dazu auch [20, 57, 58]. Die Fixpunktiteration
wird in Abschnitt 3.2.6, Bermerkung 11 erläutert.
3.1.3 Kontaktprobleme mit Abstand in der Referenzkonfiguration
Ist in der Referenzkonfiguration ein Abstand g zwischen den Körpern
gegeben, kann man die obige Formulierung nicht verwenden, da der
Schnitt der Abschlüsse der Gebiete leer ist. Stattdessen führt man eine
genügend glatte Bijektion δ : Γ1C → Γ2C ein. Diese Funktion übernimmt
die Zuordnung δ
￿
x1
￿
= x2 für x1 ∈ Γ1C und x2 ∈ Γ2C, wenn im defor-
mierten Zustand x1 + u1
￿
x1
￿
= x2 + u2
￿
x2
￿
gilt. In [41] wird dieses
Problem analysiert und gezeigt, dass für Gebiete mit genügend glat-
tem Rand die folgende Definition eine gute Approximation an die
geometrische Nichtdurchdringungsbedingung darstellt.
Zunächst wird ein Normalenvektor auf dem Kontaktrand mittels
nδ :=

δ(x)−x
|δ(x)−x| , wenn x ￿= δ(x)
n1(x) = −n2(x) ,wenn x = δ(x)
definiert. Damit ergibt sich für die Nichtdurchdringungsbedingung 3.1
für x ∈ Γ1C :
[u]n,δ (x) = u
1(x) ·nδ(x)− u2(δ(x)) ·nδ(x) ￿ g. (3.2)
Die Funktion g gibt dabei den Abstand der Kontaktränder durch
Γ1C ￿ x→ g(x) = |x− δ(x)| ∈ R
an.
Bemerkung 4. Im Vergleich zur Definition der Nichtdurchdringungsbe-
dingung (3.1) aus Abschnitt 3.1.1 fällt auf, dass die Addition durch eine
Subtraktion ersetzt wurde. Das folgt jedoch direkt aus der Definition der äu-
ßeren Normalenvektoren. In (3.1) gilt n2 = −n1 , entsprechend ist in der
Gleichung (3.2) der Normalenvektor nδ einmal mit positiven und einmal mit
negativen Vorzeichen zu verwenden.
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Mit dieser Notation ergibt sich die starke Formulierung des reibungs-
freien Kontaktproblems analog zu Problem 1 durch
Problem 6. Finde u ∈W, so dass
−div σ(ul) = fl in Ωl
ul = 0 auf Γ lD,
σn(u
l) = pl auf Γ lN,
σnδ(u
1) = −Θ∗σnδ(u
2) auf Γ1C,
σnδnδ(u
1)
[u]n,δ
σnδnδ(u
1) · ([u]n,δ − g)
￿
￿
=
0
g
0
 auf Γ1C
gilt. Die Spannungen in Normalenrichtung σnδ sind bezüglich des
Normalenvektors nδ definiert.
Die vierte Zeile von Problem 6 besagt, dass die Kontaktkräfte auf
dem Rand übereinstimmen sollen. Dazu sei der Transferoperator Θ :
L2
￿
Γ2C
￿ → L2 ￿Γ1C￿ definiert durch Θ ￿v2￿ ￿x1￿ := v2 ￿δ ￿x1￿￿ und Θ∗
sei der zu Θ adjungierte Operator. Dann ergibt sich die 4. Zeile
σnδ(u
1) = −Θ∗σnδ(u
2)
aus der Gleichheit der Kontaktkräfte, die durch￿
ΓC1
σnδ(u
1 (x)) ·Θ
￿
v2
￿￿
x1
￿
dΓ = −
￿
ΓC2
σnδ(u
2 (x)) ·v2
￿
x1
￿
dΓ ∀v2 ∈ H1/2 ￿ΓC2￿
definiert ist, vgl. Eck [41].
Analog zu Abschnitt 3.1.1 ergibt sich so die variationelle Formulie-
rung und die gemischte Formulierung durch
Problem 7. Finde (u, λ) ∈ H1D ×H
− 12
+ (ΓC), so dass
a(u, v) + bnδ(λ, v) = (fext, v) ∀v ∈ H1D
bnδ(µ− λ,u) ￿ ￿µ− λ,g￿ ∀µ ∈ H
− 12
+ (ΓC)
gilt.
Dabei ist bnδ nun definiert über den hier eingeführten Sprung als
bnδ (µ, v) :=
￿
µ, [v]n,δ
￿
.
Bemerkung 5. Es bleibt anzumerken, dass die Funktion δ in der Praxis
unbekannt ist. Um das Problem diskretisieren zu können, ist eine geeignete
Approximation der Funktion nötig. Unter Annahme linear elastischer Deforma-
tionen kann hier eine lineare Projektion P : ΓC1 → ΓC2 in Normalenrichtung
verwendet werden:
ΓC2 ￿ x2 = P (x1) := x1 +n1 (x1) ∗ a,
dabei ist a der Abstand zwischen x1 und x2. Für die praktischen Realisierung
der Abstandsberechnung siehe auch Anhang A.1.
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3.2 diskretisierung von kontaktproblemen
Im vorherigen Kapitel wurde die Modellierung von statischen rei-
bungsfreien und reibungsbehafteten Kontaktproblemen vorgestellt. Die
Diskretisierung wird mittels der in Kapitel (2.4) vorgestellten Finite Ele-
mente Methode diskretisiert. Dafür wird die gemischte Formulierung
aus Problem (3), beziehungsweise Problem (5) genutzt. Der kritische
Punkt bei der Diskretisierung von gemischten Problemen ist die Erfül-
lung der inf-sup-Bedingung (Theorem 5, Kapitel 2.1) für die gewählten
endlichdimensionalen Ansatzräume. In den folgenden Abschnitten
werden zunächst die gemischten diskreten Probleme vorgestellt. An-
schließend wird die Stabilität der Probleme untersucht. Grundlegend
ist hier eine Ausbalancierung der Räume für die primale und duale
Variable. Abschließend wird eine a-priori Fehlerabschätzung für das
reibungsfreie Kontaktproblem vorgenommen.
In dieser Arbeit wird die Stabilität der gemischten Formulierung
durch eine geeignete Wahl der Ansatzräume realisiert, dadurch er-
hält man keine zusätzlichen Bedingungen an den Kontaktbereich, wie
sie etwa bei Diskretisierungen mittels des Mortar-Ansatzes auftreten,
siehe[14]. Auch ist es nicht nötig das Problem über zusätzliche Terme
zu stabilisieren, wie es zum Beispiel in [60] vorgeschlagen wird. Der
Diskretisierungsansatz wurde für das Signorini Problem in [59, 55]
vorgestellt. In [94, 91] wurde die Erweiterung auf Ansatzräume höherer
Ordnung vorgenommen. Für Ansatzräume niedriger Ordnung wurde
in [78] die Diskretisierung auf Zweikörperkontaktprobleme angewandt.
Hier wird nun die Erweiterung auf das allgemeine Kontaktproblem
und mit Diskretisierungen höherer Ordnung vorgenommen.
Für Ansatzräume höherer Ordnung ist insbesondere die Wahl eines
geeigneten Raums für den Lagrangemultiplikator zu diskutieren. So ist
für stückweise konstante oder lineare Funktionen die geforderte Positi-
vität λ ￿ 0 einfach zu erfüllen. Für Ansätze höherer Ordnung ist das
jedoch nicht mehr der Fall. Stattdessen kann man einen nichtkonformen
Ansatz wählen, der in [22] vorgestellt wird. Hier wird die Positivität
nur punktweise in genügend vielen Gausspunkten gefordert, so dass
man ein anwendbare Problemformulierung erhält. Der nichtkonforme
Ansatz wird in Abschnitt 3.2.3 behandelt.
3.2.1 Diskretisierung
Seien im Folgenden der endlich dimensionale Teilraum Vh ⊂ H1D
definiert durch
Vh :=
￿
Sp
￿
T0h
￿￿d × ￿Sp ￿T1h￿￿d × · · ·× ￿Sp ￿Tk−1h ￿￿d ,
wobei Tlh eine Vernetzung des Gebietes Ω
l ist.
Weiterhin sind die endlich dimensionalen Teilmengen
Λn,H ⊂ H 12 (ΓC) und Λt,H ⊂
￿
H
1
2 (ΓC)
￿d−1
gegeben durch
Λn,H := M
qn
+
￿
TH,n
￿
Λt,H :=
￿
µ ∈ ￿Mqt ￿TH,t￿￿d−1 ||µ| ￿ s￿
mit den Vernetzungen Tn,H und Tt,H des Kontaktrandes ΓC. Zunächst
können unterschiedliche Tringulierungen und Polynomgrade für die
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Mengen Λn,H und Λt,H gewählt werden. In der Praxis ist eine einheit-
liche Wahl einfacher zu realisieren, insbesondere bei der Erweiterung
zu Kontaktproblemen mit Coulomb-Reibung. Mit Mq+
￿
T.,H
￿
wird der
positive Halbraum von Mq
￿
T.,H
￿
bezeichnet. Damit ergeben sich die
diskreten gemischten Probleme analog zu Problem 3, bzw. Problem 5
durch
Problem 8. (Diskretes reibungsfreies Kontaktproblem)
Finde(uh, λH) ∈ Vh ×Λn,H, so daß
a(uh, v) + bn(λH, v) = fext(v) v ∈ Vh
bn(µ− λH,uh) ￿ 0 µ ∈ Λn,H.
Dabei sind a, bn und fext analog zu 3 definiert.
Problem 9. (Diskretes reibungsbehaftetes Kontaktproblem)
Finde (uh, λn,H, λt,H) ∈ Vh ×Λn,H ×Λt,H , so dass
∀v ∈ Vh :
a(uh, v) + bn(λn,H, v) + bt(λt,H, v) = fext(v)
∀ (µn,µt) ∈ Λn,H ×Λt,H :
bn(µn − λn,H,uh) + bt(µt − λt,H,uh) ￿ 0.
Dabei ist nach Kapitel 2.1 für beide Probleme die erste Komponente
uh das eindeutige Minimum des Mimimierungsproblem (H+ jhH) (uh) =
minvh∈KhH (H+ jhH) (vh) mit
KhH :=
￿
vh ∈ Vh | ∀µn,H ∈ Λn,H : bn
￿
vhH,µn,H
￿
￿ 0
￿
und jhH := supµt,H∈Λt,H bt
￿
vh,µt,H
￿
, bzw. jhH = 0 für reibungsfreie
Kontaktprobleme.
Es existiert ein diskreter Sattelpunkt, wenn eine diskrete inf-sup-
Bedingung für die Familie
￿
Vh,Mn,H,Mt,H
￿
von Finite-Elemente-
Räumen analog zu Theorem 5 aus Kapitel 2.1 erfüllt ist.
Theorem 6. Es existiert ein Sattelpunkt
￿
uh, λn,H
￿ ∈ Vh ×Λn,H , wenn
es eine Konstante α ∈ R>0 unabhängig von hl,H und pl,q gibt, so dass
α ||µH||−1/2 ￿ sup
vh∈Vh,|||vh|||=1
bn(µH, vh),
für alle µH ∈ Λn,H erfüllt ist.
Für das reibungsbehaftete Kontaktproblem gilt das Theorem:
Theorem 7. Es existiert ein Sattelpunkt
￿
uh, λn,H, λt,H
￿ ∈ Vh ×Λn,H ×
Λt,H, wenn es eine Konstante α ∈ R>0 unabhängig von hl,H und pl,q
gibt, so dass
α
￿￿￿µn,H,µt,H￿￿￿−1/2 ￿ sup
vh∈Vh,|||vh|||=1
￿
bn(µn,H, vh) + bt
￿
µt,H, vh
￿￿
,
für alle
￿
µn,H,µt,H
￿ ∈ Λn,H ×Λt,H erfüllt ist.
Der Beweis zu Theorem 6 und Theorem 7 findet sich zum Beispiel in
[71, Lemma 3.2].
Die Norm für
￿
µn,H,µt,H
￿ ∈ Λn,H ×Λt,H ist definiert über
￿￿￿µn,H,µt,H￿￿￿−1/2 := ￿||µn,H||2−1/2 + ||µt,H||2−1/2￿ 12 .
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In Abschnitt (3.2.4) wird die Existenz dieser Bedingung für die beschrie-
benen endlich dimensionalen Ansatzräume hergeleitet.
Bemerkung 6. Der Sattelpunkt in Theorem 7 ist nach Bemerkung 2 aus
Abschnitt 2.1 eindeutig mit β0 := [·]n und β1 := [·]t .
3.2.2 Kontaktprobleme mit Abstand in der Referenzkonfiguration
Bei Kontaktproblemen mit einem Abstand in der Referenzkonfiguration
ergibt sich analog zu Problem 8 mit den Definitionen aus Abschnitt
3.1.3 das folgende diskrete Problem.
Problem 10. (Diskretes Kontaktproblem mit Abstand g).
Finde (uh, λH) ∈ Vh ×Λn,H, so dass
a(uh, v) + bnδ(λH, v) = fext(v) v ∈ Vh
bnδ(µ− λH,uh) ￿ ￿µ− λH,g￿ µ ∈ Λn,H.
Dabei sind a, bnδ und fext analog zu Problem 7 definiert. Das rei-
bungsbehaftete Problem ergibt sich analog. Es ist anzumerken, dass
die Definition von nδ und bnδ für das diskrete Problem nur bedingt
nutzbar ist, da die Funktion δ im Allgemeinen nicht bekannt ist, vgl.
Bemerkung 5. In dieser Arbeit wird die Zuordnung der Kontaktränder
über eine Projektion in Normalen-Richtung realisiert. Siehe dazu auc
Anhang A.1.
3.2.3 Diskretisierungen höherer Ordnung
Wie in der Einleitung des Diskretisierungskapitels erwähnt, treten bei
Diskretisierungen höherer Ordnung für den Lagrangemultiplikator
in der Praxis Probleme auf. Die in Abschnitt 3.2.1 eingeführte zu-
lässige Menge für den Lagrangemultiplikator Λn,H = M
qn
+
￿
TH,n
￿
,
ist zwar eine richtige Wahl zur Diskretisierung der kontinuierlichen
Probleme. Allerdings ist es in der Praxis schwierig für Funktionen
µ ∈Mqn ￿TH,n￿, die Bedingung µ (x) ￿ 0 für alle x ∈ T , T ∈ TH,n zu
erfüllen, wenn qn ￿ 2 ist. Im Folgenden wird hier der in [22] vorgestell-
te nichtkonforme Ansatz erläutert. Die numerischen Untersuchungen
für Ansätze mit q ￿ 2 erfolgen dementsprechend mit der in diesem
Abschnitt vorgestellten Diskretisierung.
In der gemischten Formulierung der Probleme wird für q ￿ 2 die
folgende Menge eingeführt:
￿Mqn+ ￿TH,n￿ := ￿µ ∈ L2 (ΓC) ￿￿￿∀T ∈ TH,n : ∀x ∈ Cq : µ|T (ΨT (x)) ￿ 0￿ .
Dabei ist Cq ⊂ [−1, 1]fd−1 die endliche Teilmenge der (q+ 1)d−1 Gaus-
squadraturpunkte. Dann wird für die gemischten Probleme 8,9 und
10 die zulässige Menge durch ￿Λn,H := ￿Mqn+ ￿TH,n￿ definiert. Auf
diese Weise wird ein nichtkonformer Ansatz betrachtet, in dem die
Positivität nur punktweise gefordert wird. Da Polynome Pˆ vom Grad
2q+ 1 auf [−1, 1]k−1 durch die zugehörige Quadraturformel exakt in-
tegriert werden können, gilt für die polynomialen Ansatzfunktionen
µ ∈ ￿Mqn+ ￿TH,n￿ auf jedem Element T ∈ TH,n￿
T
µ (x)dx =
￿
xˆ∈Cq
βxˆµ (ΨT (xˆ))
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mit βxˆ := αxˆ
￿￿￿det￿ΨT (xˆ)T ￿ΨT (xˆ)￿￿￿ ￿ 0, xˆ ∈ Cq.
Dabei sind αxˆ positive Gewichte, für die
￿
[−1,1]k−1 Pˆ (xˆ)dxˆ =
￿
xˆ∈Cq αxˆPˆ (xˆ)
gilt. Über diese Eigenschaft lässt sich die Konvergenz des nicht konfor-
men Ansatz zeigen. Für genaue Details siehe [22].
Bemerkung 2. Die Definition für den zulässigen Bereich für reibungsbehaf-
teten Kontakt ￿Λt,H erfolgt analog:
￿Λt,H := ￿µ ∈ ￿Mqt ￿TH,t￿￿d−1 ￿￿∀T ∈ TH,n : ∀x ∈ Cq : |µ (x)| ￿ s￿
Die numerische Realisierung des nichtkonformen Ansatzes führt zu
zusätzlichen Nebenbedingungen für jeden Gausspunkt xˆ ∈ Cq , die
sicherstellen, dass der Lagrangemultiplikator λ im zulässigen Bereich￿Mqn+ ￿TH,n￿ liegt. Diese Methode wurde bereits in [94] für einseitige
Kontaktproblem untersucht und wird in [91] für Mehrkörperkontakt-
probleme vorgestellt. In Abschnitt 3.2.6 wird der Lösungsmechanismus
auch für diesen Ansatz erläutert.
3.2.4 Stabilität
In diesem Abschnitt werden Kriterien für die Stabiltiät der diskreten
Probleme 8 und 9 hergeleitet. Die Beweise folgen dabei im Wesentli-
chen der Argumentation aus [56] und [91] für Signorini Probleme mit
und ohne Reibung, sowie [22] für Mehrkörperkontaktprobleme ohne
Reibung. Die Untersuchung der Stabilität für Mehrkörperkontaktpro-
bleme erfordert eine Kopplung des Spuraumes mit dem Produktraum
H1D, bzw. Vh. Die Stabilität wird für die Funktionale bn,bt einzeln
gezeigt. Aus der Stabilität für bn folgt die Eindeutigkeit des diskreten
reibungsfreien Kontaktproblems. Aus der Stabilität bezüglich bn und
bt ergibt sich die Eindeutigkeit des reibungsbehafteten Kontaktpro-
blems. Die FE-Diskretisierungen
￿
Tlh,p
l
￿
auf Ωl und (TH,q) auf ΓC
seien quasiuniform mit konstanten Polynomgradverteilungen p1,p2
und q.
Zunächst seien die InterpolationsräumeH1+θ(Ωl) undH−1/2+θ(Γ1C)
definiert durch
H1+θ(Ωl) := [H1(Ωl),H2(Ωl)]θ,2,
sowie
H−1/2+θ(ΓC) := [H
−1/2(Γ1C),H
1/2(ΓC))]θ,2.
Die zugehörigen Normen werden mit ￿ · ￿1+θ,Ωl und ￿ · ￿−1/2+θ,Γ1C
bezeichnet, wobei 0 < θ ￿ 1 ist, siehe dazu auch[102, 79]. Weiterhin
gilt:
Lemma 2. Sei ϑm : H1D →
￿
H1/2 (ΓC)
￿m
, mit 1 ￿ m ￿ d eine stetige,
surjektive Funktion. Dann gilt
C1 inf
v∈H1D, ϑm(v)=w∈(H1/2(ΓC))
l
|||v||| ￿ ￿w￿1/2,ΓC
für eine Konstante C1 > 0.
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Beweis. Die Funktion
ϑˆm : H1D/ ker ϑm →
￿
H1/2(ΓC)
￿l
mit ϑˆm([v]) := ϑm(v) und dem Repräsentanten [v] := v + ker ϑl ist
bijektiv und stetig. Da H1D und
￿
H1/2(ΓC)
￿m
Banachräume sind, ist
auch die Inverse ϑ˜−1m stetig.
Sei
￿ϑ˜−1m ￿ := sup
w∈H1/2(ΓC),￿w￿1/2,ΓC=1
￿ϑ˜−1m (w)￿
mit |||[v]||| := infw∈kerϑm |||v+w||| für [v] ∈ H1D/ ker ϑm und sei
V :=
￿
v ∈ H1D | |||v||| ￿ ￿ϑ˜−1m ￿￿ϑm(v)￿1/2,ΓC
￿
.
Die Menge V ist nicht leer, denn es gilt:
Sei w ∈
￿
H1/2(ΓC)
￿m
und v ∈ H1D mit ϑ˜−1m (w) = [v]. Wenn z¯ ∈
ker ϑm ist , so dass |||v− z¯||| = infz∈kerϑm |||v− z||| und v∗ := v− z¯ ist,
dann folgt
ϑm(v
∗) = ϑm(v− z¯) = ϑm(v) = ϑˆm([v]) = w. (3.3)
Damit gilt
|||v∗||| = inf
z∈kerϑl
|||v− z|||
= ￿ϑˆ−1m (w)￿
￿ ￿ϑˆ−1m ￿ ￿w￿1/2,ΓC
= ￿ϑˆ−1m ￿ ￿ϑl(v∗)￿1/2,ΓC ,
woraus v∗ ∈ V folgt.
Weiterhin existiert ein v∗ ∈ V für jedes w ∈
￿
H1/2(ΓC)
￿m
, so dass
(3.3) erfüllt ist, also ist ϑm(V) =
￿
H1/2(ΓC)
￿m
.
Also gilt
inf
v∈HD, ϑm(v)=w
|||v||| ￿ |||v∗||| ￿ ￿ϑˆ−1m ￿￿ϑm(v)￿1/2,Γ1C .
Die Annahme folgt mit C1 := ￿ϑˆ−1m ￿−1.
Die Sprungoperatoren [·] , [·]n , [·]t sind surjektiv. Dies folgt aus der
Surjektivität der Spuroperatoren und der Definition des Sprungs, vgl.
Abschnitt 2.2. Damit sind die Voraussetzungen von Lemma 2 für diese
Operatoren erfüllt. Im Folgenden sei ϑm wie in Lemma 2 definiert.
Lemma 3. Für eine beliebige Funktion µ ∈
￿
H−1/2(Γ1C)
￿l
, existiert eine
Funktion uµ = (uµ,1,uµ,2) ∈ H1D , so dass￿
l=1,2
￿
￿
￿
uµ,l
￿
, ￿
￿
vl
￿￿
0
+ (uµ,l, vl)0 = ￿µ, ϑm(v)￿ (3.4)
für alle v = (v1, v2) ∈ H1D gilt. Zusätzlich ist C1￿µ￿−1/2,ΓC ￿ |||uµ|||.
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Beweis. Die Existenz von uµ ∈ H1D wird durch das Lax-Milgram Lem-
ma garantiert. Mittels der Cauchy Ungleichung gilt fürw ∈
￿
H1/2(Γ1C)
￿m
￿µ,w￿ =
￿
l=1,2
￿
￿
￿
uµ,l
￿
, ￿
￿
vl
￿￿
0
+ (uµ,l, vl)0 ￿ |||uµ||| |||v|||
für alle v = (v1, v2) ∈ H1D mit ϑm(v) = w. Damit erhält man
￿µ,w￿ ￿ |||uµ||| inf
v∈H1D, ϑm(v)=w
|||v||| .
und durch Lemma 2 ergibt sich
C1￿µ,w￿ ￿ |||uµ||| ￿w￿1/2,Γ1C .
Aus der Definition der dualen Norm folgt die Behauptung.
Lemma 4. Sei v = (v1, v2) ∈ H1D mit vl ∈ H1+θl(Ωl), 0 < θl ￿ 1
gegeben, dann existiert eine Funktion v˜ph ∈ Vph und eine von v, h und p
unabhängige Konstante C2 > 0, so dass￿￿￿￿￿￿v− v˜ph￿￿￿￿￿￿ ￿ C2 ￿
l=1,2
(hl/pl)
θl￿vl￿1+θl .
Beweis. Zunächst benötigt man folgende Interpolationsaussage. Für
vl ∈ H1+θl(Ωl) existiert ein v˜p,lh ∈ Sphl(Th), für das gilt
￿vl − v˜p,lh ￿1,Ωl ￿ Cl2hmin(θl,pl)l /pθll ￿vl￿1+θl .
Für θl > 1/2 ist der Beweis zum Beispiel in [15, Thm. 5.9] zu finden. Für
den Fall 0 < θl ￿ 1/2 ergibt sich die Aussage mit den Argumenten aus
[5, Sect. 4.2], dabei ist das Gebiet Ωl als Lipschitzgebiet vorauszusetzen.
Sei nun v˜ph := (v˜
p,1
h , v˜
p,2
h ) , so erhält man￿￿￿￿￿￿v− v˜ph￿￿￿￿￿￿2 = ￿
l=1,2
￿vl − v˜p,lh ￿21,Ωl
￿ max{C12,C22}2
￿
l=1,2
(hl/pl)
2θl￿vl￿21+θl .
Damit folgt die Behauptung mittels C2 := max{C12,C
2
2}.
Lemma 5. Es existiert eine Konstante C3 > 0 , die unabhängig von H und
q ist, so dass
￿µqH￿−1/2+θ,Γ1C ￿ C3
max{1,q}2θ
Hθ
￿µqH￿−1/2,Γ1C
für alle µqH ∈
￿
MqH
￿l gilt.
Beweis. Siehe [50, Thm. 3.5., Thm. 3.9] .
Offensichtlich ist das Variationsproblem 3.4 äquivalent zu￿
￿
￿
uµ,1
￿
, ￿
￿
v1
￿￿
+ (uµ,1, vl)0 = ￿µ, ϑm(v1, 0)￿￿
￿
￿
uµ,2
￿
, ￿
￿
v2
￿￿
+ (uµ,2, vl)0 = ￿µ, ϑm(0, v2)￿
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für alle vl ∈ H1D(Ωl). Das Variationsproblem 3.4 heißt 1+ θl-regulär,
wenn uµ,l ∈ H1+θl(Ωl) für ein 0 < θl ￿ 1, und
￿uµ,l￿1+θl,Ωl ￿ Cl4￿µ￿−1/2+θl,Γ1C (3.5)
für alle µ ∈
￿
H−1/2+θl(Γ1C)
￿l
und Konstanten Cl4 > 0 gilt. Weiterhin
gilt C4 := max{C14,C
2
4}. Für Aussagen zur Regularität von elliptischen
Randwertproblemen können Resultate aus [36, 51] und [52, Kapitel 9]
genutzt werden.
Durch Anwendung von Lemma 3, Lemma 4 und Lemma 5 und der
Regularitäts-Annahme 3.5 für uµ folgt das Theorem:
Theorem 8. Das Varationsproblem 3.4 sei regulär für θl ￿ 1/2 und es gelte
Π(h,H,p,q) :=
￿
l=1,2
￿
hlH
−1max{1,q}2p−1l
￿θl ￿ ε < C1(C2C3C4)−1
(3.6)
für ein ε > 0, dann ist die diskrete inf-sup-Bedingung, Theorem 6, für eine
Konstante α > 0 unabhängig von h, H, p und q erfüllt.
Beweis. Sei µqH ∈
￿
MqH,+
￿l
und uµ
q
H,p
h = (u
µqH,p,1
h ,u
µqH,p,2
h ) ∈ Vph ein-
deutig definiert durch
￿
l=1,2
￿
￿
￿
u
µqH,p,l
h
￿
, ￿
￿
vp,lh
￿￿
+(u
µqH,p,l
h,i , v
p,l
h,i)0 = (µ
q
H, ϑm(vh))0,Γ1C
für alle vph = (v
p,1
h , v
p,2
h ) ∈ Vph. Durch Ausnutzung der Galerkin Or-
thogonalität, Lemma 4, der Regularitätsannahme and Lemma 5 ergibt
sich ￿￿￿￿￿￿￿￿￿￿￿￿uµqH − uµqH,ph ￿￿￿￿￿￿￿￿￿￿￿￿
￿
￿￿￿￿￿￿￿￿￿￿￿￿uµqH − u˜µqH,ph ￿￿￿￿￿￿￿￿￿￿￿￿
￿ C2
￿
l=1,2
(hl/pl)
θl￿uµ,l￿1+θl,l
￿ C2C4
￿
l=1,2
(hl/pl)
θl￿µH￿−1/2+θl,Γ1C
￿ C2C3C4
￿
l=1,2
(hl/pl)
θl(max{1,q}2θl/Hθl)￿µH￿−1/2,Γ1C
= C2C3C4Π(h,H,p,q)￿µH￿−1/2,Γ1C .
32 statische kontaktprobleme
Aus Lemma 3, folgt
sup
vh∈Vph\{0}
(µqH, ϑm(vh))0,Γ1C
￿vph￿1
￿
(µqH, ϑm(u
µqH,p
h ))0,Γ1C
￿uµ
q
H,p
h ￿1
=
￿￿￿￿￿￿￿￿￿￿￿￿uµqH,ph ￿￿￿￿￿￿￿￿￿￿￿￿
￿
￿￿￿￿￿￿￿￿￿uµqH ￿￿￿￿￿￿￿￿￿− ￿￿￿￿￿￿￿￿￿￿￿￿uµqH − uµqH,ph ￿￿￿￿￿￿￿￿￿￿￿￿
￿ C1￿µqH￿−1/2,ΓC −
￿￿￿￿￿￿￿￿￿￿￿￿uµqH − uµqH,ph ￿￿￿￿￿￿￿￿￿￿￿￿
￿ (C1 −C2C3C4Π(h,H,p,pC))￿µqH￿−1/2,Γ1C
￿ (C1 −C2C3C4ε)￿µqH￿−1/2,Γ1C .
Mit α := C1 −C2C3C4ε > 0 folgt die Behauptung.
Bemerkung 7. Theorem 8 liefert keine genaue Aussage wie die Räume ge-
wählt werden können, um Stabilität zu garantieren. In der Praxis zeigt sich,
dass das Verhältnis q = max
￿
pl
￿
− 1 und H = 2 · max￿hl￿ zu stabilen
Diskretisierungen führt. Im Kapitel 3.3 wird dies verdeutlicht. Weiterhin stellt
sich die Frage, ob die Regularitätsannahme 3.5 erfüllt ist. Dies ist zum Beispiel
für konvexe Gebiete gegeben.
Bemerkung 8. Aus Theorem 8 folgt die Stabilität der Diskretisierung für
das reibungsfreie Kontaktproblem mittels der Wahl ϑl = [·]n. Die Stabilität
bezüglich des tangentialen Sprungoperators folgt durch ϑl = [·]t. Die Stabi-
lität für das reibungsbehaftete Problem 9 ergibt sich direkt aus der Stabilität
bzgl. der einzelnen Operatoren, wie folgendes Lemma zeigt
Lemma 6. Die Varationsprobleme 3.4 bezüglich [·]n und [·]t seien regulär für
θl ￿ 1/2 und Theorem 8 sei für beide Probleme erfüllt. Dann ist die diskrete
inf-sup-Bedingung aus Theorem 7 für eineKonstante α > 0 unabhängig h, H,
p und q erfüllt.
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Beweis. Es gilt￿￿￿µ0,H,µ1,H￿￿￿2
￿
￿￿µ0,H￿￿2 + ￿￿µ1,H￿￿2
￿
￿
1
α0
sup
vh∈Vh,￿vh￿=1
￿
µ0,H, [vh]n
￿￿2
+
￿
1
α1
sup
vh∈Vh,￿vh￿=1
￿
µ1,H, [vh]t
￿￿2
￿
￿
1
α0
sup
vh∈Vh,￿vh￿=1
￿￿
µ0,H, [vh]n
￿
+
￿
µ1,H, [vh]t
￿￿￿2
+
￿
1
α1
sup
vh∈Vh,￿vh￿=1
￿￿
µ1,H, [vh]t
￿
+
￿
µ0,H, [vh]n
￿￿￿2
(∗)
￿
￿
1
α20
+
1
α21
￿￿
sup
vh∈Vh,￿vh￿=1
￿￿
µ0,H, [vh]n
￿
+
￿
µ1,H, [vh]t
￿￿￿2
Damit folgt mit α :=
￿
1
α20
+ 1
α21
￿− 12
die Behauptung.
Die vorletzte Ungleichung (∗) ergibt sich direkt aus der Orthogo-
nalität der Sprungoperatoren, denn für eine Funktion vh = vh,n +
vh,t mit vh,n = n · (nTvh) und vh,t := vh − vh,n ist
￿
µ0,H, [vh]n
￿
=￿
µ0,H,
￿
vn,h
￿
n
￿
. Für das Supremum v∗h muss v
∗
h = v
∗
h,n gelten damit
folgt (∗) mittels:
sup
vh∈Vh,￿vh￿=1
￿
µ0,H, [vh]n
￿
=
￿
µ0,H, [v∗h]n
￿
=
￿￿
µ0,H, [v∗h]n
￿
+
￿
µ1,H, [v∗h]t
￿￿
￿ sup
vh∈Vh,￿vh￿=1
￿￿
µ0,H, [vh]n
￿
+
￿
µ1,H, [vh]t
￿￿
.
3.2.5 A priori Konvergenz
In diesem Kapitel wird der a priori Fehler für das reibungsfreie Kon-
taktproblem für Ansätze niederer Ordnung abgeschätzt. Es ist nicht
zu erwarten, das Kontaktprobleme eine hohe Glattheit besitzen, so
dass Ansatzräume höherer Ordnung nur im Rahmen adaptiver Me-
thoden sinnvoll sind. Die Abschätzung liefert unter entsprechenden
Regularitätsannahmen eine optimale Konvergenzordnung von O (h) ,
wie sie etwa auch für die Mortar Diskretisierung nachgewiesen wurde
[14, 34, 65]. Es ist anzumerken, dass in der Praxis diese Konvergenzrate
nicht zu erwarten ist. Im Allgemeinen liegt die Konvergenzrate eher bei
O
￿
h3/4
￿
, vgl. auch [34]. Im Abschnitt 3.3 finden sich Konvergenzstudi-
en, die unter anderem auch nahezu asymptotisch optimale Konvergenz
liefern. Der Beweis folgt den Argumenten aus [34, 78, 59, 54, 55] und
ist stark an die noch etwas verallgemeinerte Konvergenzaussage aus
[22] angelehnt.
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Zunächst wird die grundlegende Abschätzung gezeigt, die in der
weiteren Fehlerabschätzung die entscheidende Rolle spielt. Dazu wer-
den die Argumente genutzt, die in [78] vorgestellt wurden. Zunächst
wird dazu eine zusätzliche L2-Projektion von [u]n eingeführt.
Lemma 7. Sei λ ∈ Hθ(Γ1C) und [u]n ∈ Hθ˜(Γ1C), 0 ￿ θ, θ˜ ￿ 1. Dann
existiert ein λ˜0H ∈M0H,+, so dass
￿λ− λ˜0H, [u]n￿ ￿ C5Hθ+θ˜.
Beweis. Für ein κ ∈ L2(Γ1C), sei Π(κ) ∈M0H die Standard L2-Projektion,
definiert durch Π(κ)|TC := H
−1
￿
TC
κds für TC ∈ TC. Offensichtlich
gilt
￿
Γ1C
(Π(κ)− κ)µ0H ds = 0 für alle µ
0
H ∈M0H. Weiterhin gilt ￿Π(κ)−
κ￿0,Γ1C ￿ C˜5￿κ￿θ ￿,Γ1CH
θ ￿ , falls κ ∈ Hθ ￿(Γ1C), 0 ￿ θ ￿ ￿ 1, vgl. [32].
Setzt man nun λ˜0H := Π(λ) ∈M0H,+, so erhält man
￿λ− λ˜0H, [u]n)￿ =
￿
Γ1C
(λ− λ˜0H) [u]n ds
=
￿
Γ1C
(λ− λ˜0H)([u]n −Π([u]n))ds
￿ ￿λ− λ˜0H￿0,Γ1C￿ [u]n −Π([u]n)￿0,Γ1C
￿ C˜25￿λ￿θ,Γ1C￿ [u]n ￿θ˜,Γ1CH
θ+θ˜.
Damit folgt die Behauptung mit C5 := C˜25￿λ￿θ,Γ1C￿ [u]n ￿θ˜,Γ1C .
Bemerkung 9. Im Prinzip kann die Behauptung aus Lemma 7 auf die
Menge MqH mit q > 0 erweitert werden, so dass man ￿λ − λ˜qH, [u]n￿ ￿
C5 (H/q)
θ+θ˜ für ein λ˜qH ∈ MqH erhält. Bedauerlicherweise kann die Be-
dingung µ˜qH ∈ MqH,+, die für das folgende Lemma 8 benötigt wird, nicht
garantiert werden.
Lemma 8. Es gilt
￿u−uph￿21 ￿ C6(￿u−uph￿1￿u−vph￿1+￿λ−λqH￿−1/2,Γ1C￿u−v
p
h￿1
+ ￿λ− µqH￿−1/2,Γ1C￿u− u
p
h￿1 + ￿λ− µqH, [u]n￿).
für alle µqH ∈MqH,+ mit einer Konstanten C6 > 0.
Beweis. Da MH,+ ⊂ H1/2+ (Γ1C) ist, ergibt sich
￿λqH − λ,
￿
u− uph
￿
n￿
￿ ￿λqH − λ,−
￿
uph
￿
n￿
￿ ￿λqH,−
￿
uph
￿
n￿− ￿λ,−
￿
uph
￿
n￿
￿ ￿µqH,−
￿
uph
￿
n￿− ￿λ,−
￿
uph
￿
n￿
= ￿λ− µqH, [u]n￿+ ￿λ− µqH,−
￿
uph − u
￿￿.
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Mit der Elliptizitätskonstante C˜6 der Bilinearform a, folgt￿￿￿￿￿￿u− uph￿￿￿￿￿￿2
￿ C˜6(a(u− uph,u− v
p
h) + a(u− u
p
h, v
p
h − u
p
h))
= C˜6(a(u− u
p
h,u− v
p
h) + ￿λqH − λ,
￿
vph − u
￿
n￿+ ￿λqH − λ,
￿
u− uph
￿
n￿)
￿ C˜6(
￿￿￿￿￿￿u− uph￿￿￿￿￿￿ ￿￿￿￿￿￿u− vph￿￿￿￿￿￿+ ￿ [·]n ￿￿λ− λqH￿−1/2,Γ1C ￿￿￿￿￿￿u− vph￿￿￿￿￿￿
+ ￿ [·]n ￿￿λ− µqH￿−1/2,Γ1C
￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− µqH, [u]n￿).
Damit folgt die Behauptung für C6 := max{C˜6, C˜6￿ [·]n ￿}.
Lemma 9. Unter den Annahmen von Theorem 8 gilt
￿λ− λqH￿−1/2,Γ1C ￿ C7(
￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− µqH￿−1/2,Γ1C)
für alle µqH ∈MqH mit einer Konstante C7 > 0.
Beweis. Wegen Theorem 8 ergibt sich
α￿µqH − λqH￿−1/2,Γ1C
￿ sup
vph∈Sph, ￿vph￿1=1
￿µqH − λqH,
￿
vph
￿
n￿
= sup
vph∈Sph, ￿vph￿1=1
￿µqH,
￿
vph
￿
n￿+ a(uph, vph)− ￿(vph)
= sup
vph∈Sph, ￿vph￿1=1
￿µqH − λ,
￿
vph
￿
n￿+ a(uph − u, vph)
￿ ￿λ− µqH￿−1/2,Γ1C +
￿￿￿￿￿￿u− uph￿￿￿￿￿￿ .
Damit folgt
￿λ− λqH￿−1/2,Γ1C
￿ ￿λ− µqH￿−1/2,Γ1C + ￿µ
q
H − λ
q
H￿−1/2,Γ1C
￿ (1+α−1)￿λ− µqH￿−1/2,Γ1C +α
−1
￿￿￿￿￿￿u− uph￿￿￿￿￿￿
und die Behauptung ergibt sich mit C7 := (1+α−1).
Lemma 10. Unter den Annahmen von Theorem 8 gilt
￿u− uph￿1 + ￿λ− λqH￿−1/2,Γ1C
￿ C8
￿￿￿￿￿￿￿u− vph￿￿￿￿￿￿+ ￿λ− µqH￿−1/2,Γ1C + ￿λ− µqH, [u]n￿1/2￿
für alle vph ∈ Vph und alle µqH ∈MqH,+ mit einer Konstanten C8 > 0.
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Beweis. Aus Lemma 8, Lemma 9 und der Youngschen Ungleichung
(ab ￿ (4C6)−1a2 +C6b2 für a,b ∈ R) folgt￿￿￿￿￿￿u− uph￿￿￿￿￿￿2
￿ C6(
￿￿￿￿￿￿u− uph￿￿￿￿￿￿ ￿￿￿￿￿￿u− vph￿￿￿￿￿￿+ ￿λ− λqH￿−1/2,Γ1C ￿￿￿￿￿￿u− vph￿￿￿￿￿￿
+ ￿λ− µqH￿−1/2,Γ1C
￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− µqH, [u]n￿)
￿ (3/4)
￿￿￿￿￿￿u− uph￿￿￿￿￿￿2 + (C26 +C26C27 +C27/4) ￿￿￿￿￿￿u− vph￿￿￿￿￿￿2
+ 2C26￿λ− µqH￿2−1/2,Γ1C +C6￿λ− µ
q
H, [u]n￿).
Mit C˜8 := 2max{C26 +C
2
6C
2
7 +C
2
7/4, 2C
2
6,C6}
1/2 erhält man￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− λqH￿−1/2,Γ1C
￿ (1+C7)
￿￿￿￿￿￿u− uph￿￿￿￿￿￿+C7￿λ− µqH￿−1/2,Γ1C
￿ (1+C7)C˜8(￿u− vph￿1 + ￿λ− µqH￿−1/2,Γ1C + ￿λ− µ
q
H, [u]n￿1/2)
+C7￿λ− µqH￿−1/2,Γ1C .
Die Behauptung folgt also mit C8 := (1+C7)C˜8 +C7.
Theorem 9. Sei ul ∈ H1+θl(Ωl), 0 < θl ￿ 1. Unter den Annahmen von
Theorem 8 und Lemma 7, gilt
￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− λqH￿−1/2,Γ1C ￿ C6
￿
H(θ+θ˜)/2 +
2￿
l=1
(hl/pl)
θl
￿
.
Beweis. Aus der Definition der dualen Norm und der Cauchy Unglei-
chung folgt
￿λ− λ˜0H￿−1/2,Γ1C
= sup
w∈H1/2(Γ1C),￿w￿1/2,Γ1C=1
￿
Γ1C
(λ− λ˜0H)wds
= sup
w∈H1/2(Γ1C),￿w￿1/2,Γ1C=1
￿
Γ1C
(λ− λ˜0H)(w−Π(w))ds
￿ ￿λ− λ˜0H￿0,Γ1C￿w−Π(w)￿0,Γ1C
￿ C˜25Hθ+1/2￿λ￿θ,Γ1C .
Damit ergibt sich aus Anwendung von Lemma 4, Lemma 7 und Lemma
10 ￿￿￿￿￿￿u− uph￿￿￿￿￿￿+ ￿λ− λqH￿−1/2,Γ1C
￿ C7(C2
￿
l=1,2
(hl/pl)
θl￿vl￿1+θl + C˜25Hθ+1/2￿λ￿θ,Γ1C
+C
1/2
5 H
(θ+θ˜)/2).
Da θ+ 1/2 ￿ (θ+ θ˜)/2 ist, folgt die Behauptung.
Bemerkung 10. Für das stabile Paar pl = 1, q = 0 und H = 2h folgt
unter Annahme von θl = 1 und θ, θ˜ = 1 die optimale a priori Konvergenz
O (h). Es bleibt die Frage, ob θ = 1 für den Spurraum garantiert werden
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kann. Dies ist sicherlich eine starke Voraussetzung und in der Praxis nicht
immer realisierbar. In Kapitel 3.3 wird veranschaulicht, dass die beobachtete
Konvergenzordnung niedriger ist. Vergleiche dazu auch die Ergebnisse in [34]
für verschiedene Diskretisierungen.
Folgt man den Argumentationen aus aus[54, 55, 59] so erhält man für
den die Abschätzung dominierenden Termm ￿λ− λ˜0H, [u]n)￿ folgende
Abschätzung:
Lemma 11. Angenommen die Menge der Punkte in ΓC , auf denen [u]n vom
Negativem zu Null wechselt ist endlich, dann ist die Anzahl der Segmente
T˜C ⊂ TC , die solche Punkte beinhaltet beschränkt durch K ∈N unabhängig
von H. Ist ul ∈ H2(Ωl;R2), so gilt entweder 0 = −σnn(u) = λ = λ˜0H oder
[u]n = 0 auf TC ∈ TC\T˜C. Ist [u]n ∈ H1∞(ΓC) . Dann gilt:
￿λ− λ˜0H, [u]n￿ ￿ O
￿
H
1
2+θ+1
￿
.
Beweis. Da[u (x)]n = 0 für einen Punkt x ∈ TC gilt und [u]n ∈ H1∞ (TC)
ist, gilt ￿[u]n￿L∞,TC = O (H). Damit lässt sich folgendermaßen abschät-
zen:
￿λ− λ˜0H, [u]n￿ =
￿
TC∈T˜C
￿
TC
(λ− λ˜0H) [u]n ds
￿
￿￿￿￿￿￿
￿
TC∈T˜C
￿
TC
(λ− λ˜0H) [u]n ds
￿￿￿￿￿￿
￿
￿
TC∈T˜C
￿
￿[u]n￿L∞,TC
￿
Tc
￿￿￿λ− λ˜0H￿￿￿ ds￿
￿
￿
TC∈T˜C
￿
￿[u]n￿L∞,TC ·H1/2
￿￿￿λ− λ˜0H￿￿￿
L2,TC
￿
= O
￿
H
1
2+θ+1
￿
.
Auf diese Weise erhält man eine a priori Konvergenz von O (h)
unter der schwächeren Annahme θl = 1 und θ = 1/2. Allerdings
ist die Voraussetzung aus Lemma 11 für den Fall 3 dimensionaler
Kontaktprobleme schwer zu erfüllen. Denn die Menge der Punkte mit
Vorzeichenwechsel ist in diesem Fall im Allgemeinen nicht endlich.
3.2.6 Lösungsmechanismus
Die diskreten Probleme werden mittels der dualen Formulierung der
gemischten Formulierung gelöst. Dabei wird der in [49, 58, 34, 91]
beschriebene Ansatz benutzt. Die Effizienz des Ansatzes ergibt sich
aus der Verringerung der Dimension für den Optimierungslöser, da
im allgemeinen die Dimension der dualen Variable deutlich niedriger
als die der primalen Variable ist. Andere effektive Lösungsverfahren
basieren auf der primalen Formulierung, siehe etwa [75, 65, 40]. Diese
Lösungsverfahren sind prinzipiell auf den hier gewählten Lösungsan-
satz übertragbar, da die Struktur der Probleme gleich ist. Im Folgenden
wird der Lösungsansatz für die in Abschnitt 3.2.1 vorgestellte Formulie-
rung vorgestellt. Dabei wird die Indizierung aus der allgemeinen For-
mulierung für Variationsungleichungen aus Kapitel 2.1 übernommen.
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Die Kontaktnebenbedingung erhält so den Index 0, die Reibungsneben-
bedingung den Index 1. So folgt durch Streichung aller Terme zu b1
der Lösungsansatz für den reibungsfreien Kontakt.
Sei
￿
ϕj
￿
0￿j<n eine Basis von Vh und
￿
Ψij
￿
0￿j<mi , i = 0, 1 eine Ba-
sis zu U ￿0,H := M
qn
￿
TH,n
￿
, bzw. U ￿1,H :=
￿
Mqt
￿
TH,n
￿￿d−1 mit den
Dimensionen n := dimVh und mi := dimU
￿
i,H. Weiterhin sei die Men-
ge Λ¯0 :=
￿
z ∈ Rmi | zjΨij ∈ Λn,H
￿
und Λ¯t :=
￿
z ∈ Rmi | zjΨij ∈ Λt,H
￿
gegeben. Zusätzlich sei Λ¯ := Λ¯0× Λ¯1 . Damit lautet die Diskretisierung
von Problem 9:
Problem 11. Finde (x,y) ∈ Rn × Λ¯, so dass für alle z ∈ Λ¯ gilt:
Ax = L−BTy,
(y− z)T
￿
Bx− G˜
￿
￿ 0. (3.7)
Dabei sind die Matrizen A ∈ Rn×n,Bi ∈ Rmi×n und die Vek-
toren L ∈ Rn,G ∈ Rm0 definiert durch Ajk := a
￿
ϕi,ϕj
￿
,Bi,jk :=￿
Ψij,bi (ϕk)
￿
,Lj :=
￿
l,ϕj
￿
, Gj :=
￿
Ψ0,j,g
￿
und
B :=
￿
B0
B1
￿
, G˜ :=
￿
G
0
￿
.
Die Lösung von Problem 2.2 ist gegeben durch
￿
uh, λ0,H, λ1,H
￿
=
n−1￿
i=0
xiϕi,
m0−1￿
j=0
y0,jΨ0,j,
m1−1￿
j=0
y1,jΨ1,j

.
Zur Lösung von Problem 11 wird das Schurkomplement angewandt.
Das führt zu einem Minimierungsproblem in den Lagrangemultiplika-
toren.
Satz 1. Das Paar (x,y) löst Problem 11 genau dann, wenn
F (y) = min
z∈Λ¯
F (z) , F (z) :=
1
2
zTBA−1BT z− zT
￿
BA−1L− G˜
￿
(3.8)
und x = A−1
￿
L−BTy
￿
ist.
Beweis. Löst man die Gleichung 3.7 nach x auf, so erhält man x =
A−1
￿
L−BTy
￿
. Ersetzt man nun x in der Ungleichung, so folgt￿
BA−1BTy−
￿
BA−1L− G˜
￿￿T
(z− y) ￿ 0
für alle z ∈ Λ¯ und durch Anwendung von Theorem 1 aus Kapitel 1.1
ergibt sich die Behauptung.
Damit lässt sich das Problem beispielsweise durch quadratische Op-
timierung lösen, siehe dazu auch [94, 91].
Nach Abschnitt 3.2.3 führt eine höhere Ordnungsdiskretisierung zu
Problemen bei der Erfüllung der Bedingung λ ￿ 0. Stattdessen kann der
dort vorgestellte nichtkonforme Ansatz verwendet verwendet. Dieser
führt zu zusätzlichen Nebenbedingungen an das Minimierungspro-
blem 3.8, um λ0∈￿Mqn+ ￿TH,n￿ und λ1∈￿￿Mqt+ ￿TH,n￿￿d−1 zu garantie-
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ren. Diese Nebenbedingung lassen sich in einer zusätzlichen Matrix
sammeln, die als Nebenbedingung in das Optimierungsproblem mit
eingeht.
Sei dazu die Randdiskretisierung durch TH,n = TH,t = {T0, T1, . . . , Tm˜−1}
gegeben und sei cq := (q+ 1)d−1 die Anzahl der Gausspunkte in Cq,
(vgle Abschnitt 3.2.3). Dann definiert man eine Matrix C ∈ Rcqm˜×m0
durch die Auswertung aller Basisfunktionen Ψj auf den cqm˜ Quadra-
turpunkten, also Ψj
￿
xm˜v
￿
. Wie bei der üblichen Assemblierung werden
dann die Werte Ψj bezüglich ihrer Freiheitsgrade in die Matrix C ge-
schrieben, siehe [94, 91] für weitere Details.
Damit sind die zulässigen Mengen Λ¯n,H und Λ¯t,H gegeben durch
Λ¯n,H = {z ∈ Rm0 |Cz ￿ 0 } , Λ¯t,H = {z ∈ Rm1 |f (z) ￿ s }
mit m1 := (m0)d−1 und
f (z0, . . . , zd−2) :=
d−2￿
i=0
￿
(Czi)j
￿2
für j = 0, . . . ,dm˜− 1 und z ∈ Λ¯t,H.
Aus dem Minimierungsproblem 3.8 ergibt sich so für höhere Ord-
nungsdiskretisierungen das modifizierte Problem
F (y) = min
z = (z0, z1) ∈ Rm0 ×Rm1 ,
Czo ￿ 0, f (z1) ￿ s
F (z) .
Man erhält also zusätzliche lineare Nebenbedingungen für z0.
Die Reibungsnebenbedingung führen für den Fall d = 2 zu weiteren
linearen Nebenbedingungen für z1. Für d = 3 treten nichtlineare Ne-
benbedingungen auf, die mit entsprechenden Optimierungsmethoden
gelöst werden können. Für die Berechnungen wird in dieser Arbeit
dazu die SQP-Bibliothek Snopt, [47], genutzt.
Der Lösungsmechanismus für hohe Polynomansätze wurde schon in
[94, 91] vorgestellt. In [94] wurden weitgehende numerische Untersu-
chungen bei Kontaktproblemen mit starrem Hindernis durchgeführt,
in [22] wurde schliesslich der theoretische Hintergrund dieses Ansatzes
untersucht.
Bemerkung 11. Der Lösungsalgorithmus lässt auch die Behandlung von
Coulomb Reibung zu, siehe dazu auch [91]. Im Falle von Coulomb Reibung ist
die Reibungsfunktion s definiert als s := ξ |σnn (u)| mit einem Reibungskoef-
fizienten ξ > 0. Unter gewissen Regularitätsannahmen stimmt der Lagrange-
multiplikator λn mit den Kontaktspannungen −σnn (u) überein. Nun fügt
man dem oben beschriebenen Lösungsmechanismus folgendes Fixpunktverfah-
ren hinzu:
Für eine gegebene Funktion s ∈ L2 (ΓC)mit s ￿ 0, sei (u (s) , λn (s) , λt (s))
der eindeutig bestimmte Sattelpunkt des Kontaktproblems mit Tresca-Reibung.
Weiterhin sei der Operator H definiert durch H (s) := ξ |σnn (u)|. An-
genommen der Operator H besitze einen Fixpunkt H (s¯) = s¯. Dann er-
füllt der Sattelpunkt (u (s¯) , λn (s¯) , λt (s¯)) das Coloumbsche Reibungsge-
setz. Überträgt man dieses Vorgehen auf die diskrete gemischte Formulie-
rung, so ergibt sich (x (s) ,yn (s) ,yt (s)) als Lösung von 3.7 und H˜ (s) :=
ξ
￿￿y0,j (s)Ψ0,j￿￿. Dann erfüllt für einen Fixpunkt s˜ von H˜ der Sattelpunkt
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(x (s˜) ,yn (s˜) ,yt (s˜)) approximativ das Coulombsche Reibungsgesetz. Für
weitere Details zu diesem Vorgehen sei ferner auf [57, 58] verwiesen.
3.3 numerische ergebnisse
In diesem Abschnitt werden anhand einiger Beispiele die theoretischen
Ergebnisse bezüglich Stabilität und Konvergenz untersucht. Zunächst
werden Konvergenzstudien für niedrige Ordnung vorgenommen. An-
schließend folgen Untersuchungen auf Stabilität. Die numerischen
Ergebnisse wurden mit der finite Elemente Bibliothek SOFAR [19]
realisiert. Diese Bibliothek nutzt zur Lösung des in Abschnitt 3.2.6
vorgestellten Lösungsverfahrens unter anderem die Softwarebibliothek
SQOPT, [46], zur Lösung des Optimierungsproblems. Die Invertierung
der Steifigkeitsmatrix kann durch direkte Löser wie Umfpack, [38], oder
Mehrgitterverfahren erfolgen. Dabei sind Parallelisierungsmethoden
implementiert, um die Steifigkeitsmatrizen zu den einzelnen Gebieten
parallel zu invertieren, so dass der Aufwand von dem Gebiet mit den
meisten Freiheitsgraden abhängt. Für reibungsbehaftete Kontaktproble-
me wird die Biblothek SNOPT, [47], verwendet.
Für Konvergenzstudien wird hier eine Referenzlösung auf einem
feinem Gitter href gewählt, für das hk > 2 · href gilt. Der Lagrange
Multiplikator wird in der L2-Norm, die Deformationen in der H1-
Seminorm gemessen. In einem ersten Beispiel wird die postulierte
Konvergenzordnung für einige Diskretisierungen untersucht. Nach
Bemerkung 10 ist eine optimale Konvergenzordnung nur unter starken
Voraussetzungen an den Kontaktrand zu erzielen. Im Folgenden zeigt
sich, dass die optimale Konvergenzordnung für globale Verfeinerungen
nur annähernd erreicht werden kann.
Beispiel 1. Es seien Ω1 = [0, 10] × [10, 20] und Ω2 = [0, 10] × [0, 10]
zwei linear elastische Körper mit inhomogenen Dirichlet Rand auf der oberen
Seite von Ω1 von d = 5e− 4. Die Materialparameter sind gegeben durch
E1 = 15e4 , E2 = 20e4 und ν1 = 0.2 , ν2 = 0.4. Für Gebiet Ω2 sind
Neumannkräfte von f = (+/ − 0.5,−5) auf der linken und rechten Seite
gegeben. Die Konfiguration ist in Abbildung 2a zu sehen. In Abbildung 2b ist
die Kontaktsituation in der von Mises Spannung σv (siehe 2.11) zu sehen.
(a) Problemstellung (b) von Mises Span-
nung
Abbildung 2: Problemstellung und von Mises Spannung zu Beispiel 1
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Zur Lösung von Beispiel 1 wird Problem 8 mittels der beschriebenen
Ansatzräume Sph (2.12) und M
q
H (2.13) diskretisiert. Für die Konver-
genzanalyse werden stückweise lineare und stückweise quadratische
Ansatzfunktionen für die Deformationen gewählt. Nach Bemerkung
7 kann man also für den Lagrangeparameter stückweise konstante,
bzw. lineare Ansatzfunktioenen auf einem gröberen Gitter wählen. Dies
liefert die Paarungen p = 1, q = 0, H = 2 · h und p = 2,q = 1,H = 2 · h.
Als Alternative werden noch zusätzlich die Paarungen p = 2, q = 0,
H = h und p = 1, q = 1, H = 4 · h verwendet, die auch stabile Diskre-
tisierungen liefern. In Abbildung 3 sind die Konvergenzgraphen für
die Deformationen und in Abbildung 4 den Lagrangemultiplikator zu
sehen. Bezüglich der Deformationen ist ein identisches Konvergenz-
verhalten zu sehen. Der Fehlerverlauf bezüglich der Lagrange Multi-
plikatoren sieht zunächst nicht optimal aus. Es ist jedoch zu beachten,
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dass die adäquate Norm zum Messen des Fehlers die H−1/2-Norm
ist. Hier wird jedoch die L2-Norm gemessen, da die Auswertung der
H−1/2-Norm nicht direkt möglich ist. In den Tabellen 1,2,3 und 4 ist
der Fehlerverlauf und die Konvergenzrate aufgetragen. Für stückweise
lineare Elemente (p = 1) erhält man ein annähernd optimales Kon-
vergenzverhalten. Allerdings verbessert sich die Ordnung für höhere
Polynomgrade nicht, wie auch in Abbildung 3 für die Verschiebungen
uh und in Abbildung 4 für den Lagrange Multiplikator λH zu sehen
ist.
Allgemein ist bei Kontaktproblemen nicht die Glattheit gegeben, um
bei hohen Polynomansätzen eine entsprechende Konvergenzrate zu
erhalten, vgl. auch [65, 14, 34]. Bei entsprechend glatten Beispielen las-
sen sich tatsächlich Ordnungen von etwa 1.2− 1.3 erhalten, siehe etwa
[65]. In Kapitel 5.1 wird gezeigt, dass die optimale Konvergenzordnung
auch für Elemente höherer Ordnung durch adaptive Verfeinerungen
erreicht werden kann, so dass deren Verwendung sinnvoll ist .
Freiheits- H1,p2,q1 ratio H1,p2,q0 ratio
grade
352 7,81E-05 - 5,96E-05 -
1328 3,67E-05 1,092 3,39E-05 0,816
5152 1,86E-05 0,976 1,72E-05 0,979
20288 9,04E-06 1,0428 9,13E-06 0,913
80512 4,75E-06 0,930 4,77E-06 0,937
Tabelle 1: Fehler von uh in der H1-Seminorm für die p2,q1 und p2,q0 Diskreti-
sierungen:
Freiheits- L2,p2,q1 ratio L2,p2,q0 ratio
grade
4 2,286809662 - 2,379908704 -
8 2,326765133 -0,025 1,977253702 0,267
16 1,132186458 1,039 0,889648107 1,152
32 0,252725974 2,163 0,528783398 0,750
64 0,138568776 0,867 0,293620779 0,849
Tabelle 2: Fehler von λH in der L2-Norm für die p2,q1 und p2,q0 Diskretisie-
rungen:
Zur Analyse der Stabilität ist anzumerken, dass bei Ansätzen mit
p = 1 und q = 0 die Instabilität durch sogenannte Checkerboards
zu erkennen sind, wie sie aus nicht stabilen Diskretisierungen in der
Strömungsmechanik bekannt sind. Diese Checkerboards ergeben auf
einem 1-dimensionalen Randstück ein oszillierendes Verhalten, siehe
etwa [92, 94]. Für Diskretisierungen höherer Ordnung sind diese In-
stabilitäten schwieriger zu erkennen. Ein hoher Polynomansatz für
den Lagrange-Multiplikator liefert mehrere Freiheitsgrade pro Element.
Dies führt zu Oszillationen innerhalb des Elements, die nicht erkannt
werden, wenn nur einzelne Punkte, wie etwa der Wert im Element-
Mittelpunkt ausgewertet werden. Für folgendes Beispiel werden die
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Freiheits- H1,p1,q0 ratio H1,p1,q1 ratio
grade
124 2,17E-04 - - -
456 1,01E-04 1,094 1,11E-04 -
1744 5,65E-05 0,845 5,73E-05 0,955
6816 2,99E-05 0,920 3,06E-05 0,903
26944 1,58E-05 0,917 1,58E-05 0,960
107136 8,13E-06 0,960 8,12E-06 0,957
Tabelle 3: Fehler von uh in der H1-Seminorm für die p1,q0 und p1,q1 Diskreti-
sierungen:
Freiheits- L2,p1,q0 ratio L2,p1,q1 ratio
grade
2 5,60358284 - - -
4 2,402275669 1,222 2,284973485 -
8 2,139541598 0,167 2,361125192 -0,047
16 0,904284809 1,242 1,214875243 0,959
32 0,535974039 0,754 0,262727357 2,209
64 0,300179791 0,836 0,145020787 0,857
Tabelle 4: Fehler von λH in der L2-Norm für die p1,q0 und p1,q1 Diskretisie-
rungen:
Elemente an mehreren Punkten ausgewertet, um den Verlauf auf einem
Element zu skizzieren.
Beispiel 2. In folgendem Beispiel werden 2 Gebiete gegeben durch Ω1 =
[−3, 3]× [4, 8] und Ω2 = [−3, 3]× [0, 4.005] betrachtet. Der Kontaktrand
ist gegeben durch eine Überlappung der beiden Gebiete. Gebiet Ω1 ist einer
Neumannkraft von f1 = (1, 0) auf der linken und f2 = (1, 0.5) auf der rechten
Seite unterworfen. Das Youngsche Modul ist gegeben durch El = 500 l = 1, 2
und die Poisson Zahl durch νl = 0.4 l = 1, 2. Die Konfiguration ist in 5a
dargestellt, die resultierende Deformation in y-Richtung ist in Abbildung 5b
zu sehen.
Exemplarisch sind in Abbildungen 6-8 einige stabile und instabile Diskreti-
sierungen zu sehen.
Insbesondere ist zu beachten, dass ein Lagrangemultiplikator hohen Grads
einen glatten und stetigen Verlauf erhält, obwohl der Ansatzraum MqH Unste-
tigkeiten zulässt. Mit mehrmaliger Vergröberung ist auch ein Ansatz q > p
möglich, siehe Abbildung 7b.
Bemerkung 12. Beispiel 2 betrachtet die Stabilität bei einer übereinstimmen-
den Diskretisierung im Kontaktbereich, vgl. Abbildung 9a. Verschiebt man
die Ausgangskonfiguration, so dass für eine Diskretisierung die Eckpunkte
der Kanten in den Kantenmittelpunkten der anderen Diskretisierung liegen
(Abbildung 9b), so sieht man, dass für nicht zueinander passende Diskreti-
sierungen die Stabilität erhalten bleibt (p = 1,q = 0,H = 2h in Abbildung
11a , p = 2,q = 1,H = 2h in Abbildung 12) und sogar für eine eigent-
lich nicht stabile Paarung (p = 1,q = 0,H = h in Abbildung 11b) ein
stabiles Verhalten erzeugt wird. Allerdings zeigt Abbildung 12 für das Paar
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(a) Problemstellung (b) resultierende Deformation in y-
Richtung
Abbildung 5: Beispiel 2: Problemstellung und Deformation
(a) p = 2,q = 1,H = h (b) p = 2,q = 1,H = 2 ·h
Abbildung 6: Stabilitätsuntersuchung, Beispiel 2
(a) p = 2,q = 0,H = h (b) p = 2,q = 6,H = 3 ·h
Abbildung 7: Stabilitätsuntersuchung, Beispiel 2
p = 2,q = 1,h = H, dass diese stabilisierende Wirkung allgemein nicht zu
garantieren ist.
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(a) p = 5,q = 4,H = h (b) p = 5,q = 4,H = 2 ·h
Abbildung 8: Beispiel 2: Stabilitätsuntersuchung„ Beispiel 2
(a) übereinstimmende Diskretisierung (b) nicht passende Diskretisierung
Abbildung 9: Alternative Diskretisierung in Beispiel 2
(a) stabile Paarung p = 1,q = 0,H =
2h
(b) instabile Paarung p = 1,q = 0,H =
h
Abbildung 10: übereinstimmende Diskretisierung
Beispiel 3. Es wird das obige Beispiel betrachtet mit der Diskretisierung aus
Beispiel 7, um eine nicht übereinstimmende Diskretisierung zu erhalten. Die
Konverganzanalyse zeigt, dass die in Theorem 9 hergeleitete Konvergenz von
der Glattheit des Problems abhängt. Die in Beispiel 1 erreichte Konvergenz-
ordnung wird hier auch für höhere Polynomansätze nicht erreicht, wie aus
den Tabellen 5 und 7, sowie 6 und 8 hervorgeht. Graphisch ist das in den
Abbildungen 13 und 14 zu sehen.
Schließlich wird für den reibungsbehafteten Kontakt das gleiche
Beispiel nochmal mit Coulomb Reibung betrachtet.
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(a) stabile Paarung p = 1,q = 0,H =
2h
(b) instabile Paarung p = 1,q = 0,H =
h
Abbildung 11: nicht zueinander passende Diskretisierung
Abbildung 12: Paarungen p = 2,q = 1,h = H,bzw. H = 2h
Freiheits- H1,p2,q1 ratio H1,p2,q0 ratio
grade(uh)
352 8.74E-004 - 8.28E-004 -
1328 5.22E-004 0.744 5.11E-004 0.696
5152 3.21E-004 0.702 3.18E-004 0.684
20288 1.95E-004 0.716 1.95E-004 0.709
80512 1.13E-004 0.785 1.13E-004 0.782
Tabelle 5: Fehler von uh in der H1-Seminorm für verschiedene Diskretisierun-
gen
Beispiel 4. Für die Konfiguration aus Beispiel 3 wird mit einem Reibungsfak-
tor ξ = 0.3 das reibungsbehaftete Kontaktproblem (Problem 9) mit Coulomb-
Reibung gelößt. In Abbildung 15 ist der deformierte Zustand bei 5facher
globaler Verfeinerung zu sehen. Es ergibt sich ein zum reibungsfreien Kontakt
ähnliches Konvergenzverhalten, siehe Abbildung 16 und Tabelle 9 für die
Deformationen, bzw. Abbildung 17 und Tabellen 10 und 11 für die Lagrange
Multiplikatoren.
3.3 numerische ergebnisse 47
 0.0001
 0.001
 100  1000  10000  100000
e
dof
Energy-Norm
p1 q0
p2 q0
p2 q1
p3 q1
p3 q2
p4 q3
Abbildung 13: Fehler von uh bezüglich der H1-Norm
Freiheits- L2,p2,q1 ratio L2,p2,q0 ratio
grade(λH)
4 0.87204888 0 0.47893488 0
8 0.5094472 0.775 0.23375764 1.035
16 0.30294822 0.750 0.14324935 0.706
32 0.18682281 0.697 0.09618192 0.575
64 0.11840327 0.658 0.06423668 0.582
Tabelle 6: Fehler von λH in der L2-Norm für verschiedene Diskretisierungen
Freiheits- H1,p3,q1 ratio Freiheits- H1,p1,q0 ratio
grade(uh) grade(uh)
- - - 124 0.0012585 -
580 6.84e-4 - 456 7.86e-4 0.679
2200 4.29e-4 0.672 1744 4.88e-4 0.686
8560 2.69e-4 0.674 6816 3.04e-4 0.683
33760 1.66e-4 0.698 26944 1.86e-4 0.709
134080 9.81e-5 0.758 107136 1.09e-4 0.775
Tabelle 7: Fehler von uh in der H1-Seminorm für verschiedene Diskretisierun-
gen
Bei dreidimensionalen Diskretisierungen, ergeben sich für den zwei-
dimensionalen Kontaktrand die aus der Strömungsmechanik bekannten
Schachbrettmuster, wie das folgende Beispiel aus dem SFB708 zeigt.
Beispiel 5. In diesem Beispiel wird der statische Kontakt zwischen einem
Schleifstift und einem freigeformten Werkstück simuliert. Der Schleifstift ist
dabei am Ende des Schaftes homogenen Dirichlet Randdaten unterworfen, das
Werkstück am unteren Ende. Der Kontakt ergibt sich über die vorgegebene Ein-
grifftiefe. Für einen genauen Überblick siehe [16]. Abbildung 18 zeigt zunächst
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Abbildung 14: Fehler von λH bezüglich der L2-Norm
Freiheits- L2,p3,q1 ratio L2,p1,q0 ratio
grade(λH)
2 - - 1.371422 -
4 - - 0.88754 0.628
8 0.24567 - 0.518191 0.776
16 0.149806 0.714 0.307335 0.754
32 0.101166 0.566 0.189568 0.697
64 0.069541 0.540 0.120634 0.652
128 0.04705 0.564 - -
Tabelle 8: Fehler von λH in der L2-Norm für verschiedene Diskretisierungen
Freiheits- H1,p1,q0 ratio Freiheits- H1,p2,q0 ratio
grade(uh) grade(uh)
124 0.0013718 - 352 7.9793E-4 -
456 8.1729E-4 0.747 1328 4.7245E-4 0.754
1744 4.9585E-4 0.721 5152 2.8932E-4 0.707
6816 3.0659E-4 0.693 20288 1.7579E-4 0.719
26944 1.87271E-4 0.711 80512 1.0193E-4 0.786
107136 1.09362E-4 0.776 - - -
Tabelle 9: Fehler von uh in der H1-Seminorm für verschiedene Diskretisierun-
gen
die globale Situation mit adaptiver Vernetzung, Abbildung 19 einen Schnitt
durch das Kontaktgebiet. In Abbildung 20a ist die stabile Diskretisierung in
20b die instabile mit Schachbrettmuster zu sehen.
Dabei ist das Verhältnis H = 2 · h bezüglich der Vernetzung auf dem
Schleifstift zu verstehen, auf dem auch der Lagrange-Multiplikator
definiert ist. Es ist zu beachten, dass für die Stabilität das Verhältnis
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(a) deformierter Zustand (b) Lagrange Multiplikator in Normal-
und Tangentialrichtung
Abbildung 15: Deformierter Zustand von Beispiel 4
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Abbildung 16: Fehler von uh bezüglich der H1-Norm
Freiheits- L2, λn,H ratio L2, λt,H ratio
grade(λ·,H)
2 1.3767 - 0.1591 -
4 0.8919 0.626 0.1395 0.189
8 0.5200 0.778 0.1225 0.188
16 0.3080 0.755 0.0706 0.796
32 0.1900 0.697 0.0412 0.775
64 0.1210 0.651 0.0281 0.552
Tabelle 10: Fehler von λH in der L2-Norm für p = 1,q = 0
2 ·h2 ≈ H ≈ 2 ·h1 gelten muss, da nach Theorem 8 beide Vernetzungen
relevant sind. Allerdings zeigt sich in der Praxis auch, daß zusätzlich
zum Größenverhältnis, die Lage der Freiheitsgrade im Kontaktgebiet
eine Rolle spielt, vgl. Bemerkung 12.
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Abbildung 17: Fehler von λH bezüglich der L2-Norm
Freiheits- L2, λn,H ratio L2, λt,H ratio
grade(λ·,H)
4 0.8735 - 0.1276 -
8 0.5099 0.776 0.1134 0.170
16 0.3031 0.750 0.0659 0.783
32 0.1869 0.697 0.0385 0.774
64 0.1184 0.658 0.0256 0.597
Tabelle 11: Fehler von λH in der L2-Norm für p = 2,q = 0
Im dreidimensionalen Fall erhält man bei reibungsbehafteten Kon-
taktproblemen einen zweidimensionalen tangentialen Lagrangemulti-
pliktor. Dies wird in folgendem Beispiel illustriert.
Beispiel 6. Es wird ein statischer Kontakt mit Coulomb Reibung mit Reib-
koeffizient ξ = 0.1 betrachtet. Dazu sind zwei Quader Ω1 := [−3,−1]×
[−1, 1]× [−1, 1] , Ω2 := [−1, 1]× [−1, 1]× [−1, 1] in der in Abbildung 21a
dargestellten Konfiguration gegeben. Die Materialparameter sind identisch
und lauten El = 1000,νl = 0.25 l = 1, 2. Aus den angreifenden Kräften
F1N := (0, 5, 5) und F
2
N := (−10, 0, 0) ergibt sich resultierende Deformation
21b .
Interessanter ist die Verteilung der Normal und Tangentialkräfte. Die
Normalkräfte sind in Abbildung 22 dargestellt. Entsprechend ergibt
sich die Verteilung der Tangentialkräfte in 23. Hier ist die Norm des
Lagrange Multiplikators λt farbig dargestellt. Die Vektoren geben die
Richtung der Tangentialkräfte an. Man erkennt, dass die Tangentialkräf-
te im Bereich der höchsten Normalkräfte am größten sind. Die Richtung
der Tangentialkräfte ergibt sich aus der Richtung der Deformation.
Fazit der numerischen Untersuchungen
Durch die numerischen Ergebnisse wird die in Kapitel 3.2.5 hergeleitete
a priori Konvergenzabschätzung bestätigt. Dabei ist zu beachten, dass
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Abbildung 18: Schleifstift und Werkstück im Kontakt
eine Konvergenzordnung nahe an O (h) wie in Beispiel 1 im Allgemei-
nen nicht zu erwarten ist. Stattdessen erhält man üblicherweise eine
Konvergenzordnung von etwa h3/4, wie auch die Untersuchungen in
[34] gezeigt haben. Die Stabilität der Diskretisierung ist nach den Un-
tersuchungen aus Beispiel 2 für Paare q := p− 1 und H = 2h gesichert.
Die Beispiele 5 und 6 zeigen die Zuverlässigkeit der Diskretisierung für
Anwendungen in 3d.
Analog zu den Ergebnissen bei einseitigen Kontakproblemen, siehe
zum Beispiel [55, 20, 87], ergibt sich eine stabile Diskretisierung auch
durch Paarungen der Form q := p − 2 und H = h. Im einseitigen
Fall ist so die Verwendung der gleichen Diskretisierung möglich, was
für die Implementierung eine Erleichterung ist. Bei Mehrkörperkon-
taktproblemen ist jedoch immer eine Auswertung auf verschiedenen
Diskretisierungen nötig, so dass die zusätzliche Vergröberung nur eine
unwesentliche Zusatzaufgabe ist.
Es hat sich gezeigt, dass die Verwendung höherer Polynomansätze
nicht zu einer Verbesserung der Konvergenzordnung führt. In Kapi-
tel 5.1.3 wird durch adaptive Verfeinerungsstrategien eine optimale
Konvergenzordnung für Ansätze höherer Ordnung erzielt, so dass die
Verwendung höherer Polynomansatz durchaus sinnvoll ist.
Abbildung 19: Detailaufnahme der Kontaktsituation
(a) Stabile Diskretisierung p = 1,q =
0,H = 2 ·h
(b) Instabile Diskretisierung p = 1,q =
0,H = h
Abbildung 20: Lagrange Multiplikator für verschiedene Diskretisierungen
(a) Problemstellung von Beispiel 5 (b) resultierende Deformation in y-
Richtung
Abbildung 21: Beispiel 5: reibungsbehafteter statischer Kontakt
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Abbildung 22: Normalkräfte anhand von λn
Abbildung 23: Tangentialkräfte anhand von λt
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4DYNAMISCHER KONTAKT
Dynamische Kontaktprobleme führen zu hyperbolischen Gleichungen
mit Nebenbedingungen. Für die Zeitdiskretisierung von dynamischen
Kontaktproblemen sind verschiedene Ansätze in der Literatur zu finden.
Algorithmen für dynamische Kontakt/Impakt-Probleme, die auf der
Konservierung der Energie und der Momente basieren, sind in [4, 77]
beschrieben. Spezielle Kontaktelemente in Verbindung mit Lagrange
Multiplikatoren werden in [9] vorgestellt. In [96] wird eine Penalty-
Methode genutzt, um die Kontaktsituation aufzulösen. Untersuchungen
zu dynamischen Mehrkörperkontaktproblemen mit und ohne Reibung
auf Basis der Mortardiskretisierung sind zum Beispiel in [66, 64] zu
finden. In [39] wird das Newmarkverfahren für Kontaktprobleme durch
eine spezielle L2-Projektion stabilisiert.
In diesem Kapitel wird gezeigt, wie die vorgestellten Diskretisierungs-
ansätze aus Kapitel 3 auf dynamische Probleme übertragen werden
können. Dazu werden die in [21] vorgestellten Methoden auf Mehr-
körperkontaktprobleme übertragen, beziehungsweise die in [67, 64, 39]
verwendeten Methoden an die vorgestellte Diskretisierung angepasst.
Im folgenden Abschnitt werden zunächst die dynamischen Probleme
und deren Diskretisierung vorgestellt. Zum Abschluss werden einige
Beispiele gezeigt. In Kapitel 5.2 folgt die Erweiterung auf adaptive
dynamische Methoden.
4.1 modellierung und diskretisierung dynamischer kon-
takprobleme
In diesem Kapitel wird die Modellierung und Diskretisierung von
dynamischen Kontaktproblemen vorgestellt. Wie im statischen Fall
wird zunächst der reibungsfreie Fall betrachtet, und anschließend die
Übertragung auf reibungsbehaftete Kontaktprobleme vorgenommen.
Die starke Formulierung wird dazu analog zum statischen Fall in
eine Variationsungleichung überführt und so in den in Kapitel 2.1
vorgestellten Kontext gebracht.
Wie in Kapitel 3 werden zunächst nur Kontaktprobleme ohne Ab-
stand in der Referenzkonfiguration behandelt. Die Erweiterung zu
Kontaktproblemen mit Abstand erfolgt anlog zum statischen Fall, vgl.
Abschnitt 3.1.3. Für die algorithmische Umsetzung der Kontaktberech-
nung sei weiterhin auf Anhang A.1 verwiesen. Dort werden einige
Bemerkungen zur Berechnung der Kontaktbedingung bei dynamischen
Problemen gemacht. Diese muss im Allgemeinen für jeden Zeitschritt
neu berechnet werden, da im dynamischen Fall, die Kontaktbedingung
vom deformierten Zustand des jeweiligen Zeitschritt abhängt.
4.1.1 Reibungsfreie dynamische Kontaktprobleme
Analog zum Vorgehen in Kapitel 3 wird zunächst die starke Formulie-
rung eingeführt und daraus die schwache und gemischte Formulierung
hergeleitet. Wie im statischen Fall wird zur Vereinfachung der Notation
der abstandsfreie Fall betrachtet. Die Handhabung des dynamischen
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Problems wird zunächst für das reibungsfreie Problem dargestellt. Im
anschließenden Abschnitt folgt die Erweiterung auf reibungsbehaftete
Kontaktprobleme.
Die starke Formulierung des dynamischen Kontaktproblems lautet
Problem 12. Finde u ∈W2,∞ ￿I;H1 ∩H2￿ , so dass
ρlu¨l − div(σ(ul)) = fl in Ωl × I
ul = 0 aufΓ lD,
σ(ul)nl = pl auf Γ lN,
und
σnn ￿ 0 auf Γ1C
[u]n ￿ 0 auf Γ1C
σnt(u
l) · [u]n = 0 auf Γ1C
mit den Anfangsbedingungen u0 = us, v0 = vs.
Dabei wird die erste Ableitung nach der Zeit mit einem, die zweite
Ableitung mit zwei Punkten gekennzeichnet. Die Funkion ρl beschreibt
die Dichte im Gebiet Ωl, und I := (0, T) ist das Zeitintervall.
Die zugehörige schwache Formulierung führt zu folgender Variati-
onsungleichung
Problem 13. Eine Funktion u ∈ K := {ϕ ∈W | [ϕ]n ￿ 0} ist eine schwa-
che Lösung von Problem 12, wenn für alle ϕ ∈ K˜
￿ρu¨,ϕ− u￿+ a (u,ϕ− u) ￿ (f,ϕ) (4.1)
(σn (u) , [u˙]n) = 0
u (0) = us
u˙ (0) = vs
für fast alle Zeiten t ∈ I gilt.
Hier ist der Raum W gegeben durch
W :=
ϕ ∈ L2 ￿I;H1D￿
￿￿￿￿￿￿ ϕ˙ ∈ L
2
￿
I;H1D
￿
,
ϕ¨ ∈ L2
￿
I;H−1D
￿ 
und die Menge K˜ durch
K˜ :=
￿
ϕ ∈ H1D | [ϕ]n ￿ 0
￿
.
Weiterhin seien f ∈ L2 (I;H) ,us ∈ H1D und vs ∈ L2. Die sogenannte
Persistenz-Bedingung (vgl. auch [87, Definition 4.1.1] und [73])
(σ,n (u) , [u˙]n) = 0 (4.2)
entspricht der Forderung nach Energieerhaltung. Eine Lösung der dyna-
mischen Variationsungleichung von Problem 13 erfüllt diese Bedingung
automatisch, wie in [73, 72] gezeigt wird. Für Näherungslösungen muss
auf die Einhaltung dieser Bedingung jedoch geachtet werden. Für den
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theoretischen Hintergrund sei zum Beispiel auf Laursen [76], Wriggers
[107], Eck u. a. [42] verwiesen.
Die Diskretisierung der gemischten Formulierung erfolgt mittels der
Rothe-Methode. Es wird also zunächst in der Zeit, dann im Raum
diskretisiert. Als Lösungsverfahren in Zeitrichtung wird exemplarisch
das Newmark-Verfahren [81] mit α = β = 1/2 und ein stabilisiertes
Newmark-Verfahren [73, 72] vorgestellt. Es ist zu beachten, dass bei
dynamischen Mehrkörperkontaktproblemen das Newmark-Verfahren
zu numerischen Oszillationen im Kontaktbereich führen kann, vgl. et-
wa [39, 64]. Diese ergeben sich daraus, dass der Prädiktorschritt des
Newmarkverfahren nicht im zulässigen Bereich des Kontaktproblems
liegen muss. Dadurch können sich falsche Kontaktkräfte ergeben, die
Oszillationen hervorrufen. Dieses Phänomen wird in Beispiel 8 verdeut-
licht.
Die Verwendung alternativer Zeitschrittverfahren, wie etwa das
generalized-α Verfahren [31], ist auch möglich. Solche Zeitschrittver-
fahren führen zu quasistatischen Problemen des gleichen Typs, so
dass die hier vorgestellten Methoden zur Lösung des Problems analog
durchführbar sind. So wurden in [87] umfassende Untersuchungen ver-
schiedener Zeitdiskretisierungen unter anderem für einseitige Kontakt-
probleme untersucht. Im Allgemeinen muss die Persistenzbedingung
4.2 dann als zusätzliche Nebenbedingung erfüllt werden.
Sei im Folgenden das Zeitintervall I unterteilt in N äquidistan-
te Teilintervalle Ik := (tk−1, tk] mit der Länge τ = tk − tk−1 und
0 := t0 < t1 < · · · < tN := T . Dann ist in jedem Zeitschritt eine
Variationsungleichung der Form￿
ak,ϕ− vk
￿
+ a
￿
uk,ϕ− vk
￿
￿
￿
Fk,ϕ− vk
￿
(4.3)
zu erfüllen. Dabei ergeben sich die Werte für die Beschleunigung ak
und die Geschwindigkeit vk aus dem Newmarkverfahren durch
ak =
2
τ2
￿
uk − uk−1
￿
−
2
τ
vk−1,
vk = vk−1 +
τ
2
￿
ak−1 + ak
￿
.
Die Startbeschleunigung a0 ergibt sich dabei aus den Anfangswerten
u0 und v0 als Lösung von￿
a0,ϕ
￿
+ a
￿
u0,ϕ
￿
= (f (0) ,ϕ) ,
unter der Annahme, dass zu t = 0 kein Kontakt auftritt, siehe [68, Kapi-
tel 9.1.1] für weitere Details. Die Varariationsungleichung 4.3 lässt sich
nach Einsetzen der Updateformeln gemäß Kapitel 2.1 in ein gemischtes
Problem überführen:
Problem 14. Finde
￿
uk, λkn
￿ ∈ H1D ×Λn, so dass ￿uk, λkn￿ die Lösung
von
c
￿
uk,ϕ
￿
+ bn(λ
k,ϕ) =
￿
Fk,ϕ
￿
bn
￿
µ− λk,u
￿
￿ 0.
für alle (ϕ,µ) ∈ H1D ×Λn ist.
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Dabei ergeben sich die Bilinearform c , sowie die rechte Seite Fk aus
dem Update des Newmarkverfahrens als
c (v,ϕ) := (ρv,ϕ) +
1
2
τ2a (v,ϕ)
und
Fk :=
1
2
τ2f (tk) + ρu
k−1 + τρvk−1.
Bemerkung 13. Zur Vermeidung von numerischen Oszillationen wird in
[53] eine Modifikation der Massenmatrix vorgeschlagen. Mit dieser lässt sich
durch Problem 14 mit dem Newmark-Verfahren auch die Persistenzbedingung
näherungsweise erfüllen. Die Lösungsverfahren aus Kapitel 3 lassen sich direkt
auf die statischen Probleme übertragen. Allerdings ist die Erweiterung auf 3D
Probleme schwierig, da die Modifikation der Massenmatrix in [53] nur für 2D
Probleme betrachtet wird und eine direkte Übertragung nicht ersichtlich ist.
Stattdessen wird zur Vermeidung von numerischen Oszillationen
und einer näherungsweisen Einhaltung der Persistenzbedingung nun
das in [73, 72] vorgestellte modifizierte Newmark-Verfahren genutzt.
Der zusätzliche Projektionschritt führt hier zu einem etwas veränderten
quasistatischem Problem:
Problem 15. Finde
￿
uk+1, λk+1n
￿ ∈ H1D ×Λn, so dass ￿uk+1, λk+1n ￿
die Lösung von ￿
ρuk+1,ϕ
￿
+
1
4
τ2a
￿
uk+1,ϕ
￿
+ bn(λ
k,ϕ)
=
1
4
τ2
￿
f
￿
tk
￿
+ f
￿
tk+1
￿
,ϕ
￿
−
1
4
τ2a
￿
uk,ϕ
￿
+
￿
ρupred,ϕ
￿
bn
￿
µ− λk,uk+1
￿
￿ 0.
für alle (ϕ,µ) ∈ H1D ×Λn ist. Dabei ist der Prädiktorschritt upred ∈
Kn+1 die eindeutige Lösung von￿
ρupred,ϕ− upred
￿
￿
￿
ρuk + τvk,ϕ− upred
￿
∀ϕ ∈ Kn+1 (4.4)
mit der konvexen zulässigen Menge Kn+1.
Das Geschwindigkeitsupdate ist gegeben durch
vn+1 =
2
τ
un+1 −
1
τ
upred −
1
τ
un (4.5)
Bemerkung 14. Die Variationsungleichung 4.4 ist die Projektion der De-
formation upred auf den zulässigen Bereich Kn+1 im aktuellen Zeitschritt.
Für mehr Details siehe [73, 72]. Im Gegensatz zum Standardverfahren er-
hält man also eine zusätzliche Projektion, die in jedem Zeitschritt zu lösen
ist. Jedoch müsste in Problem 14 noch zusätzlich die Einhaltung der Persis-
tenzbedingung 4.2 gefordert werden. Diese wird durch den Projektionsschritt
im modifizierten Newmark-Verfahren 15 näherungsweise erfüllt. Zusätzlich
werden Oszillationen des Lagrangemultiplikators vermieden.
Mit dem in Kapitel 3.2 definierten Raum Vh und der konvexen
Menge ΛH,n ergibt sich so für jeden Zeitschritt ein quasistatisches
Problem:
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Problem 16. Finde
￿
ukh, λ
k
H,n
￿
∈ Vkh ×ΛkH,n , so dass
￿
ukh, λ
k
H,n
￿
die
Lösung von ￿
ρuk+1h ,ϕh
￿
+
1
4
τ2a
￿
uk+1h ,ϕh
￿
+ bn(λ
k
H,ϕh)
=
1
4
τ2
￿
f (tk) + f
￿
tk+1
￿
,ϕh
￿
−
1
4
τ2a
￿
ukh,ϕh
￿
+
￿
ρupred,h,ϕh
￿
bn
￿
µH − λ
k
H,u
k+1
h
￿
￿ 0.
für alle (ϕh,µH) ∈ Vkh ×ΛkH,n ist. Der Prädiktorschritt upred,h ∈ Kn+1
ist die eindeutige Lösung von￿
ρupred,h,ϕh − upred,h
￿
￿
￿
ρukh + τv
k
h,ϕh − upred,h
￿
∀ϕh ∈ Kn+1h .
(4.6)
Der Index k an dem endlich dimensionalen Raum Vkh und dem
Halbraum ΛkH,n gibt an, dass für verschiedene Zeitschritte verschiedene
Diskretisierungen gewählt werden können. Auf diese Weise lassen sich
zeitlich adaptive Vernetzungen realisieren, siehe dazu auch Kapitel 5.2.
4.1.2 Dynamische reibungsbehaftete Kontaktprobleme
Dynamische Kontaktprobleme mit Reibung lassen sich analog zu rei-
bungsfreien Kontaktproblemen behandeln, siehe [21, 35, 83]. Zunächst
wird die starke Formulierung vorgestellt und ausgehend von dieser
wird die Variationsformulierung hergeleitet. Analog zu Abschnitt 4.1.1
erhält man so nach einer geeigneten Diskretisierung in der Zeit quasista-
tische Probleme, die in der Struktur den statischen Kontaktproblemen
gleichen.
Zunächst ist die starke Formulierung des dynamischen Kontaktpro-
blems gegeben durch:
Definition 1. Finde u ∈W2,∞ ￿I;H1 ∩H2￿ , so dass
ρlu¨l − div(σ(ul)) = fl in Ωl × I
ul = 0 auf Γ lD,
σ(ul)nl = pl auf Γ lN,
und
σn ￿ 0 auf Γ1C
[u]n ￿ 0 auf Γ1C
σnt(u) · [u]n = 0 auf Γ1C
|σnt(u)| ￿ s auf Γ1C
|σnt(u)| < s ⇒ [u˙]t = 0 auf Γ1C
|σnt(u)| = s ⇒ ∃ζ ∈ R￿0 : [u˙]t = −ζσnt(u) auf Γ1C.
Mit den Anfangsbedingungen u0 = us und v0 = vs .
Die zugehörige Variationsungleichung ergibt sich wieder durch
partielle Integration. Dazu seien analog zum statischen Fall die Rei-
bungsbedingungen durch das nicht differenzierbare Funktional j (ϕ) =
(s, |[ϕ]t|)ΓC gegeben mit der Funktion s (t, x) ￿ 0.
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Problem 17. Finde eine Funktion u ∈ K˜ , mit u (0) = us ∈ H1D und
u˙ (0) = vs ∈ L2 , so dass für alle ϕ ∈ K˜ gilt
￿ρu¨, ϕ˙− u˙￿+ a (u, ϕ˙− u˙)
+j (ϕ˙)− j (u˙) ￿ (f, ϕ˙− u˙) .
Dabei ist die konvexe Menge K˜, die in Abschnitt 4.1.1 definierte
Menge. Nach einer Diskretisierung in Zeitrichtung mittels des New-
markverfahrens erhält man durch Einsetzen in Problem 17 wie im
reibungsfreien Fall quasistatische Probleme in jedem Zeitschritt. Man
erhält so die Variationsungleichung
(ρan,ϕ− vn) + a (un,ϕ− vn)
+j (ϕ)− j (vn) ￿ (f,ϕ− vn) .
für Funktionen un, vn und an, die sowohl die Anfangsbedingungen
erfüllen müssen als auch die Update Formeln für die Beschleunigung
und Geschwindigkeit aus dem Newmarkverfahren.
Für das modifizierte Newmarkverfahren aus [73, 72] erhält man so für
den reibungsbehafteten Fall analog zum reibungsfreien quasistatischen
Problem 15 folgendes quasistatische Problem:
Problem 18. Finde
￿
uk, λkn, λkt
￿ ∈ Vk ×Λkn ×Λkt , so dass ￿uk, λkn, λkt ￿
die Lösung von
￿
ρuk+1,ϕ
￿
+
1
4
τ2a
￿
uk+1,ϕ
￿
+ bn(λ
k,ϕ) + bt(λkt ,ϕ)
=
1
4
τ2
￿
f (tk) + f
￿
tk+1
￿
,ϕ
￿
−
1
4
τ2a
￿
uk,ϕ
￿
+
￿
ρupred,ϕ
￿
bn
￿
µ− λk,uk+1
￿
+ bt
￿
µt − λ
k
t , v
k
￿
￿ 0.
für alle (ϕ,µn,µt) ∈ Vk ×Λkn ×Λkt ist, wobei upred die Lösung der
Variationsungleichung 4.6 ist.
Dabei sind die Mengen Λkn und Λkt die zulässigen Mengen für die
Lagrange Multiplikatoren, vgl. Kapitel 3, Problem 5. Mittels der in
Kapitel 3.2 eingeführten Räume erhält man das diskrete Problem
Problem 19. Finde
￿
uk, λkn, λkt
￿ ∈ Vkh×ΛkH,n×ΛkH,t, so dass ￿uk, λkn, λkt ￿
die Lösung von￿
ρuk+1h ,ϕh
￿
+
1
4
τ2a
￿
uk+1h ,ϕh
￿
+ bn(λ
k
H,ϕh) + bt(λ
k
t,H,ϕh)
=
1
4
τ2
￿
f (tk) + f
￿
tk+1
￿
,ϕh
￿
−
1
4
τ2a
￿
ukh,ϕh
￿
+
￿
ρupred,h,ϕh
￿
bn
￿
µH − λ
k
H,u
k+1
h
￿
+ bt
￿
µt,H − λ
k
t,H, v
k
h
￿
￿ 0.
für alle (ϕ,µn,µt) ∈ Vkh ×ΛkH,n ×ΛkH,t ist, wobei upred,h eine FEM-
Lösung der Variationsungleichung 4.6 ist.
Dabei wird der Prädiktorschrittupred,h, wie im reibungsfreien Fall,
mit derselben Diskretisierung wie das eigentliche Problem gelöst. Die
Geschwindigkeit ist gegeben durch die Update-Formel 4.5.
Bemerkung 15. Wie im statischen Fall erhält man das Coloumbsche Rei-
bungsgesetz, indem man s := ξ |σnn (u)| mit der Reibungskonstante ξ ￿ 0
wählt und ein zusätzliches Fixpunktverfahren einführt, siehe Kapitel 3, Bemer-
kung 11.
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4.2 numerische ergebnisse
Nun folgen einige numerische Untersuchungen zu den zuvor vorge-
stellten Diskretisierungen. Insbesondere ist nach den Vorbemerkungen,
die Energieerhaltung bei reibungsfreiem Kontakt, sowie das Auftreten
numerischer Oszillationen zu beachten. Zur Untersuchung der Ener-
gieerhaltung und dem Einfuss von Reibung wird zunächst folgendes
Beispiel betrachtet.
Beispiel 7. Gegeben seien zwei 2-dimensionale Blöcke, wobei der obere Block
eine abgerundete untere Kante besitzt, um Eckensingularitäten im Kontakt zu
vermeiden. Die Ausgangssituation ist in Abbildung 24 zu sehen. Das obere
(a) Ausgangssituation zu
t = 0
(b) von Mises Spannung im
Kontakt ohne Reibung
(c) von Mises Spannung im
Kontakt mit Reibung
Abbildung 24: Beispiel 7: Ausgangssituation (a), reibungsfreier Kontakt (b),
reibungsbehafteter Kontakt(c)
Gebiet ist gegeben durch Ω1 = [4.1, 12.1]× [0, 8], mit einem Teilkreisbogen
am unteren Rand, gegeben durch r = 80,m = (8.1, 80) . Das zweite Gebiet ist
definiert durch Ω2 = [2, 12]× [−5,−0.02]. Der untere Rand von Gebiet 2 ist
in y-Richtung festgelegt, so dass eine Bewegeung nur in x-Richtung möglich
ist. Die Gebiete besitzen eine Anfangsgeschwindigkeit v10 = (0.2,−0.1) bzw.
v20 = (−0.1, 0). Der vertikale Geschwindigkeitsanteil von v
1
0 führt zu den in
Abbildung 24 dargestellten Kontaktsituationen. Das Zeitintervall I ist gegeben
durch [0, 2], die Materialparameter sind E = 500,ν = 0.3 and ρ = 1 für beide
Gebiete. Die Diskretisierung erfolgt durch eine globale Verfeinerung im Ort
mit 16384 Elementen in Gebiet Ω1 und 32768 Elementen in Gebiet Ω2 und
einer konstanten Zeitschrittweite von τ = 0.005.
Abbildung 25: Energiediagramm zu Beispiel 7 mit ξ = 0
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Abbildung 26: Normalspannungen zu Beispiel 7 mit ξ = 0
Im reibungsfreien Kontaktfall bleibt die Energie näherungsweise
erhalten, siehe Abbildung 25. Die Kontaktkräfte über die Zeit, die
durch den Lagrangemultiplikator λn repräsentiert werden, sind in
Abbildung 26 zu sehen. Hier wird das Integral über den Kontaktrand
λtot =
￿
ΓC
λndΓC über die Zeit angezeigt.
Abbildung 27: Energiediagramm zu Beispiel 7 mit ξ = 0.5
Ein reibungsbehafteter Kontakt führt zu Energieverlust. Für Coulomb-
Reibung mit Reibungskoeeffizient ξ = 0.5 ist der Energieverlauf in
Abbildung 27 zu sehen. Die Integralwerte des Lagrange Multiplika-
tors λn über die Zeit sind in 28 abgebildet. Betrachtet man nur den
Integralwert λtot, so unterscheiden sich die Verläufe für den reibungs-
freien und reibungsbehafteten Fall nicht. Jedoch unterscheiden sich die
Kontaktkräfte sehr wohl, wie in den Abbildungen 29 und 30 sowie31
zu sehen ist. Hier ist der Lagrange Multiplikator für den Zeitpunkt
t = 0.52 dargestellt.
Die vorgestellte Diskretisierung führt also auch für dynamische Kon-
taktprobleme zu verlässlichen Lösungen. In einem zweiten Beispiel
wird die Problematik numerischer Oszillationen dargestellt. Dazu wird
das in [39] vorgestellte stabilisierte Newmarkverfahren genutzt.
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Abbildung 28: Normalspannungen zu Beispiel 7 mit ξ = 0.5
Abbildung 29: λn, reibungsfreier Fall
Beispiel 8. Betrachtet wird ein dynamischer Kontakt zwischen 3 Gebieten.
Die Ausgangskonfiguration ist in Abbildung 32a dargestellt. Das Gebiet Ω0
ist durch den äußeren Ring mit einem inneren Radius von r00 := 2 und einem
äußeren Radius r01 := 3 gegeben. Das Gebiet Ω
1 ist durch die innere Scheibe
mit r10 := 0.5 und r
1
1 := 1.5 gegeben und besitzt eine Anfangsgeschwindigkeit
von v10 = (0,−3). Die anderen Gebiete besitzen eine Anfangsgeschwindigkeit
von v00 = v
2
0 = 0. Dadurch wird zunächst ein Kontakt zwischen der inneren
und der äußeren Scheibe auftreten und später ein weiterer Kontakt zwischen
äußerer Scheibe und Gebiet Ω2 := [−5, 5] × [−5,−3.05]. Die Dichte der
Gebiete ist gegeben durch ρ0 = ρ2 = 1 und ρ1 = 0.5. Die möglichen
Kontaktränder sind zum einen der äußere Radius von Gebiet Ω0 und die
obere Kante von Gebiet Ω2, sowie der äußere Rand von Gebiet Ω1 und der
innere Rand von Ω0. Das Problem wird mit einer globalen Verfeinerung
und einer festen Zeitschrittweite gelösst. Dabei ist das Zeitintervall gegeben
durch I = [0, 0.5] und die Zeitschrittweite beträgt τ = 0.000125. Die Gebiete
bestehen aus 16384, 4096, bzw. 16384 Elementen.
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Abbildung 30: λn , bei ξ = 0.5
Abbildung 31: λt , bei ξ = 0.5
Exemplarisch ist in Abbildung 33 der deformierte Zustand zu ver-
schiedenen Zeitschritten zu sehen.
Der Einfluss numerischer Oszillationen lässt sich anhand des Verlaufs
des Lagrangemultiplikators λtot sehen. In Abbildung 34 ist zunächst
der Verlauf zwischen 0 und 0.45 zu sehen, in Abbildung 35 ein Detail
Aussschnitt. Hier erkennt man deutlich, dass das unstabilisierte Verfah-
ren den Multiplikator in einem Zeitschritt überschätzt und im nächsten
unterschätzt. Dagegen liefert das stabilisierte Verfahren einen besseren
Verlauf.
Bemerkung 16. Die Beispiele 7 und 8 zeigen, dass die Kontaktsituation bei
dynamischen Problemen korrekt erkannt und wiedergegeben wird. Es ist zu
beachten, dass die Zeitschrittverfahren das Problem in der undeformierten
Konfiguration betrachten. Zur Berechnung der aktuellen Kontaktsituation ist
4.2 numerische ergebnisse 65
(a) Startkonfiguration von Beispiel 8 (b) Deformierter Zustand bei t = 0.24
mit von Mises Spannungen
Abbildung 32: Ausgangssituation und deformierter Zustand
(a) Deformierter Zustand bei t = 0.2
mit von Mises Spannungen
(b) Deformierter Zustand bei t = 0.26¯
mit von Mises Spannungen
Abbildung 33: Deformierter Zustand / von Mises Spannungen
jedoch der deformierte Zustand zu verwenden. Dies erfordert insbesondere bei
dynamischen Problemen mit einer zum Kontaktrand tangentialen Bewegung,
wie in Beispiel 7, eine zeitabhängige Neuassemblierung der Kontaktneben-
bedingung, da die Elemente der Gebiete, die miteinander in Kontakt stehen,
sich dynamisch ändern. Eine weitere Herausforderung liegt in der korrekten
Abstandsberechnung, wie in Beispiel 8 zu sehen. Eine genauere Erläuterung
dieser Problematik ist in Anhang A.1 zu finden.
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Abbildung 34: Verlauf des Lagrange Multiplikators λtot.
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Abbildung 35: Detailaussschnitt des Verlaufs aus Abbildung 34
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5ADAPT IVE METHODEN
In diesem Kapitel werden adaptive Methoden für statische und dynami-
sche Kontaktprobleme vorgestellt. Unter adaptiven Methoden ist hier
eine hierarchische lokale Verfeinerung der Diskretisierung aufgrund
eines Fehlerschätzers zu verstehen, der den lokalen Diskretisierungs-
fehler einer FE-Lösung misst. Häufig messen Fehlerschätzer globale
Größen, wie etwa eine Norm der Lösung auf dem gesamten Gebiet,
während man an lokalen Größen interessiert ist. Lokale Größen las-
sen sich mittels dual gewichteten residualen Fehlerschätzern (DWR)
abschätzen. Dazu wird für ein beliebiges Fehlerfunktional ein duales
Problem gelöst, mit dessen Hilfe sich der lokale Diskretisierungsfehler
bezüglich des Funktionals abschätzen lässt.
Zunächst wird in Abschnitt 5.1.2 ein residualer Fehlerschätzer für
das reibungsfreie Kontaktproblem hergeleitet, der Herleitung für das
reibungsbehaftete Kontaktproblem folgt anschliessend analog. Residua-
le Fehlerschätzer für Variationsgleichungen sind allgemein bekannt
und zum Beispiel in [2, 104] beschrieben. Bei Variationsungleichungen
ist bei der Herleitung von Fehlerschätzern die zulässige Menge K zu
beachten, so dass der Fehlerschätzer von der Definition dieser Menge
abhängt, in dem hier betrachteten Fall also von der Kontaktbedingung.
In Abschnitt 5.1.4 wird die dual gewichtete Methode angewandt, um
Fehlerschätzer vom “Goal-oriented” Typ herzuleiten. Dazu wird ein
geeignetes duales Problem definiert und anschliessend auf dessen Basis
ein Fehlerschätzer hergeleitet. Schliesslich wird in Abschnitt 5.2 der
Übergang zu dynamischen adaptiven Methoden vorgenommen.
5.1 adaptive methoden für statische kontaktprobleme
In Anwendungen ist häufig der Kontaktbereich lokal sehr begrenzt und
im Vergleich zum globalen Gebiet klein. Diese Eigenschaften erfordern
eine adaptive Vernetzung des Gebietes. Für die hier verwendete ge-
mischte Formulierung von Kontaktproblemen ist sicherzustellen, das
neben der Verbesserung des Ergebnisses die Stabilität des zu lösenden
Problems weiter gegeben ist. Neben dieser prinzipiellen Problematik ist
die Frage nach geeigneten Fehlerindikatoren zu stellen. Die in dieser Ar-
beit betrachteten a posteriori Fehlerschätzer geben eine obere Schranke
des tatsächlichen Diskretisierungsfehlers an und ermöglichen so eine
adaptive hierarchische Verfeinerung. Im Falle der dual gewichteten
Methode wird ein Fehlerschätzer hergeleitet, der ohne Ungleichungen
auskommt.
Problematisch bei der Herleitung von Fehlerschätzern für Variations-
ungleichungen ist, daß man im Gegensatz zu Variationsgleichungen
keine Galerkinorthogonalität hat. Verschiedene Ansätze für Fehlerschät-
zer für das Hindernisproblem sind etwa in [27, 70, 63, 30, 103, 82, 8] zu
finden. Weitere Ideen finden sich in [3, 98]. Für das Signorini-Problem
sind residuale Fehlerschätzer in [62, 94] hergeleitet worden. Fehlerschät-
zer für den Mortar-Ansatz werden in [105, 106] betrachtet. In Abschnitt
5.1.2 wird auf Basis des Ansatzes aus [27] und [94, 95] ein geeigneter
residualer Fehlerschätzer für Mehrkörperkontaktprobleme hergeleitet.
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Ein Überblick über die dual gewichtete Methode wird etwa in [10,
11, 12, 7] gegeben. Weitergehende Ansätze für Fehlerschätzer des Goal-
Oriented Typs sind in [84, 33, 86, 29, 85] zu finden. Für das Signorini
Problem werden Goal-Oriented Ansätze in [25] für die primale Formu-
lierung und für die gemischte Formulierung in [99, 101, 100] vorgestellt.
Basierend auf dem Ansatz aus [92] wird in Abschnitt 5.1.4 ein Fehler-
schätzer vom Goal-Oriented Typ hergeleitet.
5.1.1 Adaptive Netzverfeinerungen
Vor der Definition geeigneter Fehlerschätzer wird die Problematik ad-
aptiver Verfeinerungsstrategien behandelt. Adaptive Verfeinerungsstra-
tegien liefern auf Grundlage eines Indikators eine lokale Verfeinerung
eines bestehenden Netzes. Die Strategie bestimmt dabei welche Elemen-
te verfeinert werden, welche unverändert bleiben und welche eventuell
vergröbert werden. Ziel solcher Strategien ist es, den geschätzten Fehler
der Diskretisierung zu verkleinern. Einerseits kann solange verfeinert
werden, bis eine gewählte Schranke unterschritten wird, andererseits
kann durch teilweise Vergröberung versucht werden, für eine vorgege-
bene Anzahl an Elementen den Fehler zu minimieren. Ein Überblick
über adaptive Strategien findet sich zum Beispiel in [7, Kapitel 4.2] und
[104, Kapitel 4.1]. Eine reine Verfeinerungsstrategie heisst h-Strategie.
Wird analog statt der Verfeinerung der Polynomgrad der Ansatzfunk-
tionen auf einem Element variiert, so spricht man von p-Methoden. Die
Kombination beider Verfahren ist entsprechend die hp-Methode.
In den folgenden Abschnitten wird auf Grundlage der dort herge-
leiteten Fehlerschätzer die h-Methode genutzt. Es gibt verschiedene
Strategien zur Verfeinerung. So wird bei der “Fixed-Fraction”-Strategie
ein fester Prozentsatz der Elemente basierend auf dem gewählten Indi-
kator verfeinert. In dieser Arbeit findet die “Optimal-Mesh”-Methode,
[88, 89], Verwendung. Es ist zu beachten, dass bei Mehrkörperkontakt-
problemen auch die Verfeinerungsstrategie gekoppelt werden sollte,
um gute adaptive Netze zu erhalten, siehe dazu auch die Beispiele in
Kapitel 5.1.5.
Bei Mehrköperkontaktproblemen ist die Stabilität der Diskretisie-
rung gemäß Theorem 8 zu garantieren. Dazu muß die Bedingung lokal
erfüllt sein. Mit den Ergebnissen aus 3.3 ist also für eine feste Wahl
der Polynomgrade p für die Deformationen und q für den Lagrange
Multiplikator lokal sicherzustellen, dass H = 2 ·h gilt. Wird also für das
Gebiet Ω1 durch die Verfeinerungsstrategie ein Element im Kontakt-
bereich verfeinert, so muß das gegenüberliegende Element von Gebiet
Ω2 auch verfeinert werden, um Stabilität sicherzustellen. Bei nicht zu-
einander passenden Netzen im Kontaktbereich ist diese Bedingung nur
schwer sicherzustellen, da eine Überlappung der Elemente über den
gesamten Rand so im Zweifelsfall zu einer im Randgebiet uniformen
Verfeinerung führen wird (siehe etwa Abbildung 36a). Auf diese Weise
ist zwar die Stabilität gesichert, jedoch kann durch diese zusätzlichen
Verfeinerungen die Optimalität der Netze bezüglich der betrachteten
Fehlergrösse verloren gehen.
In der Praxis zeigt sich, das lokale Verfeinerungen zu stabilen Dis-
kretisierungen führen, wenn nur die im aktuellen Netz gekoppelten
Elemente bei der Stabilisierung verfeinert werden, siehe z.B Abbildung
36b. Dieses Vorgehen kann dazu führen, dass die Stabilitätsbedingung
lokal verletzt wird, allerdings nur für Elemente, die auch mit weiteren
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(a) überlappende Diskretisierung aus
Beispiel2
(b) lokale Verfeinerung aus Beispiel10
Abbildung 36: lokale Zuordnung der Elemente im Kontaktbereich
Elementen gekoppelt sind für die die Stabilitätsbedingung erfüllt ist.
Weiterhin zeigt die Stabilitätsuntersuchung in Beispiel 2 aus Kapitel 3.3,
dass eine Überlappung der gekoppelten Elemente eine stabilisierende
Eigenschaften besitzt, so dass man für lokal nicht stabile Diskretisie-
rungen trotzdem ein stabiles Verhalten erhalten kann. Allerdings ist in
diesem Beispiel auch zu sehen, dass dieses Phänomen nicht auf hohe
Polynomgrade zu verallgemeinern ist.
Dieses Vorgehen ist insbesondere für die hp-Methode fragwürdig,
da man hier nicht nur die Elementgröße, sondern auch den lokalen Po-
lynomgrad anpassen müsste, so daß eine algorithmische Stabilisierung
schwierig ist. In Anhang A.2 wird der angewandte Stabilisierungsme-
chanismus näher erläutert.
5.1.2 Residualer Fehlerschätzer
In diesem Abschnitt wird ein residualer Fehlerschätzer für reibungsfreie
Kontaktprobleme hergeleitet. Dazu wird der Ansatz aus [27, 94] auf
Mehrkörperkontaktprobleme erweitert. Bei diesem Ansatz wird eine
Verbindung zu Variationsgleichungen hergestellt, so dass Fehlerschät-
zer für Variationsgleichungen zur Abschätzung genutzt werden können.
Die Herleitung des Fehlerschätzers kann direkt mit dem allgemeinem
Ansatz für elliptische Minimierungsprobleme in [94, Kapitel IV.1] vor-
genommen werden. Für das reibungsfreie Kontaktproblem 3 wird dies
im folgenden Abschnitt im Detail durchgeführt. Die Herleitung folgt in
den wesentlichen Teilen der Herleitung eines Fehlerschätzers für das
Signorini Problem in [93] beziehungsweise des vereinfachten Signorini
Problems in [95]. Einen Fehlerschätzer für das reibungsbehaftete Kon-
taktproblem erhält man analog. Dieser wird anschliessend mittels des
allgemeinen Ansatzes aus [94, Kapitel IV.1] hergeleitet.
Reibungsfreie Kontaktprobleme
Sei im Folgenden (u, λ) Lösung von Problem 6 und (uh, λH) die Lö-
sung des zugehörigen diskreten Problems 10. Zur Abkürzung der
Schreibweise wird hier in allen Termen, in denen bezüglich δ definierte
Größen auftreten, wie zum Beispiel des Normalenvektors nδ, der Index
weggelassen.
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Die grundlegende Idee besteht in der Betrachtung folgenden Hilfs-
problems.
Problem. Finde u0 ∈ H1D, so dass
a (u, v) = fext (v)− (λH, v)0,ΓC
für alle v ∈ H1D gilt.
Dabei ist fext (v) :=
￿2
l=1
￿￿
fl, vl
￿
0 +
￿
pl,γn(vl)
￿
0,ΓN
￿
wie in Pro-
blem 5 definiert.
Offensichtlich existiert eine eindeutige Lösung u0 und uh sei eine
finite Elemente Lösung des Problems. Nun kann gezeigt werden, dass
die Abschätzung ￿u− uh￿ ￿ ￿u0 − uh￿+R gilt, wobei R Restterme
von höherer Ordnung sind und ￿ kleiner gleich bis auf eine von h und
H unabhängige Konstante bedeutet. Auf diese Weise kann man nun
einen Fehlerschätzer η0 für das Hilfsproblem nutzen, um über η :=
η0 +R einer Abschätzung für die Variationsungleichung zu gewinnen,
vgl [24, 94]. Die Wahl des Fehlerschätzers für das Hilfsproblem ist dabei
frei. Die Bilinearform bn aus Problem 3 ist definiert als bn(ν,w) =
￿ν, [w]n￿− 12 , 12 . Im Folgenden wird für die Dualpaarung kurz ￿ν,w￿ :=
￿ν,wn￿− 12 , 12 geschrieben und für die zu H
1
D gehörende Norm |||·||| , vgl.
Kapitel 2.2, kurz ￿·￿. Weiterhin sei die Norm ￿·￿ ￿1/2,Γc definiert durch
￿w￿ ￿1/2,Γc := infv∈HD,[v]n=w |||v|||.
Dann gilt folgendes Lemma:
Lemma 12. Es gilt
￿u− uh￿2 ￿ ￿u0 − uh￿ ￿u− uh￿+ ￿λ, [u]n − g￿ .
Beweis. Setzt man die Testfunktionen µ = 0 und µ = 2λ ∈ H−1/2+ (ΓC)
, sowie µH = 0 und µH = 2λH ∈ Λ+H,n (ΓC) in die zweite Zeile von
Problem 3
b(µ− λ,u) ￿ ￿g,µ− λ￿ ,
bzw. von Problem 8
b(µH − λH,uh) ￿ ￿g,µH − λH￿ ,
folgt ￿λ, [u]n − g￿ = (λH, [uh]n − g)0,ΓC = 0 und weiterhin (λH, [u]n − g)0,ΓC ￿
0. Mittels der Cauchy Ungleichung ergibt sich
￿u− uh￿2
= a (u− uh,u− uh)
￿ a (u− u0,u− uh) + a (u0 − uh,u− uh)
￿ (λH, [u− uh]n)0,ΓC − ￿λ, [u− uh]n￿+ ￿u0 − uh￿ ￿u− uh￿
= (λH, [u]n − g)0,ΓC − ￿λ,g− [uh]n￿+ ￿u0 − uh￿ ￿u− uh￿
￿ ￿λ, [uh]n − g￿+ ￿u0 − uh￿ ￿u− uh￿ .
Im Allgemeinen ist ￿λ, [uh]n − g￿ = − ￿λ,g− [uh]n￿ ￿ 0. Um den
Ansatz durchzuführen muss also eine Korrektur eingeführt werden.
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Theorem 10. Für ￿ > 0 gilt
￿u− uh￿
￿ (1+ ￿) ￿u0 − uh￿
+
￿
1+
1
4￿
￿￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC
+
￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿1/2 .
Beweis. Sei d ∈ W := ￿v ∈ H1D | [v]n = (g− [uh]n)￿ mit der Norm
￿d￿ := infv∈W ￿v￿. Dann gilt ￿d￿ =
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC . Darüber hin-
aus gilt
g− [uh]n − [d]n = g− [uh]n − (g− [uh]n)− ￿ 0
auf ΓC und damit g− [uh]n − [d]n ∈ H1/2+ (ΓC). Damit folgt
￿λ, [uh]n − g￿
= − ￿λ,g− [uh]n − [d]n￿− ￿λ, [d]n￿
￿ a (u,d)− (f,d)0 − (q, [d]n)0,ΓN
= a (u− uh,d) + a (uh,d)− (f,d)0 − (q, [d]n)0,ΓN
￿ ￿u− uh￿ ￿d￿+ a (uh − u0,d)− (λH, [d]n)0,ΓC.
￿ ￿u− uh￿
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC
+ ￿u0 − uh￿
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC (5.1)
+
￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿ .
Mit Lemma 12 und Einsetzen von (5.1) ergibt sich
￿u− uh￿2
￿ ￿u0 − uh￿ ￿u− uh￿+ ￿λ, [uh]n − g￿
￿ ￿u− uh￿
￿
￿u0 − uh￿+
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC￿+
￿u0 − uh￿
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC + ￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿ .
Wegen ab ￿ ￿a2 + 14￿b2 für a,b ∈ R und x ￿ a+ b1/2 für x,a,b >
0, x2 ￿ ax+ b gilt
￿u− uh￿
￿ ￿u0 − uh￿+
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC
+
￿
￿u0 − uh￿
￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC + ￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿￿1/2
￿ (1+ ￿) ￿u0 − uh￿+
￿
1+
1
4￿
￿￿￿(g− [uh]n)−￿￿ ￿1/2,ΓC
+
￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿1/2 .
Damit ergibt sich für den Fehlerschätzer für das Kontaktproblem
Proposition 1. Sei η0 > 0 mit ￿u0 − uh￿ ￿ η0 und
η := η0 +
￿￿(g− [uh]n)−￿￿−1/2,ΓC + ￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿1/2 .
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Dann gilt ￿u− uh￿ ￿ η.
Beweis. Aus Theorem 10, der Äquivalenz von ￿·￿ ￿1/2 und ￿·￿1/2 und
(a+ b)2 ￿ 2a2 + 2b2 folgt die Behauptung.
Für eine vollständige Fehlerabschätzung ist man daran interessiert
auch den Fehler des Lagrangemultiplikators zu erfassen. Folgende
Proposition zeigt, dass dies hier auch erfüllt ist.
Proposition 2. Seien die Annahmen von Proposition 1 erfüllt. Dann gilt
￿u− uh￿+ ￿λ− λH￿−1/2,ΓC ￿ η.
Beweis. Wegen ￿λ− λH￿−1/2,ΓC ￿ ￿u− u0￿, siehe [94, Lemma IV.1],
folgt
￿u− uh￿+ ￿λ− λH￿−1/2,ΓC ￿ ￿u− uh￿+ ￿u− u0￿
￿ 2 ￿u− uh￿+ ￿u0 − uh￿
￿ η+ η0 ￿ η.
Man sieht, dass die zusätzlichen Terme in Proposition 1 den typi-
schen Fehlerquellen bei Kontaktproblemen entsprechen und zwar der
Verletzung der Nicht-Durchdringungs-Bedingung durch￿￿(g− [uh]n)−￿￿−1/2,ΓC
und der Verletzung der Komplementaritätsbedingung￿￿￿￿λH, (g− [uh]n)−￿0,ΓC ￿￿￿ .
.
Bemerkung 17. Zur Berechnung von η ist die Auswertung von
￿￿(g− [uh]n)−￿￿1/2,ΓC
nötig.
Da der Sprung der Deformation [uh]n stückweise polynomial und steitg ist,
ist [uh]n ∈ H1 (ΓC). Dann gilt auch (g− [uh]n)− ∈ H1 (ΓC), siehe [48, Kap
I, Cor. 2.1], wenn g ∈ H1 (ΓC) liegt. Damit erhält man die Normabschätzung￿￿(g− [uh]n)−￿￿21/2,ΓC ￿ ￿￿(g− [uh]n)−￿￿0,ΓC ￿￿(g− [uh]n)−￿￿1,ΓC .
Der Beweis für diese Abschätzung findet sich zum Beispiel in [79, Theorem
7.7].
Für die Auswertung des Fehlerschätzers erhält man so also einen
Anteil aus einem residualen Fehlerschätzer und dem Kontaktterm. Der
residuale Anteil auf dem Gebiet Ωl ergibt sich dabei etwa durch
η20 :=
￿
T∈Th
(hT/pT )2 R20,T + ￿
e∈ET
(he/pe)R
2
0,e

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mit
R0,T :=
￿￿￿fl + divσ￿ulh￿￿￿￿
0,T
, T ∈ TH
R0,e :=

1
2
￿￿￿σn ￿ulh￿￿e￿￿0,e , e ∈ E◦,￿￿σn ￿ulh￿− pl￿￿0,e e ∈ EN,￿￿σnn ￿ulh￿+ λH￿￿0,e e ∈ EC.
Prinzipiell kann ein beliebiger Fehlerschätzer für Variationsunglei-
chungen gewählt werden. Ein Überblick ist etwa in [2, 104] zu finden.
Weitere Details zu diesem Fehlerschätzer finden sich in [2, Sect. 2.2]. Die
Auswertung des residualen Fehlerschätzers ist für die Gebiete Ωl un-
abhängig. Über den Kontakterm erhält man jedoch eine Kopplung der
Gebiete, da man zur Fehlerabschätzung den Sprungterm [·]n auswerten
muss.
Reibungsbehaftete Kontaktprobleme
Einen residualen Fehlerschätzer für reibungsbehaftete Kontaktproble-
me erhält man analog. Dazu kann man den allgemeinen Zugang für
Variationsungleichungen aus [94, Kap. IV.1] verwenden. Man betrachtet
dann das folgende Hilfsproblem.
Problem. Finde u0 ∈ H1D, so dass
a (u, v) = (fext, v)−
￿
λn,H, [u]n
￿
0,ΓC
−
￿
λt,H, [u]t
￿
0,ΓC
für alle v ∈ H1D gilt.
Nun fasst man die Nebenbedingungen bn und bt aus dem reibungs-
behafteten Kontaktproblem 5 zu b (µ,u) := bn (µn,u) + bt (µt,u) mit
µ := (µn,µt) zusammen. Dann folgt direkt mit Satz IV.3 aus [94, Ka-
pitel IV] für Lösungen (u, λn, λt) von Problem 5 und
￿
uh, λn,H, λt,H
￿
von Problem 9 die Abschätzung
￿u− uh￿2 + ￿λ− λH￿− 12 ,nt
￿
￿
(η2 + ￿d￿21 +
￿￿￿￿λn,H, [d]n￿0,Γc ￿￿￿
+
￿￿￿j (d)− ￿λt,H, [d]t￿0,ΓD ￿￿￿
+
￿￿￿j (d)− ￿λt,H, [d]t￿0,ΓD ￿￿￿+ ￿￿￿j (uh)− ￿λt,H, [uh]t￿0,ΓD ￿￿￿￿ .
Dabei ist d wie im Beweis zu Theorem 10 gewählt, so dass für das
reibungsbehaftete Kontaktproblem gilt
Satz 2. Es sei (u, λn, λt) Lösung von Problem 5 und
￿
uh, λn,H, λt,H
￿
von
Problem 9. Dann existiert ein C > 0, so dass gilt:
￿u− uh￿2 + ￿λ− λH￿2− 12 ,nt ￿
C
￿
η2nt +
￿￿(g− [uh]n)−￿￿21
2 ,n
+
￿￿￿￿λn,H, (g− [uh]n)−￿0,ΓC ￿￿￿
+
￿￿￿j (uh)− ￿λt,H, [uh]t￿0,ΓC ￿￿￿￿ .
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Der residuale Fehlerschätzer ηnt auf dem Gebiet Ωl für das Hilfs-
problem 5.1.2 kann analog zum reibungsfreien Fall frei gewählt werden.
So erhält man
η2nt :=
￿
T∈Th
(hT/pT )2 R20,T + ￿
e∈ET
(he/pe)R
2
0,e

mit
R0,T :=
￿￿￿fl + divσ￿ulh￿￿￿￿
0,T
, T ∈ TH
R0,e :=

1
2
￿￿￿σn ￿ulh￿￿e￿￿0,e , e ∈ E◦,￿￿σn ￿ulh￿− pl￿￿0,e e ∈ EN,￿￿σnn ￿ulh￿+ λn,H￿￿0,e + ￿￿σnt ￿ulh￿+ λt,H￿￿0,e e ∈ EC,
und kann so den Approximationsfehler ￿u− uh￿2 + ￿λ− λH￿2− 12 ,nt
mittels Satz 2 auswerten.
5.1.3 Numerische Ergebnisse
In diesem Abschnitt wird der residuale Fehlerschätzer aus Abschnitt
5.1.2 getestet. Wie in Kapitel 3.2.5 und 3.3 erläutert wurde, haben Kon-
taktprobleme in der Regel eine niedrige Glattheit, so dass höhere Finite
Elemente Ansätze für global verfeinerte Netze keinen Gewinn in der
Konvergenzordnung liefern. Allerdings ist mittels des vorgestellten Feh-
lerschätzers die optimale Konvergenzordnung erreichbar. Dazu werden
zunächst die Beispiele 1 und 2 aus Kapitel (3.3) mit einer adaptiven
Verfeinerung verglichen. Dabei zeigt sich, dass der Fehlerschätzer für
globale Verfeinerungen die Ordnung korrekt wieder gibt. Die Über-
schätzung des Fehlers ergibt sich hier daraus, dass der Fehlerschätzer
die Spannungen σ (u)− σ (uh) abschätzt, während der Fehler in der
H1-Seminorm der Verschiebungen gemessen wird. Auf diese Weise
ergibt sich eine Abhängigkeit des Fehlerschätzers vom E-Modul des
jeweiligen Beispiels.
In [94] wurde für den residualen Fehlerschätzer für einseitige Kon-
taktprobleme gezeigt, dass er die Konvergenzordnung des Problems
wiedergibt und die Effiktivitätsindizes
Ieff :=
￿u− uh￿1
η
konstant sind. In den beiden folgenden Beispielen aus Kapitel 3.3 wird
hier der Fehlerschätzer mit der zuvor erstellten Konvergenzanalyse
verglichen.
Beispiel 9. Es wird die Konfiguration aus Beispiel 1 betrachtet. In den
Abbildungen 37 und 38 sind die Verläufe des Fehlerschätzers (eta) und den
Fehlern der Verschiebungen in der H1-Norm und des Lagrange Multiplikators
in einer gewichteten L2-Norm aufgetragen. Man sieht, dass die Ordnung der
globalen Verfeinerung vom Fehlerschätzer wiedergegeben wird. Dies zeigen
auch die Effektivitätsindizes in Abbildung 44.
Für die adaptiven Verfeinerung zeigt sich ein annähernd optimales
Konvergenzverhalten, in Abbildung 41 ist die adaptive Vernetzung
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Abbildung 37: Vergleich Fehlerschätzer/Fehler für p = 1,q = 0
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Abbildung 38: Vergleich Fehlerschätzer/Fehler für p = 2,q = 1
nach sechs Verfeinerungen für p = 1,q = 0 zu sehen. Zum einen wird
durch den Fehlerschätzer der Kontaktrand verfeinert und zum anderen
die Ecken, wie es zu erwarten ist. Allerdings ist zu bemerken, dass die
Stabilisierung der Kontaktränder die optimale Asymptotik der Verfeine-
rungen zunichte machen kann. In Abbildung 39 ist zu sehen, dass für
die Paare p = 3,q = 2 noch die optimale Ordnung erreicht wird, jedoch
nicht mehr für die Paarung p = 4,q = 2. Die nichtstabilisierte adaptive
Vernetzung führt sogar zu einer Verschlechterung des Fehlers. Dies ist
unter anderem mit lokalen Instabilitäten im Lagrangemultiplikator zu
erklären, wie sie in Abbildung 40 für die Verfeinerungsstufen 8 und 9
zu sehen sind.
Im nächsten Beispiel sind die gleichen Beobachtungen zu machen:
Beispiel 10. Mit den Werten aus Beispiel 3 ergibt sich auch asymptotisch
optimales Verhalten, wie in den Abbildungen 42 und 43 zu sehen ist.
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Abbildung 39: geschätzter Fehlerverlauf für adaptive Diskretisierungen
(a) nicht stabilisierter (oben) und stabili-
sierter Multiplikator (unten) auf Level
8
(b) nicht stabilisierter (oben) und stabili-
sierter Multiplikator (unten) auf Level
9
Abbildung 40: lokale Instabilität des Lagrange Multiplikators
In Abbildung 44 und 45 sind die Effektivitätsindizes Ieff aufgetra-
gen. Es ist anzumerken, dass die Bestimmung von Effektivitätsindizes
bei Kontaktproblemen schwierig ist, da eine analytische Lösung des
Problems zur Bestimmung des Fehlers ￿u− uh￿+ ￿λ− λH￿ nicht vor-
liegt. Insbesondere das Abfallen der Effektivitätsindizes für die letzte
Vernetzung kann damit erklärt werden, dass die Lösung (uh, λH) zu
nahe an der Referenzlösung liegt. Weiterhin ist bei der Größenordnung
des Effektivitätsindex zu beachten, dass im Fehlerschätzer η die Span-
nungen des Problems abgeschätzt werden, so dass im Vergleich zur
￿·￿1 Norm die Materialparameter zu dem Größenunterschied in den
Werten führen.
Bemerkung 18. Nach den Bemerkungen aus Abschnitt 5.1.1 ist die lokale
Erfüllung der Stabilitätbedingung gemäß Theorem 8 bei adaptiven Verfei-
nerungen nicht rigoros zu garantieren. So wird die Bedingung nur für das
Gebiet, auf dem der Lagrangemultiplikator definiert ist (hier Gebiet Ω1), rigo-
ros erfüllt. Gilt zusätzlich für alle Elemente auf dem anderen Gebiet Ω2 die
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Abbildung 41: Vernetzung und von Mises Spannungen nach 6 adaptiven Ver-
feinerungen
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Abbildung 42: Vergleich Fehlerschätzer/Fehler für p = 1,q = 0
Bedingung h2 ￿ h1 für alle gekoppelten Elemente, so hat meine eine rigorose
stabile Diskretisierung. Die Beispiele in diesem Kapitel zeigen jedoch, dass eine
lokale Verletzung durch überlappende Elemente mit Verletzung der Stabili-
tätsbedingung die Stabilität der adaptiven Netze nicht zerstört, sofern diese
Elemente noch mit weiteren Elementen gekoppelt sind, für die die Bedingung
h2 ￿ h1 erfüllt ist. Zur Problematik der Stabilitätsbedingung bei adaptiven
Verfeinerungen sei auch auf den Anhang A.2 verwiesen.
Für Ansätze mit stückweise linearen Funktionen zeigt folgendes
Beispiel, dass eine massive Reduktion des Fehlers durch adaptive Ver-
feinerung erreicht werden kann.
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Abbildung 43: Vergleich Fehlerschätzer/Fehler für p = 2,q = 1
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Abbildung 44: Effektivitäts-Indizes zu Beispiel 9
Beispiel 11. Gegeben seien drei BlöckeΩ1 := [0, 1]× [0.5, 1],Ω2 := [0.05, 0.45]×
[1, 1.5] undΩ2 := [0.55, 0.95]× [1, 1.5] mit den Materialkonstanten E := 1e5
und ν := 0.25. Die Gebiete Ω2 und Ω3 werden über inhomogene Dirichle-
tranddaten um 0.01 nach unten verschoben, so dass ein Kontakt entsteht. Die
Dirichletränder befinden sich jeweils auf der den Kontakträndern gegenüberlie-
genden Seite. In Abbildung 46 ist die Kontaktsituation und Vernetzung nach
acht adaptiven Verfeinerungen zu sehen. Deutlich ist die adaptive Verfeinerung
an den Rändern des Kontaktbereiches zu sehen. Das ist zu erwarten, da der La-
grangemultiplikator an den Rändern seine größten Werte hat. Betrachtet man
den geschätzten Fehlerveralauf, so sieht man, das die adaptive Verfeinerung
weit unter der globalen Verfeinerung liegt, da hier die Kontaktränder besser
approximiert werden(Abbildung 47).
Ein weiteres Beispiel aus der Anwendung verdeutlicht die Problema-
tik des lokalen Kontakts:
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Abbildung 45: Effektivitäts-Indizes zu Beispiel 10
Abbildung 46: Vernetzung und von Mises Spannungen nach 8 adaptiven Ver-
feinerungen
Beispiel 12. Betrachtet wird der Kontakt zwischen einem Schleifstift und
einer freigeformten Fläche. Wie auch in Beispiel 5 wird die freigeformte Fläche
aus einer geometrisch-kinematische Simulation importiert. Eine genaue Be-
schreibung findet sich in [16]. Für dieses Beispiel wurde eine Modellsituation
betrachtet, in der die Materialparameter für den Schleifstift durch Es = 1 · 107
und νs = 0.25 und für das Werkstück durch Ew = 1 · 102 und νw = 0.25
gegeben sind. In der Realität ist insbesondere das Material des Werkstücks als
deutlich härter anzunehmen, auch wird man für den Schaft des Schleifstifts
andere Materialparameter als für die Schleifschicht wählen.
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Abbildung 47: geschätzter Fehlerverlauf für Beispiel 11
Abbildung 48: Schnitt durch die Kontaktsituation
In Abbildung 48 ist ein Schnitt durch die Kontaktsituation gegeben, Abbil-
dung 49 zeigt die adaptive Vernetzung des Schleifstiftes. Es ist zu erkennen,
dass sowohl der Kontaktbereich, als auch die Gebiete mit Spannungsspitzen,
wie etwa am Dirichlet-Rand am Ende des Schleifstiftschafts adaptiv verfeinert
werden. Zu beachten ist, dass durch die Wahl eines weichen Werkstücks der
Kontaktbereich größer als in der Praxis ist, da dann die lokale Deformation
des Werkstückes geringer wäre. Auch so ist zu erkennen, dass eine globale
Verfeinerung den Kontaktbereich nicht gut erfassen kann, siehe das geschätzte
Konvergenzverhalten in Abbildung (51).
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Abbildung 49: Adaptive Vernetzung des Schleifstiftes
Abbildung 50: Vergleich globale Verfeinerung mit loaler Verfeinerung
In Abbildung 50 sind die Werte des Lagrange Multiplikators zu sehen. Auf
der rechten Seite ist die adaptive Vernetzung nach 3 Verfeinerungen der Aus-
gangsvernetzung zu sehen, auf der linken Seite ist der Multiplikator nach einer
globalen Verfeinerung zu sehen. Man sieht, dass die globale Verfeinerung den
Kontaktbereich nicht korrekt wiedergibt, obwohl diese Vernetzung ca. doppelt
soviele Freiheitsgrade wie die adaptive Vernetzung besitzt. Dementsprechend
zeigt sich auch das geschätzte Fehlerverhalten in Abbildung 51.
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Abbildung 51: Adaptive Vernetzung des Schleifstiftes
Fazit
Die numerischen Untersuchungen zeigen die Verlässlichkeit des Fehler-
schätzers anhand der Beispiele aus Kapitel 3.3 durch den Vergleich des
Fehlerverlaufs und des geschätzten Fehlers. In Kapitel 3.3 konnte für
globale Verfeinerungen nur die a priori hergeleitete niedrige Ordnung,
vgl. Theorem 9, erzielt werden. Insofern rechtfertigt erst der Ordnungs-
gewinn durch adaptive Verfeinerung auf Grundlage des hergeleiteten
Fehlerschätzers die Verwendung hoher Polynomansätze.
5.1.4 Dual gewichtete Fehlerschätzer
Während der im vorherigen Abschnitt hergeleitete residuale Fehler-
schätzer eine globale Fehlergröße abschätzt, kann mittels der dual
gewichteten Fehlerschätzer der Fehler bezüglich eines beliebigen Funk-
tionals J abgeschätzt werden. Auf diese Weise ist auch die Abschätzung
lokaler Fehlergrößen möglich, die bei Kontaktproblemen bezüglich der
Deformationen definiert sein können und mittels des hier verwendeten
Ansatzes insbesondere auch bezüglich des Lagrangemultiplikators. Für
einen Überblick über dual gewichtete Methoden siehe zum Beispiel
[7, 13, 97]. Die Herleitung des Fehlerschätzers folgt dem in [92] Ansatz
für einseitige Kontaktprobleme. Bei der Erweiterung zu Mehrkörper-
kontaktproblemen ist insbesondere die Definition eines geeigneten dua-
len Problems von Nöten. Zunächst wird dazu ein Überblick über das
allgemeine Konzept aus [97] gegeben. Anschließend wird mit dessen
Hilfe ein geeignetes duales Problem hergeleitet und für Fehlerschätzer
genutzt.
Allgemeines Konzept
Zur Herleitung von dual gewichteten Fehlerschätzern für Variations-
ungleichungen ist eine Verallgemeinerung der Galerkinorthogonalität
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nötig, wie sie in [97] angegeben ist. Seien zunächst die Variationsun-
gleichungen
u ∈ V : F (u−ϕ)−A (u,ϕ− u) ￿ 0 ∀ϕ ∈ K (5.2)
uh ∈ Vh : F (uh −ϕ)−A (uh,ϕ− uh) ￿ 0 ∀ϕ ∈ Kh (5.3)
gegeben.
Lemma 13. SeiW0h ⊂ {zh ∈ Vh | F (zh)−A (uh, zh) ￿ 0}. Es gilt die Ab-
schätzung
A (u− uh, zh) ￿ A (u, zh + uh − u)− F (zh + uh − u)
für alle zh ∈W0h.
Beweis. Siehe [97, Kapitel 7].
Die Menge W0h kann folgendermaßen konstruiert werden.
Lemma 14. Sei Wh , mit Kh ⊂Wh ⊂ Vh so konstruiert, dass die Lösung
der diskreten Variationsungleichung 5.3 äquivalent durch
F (ϕ− uh)−A (uh,ϕ− uh) ￿ 0 ∀ϕ ∈Wh
charakterisiert werden kann. Weiterhin seiW0h = {zh ∈ Vh | uh + zh ∈Wh} .
Dann gilt die Abschätzung
F (zh)−A (uh, zh) ￿ 0 ∀zh ∈W0h.
Beweis. siehe [97, Kapitel 7]
Für die Variationsungleichung wird durch
z ∈ G : A (ϕ− z, z) ￿ J (ϕ− z) ∀ϕ ∈ G
ein duales Problem mit der Lösung z ∈ G definiert, wobei die Menge G
folgende Eigenschaften erfüllt
z ∈ G ⇒ z+ u− uh ∈ G,
G ⊂ {v ∈ V | F (v+ uh − u)−A (u, v+ uh − u) ￿ 0 } .
Damit gilt die folgende Abschätzung mit ϕ = z+ u− uh als Test-
funktion für das duale Problem und der verallgemeinerten Orthogona-
litätsabschätzung aus Lemma 13
J (u− uh)
￿ A (u− uh, z)
￿ A (u− uh, z− zh) +A (u− uh, zh)
￿ A (u− uh, z− zh) +A (u, zh + uh − u)− F (zh + uh − u)
￿ A (u− uh, z− zh) +A (u, z+ uh − u)− F (z+ uh − u)
+A (u, zh − z)− F (zh + z) .
Wegen z ∈ G folgt A (u, z+ uh − u) − F (z+ uh − u) ￿ 0 und man
erhält:
Theorem 11. Für die diskrete Variationsungleichung gilt die Abschätzung
|J (u− uh)| ￿ F (z− zh)−A (uh, z− zh) ∀zh ∈W0h.
Beweis. Siehe oben.
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DWR für Kontaktprobleme
Auf Basis des allgemeinen Konzept können nun dual gewichtete Feh-
lerschätzer für Kontaktprobleme hergeleitet werden. Bei Problemen mit
starrem Hindernis reicht für die Herleitung des Fehlerschätzers und
des dualen Problems die primale Formulierung aus (vgl. [92] u.a.). Im
Falle von Mehrkörperkontaktproblemen stellt sich die Frage nach einer
adäquaten Formulierung des dualen Problems. Insbesondere stellt sich
die Frage nach den richtigen Randbedingungen für das duale Kontakt-
problem auf den Kontakträndern Γci des primalen Problems. Es zeigt
sich, dass eine Kopplung des dualen Problems, ähnlich der Kontaktbe-
dingung des primalen Problems unausweichlich ist (vgl. Beispiele in
Abschnitt 5.1.5). Das allgemeine Konzept aus [97], bzw. Abschnitt 5.1.4
bietet hier einen Ansatz zur Herleitung des dualen Problems über die
Dualisierung der gemischten Formulierung.
Im Folgenden wird ein duales Problem mittels des allgemeinen
Konzepts hergeleitet. Dabei werden zunächst einige zusätzliche Bedin-
gungen für das primale Problem gestellt, die im Allgemeinen nicht
erfüllt sind. Zusätzlich werden einige heuristische Vereinfachungen
vorgenommen, um schliesslich zu dem dualen Problem zu gelangen.
Wie man am allgemeinem Konzept (Abschnitt 5.1.4) gesehen hat, geht
aufgrund der fehlenden Galerkinorthogonalität die unbekannte Lösung
U der kontinuierlichen Variationsungleichung des primalen Problems
in die Definition des zulässigen Bereiches des dualen Problems ein.
Wenn man also ein lösbares duales Problem erhalten möchte, lassen
sich heuristische Vereinfachungen nicht vermeiden.
Wie in Kapitel 5.1.2 wird ein Problem mit positiven Abstand in der
Referenzkonfiguration betrachtet, die Indizes ·δ zur Abkürzung jedoch
weggelassen. Dazu wird das reibungsfreie Kontaktproblem (Problem 7,
in Kapitel 3.1)
a(u, v) + bn(λ, v) = (f, v) ∀v ∈ H1D
−bn(µ− λ,u) ￿ − ￿µ− λ,g￿ ∀µ ∈ H−
1
2
+ (ΓC)
betrachtet. Dieses läßt sich kompakt als Variationsungleichung
a(u, v) + bn(λ, v)− bn(µ− λ,u) ￿ (f, v)− ￿µ− λ,g￿
für alle (v,µ) ∈ H1D × H
− 12
+ (ΓC) schreiben. Mit der Definition V :=
H1D ×H−
1
2 (ΓC) und K := H1D ×H
− 12
+ (ΓC) und analog für das diskrete
Problem 8 in Kapitel 3.2 Vh := Vh×ΛH und Kh := Vh×Λ+H lässt sich
so das allgemeine Konzept anwenden.
Lemma 15. Seien (u, λ) , (uh, λH) Lösungen von Problem 3, bzw. 8 dann
gilt
a (u− uh, vh) = −b (λ− λH, vh) ∀vh ∈ Vh.
Beweis. Der Beweis ergibt sich durch Subtraktion der ersten Zeilen der
gemischten Probleme für Testfunktionen vh ∈ Vh.
Gemäß des allgemeinen Ansatzes für Variationsungleichungen wird
folgendes duale Problem impliziert:
Problem 20. Suche (z,π) ∈ G, so dass
J (ϕ,w− π) ￿ a(ϕ, z) + bn(w− π, z)− bn(π,ϕ) ∀ (ϕ,w) ∈ G
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gilt.
Zur Verkürzung der Schreibweise ist dabei und im Folgenden
A ((u, λ) , (ϕ,w)) := a(u,ϕ) + bn(λ,ϕ)− bn(w,u)
und
F ((ϕ,w)) := (f,ϕ)− ￿w,g￿
sowie U = (u, λ) ,Uh = (uh, λH), sowie Z = (z,π) und Zh = (zh,πH).
Die Menge G˜ sei gemäß des allgemeinen Konzepts durch
G1 = {v ∈ V | F (v+Uh −U)−A (U, v+Uh −U) ￿ 0}
= {v ∈ V | bn (w+ λH − λ,u) ￿ ￿w+ λH − λ,g￿}
definiert. Weiterhin sei die Menge G definiert durch
G := {(ϕ,w) ∈ V | bn (w,uh)− ￿w,g￿ ￿ 0}∩G1.
Um die Fehlerabschätzung vornehmen zu können, wird noch folgen-
des Lemma benötigt. Dazu sei λi die L2-Projektion zu λ.
Lemma 16. Sei (ϕ,π) ∈ G mit der zuvor definierten Menge G. Dann ist
auch θ := (u− uh,π+ λ− λH) ∈ G, wenn für die Lösungen (u, λ) und
(uh, λH) von Problem3, bzw. 8 zusätzlich bn (λ− λi,uh) ￿ ￿λ− λi,g￿ gilt.
Beweis. i) Sei λi die L2-Projektion zu λ, dann gilt
bn (π+ λ− λH,uh)− ￿π+ λ− λH,g￿
= bn (π+ λ− λi + λi − λH,uh)
− ￿π+ λ− λi + λi − λH,g￿
= bn (π,uh)− ￿π,g￿￿ ￿￿ ￿
I
+bn (λ− λi,uh)− ￿λ− λi,g￿￿ ￿￿ ￿
II
+bn (λi − λH,uh)− ￿λi − λH,g￿￿ ￿￿ ￿
III
￿ 0.
Der Terme I ist aufgrund der Definition von G kleiner oder gleich
null. Term II ist nach Voraussetzung kleiner gleich null. Da (0, λi) eine
zulässige Testfunktion der diskreten Variationsungleichung ist, ist auch
Term III negativ oder identisch 0. Damit erfüllt θ die erste Bedingung
der Menge G.
ii) Mit ϕ = Uh als Testfunktion in der kontinuierlichen Variationun-
gleichung und wegen Z ∈ G folgt
0 ￿ F (U−Uh)−A (U,U−Uh)
+F (Z+Uh −U)−A (U,Z+Uh −U)
= F ((Z+U−Uh) +Uh −U)
−A (U, (Z+U−Uh)−Uh −U) .
Also erfüllt θ auch die 2. Bedingung in G.
Bemerkung 19. Die Bedingung bn (λ− λi,uh) ￿ ￿λ− λi,g￿ in Lemma
16 ist sicherlich eine Voraussetzung, die für beliebige Kontaktprobleme nicht
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erfüllt sein wird. Allerdings wird unter weiteren Annahmen an die Menge G,
diese Voraussetzung für die praktische Umsetzung wegfallen.
Mit den vorangegangen Überlegungen gilt folgende Fehlerabschät-
zung für ein stetiges, lineares Funktional J : H1D ×H−
1
2 (ΓC)→ R:
Theorem 12. Sei Z = (z,π) die Lösung des dualen Problems 20 und Zh =
(zh,πH) eine FE-Lösung des dualen Problems, dann gilt für Problem 3 und 8
die Abschätzung
J ((u− uh, λ− λH)) ￿ (f, z− zh)−a (uh, z− zh)− bn (λH, z− zh) .
Beweis. Aufgrund von Lemma 16 ist (u− uh,π+ λ− λH) ∈ G. Wählt
man diese Funktion als Testfunktion in Problem 20, so folgt:
J (u− uh, λ− λh)
￿ A (U−Uh,Z)
= A (U−Uh,Z−Zh) +A (U−Uh,Zh)
￿ A (U−Uh,Z−Zh) +A (U,Zh +Uh −U)
−F (Zh +Uh −U) + bn (πH,uh)− ￿πH,g￿ (∗)
= A (U−Uh,Z−Zh) +A (U,Z+Uh −U)− F (Z+Uh −U)￿ ￿￿ ￿
￿0
+A (U,Zh −Z)− F (Zh −Z) + bn (πH,uh)− ￿πH,g￿
￿ F (Z−Zh)−A (Uh,Z−Zh) + bn (πH,uh)− ￿πH,g￿
= (f, z− zh)− ￿π− πH,g￿− a(uh, z− zh)− bn(λh, z− zh)
+bn(π− πH,uh) + bn (πH,uh)− ￿πH,g￿
= (f, z− zh)− a(uh, z− zh)− bn(λH, z− zh) + bn (π,uh)− ￿π,g￿￿ ￿￿ ￿
￿0
,
wobei bn (π,uh) ￿ ￿π,g￿ ist, da (0,π) ∈ G ist. Dabei ergibt sich die
zweite Ungleichung (∗) durch
A (U−Uh,Zh)
= a (u− uh, zh) + bn (λ− λH, zh)− bn (πH,u− uh)
= (f, zh)− a (uh, zh)− bn (λH, zh)￿ ￿￿ ￿
=0
+bn (πH,uh)− ￿πH,g￿
− (f, zh + uh − u) + ￿πH + λH − λ,g￿
+a (u, zh + uh − u) + bn (zh + uh − u, λ)− bn (u,πH + λH − λ)
−bn (λ− λH,u)− ￿λH − λ,g￿￿ ￿￿ ￿
￿0
+a (u,u− uh) + bn (λ,u− uh)− (f,u− uh)￿ ￿￿ ￿
=0
￿ A (U,Zh +Uh −U)− F (Zh +Uh −U)
+bn (πH,uh)− ￿πH,g￿
In der 3. Zeile ist der erste Term identisch 0, wegen des diskreten
Problems mit zh als Testfunktion. Der 2. Term ist kleiner gleich 0, da
er die Nebenbedingung des kontinuierlichen Problems mit µ = λH als
Testfunktion darstellt. Der letzte Term ist identisch 0 da er sich aus dem
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kontinuierlichen Problem mit u−uh als Testfunktion ergibt. Damit gilt
die geforderte Abschätzung
J (u− uh, λ− λH)
￿ (f, z− zh)− a(u, z− zh)− bn(λH, z− zh)
Bemerkung 20. Ein grundsätzliches Problem der Definition des zulässigen
Bereiches G bei Variationsungleichungen ist, dass unbekannte Größen, wie
in diesem Fall der Sattelpunkt (u, λ) des kontinuierlichen primalen Problems
mit eingehen, so dass das duale Problem in der Praxis nicht gelöst werden
kann (vgl: [97]). Vernachlässigt man den Fehler λ− λH und ersetzt in G1 die
unbekannte Größe u durch uh, so erhält man eine heuristische Approximation
der MengeG. Dieses Vorgehen wurde für andere Probleme, wie Hindernis- und
Torsionsprobleme, etc. , in [97, 74] untersucht und lieferte dort gute Ergebnisse,
so dass dieser Ansatz auch für Mehrkörperkontaktprobleme brauchbar scheint.
Setzt man in der Definition der Menge G für den Fehler des diskreten
Lagrangemultiplikator λ− λH = 0 und u = uh, so ergibt sich
G˜ := {(ϕ,w) ∈ V | bn (w,uh) = ￿w,g￿ }
Auf diese Weise erhält man ein duales Problem, in dessen Definition
nur berechenbare Größen eingehen.
Problem 21. Finde (z,π) ∈ G˜ mit
J
￿
(u, λ) (ϕ,w) = a(ϕ, z) + bn(w, z)− bn(π,ϕ) ∀ (ϕ,w) ∈ G˜.
Dieses Problem ist eine gemischte Variationsgleichung. Die Lösbar-
keit ergibt sich aus der Lösbarkeit des primalen Problems 7: Für den
Fall, dass sich die Fréchet-Ableitung durch
J
￿
(u, λ) (ϕ,w) = J
￿
1 (u, λ) (ϕ) + J
￿
2 (u, λ) (w)
darstellen lässt, erhält man so die zu Problem 21 equivalente Darstel-
lung
J
￿
1 (u, λ) (ϕ) = a(ϕ, z)− bn(π,ϕ) ∀ϕ ∈ H1D
bn(w, z) = J
￿
2 (u, λ) (w) ∀ (·,w) ∈ G˜
Die Elliptizität der Bilinearform a (·, ·) ist klar und die Existenz eines
Sattelpunkt hängt von der Bilinearform bn (·, ·) aus dem primalen
Problem ab. Man hat also die gleiche Struktur wie bei Problem 7,
wenn man die Ungleichungs- durch Gleichungsbedingungen ersetzt.
Die Bedingung, dass die Ableitung des Funktionals J durch Anteile
bezüglich der primalen und dualen Variable darstellbar ist, ist in der
Praxis nicht kritisch da man in der Regel nur an Funktionalen bezüglich
einer der beiden Variablen interessiert ist. Dann ist der andere Teil
identisch null.
Bemerkung 21. Die Definition von G˜ führt zu einer Kopplung zwischen
den Gebieten auf dem aktiven Bereich der primalen Lösung. Das heißt, also
nur die Gebiete, die einen aktiven Kontaktrand haben werden dual gekoppelt.
Während Gebiete ohne aktiven Kontakt keine Kopplung erhalten. Damit ist
also G˜ = H1D ×H−
1
2
￿
ΓC,active
￿
mit dem aktiven Kontaktrand ΓC,active ⊂ ΓC.
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Im Folgenden wird dieses duale Problem verwendet, um einen ver-
lässlichen Fehlerschätzer für Mehrkörperkontaktprobleme herzuleiten.
Folgt man dazu dem in [92] gewählten Ansatz, so kann man für ein
beliebiges Fréchet-differenzierbares Funktional J : H1D ×H−
1
2 (ΓC) →
R den Fehler bezüglich dieses Funktionals über primale und duale
Residuen ρ, ρ∗ mit
ρ (uh, v) := (f, v)− a (uh, v)− bn (λH, v) ,
ρ∗ (Zh,Φ) := J
￿
(Uh) (ϕ,w)− a (ϕ, zh)− bn (w, zh) + bn (πH,ϕ)
abschätzen. Hier ist J ￿ die Fréchet-Ableitung des Funktionals J und
(zh,πH) eine FEM-Lösung des dualen Problems.
Dann gilt für das duale Residuum zusätzlich:
Lemma 17. Seien (u, λ) , (uh, λH) Lösungen von Problem 3 und 10 und sei
(zh,πH) eine FEM-Lösung von Problem 21. Dann gilt
ρ∗ ((zh,πH) , (u− uh, λ− λH))
= J
￿
(uh, λH) ((u− uh, λ− λH)) + bn (πH,u− uh) .
Beweis. Der Beweis folgt mit Lemma 15 und Einsetzen von (u− uh, λ− λH)
in die Definition des dualen Residuums.
Die Differenz zwischen der kontinuierlichen Lösung U und einer
FEM-LösungUh lässt sich bis auf höhere Ordnungsterme R
(3)
h (U−Uh)
angeben durch
J (U)− J (Uh) =
￿1
0
J
￿
(U+ s (U−Uh)) (U−Uh)ds
=
1
2
￿
J
￿
(U) (U−Uh) + J
￿
(Uh) (U−Uh)
￿
+R
(3)
h (U−Uh) .
Damit gilt
Theorem 13. Seien U = (u, λ) ,Uh = (uh, λH) Lösungen der primalen
Probleme 7 und 8, sowie Z = (z,π) eine Lösung des dualen Problems 21 und
Zh = (zh,πH) eine FEM-Lösung des dualen Problems. Dann gilt
J (U)− J (Uh)
=
1
2
(ρ (Uh, z− zh) + ρ∗ (Zh,U−Uh) + bn (πH + π,uh − u))
+R
(3)
h (U−Uh) .
Der Beweis folgt aus dem folgendem Lemma:
Lemma 18. Seien U,Uh,Z,Zh wie in Theorem 13 definiert. Dann gilt:
A (U−Uh,Z) + J
￿
(Uh) (U−UH)
= ρ (Uh, z− zh) + ρ∗ (Zh,U−Uh) + bn (πh + π,uh − u) .
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Beweis. Der Beweis folgt durch Einsetzen und Anwendung von Lemma
15 und Lemma 17:
A (U−Uh,Z) + J
￿
(Uh) (U−Uh)
=A (U,Z−Zh)−A (Uh,Z−Zh)
+ J
￿
(Uh) (U−Uh) +A (U−Uh,Zh)
=a (u, z− zh) + bn (λ, z− zh)￿ ￿￿ ￿
=(f,z−zh)
−bn (π− πH,u)
− (a (uh, z− zh) + bn (λH, z− zh)− bn (π− πH,uh))
+ J
￿
(Uh) (U−Uh)
+a (u− uh, zh) + bn (λ− λH, zh)￿ ￿￿ ￿
=0
−bn (πH,u− uh)
= (f, z− zh)− a (uh, z− zh)− bn (λH, z− zh)￿ ￿￿ ￿
=ρ(Uh,z−zh)
+ bn (π,uh − u) + J
￿
(Uh) (U−Uh)
=ρ (uh, z− zh) + J
￿
(Uh) (U−Uh) + bn (πH,u− uh)￿ ￿￿ ￿
=ρ∗(Zh,U−Uh)
+ bn (πh,uh − u) + bn (π,uh − u)
=ρ (Uh, z− zh) + ρ∗ (Zh,U−Uh) + bn (π+ πH,uh − u) .
Damit folgt der Beweis von Theorem 13 durch
Beweis. (Theorem 13) Es gilt
J (U)− J (Uh) =
1
2
￿
J
￿
(U) (U−Uh) + J
￿
(Uh) (U−Uh)
￿
+R
(3)
h (U−Uh)
=
1
2
￿
A (U−Uh,Z) + J
￿
(Uh) (U−Uh)
￿
+R
(3)
h (U−Uh)
=
1
2
(ρ (Uh, z− zh) + ρ∗ (Zh,U−Uh)
+bn (π+ πH,uh − u)) + R
(3)
h (U−Uh) .
Die primalen und dualen Residuen können folgendermaßen ausge-
wertet werden.
Dazu sei angenommen, dass das Funktional J für V = (v,w) ∈ V in
der Form
J (V) =
1￿
l=0
￿￿
Ωl
j1,l
￿
xl, vl
￿
dx+
￿
Γ lN∪Γ lC
j2,l
￿
xl,γ
￿
vl
￿￿￿
ds+
￿
ΓC
j3 (x,w)ds
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vorliegt. Dann zerfällt die Fréchetableitung J ￿ (uh, λH) in die Terme
J
￿
(uh, λH) =
￿1
l=0
￿
j
￿
1,l (uh, λH) + j
￿
2,l (uh, λH)
￿
+ j
￿
3 (uh, λH)
j
￿
1,l (uh, λH) (x) :=
∂j1
∂x2
(x,uh (x) , λH (x)) in Ωl,
sowie
j
￿
2,l (uh, λH) (x) :=
∂j2
∂x2
(x,uh (x) , λH (x)) auf ∂Ω
und
j
￿
3 (uh, λH) (x) :=
∂j3
∂x3
(x,uh (x) , λH (x)) auf ∂Ω.
Ferner seien für ein Element T der FE-Vernetzung Tlh von Gebiet Ω
l
die Kanten geben durch E, wobei innere Kanten durch E◦, Neumann-
rand Kanten durch EN und Kontaktrandkanten durch EC, bzw. EC∗
gekennzeichnet sind.
Es ist zu beachten, dass in der Definition der primalen und dualen
Residuen durch den Operator bn eine Kopplung der Gebiete vorliegt.
Um die für einen Fehlerschätzer nötigen elementweisen Beiträge zu
erhalten, sind noch folgende Umformulierungen nötig. Im Folgenden
bezeichne der Index l die zum Gebiet Ωl gehörenden Anteile. Es gilt:
ρ (Uh, v) = (f, v)− a (uh, v)− bn (λH, v)
=
2￿
l=1
￿
fl, vl
￿
−
2￿
l=1
a
￿
ulh, v
l
￿
+ ￿λH, [v]n￿
=
2￿
l=1
￿￿
fl, vl
￿
− a
￿
ulh, v
l
￿￿
+
￿
λH,γ1n
￿
v1
￿
+ γ2n
￿
v2
￿￿
=
2￿
l=1
￿￿
fl, vl
￿
− a
￿
ulh, v
l
￿
+
￿
λH,γln
￿
vl
￿￿￿
.
Nach partieller Integration erhält man so für das primale Residuum ρl
auf dem Gebiet Ωl folgende Darstellung:
ρl (Uh, v) =
￿
T∈Tlh
￿
(RT , v) +
￿
e∈E(T) (RE, v)
￿
mit den Zell- und
Kantenresiduen
RT := f+ div (σ (uh))
RE :=

1
2 [σn (uh)] e ∈ E◦
q− σn (uh) e ∈ EN
λH − σn (uh) e ∈ EC.
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Die Anteile des dualen Residuum ergeben sich aus folgender Glei-
chung:
ρ∗ (Zh,Φ)
= J
￿
(Uh) (ϕ,w)− a (ϕ, zh)
−bn (w, zh) + bn (πH,ϕ)
=
2￿
l=1
￿
j
￿
1,l
￿
Ulh
￿
+ j
￿
2,l
￿
Ulh
￿￿￿
vl
￿
−
2￿
l=1
a
￿
vl, zlh
￿
+ ￿πH, [v]n￿
+j
￿
3 (Uh) (w)− ￿w, [zh]n￿
=
2￿
l=1
￿
j
￿
1,l
￿
Ulh
￿￿
vl
￿
− a
￿
vl, zlh
￿￿
+
￿
j
￿
2,l
￿
Ulh
￿￿
vl
￿
−
￿
πH,γln
￿
vl
￿￿￿
+
￿
j
￿
3 (Uh) (w)− ￿w, [zh]n￿
￿
=
2￿
l=1
￿
j
￿
1,l
￿
Ulh
￿￿
vl
￿
− a
￿
vl, zlh
￿￿
+￿
j
￿
2,l
￿
Ulh
￿￿
vl
￿
−
￿
πH,γln
￿
vl
￿￿
+
1
2
￿
j
￿
3 (Uh) (w)− ￿w, [zh]n￿
￿￿
.
Damit sind nach partieller Integration die Fehleranteile gegeben
durch
ρ∗,l (zh, (v,w)) =
￿
T∈Th
(R∗T , v) + ￿
e∈E(T)
￿￿
R∗E,v, v
￿
+
1
2
￿
R∗E,w,w
￿￿
mit
R∗T := j
￿
1,l + div (σ (zh))
R∗E,v :=

1
2 [σnzh] e ∈ E◦
j
￿
2,l − σnzh e ∈ EN
j
￿
2,l − πH − σnzh e ∈ EC
∗
R∗E,w :=
1
2
￿
j
￿
3 − [zh]n
￿
.
Der noch ausstehende Term bn (π+ πH,uh − u) in der Fehlerab-
schätzung lässt sich mittels der Annahme π ≈ πH zu 2 ·bn (πH,uh − u)
vereinfachen.
Bemerkung 22. Auf diese Art ist es möglich auch Funktionale abzuschätzen,
die bezüglich des Lagrange Multiplikators λ in der gemischten Formulierung
definiert sind. Dies geschieht über den Term R∗E,w. Es ist zu beachten, dass über
den Sprungterm [zh]n eine Kopplung der Gebiete auch bei der Auswertung
des Fehlerschätzers stattfindet. Ein Entkoppeln des Terms, wie im Fall R∗E,v auf
Kontaktrandelementen würde zu verfälschenden Fehlertermen führen. Denn
betrachtet man den einfachen Fall j ￿3 (w) = 0, so liefert das duale Problem
direkt bn (w, zh) = 0. Damit ist der Sprung [zh]n zwar klein, jedoch nicht
zwingend die Randverschiebung γln
￿
zlh
￿
.
Für Funktionale, die nur bezüglich der primalen Variable u definiert
sind, reicht es aus, analog zu [87], nur für die primale Variable ein
duales Problem zu definieren.
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Problem 22. Finde z ∈ Gz mit
J ￿ (uh) (ϕ) = a(ϕ, z) ∀ϕ ∈ Gz
Mit diesem Problem folgt mit analogen Schlüssen zu obiger Herlei-
tung:
Theorem 14. Seien U = (u, λ) ,Uh = (uh, λH) Lösungen der primalen
Probleme 5.2 und 5.3, sowie Z = (z,π) ,Zh = (zh,πH) Lösungen der dualen
Probleme. Dann gilt
J (u)− J (uh)
=
1
2
(ρ˜ (uh, z− zH) + ρ˜ ∗ (zh,u− uh) + bn (λH − λ, zh + z))
+R
(3)
h (U−Uh) ,
mit primalem Residuum ρ˜l := ρl und dualem Residuum ρ˜∗,l.
Das duale Residuum hängt dabei von der Wahl von Gz ab. Setzt
man analog zum einseitigem Kontaktproblem in [87] einfach auf dem
Kontaktrand einen freien Neumannrand an, so ist das duale Residuum
gegeben durch
ρ˜∗,l (zh, v) =
￿
T∈Th
￿R˜∗T , v￿+ ￿
e∈E(T)
￿
R˜∗E, v
￿
mit
R˜∗T := j
￿
1,l + div (σ (zh))
R˜∗E :=

1
2 [σnzh] e ∈ E◦
j
￿
2,l − σnzh e ∈ EN
j
￿
2,l − σnzh e ∈ EC
∗ .
Diese Wahl führt allerdings zu einer Entkopplung der dualen Formu-
lierung zwischen den Gebieten Ωl und ist für adaptive Methoden nur
bedingt geeignet, wie insbesondere das Beispiel 13 im folgenden Ka-
pitel verdeutlicht. Eine alternative Wahl, die der Kopplung zwischen
den Gebieten Rechnung trägt, ist, auf dem Kontaktrand [z]n = 0 zu for-
dern. Dies liefert das in Problem 20 definierte gemischte duale Problem.
Damit ergeben sich für ρ˜∗,l die Anteile
R˜∗T := j
￿
1,l + div (σ (zh))
R˜∗E :=

1
2 [σnzh] e ∈ E◦
j
￿
2,l − σn (zh) e ∈ EN
j
￿
2,l − πH − σn (zh) e ∈ EC∗.
Bemerkung 23. Analog zur gemischten Fehlerschätzung liefert in diesem
Fall der Kontaktterm bn (λH − λ, zh + z) ≈ bn (λH − iHλH, 2 · zH) eine
Kopplung zwischen den Gebieten in der Auswertung.
Die Fehlerabschätzung in Theorem 13 ist durch das primale Residu-
um ρ (uh, z− zh), das duale Residuum ρ∗ (Zh,U−Uh) und dem Kon-
taktterm bn (π+ πH,uh − u) gegeben. Die Auswertung dieser Terme
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erfordert eine Auswertung des Approximationsfehlers z− zh, u− uh
und λ− λH. Diese Auswertung kann nicht direkt erfolgen, da die Lö-
sungen (u, λ) und (z,π) nicht bekannt sind. Stattdessen werden diese
Fehler approximativ ausgewertet, indem man die Unbekannten durch
Approximationen ersetzt, die potentiell genauer als die finite Elemen-
te Lösungen (uh, λH) und (zh,πH) sind. Dazu werden üblicherweise
Interpolierende höherer Ordnung der finite Elemente Lösungen ver-
wendet. Für stückweise lineare Elemente kann das durch quadratische
Interpolation auf einem Makroelement geschehen. Dazu muss die Dis-
kretisierung eine sogenannte Patchstruktur aufweisen, so dass jedes
Element Th der Diskretisierung eindeutig einem Makroelement T˜2h zu-
geordnet werden kann. Also einem größerem Element, das etwa durch
eine einmalige Vergröberung des Netzes erhalten werden kann. Eine
quadratische Interpolation i22h (vh) auf dem Makroelement T˜2h kann
so durch Auswertung der nodalen Freiheitgrade der i zugehörigen Ele-
mente T ih geschehen. Weitere Informationen zur Wahl der Interpolation
finden sich zum Beispiel in [7]. Für Interpolation bei Elementen höherer
Ordnung sei zum Beispiel auf [61] verwiesen. Der Lagrange Multipli-
kator λH ist bei stückweise linearen Elementen für die primale Variable
stückweise konstant zu wählen. Damit erhält man eine Approximation
höherer Ordnung, in dem man die lineare Interpolierende von ￿
TC∈M(p)
|TC|
−1 ￿
Tc∈M(p)
λH|ΓC
als Näherung wählt. Dabei ist die MengM (p) gegeben durch
M (p) :=
￿
TC ∈ TC,H
￿￿ p ∈ T¯C￿
für einen Gitterpunkt p von TC,H.
Bemerkung 24. Die Interpolation i22h (·) ist nicht stetig auf Netzen mit
hängenden Knoten. In diesem Fall müssen zusätzliche Nebenbedingungen auf
diesen Knoten erfüllt werden. Siehe dazu zum Beispiel [87].
5.1.5 Numerische Ergebnisse
In diesem Kapitel werden die im vorherigen Abschnitt vorgestellten
dual gewichteten Fehlerschätzer auf einige Beispiele angewendet. Es
zeigt sich, dass insbesondere die Wahl des dualen Problems für die Zu-
verlässigkeit des Fehlerschätzers eine Rolle spielt. Zur Auswertung des
Fehlerfunktionals J (U) wird hier der Wert des Funktionals bezüglich
einer Referenzlösung Uref auf einem feinen, global verfeinerten Netz
herangezogen.
Beispiel 13. Betrachtet werden die Gebiete aus Beispiel 11 mit modifizierten
Parametern: Das E-Modul beträgt nun E0 = 105, E1 = 1015 und E2 = 108 ,
die Poissonzahl ist gegeben durch ν0 = ν1 = ν2 = 0.25. Die Gebiete Ω1 und
Ω2 sind inhomogenen Dirichletbedingungen von (0,−0.005), bzw. (0, 0.01)
unterworfen. Das Funktional J, dessen Fehler kontrolliert werden soll, ist
gegeben durch
J (u) :=
1
|B|
￿
B
σ2v (u)dx,
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mit B := Ω1. Ziel ist also, die von Mises Spannungen im Gebiet Ω1 zu kon-
trollieren. Offensichtlich gilt J (v) = 0 für Funktionen v =
￿
v0, 0, v2
￿ ∈ H1D.
Damit liefert ein Fehlerschätzer auf Grundlage des ungekoppelten dualen Pro-
blems 22 keine vernünftige Abschätzung, da die Kopplung der Kontaktbedin-
gung nicht erfasst werden kann. Dagegen liefert die gemischte Formulierung
aus Problem 21 eine gute Schätzung des Fehlers und somit eine brauchbare
adaptive Verfeinerung.
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Abbildung 52: Fehler J (U)− j (Uh)
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Abbildung 53: Fehlerschätzer η
In Abbildung 52 ist der Fehlerverlauf aufgetragen. Der Fehlerschätzer,
der das ungekoppelte duale Problem verwendet, liefert keine brauch-
bare adaptive Verfeinerung, während Fehlerschätzer auf Basis des ge-
koppelten dualen Problems eine gute Approximation liefern. Betrachtet
man die Werte des Fehlerschätzers in Abbildung 53, so sieht man,
5.1 adaptive methoden für statische kontaktprobleme 95
dass der Fehlerschätzer für das ungekoppelte Problem in der Tat nicht
zur Abschätzung des Fehlers zu gebrauchen ist, denn während der
Fehler konstant bleibt, sinkt der Wert des Fehlerschätzers bei jedem
Verfeinerungsschritt. Die Fehlerschätzer “adaptive” aus Theorem 13
und “adaptive2” aus Theorem 14 auf Basis des gekoppelten dualen
Problems 21 schätzen den Fehler gut ab. Vergleicht man die adaptiven
Vernetzungen nach 5 Verfeinerungen (Abbildung 54), so erkennt man
den Grund für das schlechte Verhalten des ungekoppelten Problems.
Die Kontaktsituation zwischen Ω2 und Ω0 wird durch das ungekop-
pelte Problem nicht korrekt aufgelöst, so dass dieser Einfluss auf das
Fehlerfunktional nicht erkannt wird.
(a) ungekoppeltes duales Problem mit
von Mises Spannung σv
(b) gekoppeltes duales Problem mit von
Mises Spannung σv
Abbildung 54: adaptive Vernetzung bei Beispiel 13
Nach den Überlegungen aus Beispiel 13 ist klar, dass dual gewichtete
Fehlerschätzer insbesondere dann gute Ergebnisse erzielen, wenn lokale
Funktionale kontrolliert werden sollen.
Beispiel 14. Betrachtet wird der Kontakt zwichen 2 Gebieten im R2. Das
erste Gebiet besteht aus einer Kreisscheibe mit innerem Radius r0 = 0.2 und
äußerem Radius r1 = 2 um den Mittelpunkt m = (0, 0). Das untere Gebiet
Ω1 ist durch einen Block gegeben mit einer unteren Kante ΓD := [−1.5, 1.5]×
[1.5] verbunden mit einem Kreisegment an der oberen Kante, welches geben
ist durch den Radius rΓC = 9 mit dem Mittelpunkt mC = (0, 8.05). Die
Geometrie ist für adaptiv verfeinerte Netze in Abbildung 57 gegeben. Die
Materialparameter sind E0 = E1 = 105 und ν0 = ν1 = 0.25. Der mögliche
Kontaktrand entsteht durch eine Überlappung in der Referenzkonfiguration.
Auf der unteren Kante von Ω1 und auf dem inneren Kreisbogen von Ω0 sind
Dirichlet Randdaten vorgegeben. Es wird wieder das Funktional
J (u) :=
1
|B|
￿
B
σ2v (u)dx,
benutzt, wobei die Menge B durch einen Kreis mit Mittelpunkt (0, 0) und Ra-
dius rB = 0.25 gegeben ist. Damit wird der Fehler der von Mises Spannungen
in der Nähe der Aufhängung der Kreisscheibe kontrolliert.
Es ist zu erkennen, dass der Fehlerschätzer auf Grundlage des ungekoppelten
Problems den Fehler nicht approximiert (Abb. 56), obwohl der Fehlerschätzer
einen richtigen Verlauf anzeigt (Abb. 55). Dies mit dem in Abbildung 58 zu
sehenden Verlauf der dualen Lösung zu erklären. Da das Funktional J in Gebiet
Ω2 identisch null ist, wird das Gebiet nur aufgrund von Regularisierungs-
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Abbildung 55: Fehlerschätzer η für verschiedene Strategien
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Abbildung 56: Fehler des Funktionals J (Uref)− J (Uh)
stragtegien verfeinert und bildet so die Kontaktbedingung nur unzureichend
ab.
Es zeigt sich weiterhin, dass der in Abschnitt 5.1.2 hergeleitete Fehlerschät-
zer nicht in der Lage ist lokale Funktionale gut zu approximieren, da dieser
Schätzer den Fehler in der Energienorm des gesamten Gebiets abschätzt (vgl.
Verlauf von “residual” in Abbildung 56).
Fazit
Die in Abschnitt 5.1.4 hergeleiteten Fehlerschätzer können für zielge-
richtete adaptive Verfeinerungsstrategien für Funktionale J verwendet
werden. Dabei zeigt sich, dass der in Abschnitt 5.1.2 hergeleitete resi-
duale Fehlerschätzer den dual gewichteten Methoden zur Kontrolle
von Zielfunktionalen J unterlegen ist. Weiterhin wird deutlich, dass die
Abbildung 57: von Mises Spannung σv für adaptive Vernetzungen bei Beispiel
14
Abbildung 58: duale Lösung zh bei versch. Strategien für Beispiel 14
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Definition eines geeigneten dualen Problems für adaptive Methoden
grundlegend für eine effiziente Strategie ist. Verwendet man nur die
primale Formulierung des dualen Problems (Problem 22), so kann die
nicht gekoppelte Variante zu falschen Verfeinerungsstrategien führen
(vgl. Beispiel 13). Zu erklären ist das Phänomen damit, dass die nicht
gekoppelte Strategie eine duale Lösung identisch 0 auf allen Gebieten
Ωl mit J|Ωl (u) = 0 liefert. Dadurch können insbesondere Kontaktsitua-
tionen, die einen Einfluss auf die Lösung haben nicht erfasst werden.
Dagegen liefern die Fehlerschätzer auf Grundlage des gekoppelten
Problems effiziente Strategien, weil sie der Kopplung des primalen
Problems Rechnung tragen.
5.2 adaptive methoden für zeitabhängige probleme
Adaptive Methoden für zeitabhängige Probleme führen zu einem Wech-
sel der Approximationsräume zwischen einzelnen Zeitschritten. Dies
führt zu numerischen Fehlern beim Transfer der Lösung für den nächs-
ten Zeitschritt, so dass diese bei der Generierung der Diskretisierung
berücksichtigt werden müssen. Die Mechanismen für die Generierung
adaptiver Diskretisierungen sind aus [87] übernommen. In dieser Ar-
beit werden Fehlerschätzer und adaptive Strategien für dynamische
Probleme untersucht. Die vorgestellten Verfahren lassen sich auf die
hier untersuchten Mehrkörperkontaktprobleme übertragen. Grundle-
gend dazu ist die Definition eines geeigneten Fehlerschätzers. Möchte
man nur den räumlichen Fehler kontrollieren, so kann man wie in
[23] vorgeschlagen, einen Fehlerschätzer nur für die quasistatischen
Probleme wählen, so dass der zeitliche Fehler nicht berücksichtigt wird.
In diesem Kapitel wird die adaptive dynamische Diskretisierung ex-
emplarisch anhand des in Abschnitt 5.1.2 vorgestellten Fehlerschätzer
dargestellt. Der Fehlerschätzer muss zunächst auf das quasistatische
Problem 14 angepasst werden.
Da in Problem 14 die rechte Seite Fk in der Praxis nicht bekannt ist,
muss diese durch Fkh ersetzt werden, um einen auswertbaren Fehler-
schätzer zu erhalten. Dazu wird folgendes Problem betrachtet.
Problem 23. Finde
￿
u˜k, λ˜k
￿ ∈ Vk ×Λk,so dass für alle ϕ ∈ Vkund
µ ∈ Λk gilt:
c
￿
u˜k,ϕ
￿
+ bn
￿
λ˜k,ϕ
￿
=
￿
Fkh,ϕ
￿
bn
￿
µ− λ˜k, u˜k
￿
￿
￿
µ− λ˜k,g
￿
Es ist zu beachten das der räumliche Fehlerschätzer gilt solange
Fkh ≈ Fk ist, was für kleine k und h gelten sollte, siehe dazu auch [23].
Wie im statischen Fall basiert die Herleitung des Fehlerschätzers
auf einem Hilsproblem, dass sich aus der ersten Zeile von Problem 23
ergibt, indem man den Lagrange Multiplikator λk durch den diskreten
Multiplikator λkH ersetzt.
Problem 24. Finde un0 ∈ Vk, so daß
c
￿
uk0 ,ϕ
￿
= (Fnh ,ϕ)− bn
￿
λ˜kH,ϕ
￿
für alle ϕ ∈ Vk gilt.
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Wie im statischen Fall kann der Term
￿￿uk0 − ukh￿￿ also durch beliebige
Fehlerschätzer für Variationsgleichungen abgeschätzt werden. Damit
erhält man analog zum statischen Fall eine Fehlerabschätzung folgender
Form
Proposition 3. Es existiert eine Konstante C > 0, die unabhängig von Vkh
und ΛkH ist , so dass gilt:￿￿￿u˜k − ukh￿￿￿2 + ￿￿￿λ˜k − λkH￿￿￿2
￿ C
￿￿
ηk0
￿2
+
￿￿￿￿￿gk − ￿ukh￿n￿−
￿￿￿￿2
1/2,ΓC
￿
+C
￿￿￿￿￿
￿
λkH,
￿
gk −
￿
ukh
￿
n
￿
−
￿
0,ΓC
￿￿￿￿￿ .
Wie in Abschnitt 5.1.2 erhält man so durch einen residualen Fehler-
schätzer
η20 :=
￿
T∈Th
h2TR20,T + ￿
e∈ET
heR
2
0,e

mit den Zell- und Kantenresiduen
R0,T :=
￿￿￿￿Fkh + 12τ2 divσ￿ukh￿− ukh
￿￿￿￿
0,T
, T ∈ TH
R0,e :=

￿￿−14τ2 [σn (uh)]e￿￿0,e , e ∈ E◦,￿￿1
2τ
2 (σn (uh)− q)
￿￿
0,e e ∈ EN,￿￿1
2τ
2 (σnn (uh) + λH)
￿￿
0,e e ∈ EC
die Möglichkeit, den Fehler der quasistatischen Variationsungleichung
abzuschätzen. Auf Basis dieses Fehlerschätzers erhält man eine zeit-
abhängige dynamische Diskretisierung durch Anwendung folgender
Algorithmen.
Bei diesem Algorithmus wird ausgehend von einem Startnetz zu-
nächst das dynamische Problem komplett gelöst. Anschliessend wird
für jeden Zeitschritt auf Basis eines Fehlerschätzers eine Verfeinerung
generiert. Vor dem nächsten Verfeinerungschritt wird nun das Problem
mit dieser Vernetzung gelöst. Auf diese Weise ist es möglich die hierar-
chischen Strukturen der Vernetzung zu nutzen. Insbesondere vermeidet
man das Problem einer Vergröberung des Netzes. Zwar können zwi-
schen verschiedenen Zeitschritten Vergröberungen auftreten, wenn im
nächsten Zeitschritt eine lokal gröbere Vernetzung vorliegt als im vor-
herigen. Da aber beide Vernetzungen aus adaptiven Verfeinerungen des
Startnetzes hervorgegangen sind, sind zur Erstellung des Netzes nur
Verfeinerungen nötig. Die so global verfügbare Netzhierarchie lässt sich
auch zur Datenübertragung verwenden. Für eine genaue Erläuterung
der dynamischen Algorithmen sei auf [87] verwiesen. Kritisch ist hier
die Übertragung der diskreten Lösungen zwischen einzelnen Zeitschrit-
ten. Dazu sind einerseits Projektionen durchzuführen, andererseits ist
eine Regularisierung der Diskretisierung nötig. Insbesondere soll eine
zu große Änderung der FE-Netze zwischen 2 Zeitschritten vermieden
werden. Dies wird hier sichergestellt, indem man nur einfach hängende
Knoten in der Zeit zulässt.
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Algorithmus 1. Adaptiver Lösungsalgorithmus
(i) Setze l=1.
(ii) Setze k=1 und ermittle die Startwerte u0h1,, v
0
h1,a
0
h1
∈ V1h1 .
(iii) Bestimme ukh1,λ
k
h1
gemäß Problem 16, sowie vkh1,a
k
h1
gemäß der
Updateformel zum gewählten Zeitschrittverfahren.
(iv) Werte den Fehlerschätzer ηkl aus.
(v) Setze Tkl+1 = T
k
l und verfeinere T
k
l+1 gemäß einer auf Basis von
ηkl gewählten Verfeinerungstrategie aus.
(vi) Entferne alle mehrfach hängenden Knoten mittels Algorithmus 2
(vii) Falls k < N setze k← k+ 1 und gehe zu Schritt (iii).
(viii) Entferne alle doppelt hängenden Knoten in der Zeit mittels Algo-
rithmus 3
(ix) Falls das Abbruchkriterium erfüllt ist, dann stopp. Sonst setze
l← l+ 1 und gehe zu Schritt (ii).
Algorithmus 2. Räumliche Regularisierung
(i) Markiere alle Zellen mit mehrfach hängenden Knoten.
(ii) Falls keine Zellen markiert sind, stopp.
(iii) Verfeinere alle markierten Zellen und gehe zu Schritt (i).
Algorithmus 3. Zeitliche Regularisierung
(i) Setze k = 2.
(ii) Markiere alle Zellen mit mehrfachen hängenden Knoten rück-
wärts in der Zeit in Tk.
(iii) Verfeinere alle Zellen in Tk.
(iv) Falls k < N, setze k← k+ 1 und gehe zu Schritt (ii).
(v) Setze k=N-1.
(vi) Markiere alle Zellen mit mehrfachen hängenden Knoten vorwärts
in der Zeit in Tk.
(vii) Verfeinere alle Zellen in Tk.
(viii) Falls k > 1, setze k← k− 1 und gehe zu Schritt (vi).
(ix) Stopp.
In [87] wurde dieser Algorithmus eingehend untersucht. Das folgende
Beispiel zeigt seine Verwendung unter Anwendung des in diesem
Kapitel hergeleiteten residualen Fehlerschätzers.
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Beispiel 15. Es wird der Kontakt zwischen drei Gebieten des R2 betrachtet.
Die Gebiete sind gegeben durch Ω0 := [−0.5, 0.5]× [−3.00001,−2.00001]
, Ω1 := [−1.8, 0]× [−2,−1] und Ω2 := [0, 1.8]× [−2,−1] . Die Gebiete
Ω1 und Ω2 sind links, bzw. rechts homogenen Dirichletdaten unterwor-
fen. Gebiet Ω0 besitzt am unteren Rand homogene Dirichletdaten. Die Aus-
gangskonfiguration ist in Abbildung 65b zu sehen . Auf die oberen Ränder
von Gebiet Ω1 und Ω2 wirken Neumannkräfte der Form Fneu = (0,−40).
Das Zeitintervall ist gegeben durch I = [0, 25], die Materialparameter sind
E0 = 108,E1 = E2 = 104 und µl = 0.3 , l = 0, 1, 2. Die Dichte beträgt
ρl = 20, l = 0, 1, 2. Die Startdiskretisierung besteht aus 4 globalen Verfeine-
rungen auf jedem Gebiet. Anschließend wird der oben beschriebene adaptive
Algorithmus vier mal durchgeführt, um eine adaptive Verfeinerung zu erhalten.
Die Zeitschrittweite ist dabei fest gewählt mit τ = 0.0025.
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Abbildung 59: Vergleich von adaptiver und globaler Verfeinerung
In Abbildungen 60 bis 65 sind die adaptiven Verfeinerungen zu ver-
schiedenen Zeiten aufgetragen. Man sieht deutlich, dass der benutzte
residuale Fehlerschätzer zu symmetrischen Verfeinerungen führt und
die dynamische Kontaktsituation richtig auflöst. In Tabelle 12 ist der
maximale geschätzte Fehler der räumlichen Diskretisierung über die
Summe der Freiheitsgrade aller in allen Zeitschritten für die adaptiven
Verfeinerungen der Gebiete aufgetragen. In Tabelle 13 ist der Fehler für
globale Verfeinerungen gegeben. Man erkennt die bessere Approxima-
tion durch die adaptive Verfeinerung, siehe dazu auch Abbildung 59.
DoF Ω0 max (η) DoF Ω1 max (η) DoF Ω2 max (η)
12800 1.033E-4 51200 6.659E-5 51200 6.659E-5
22832 8.484E-5 97100 4.955E-5 97100 4.955E-5
51473 6.028E-5 217073 3.419E-5 217049 3.419E-5
112220 4.33E-5 476210 2.419E-5 476006 2.419E-5
Tabelle 12: geschätzter Fehler bei adaptiver Verfeinerung
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DoF Ω0 max (η) DoF Ω1 max (η) DoF Ω2 max (η)
12800 1.033E-4 51200 6.659E-5 51200 6.659E-5
51200 8.19E-5 204800 4.456E-5 204800 4.456E-5
204800 5.487E-5 819200 2.924E-5 819200 2.924E-5
Tabelle 13: geschätzter Fehler bei globaler Verfeinerung
Damit veranschaulicht das Beispiel, dass die dynamische Diskre-
tisierung auch adaptive Verfeinerungen korrekt wiedergeben kann.
Insbesondere sieht man, dass die Kontaktsituation und Zuordnung der
Kontaktränder auch auf dynamischen adaptiven Vernetzungen richtig
erkannt wird. Ferner ist die Symmetrie der adaptiven Verfeinerung zu
sehen. Dies ist zwar zu erwarten, da das Problem symmetrisch bzüglich
der y-Achse ist. Allerdings ist anzumerken, dass der Lagrangemulti-
plikator λn auf einem Kontaktrand definiert ist und die Übertragung
der Werte zwischen den Kontakrändern kritisch sein kann. Insbeson-
dere ist in diesem Beispiel die Übertragung der Kontaktbedingung
zwischen Ω1 und Ω2 zu beachten. Man sieht, dass die Definition des
Lagrangemultiplikators auf einer Seite nicht kritisch ist, und dass der
verwendete Fehlerschätzer die Einflussgrößen richtig wiedergibt. Sonst
würde hier die Symmetrie verloren gehen.
(a) Diskretisierung zu T = 0 (b) Diskretisierung zu T = 10
Abbildung 60: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
(a) Diskretisierung zu T = 20 (b) Diskretisierung zu T = 30
Abbildung 61: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
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(a) Diskretisierung zu T = 40 (b) Diskretisierung zu T = 50
Abbildung 62: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
(a) Diskretisierung zu T = 60 (b) Diskretisierung zu T = 70
Abbildung 63: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
(a) Diskretisierung zu T = 80 (b) Diskretisierung zu T = 90
Abbildung 64: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
(a) Diskretisierung zu T = 99 (b) Startkonfiguration
Abbildung 65: Adaptive Diskretisierungen zu verschiedenen Zeitschritten
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In dieser Arbeit wurde die Diskretisierung von Mehrkörperkontakt-
problemen untersucht, sowie a posteriori Fehlerkontrolle und Adap-
tivität für diese Probleme. Es konnte gezeigt werden, dass für höhe-
re Ordnungsansätze auf nicht zueinander passenden Netzen stabile
Diskretisierungen erzeugt werden können. Dies ist für anwendungs-
bezogene Kontaktprobleme von Vorteil, da eine übereinstimmende
Diskretisierung in der Praxis oft nicht realisierbar ist, insbesondere bei
dynamischen Problemen.
Auf Grundlage der a posteriori Fehlerschätzer aus Kapitel 5 konnten
die optimalen Ordnungen für Ansatzfunktionen höherer Ordnung
mittels adaptiver Strategien erreicht werden. Damit ist die Verwendung
dieser Ansatzräume zu rechtfertigen. Weiterhin wurde mittels dual
gewichteter Fehlerschätzer gezeigt, dass man den Diskretisierungsfehler
für beliebige Funktionale abschätzen kann und bei einer geeigneten
Wahl des dualen Problems gute Approximationseigenschaften erhält.
Offen ist die Frage nach einer rigorosen Stabilitätsabschätzung, da die
in Kapitel 3.2.4 hergeleitete Bedingung keine genaue Aussage über die
Wahl der Räume liefert. Die in dieser Arbeit verwendeten Paarungen
sind auf Grundlage numerischer Untersuchungen und nicht analytisch
ermittelt worden. Allerdings zeigen die Untersuchungen, dass die
Stabilität für die Paarungen q = p− 1 und H = 2h robust sind und
nicht etwa von der Geometrie der Problems oder angreifenden Kräften
abhängen.
Es wurden weiterhin nur linear elastische Probleme betrachtet, so
dass die Erweiterung auf nichtlineare Materialmodelle eine offene Frage
ist. Dabei ist anzumerken, dass die Stabilität der Räume auch für nicht-
lineare Materialen gesichert ist, da diese nicht vom Materialgesetz ab-
hängt. Bei Verwendung nichtlinearer Materialgesetze ist die Annahme
einer linearen Nicht-Durchdringungs-Bedingung nicht mehr gesichert,
so dass der Lösungsalgorithmus für nichtlineare Nebenbedingungen
angepasst werden muss, vgl. zum Beispiel [90]. Im Prinzip lassen sich
durch die Diskretisierung verschiedenste Probleme behandeln, die eine
Kopplung über ein Randstück zwischen mehreren Gebieten besitzen.
So lässt sich zum Beispiel an Wärmeübertragung denken und damit
auch thermoelastische Materialmodelle.
Weiterhin ist an alternative Lösungsalgorithmen zu denken. So könn-
ten etwa Mehrgittermethoden für Kontaktprobleme, wie zum Beispiel
in [40] und [67] beschrieben, auf die hier vorgestellte Diskretisierung
angewendet werden. Auch die Anpassung lokaler Mehrgitterverfahren
für die Verwendung bei adaptiven Strategien ist weiterführend möglich.
Bei adaptiven Methoden ist an die Entwicklung von Strategien für
die hp-Methode denken. Dazu muss die lokale Stabilisierung angepasst
werden, so dass Änderungen an der Polynomgradverteilung berück-
sichtigt werden. Insbesondere sind weiterführende Untersuchungen
der adaptiven Strategien bei hohen Polynomansätzen notwendig. Da
die Stabilisierung des Kontaktbereiches die Optimalität der adaptiven
Vernetzung zunichte machen kann, vgl. Abschnitt 5.1.3 , Beispiel 9.
Im Falle dynamischer Kontaktprobleme ist an die Entwicklung von
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Verfahren höherer Ordnung in der Zeit zu denken, um eine der Orts-
diskretisierung angepasste Strategie zu erhalten.
Als Nebenprodukt lässt sich die entwickelte Diskretisierung auch
für Gebietszerlegungstechniken nutzen: Ersetzt man im reibungsbe-
hafteten Kontaktproblem die Nebenbedingungen durch bn (λn,u) = 0
und bt (λt,u) = 0, so klebt man die Gebiete aneinander. Dies ist also
eine umgekehrte Gebietszerlegung wie sie für Kontaktalgorithmen auf
Basis einer Mortar-Diskretisierung zum Beispiel in [40] beschrieben
ist. So ist also auch an eine Übertragung der adaptiven Methoden auf
Gebietszerlegungstechniken zu denken.
Abschließend ist zu bemerken, dass Mehrkörperkontaktprobleme
auf Grund ihrer Relevanz in der ingenieur-technischen Anwendung
einen großen Spielraum für Erweiterungen bieten. So bieten sich wei-
terführende Kopplungen mit Schädigungsmodellen an, oder auch ther-
moelastische Kopplungen. Auch spielen in der Anwendung häufig Pro-
blemstellungen auf verschiedenen Skalen eine Rolle, wie beim Schleifen
etwa die Kontaktsituation und die Bestimmung des Abtrages, so dass
eine Kopplung mit Mehrskalenmethoden von Interesse ist.
AANHANG
a.1 implementationsfragen
Implementation der Kontaktrandprojektion
Werden Kontaktprobleme mit postivem Abstand in der Referenzkonfi-
guration betrachtet, siehe Abschnitt 3.1.3 und Abbildung 66, so ergibt
sich das Problem, dass man eine Funktion Φ benötigt, die die Zu-
ordnung zwischen den möglichen Kontakträndern liefert. Diese ist
jedoch im Allgemeinen nicht berechenbar, so dass eine Zuordnung auf
Grundlage dieser Funktion in der Praxis nicht möglich ist. Stattdessen
wird vorgeschlagen, eine Projektion in Normalenrichtung von einem
Kontaktrand zum anderen zur Kopplung zu verwenden. Dies ist im
Rahmen linear elastischen Materialverhaltens zulässig und wird zum
Beispiel in [45] auch für Probleme mit großer Verzerrung genutzt.
Betrachtet man eine Beispielkonfiguration, dargestellt in Abbildung
2a, so sieht man, dass die wirkliche Zuordnung durch die unbekannte
Funktion Φ im Allgemeinen nicht durch eine Projektion P in Normalen-
richtung des Randes Γ1C geleistet werden kann. Unter Annahme linear
elastischen Materialverhaltens sollte jedoch n1 ≈ nΦ gelten, mit der
Definition des Normalenvektors aus Kapitel 3.1.3, so dass die Projektion
in Normalenrichtung eine akzeptable Näherung darstellt.
Die Assemblierung der diskreten Kontaktprobleme erfordert eine
Zuordnung der Kontaktelemente und die entsprechenden Werte auf
dem Referenzelement des Gebietes, sowie die Bestimmung des Abstan-
des. Seien nun zwei Elemente T1 ⊂ Γ1C und T2 ⊂ Γ2C auf den möglichen
Kontakträndern gegeben. Dann ist zur Assemblierung der Nebenbe-
dingung der Schnitt T2 ∩ P ￿T1￿ paarweise für alle Elemente T1, T2 der
Kontaktränder zu bestimmen. Dies ist insbesondere auf nicht passen-
den Diskretisierungen in 3D schwer zu realisieren. Stattdessen werden
hier nur die Quadraturpunkte bezüglich des Elementes T1, die zur As-
semblierung der Nebenbedingungsmatrix B und des Abstandsvektors
g benötigt werden, auf ein Element T2 projiziert. Dabei ist es sinnvoll
eine Quadraturformel hoher Ordnung mit vielen Quadraturpunkten zu
wählen, da so sichergestellt werden kann, dass das Teilstück T2 ∩P ￿T1￿
genügend genau erfasst wird. Dieses Vorgehen wird zum Beispiel in
[45, Beispiel 4.2] für verschiedene Quadraturformeln untersucht.
(a) unbekannte ZuordnungsfunktionΦ (b) Projektion P in Normalenrichtungn1
Abbildung 66: Zuordnung der Kontaktränder
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Es ist möglich, den projizierten Quadraturpunkt und den Abstand
bezüglich dieses Punktes gleichzeitig zu bestimmen. Seien dazu die
Transformationen Tl : T lref → T lC vom Referenzelement auf ein Element
T lC des möglichen Kontaktrandes gegeben. Dann ist für einen Quadra-
turpunkt x1 ∈ T1ref der projizierte Punkt x2 auf dem Referenzelement
T2ref zu bestimmen. Man muss also
x2 = T−12 P
￿
T1
￿
x1
￿￿
bestimmen. Die Invertierung der Transformation T2 ist jedoch nicht
direkt möglich, da man Randelemente betrachtet mit T lref ⊂ Rd−1 und
Tl
￿
T lref
￿ ⊂ Rd. Die Projektion P : T1 → T2 ist gegeben durch
P (x) := x+ a ·n(x)
mit x ∈ T1 und P (x) ∈ T2 und dem Abstand a. Fügt man die Transfor-
mationen vom Referenzelement hinzu, so ergibt sich
P
￿
T1
￿
x1
￿￿
= T1
￿
x1
￿
+ a ·n
￿
T1
￿
x1
￿￿
= T2
￿
x2
￿
(A.1)
für ein x2 ∈ T2ref. Zu bestimmen sind die Unbekannten x2 und a. Damit
ergibt sich die Lösung als Nullstelle der Funktion
f
￿
x2,a
￿
= T2
￿
x2
￿
− T1
￿
x1
￿
− a ·n
￿
T1
￿
x1
￿￿
= 0 (A.2)
für ein festes x1. Diese Funktion ist invertierbar, wenn x2 ∈ T2ref liegt.
Ist die Transformation T2 linear, so kann die Nullstelle durch eine
Invertierung einer d × d Matrix bestimmt werden. Für nichtlineare
Transformationen kann etwa ein Newtonverfahren genutzt werden.
Bemerkung 3. Da mit diesem Verfahren die Auswertung der projizierten
Elemente nur über einzelne Quadraturpunkte erfolgt, sollte für die Diskreti-
sierung h1 ￿ h2 gelten, da sonst die Elemente auf Γ2C nicht richtig erfasst
werden können. Damit ergibt sich mit der Stabilitätsbedingung aus Kapitel
3.2.4 die Forderung h1 ≈ h2. Für Kontaktprobleme ergibt sich diese Forde-
rung allerdings häufig automatisch, um den Kontaktbereich richtig aufzulösen,
wie in den numerischen Ergebnissen in den Abschnitten 5.1.3, 5.1.5 und 5.2
zu sehen ist.
Projektion bei dynamischen Kontaktproblemen
Die Zuordnung der Kontakträder ist mit den in Anhang A.1 und A.1
erläuterten Methoden möglich. Allerdings sind einige Dinge zu beach-
ten. Die Projektion Pk in Zeitschritt k muss zu der in diesem Zeitschritt
vorliegenden Kontaktsituation passen. Dazu verwendet man die in
Zeitschritt k− 1 bestimmten Deformationen und kann auf diese Weise
die deformierte Konfiguration Ω˜lk−1 des Gebietes Ω
l berechnen. Dann
nutzt man die in A.1 beschriebene Methode mit den Transformationen
T˜l : T
l
ref → T˜ l ⊂ ˜Ωlk−1 und dem Normalenvektor n˜ bezüglich der
deformierten Konfiguration.
Allerdings ist bei der Assemblierung des Abstandes g zu beachten,
dass dieser im Zeitschrittverfahren bezüglich des undeformierten Zu-
standes berechnet werden muss. Dass heisst, nach Berechnung des
Abstandes a muss die Deformation ulk−1 in der aktuellen Normalen-
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richtung n˜1 wieder abgezogen werden. So erhält man den richtigen
Abstand mittels a˜ := a−
￿
u1k−1, n˜
1
￿
+
￿
u2k−1, n˜
1
￿
.
Zuordnung der Kontaktränder
Neben der in Anhang A.1 beschriebenen praktischen Projektion ist
noch die Zuordnung der Elemente T l der möglichen Kontaktränder
zu bestimmen. Die Bestimmung von Abstand a und Punkt x2 auf
dem Referenzelement über die Funktion f aus Gleichung A.1 ist nur
definiert, wenn man eine Zuordnung der Elemente gefunden hat. In der
Praxis kann man die möglichen Elementpaare durch “Boundingbox”
und Baumsuchmethoden einschränken , vgl. dazu etwa [40]. Hat man
die möglichen Paarungen eingeschränkt, so kann man die exakten
Zuordnungen finden, indem man versucht eine Nullstelle der Funktion
f zu finden. Dabei können folgende Situationen auftreten.
(i) Der gesuchte Punkt x2 liegt im Referenzelement. Dann ist die Lö-
sung von Gleichung A.2 der gesuchte Punkt x2 und der Abstand
a.
(ii) Der gesuchte Punkt x2 liegt nicht im Referenzelement und die
Nullstellensuche A.2 ist erfolgreich. Dann liefert die Nullstellen-
suche einen Punkt x2 /∈ T2ref. In diesem Fall liegt keine Kopplung
zwischen den Elementen bezüglich des genutzten Quadratur-
punktes x1 vor.
(iii) Der gesuchte Punkt x2 liegt nicht im Referenzelement und die
Nullstellensuche A.2 liefert keine Lösung. Dies passiert, wenn die
Gradientenmatrix bestehend aus dem Gradienten der Transforma-
tion T2 und dem Normalenvektor n nicht invertierbar ist. Das ist
der Fall, wenn entweder die Elemente so zueinander liegen, dass
eine Projektion in Normalenrichtung nicht möglich ist, oder wenn
man außerhalb des Referenzelementes T2ref liegt. Eine Kopplung
der Elemente liegt also nicht vor.
Die Bestimmung der Kontaktränder ist auf diese Weise also möglich.
Da man für adaptive Methoden die Kopplung der Kontaktränder häu-
figer braucht, sollte man diese in einem ersten Schritt erstellen. Auf
diese Weise muss man nur einmal eine Suche über den gesamten Kon-
taktrand vornehmen. Nach einer Eingrenzung der Kopplungspaare
über geometrische Methoden, wie “Boundingbox”-Methoden, müssen
die verbleibenden möglichen Paarungen gefunden werden. Nun kann
für jeden Quadraturpunkt die oben beschriebene Suche durchgeführt
werden. Auf diese Weise findet man sicher alle gekoppelten Elemente￿
T2i,j
￿
j
zu einem Element T1i . Allerdings ist das aufwendig, da man
eine hohe Quadraturformel verwendet, also viele Punkte auswerten
muss.
Unter der Annahme, dass h1 ≈ h2 im Kontaktbereich gilt, reicht es
lediglich für den Mittelpunkt xm des Elementes T1i ein Kopplungsele-
ment T2i zu finden. Anschliessend fügt man der Menge
￿
T2i,j
￿
j
alle
Nachbarn des Elements T2i hinzu. Auf diese Weise erhält man eventuell
zu viele mögliche Kopplungselemente, die man beim Assemblierung
der Nebenbedingung, oder beim Auswerten von Fehlerschätzern prü-
fen muss. Weiterhin ist anzumerken, dass die Zuordnung fehlerhaft
wird, wenn nur h2 < h1 gilt.
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a.2 lokale stabilisierung der kontaktränder
Die Stabilität der gemischten Diskretisierung von Kontaktproblemen
ist durch die inf-sup-Bedingung 6, bzw. 7 gesichert. Bei adaptiven
Verfeinerungen stellt sich die Frage, wie diese Bedingung lokal zu
erfüllen ist. In der Praxis muss die Bedingung
q = pl − 1 und H≈2 · hl,
, beziehungsweise
q = pl − 2 und H ≈ hl
für den Kontakt zwischen zwei Gebieten Ω1 und Ω2 erfüllt sein (siehe
Kapitel 3.3) . Ist für eine Diskretisierung eine Vernetzung
￿
T1h,k,p
1
k
￿
,￿
T2h,k,p
2
k
￿
und
￿
TCH,k,qk
￿
nach k-Verfeinerungsschritten gegeben, so
dass die Stabilitätsbedingung erfüllt ist, so muß ein Stabilisierungs-
algorithmus dies für den nächsten adaptiven Verfeinerungsschritt si-
cherstellen. In der Praxis wird dazu der Lagrangemultiplikator auf
einem der beiden Kontakränder definiert, hier o.B.d.A auf dem Rand
Γ1C von Gebiet Ω
1, so dass für das Paar
￿
T1h,k,p
1
k
￿
und
￿
TCH,k,qk
￿
die
Stabilität gesichert ist. Gilt nun h2Tj < h
1
Ti
für alle mit dem Element Ti
gekoppelten Elemente Tj der Diskretisierung
￿
T2h,k,p
2
k
￿
von Gebiet
Ω2 , so ist eine stabile Diskretisierung zu erwarten.
Nach einem adaptiven Verfeinerungsschritt müssen also mindestens
alle Elemente aus Gebiet Ω2 verfeinert werden, für die das gekoppelte
Element aus Ω1 verfeinert wurde. Die Kopplung ist dabei wie in An-
hang A.1 zu verstehen. Sinnvollerweise ist nach den Überlegungen aus
Anhang A.1, Bemerkung 3 jedoch zu fordern, dass h2Tj ≈ h1Ti gilt. Insge-
samt müssen also zur Sicherstellung einer stabilen Diskretisierung die
Randelemente von Ω1 und Ω2 paarweise verfeinert werden. Bei einer
zueinander passenden Diskretisierung ist so analog zum Vorgehen bei
einseitigen Kontaktproblemen, siehe [94] , eine stabile Diskretisierung
gesichert.
Im Falle von nicht zueinander passenden Diskretisierungen ist die
Definition von Paaren schwierig, denn die lokale Überlappung der
Elemente lässt eine eindeutige Paarbildung nicht zu. Benutzt man
die lokale Zuordnung mittels Quadraturpunkten aus Anhang A.1, so
erhält man nur eine lokale Kopplung zwischen Elementen T1i aus T
1
h,k,
zu Elementen T2j aus T
2
h,k, die auf dem Verfeinerungslevel k eine
nichtleere Schnittmenge T2 ∩ P ￿T1￿ ￿= ∅ haben. Auf diese Weise erhält
man eine stabile Diskretisierung. In Abbildung 67 sind die ersten drei
adaptiven Vernetzungen aus Beispiel 9 für das Paar p = 4,q = 2,h =
H zu sehen. Auf der linken Seite ist jeweils die Verfeinerung ohne
Stabilisierung zu sehen, auf der rechten Seite die mit Stabilisierung. Der
Lagrangemultiplikator ist auf dem oberen Gebiet definiert. Also wird
schon im ersten Verfeinerungsschritt ohne Stabilisierung die Bedingung
h2Tj ￿ h
1
Ti
lokal verletzt. In Kapitel 3.3, Beispiel 2 wurde der mitunter
stabilisierende Einfluss von nicht passenden Vernetzungen dargestellt,
so dass eine lokale Verletzung der Stabilitätsbedingung ohne Folgen
für die Diskretisierung sein kann. In Kapitel 5.1.3, Beispiel 9 zeigt
sich, dass Instabilitäten erst auftreten, wenn durch wiederholte lokale
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(a) Level 0 (b) Level 2 (c) Level 2
Abbildung 67: Stabilisierung des Kontaktbereiches
(a) Vernetzung auf Level 5, Version 1 (b) Vernetzung auf Level 5, Version 2
Abbildung 68: Stabilisierung des Kontaktbereiches
Verfeinerungen in diesen Gebieten der Größenunterschied zwischen h2
und h1 zu groß wird.
Fordert man bei der Stabilisierung das lokal die Bedingung h2 ≈ h1
erfüllt sein muss, was nach Anhang A.1 sinnvoll ist, so muss man im
Kontaktbereich immer dann verfeinern, wenn auf einer Seite ein ge-
koppeltes Element verfeinert wurde. Dies kann allerdings dazu führen,
dass eine wesentlich höhere Zahl an Elementen im Kontakt verfeinert
werden muss, als der Fehlerindikator vorgibt. In Abbildung 68b (rechts)
ist auch zu erkennen, dass in den unteren Ecken des oberen Gebiets
verfeinert wurde, obwohl dies der Indikator nicht vorgibt, wie in der
linken Vernetzung ohne Stabilisierung zu sehen ist. In diesem Beispiel
ist klar, dass diese Vernetzung tatsächlich überflüssig ist, da der aktive
Kontaktbereich im Inneren des möglichen Kontaktrandes liegt. Auf
diese Weise entstehen zusätzliche Elemente, so dass die Effizienz der
adaptiven Vernetzung verloren geht.
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