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a b s t r a c t
In an earlier manuscript [O. Favaron, M.A. Henning, Bounds on total domination in claw-
free cubic graphs, DiscreteMath. 308 (2008) 3491–3507] it is shown that ifG is a connected
claw-free cubic graph of order n ≥ 10, then γt(G) ≤ 5n/11 and it is conjectured that the
bound can be improved from 5n/11 to 4n/9. In this paper, we prove this conjecture. Our
proof assignsweights to the edges and uses discharging rules to determine the average sum
of the edge weights incident to each vertex, and then uses counting arguments to establish
the desired upper bound.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we continue the study of total domination in graphs which was introduced by Cockayne et al. [8]. A total
dominating set, abbreviated as TDS, of a graph G is a set S of vertices of G such that every vertex is adjacent to a vertex in S.
Every graph without isolated vertices has a TDS, since S = V (G) is such a set. The total domination number of G, denoted by
γt(G), is the minimum cardinality of a TDS. A TDS of G of cardinality γt(G) is called a γt(G)-set. Total domination in graphs is
nowwell studied in graph theory. The literature on this subject has been surveyed and detailed in the two books by Haynes
et al. [14,15]. A recent survey of total domination in graphs can be found in [16].
For notation and graph theory terminology we in general follow [14]. Specifically, let G = (V , E) be a graph with
vertex set V of order n = |V | and edge set E of size m = |E|, and let v be a vertex in V . The open neighborhood of v is
N(v) = {u ∈ V | uv ∈ E} and the closed neighborhood of v is N[v] = {v} ∪ N(v). For a set S ⊆ V , its open neighborhood is
the set N(S) = ∪v∈S N(v) and its closed neighborhood is the set N[S] = N(S) ∪ S.
Let S ⊆ V and let v ∈ S. The S-private neighborhood of v is the set pn(v, S) = N(v) \ N(S \ {v}). Thus if u ∈ pn(v, S),
then N(u) ∩ S = {v}. The S-external private neighborhood of v is the set epn(v, S) = pn(v, S) ∩ (V \ S), while the S-internal
private neighborhood of v is the set ipn(v, S) = pn(v, S) ∩ S. We call a vertex u ∈ pn(v, S) an S-private neighbor of v.
Further, we call a vertex u ∈ epn(v, S) an S-external private neighbor of v, while a vertex u ∈ ipn(v, S) is called an S-internal
private neighbor of v. We remark that every S-private neighbor of v either lies outside S and is called an S-external private
neighbor of v, or lies inside S and is called an S-internal private neighbor of v. If S ′ ⊆ S, then the private neighborhood set of
S ′ is the set consisting of all S-private neighbors of vertices in S ′; that is, pn(S ′, S) = ⋃v∈S′ pn(v, S). The S-external private
neighborhood set of S ′ and the S-internal private neighborhood set of S ′ are defined by epn(S ′, S) = ⋃v∈S′ epn(v, S) and
ipn(S ′, S) =⋃v∈S′ ipn(v, S), respectively.
If U andW are two vertex-disjoint subsets in G, then we define the distance between U andW , denoted as d(U,W ), as
the minimum distance between a vertex in U and a vertex inW in G. Thus, d(U,W ) = min d(u, w)where the minimum is
taken over all vertices u ∈ U and all verticesw ∈ W .
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Fig. 1. A claw-free cubic graph G1 with γt (G1) = n/2.
For a set S ⊆ V , the subgraph induced by S is denoted by G[S]. For subsets S, T ⊆ V , the set S totally dominates the set T
if T ⊆ N(S). The set of all edges with one incident vertex in S and the other incident vertex in T is denoted as [S, T ]. A cycle
on n vertices is denoted by Cn and a path on n vertices by Pn. By a Pn-component of a graph we mean a component of the
graph isomorphic to a path Pn on n vertices. The minimum degree among the vertices of G is denoted by δ(G).
We say that a graph is F-free if it does not contain F as an induced subgraph. In particular, if F = K1,3, thenwe say that the
graph is claw-free. An excellent survey of claw-free graphs has beenwritten by Flandrin et al. [13]. Chudnovsky and Seymour
have recently generated considerable interest in claw-free graphs due to their excellent series of papers on this topic (see
[2–6]).
2. Known results
A TDS S of a graphG isminimal if no proper subset of S is a TDS ofG. The following property ofminimal TDSs is established
by Cockayne et al. [8].
Proposition 1 ([8]). If S is a minimal TDS of a connected graph G, then for each vertex v ∈ S, we have that |epn(v, S)| ≥ 1 or
|ipn(v, S)| ≥ 1.
The authors in [11] established the following upper bound on the total domination number of a connected claw-free
graph with minimum degree at least 2.
Theorem 1 ([11]). If G is a connected claw-free graph of order n with δ(G) ≥ 2, then γt(G) ≤ (n+ 2)/2 with equality if and
only if G is a cycle of length congruent to 2 modulo 4.
Cockayne et al. [9] showed that every claw-free cubic graph has total domination number one-half its order.
Theorem 2 ([9]). If G is a claw-free cubic graph of order n, then γt(G) ≤ n/2.
The result of Theorem 2 also follows from a more general result due to several authors, including Archdeacon et al. [1],
Chvátal andMcDiarmid [7], Thomassé and Yeo [18], and Tuza [19], that every graphwithminimumdegree at least 3 has total
dominationnumber one-half its order. The connected claw-free cubic graphs that achieve equality in the boundof Theorem2
are characterized in [10]. This characterization also follows from a more general result in [17] in which connected graphs
with minimum degree at least 3 and total domination number exactly one-half their order are characterized.
Theorem 3 ([10,17]). If G is a connected claw-free cubic graph of order n, then γt(G) ≤ n/2with equality if and only if G = K4
or G = G1 where G1 is the graph shown in Fig. 1.
Favaron and Henning [12] showed that the upper bound on the total domination number of the graph G in Theorem 3
decreases from one-half its order to five-elevenths its order if the order is at least ten.
Theorem 4 ([12]). If G is a connected claw-free cubic graph of order n ≥ 10, then γt(G) ≤ 5n/11.
In [12], the authors believed that the bound of five-elevenths the order is not sharp and give the following conjecture.
Conjecture 1 ([12]). Every connected claw-free cubic graph of order at least ten has total domination number at most four-ninths
its order.
3. Main result
Our aim in this paper is to prove Conjecture 1. The proof methods used in [12] to prove Theorem 4 do not suffice to prove
Conjecture 1. Hence a proof of Conjecture 1, if true, requires completely different methods from those used to prove the
result of Theorem 4. In this paper, we prove the conjecture by assigning weights to edges and using discharging rules to
determine the average sum of the edge weights incident to each vertex. Using counting, we then establish the desired upper
bound. We shall prove:
Theorem 5. If G is a connected claw-free cubic graph of order n ≥ 10, then γt(G) ≤ 4n/9.
The bound of Theorem 5 is tight as may be seen by considering the connected claw-free cubic graphs F and H shown in
Fig. 2 with total domination number four-ninths their orders. In each case, an example of a minimum total dominating set
is indicated by darkened vertices. We note that although this bound is tight, higher order graphs achieving the bound are
illusive, suggesting perhaps a slightly smaller bound that is asymptotically approached as the order increases. The aim of
this paper, however, is to prove the conjecture published in [12].
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Fig. 2. Claw-free cubic graphs with total domination numbers four-ninths their orders.
We shall proceed as follows. In Section 3.1, we carefully choose aminimumTDS S that, amongst other conditions, induces
a subgraph with the minimum number of edges and, subject to this condition, minimizes the number of vertices not in S
having all three neighbors in S. Basic properties of the TDS S are then discussed. In Section 3.2, we assign weights on all the
edges that join S to V \ S and weights to the components in G[S]. In Section 3.3, we show that the average weight of every
vertex in S is at least 5/4. From this we deduce that S contains at most four-ninths the vertices.
3.1. The total dominating set S
Let G = (V , E) be a connected claw-free cubic graph of order n ≥ 10. Let G = (V , E) be the complement of G. For a subset
S ⊆ V , let λ(S) be the number of edges in G[S] and let ι(S) be the number of isolated vertices in G[V \ S]. Let P be the set
of P2-components in G[S] in which neither vertex has an S-external private neighbor in G. Let P1 ⊆ P be the subset of P
consisting of those P2-components whose vertices have exactly one common neighbor in G. Let P2 ⊆ P be the subset of P
consisting of those P2-components whose vertices have two common neighbors in G. Let T be the set of P3-components in
G[S] such that no vertex in the component has two S-external private neighbors in G. Further, let β(S) = |P |, ξ(S) = |P2|,
ϕ(S) = |P1| and α(S) = |T |.
Among all minimum TDS of G, let S be chosen such that:
(1) λ(S) is minimized.
(2) Subject to (1), ι(S) is minimized.
(3) Subject to (2), β(S) is minimized.
(4) Subject to (3), ξ(S) is minimized.
(5) Subject to (4), ϕ(S) is minimized.
(6) Subject to (5), α(S) is minimized.
Necessarily, S is a minimal TDS of G. We define a weak partition (A, B) of the set S (where byweak partitionwemean that
some of the subsets may be empty) as follows. Let A consist of all vertices of S that have an S-external private neighbor. Let
B consist of all vertices of S that have an S-internal private neighbor but no S-external private neighbor; that is,
A = {v ∈ S : |epn(v, S)| ≥ 1}
B = {v ∈ S : |epn(v, S)| = 0 and |ipn(v, S)| ≥ 1}.
By Proposition 1, every vertex in S belongs to A or B. For X ∈ {A, B}, we define an X-neighbor of a vertex v ∈ V to be
a neighbor of v that belongs to the set X . Further, we define a vertex to be an X-vertex if it belongs to X . Since G is a cubic
graph, each vertex of A has either one or two S-external private neighbors. For i = 1, 2, let Ai = {v ∈ S : |epn(v, S)| = i}.
Thus, (A1, A2) is a weak partition of the set A.
We shall prove three key properties of the set S. We begin with the following property, a proof of which can be found in
Section 3.1.1.
Property 1. Every component in G[S] is either a P2-component or a P3-component. Further, every P3-component consists of a
B-vertex with two A-neighbors.
We call two vertices that induce a P2-component of G[S] a pair in S, while three vertices that induce a P3-component of
G[S]we call a triple in S. Motivated by Property 1,we define a triple in S to be anABA-triple. Further,we define a pair in S to be:
an A-pair if both vertices belong to A;
an AB-pair if one belongs to A and the other to B; and
a B-pair if they both belong to B.
If an A-pair is joined in G to an isolated vertex in G[V \ S], then we call it a weak A-pair; otherwise, we call it a strong
A-pair. If the A-vertex in an AB-pair belongs to A2, then we call the AB-pair a strong AB-pair; otherwise, we call it a weak
AB-pair. If at least one of the vertices in a B-pair is adjacent in G to an isolated vertex in G[V \ S], then we call the B-pair
a weak B-pair; otherwise, we call it a strong B-pair. If one of the A-vertices in an ABA-triple belongs to A2, then we call the
ABA-triple a strong ABA-triple; otherwise, we call it a weak ABA-triple.
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Fig. 3. The two possible subgraphs of G containing u.
Note that condition (3) of our choice of S minimizes the number of B-pairs in S. Furthermore, condition (4) minimizes
the number of B-pairs in which the vertices have two common neighbors, condition (5) minimizes the number of B-pairs in
which the vertices have exactly one common neighbor, and condition (6) minimizes the weak ABA-triples.
Our second key property of the set S is that two distinct B-pairs are at distance at least 3 apart. A proof of Property 2 can
be found in Section 3.1.2.
Property 2. Every two distinct B-pairs are at distance at least 3 apart.
Our third key property of the set S is the following structural result about a subgraph of G that contains a vertex in V \ S
with all three neighbors in S. A proof of Property 3 can be found in Section 3.1.3. Throughout our paper, whenever we give
a diagram of a subgraph of Gwe indicate vertices of S by darkened vertices and vertices of V \ S by circled vertices.
Property 3. If G[V \ S] contains an isolated vertex u, then two neighbors of u belong to an A-pair, while the third neighbor
belongs to a B-pair. Furthermore, the vertex u belongs to the subgraph shown in Fig. 3(a) or (b), where the darkened vertices are
labeled A or B depending on whether they belong to the set A or B, respectively.
3.1.1. Proof of Property 1
Property 1 is an immediate consequence of Claims 1 and 2 presented in this section.
Claim 1. Every B-vertex with at least two neighbors inside S has exactly two neighbors inside S, both of which are A-vertices with
exactly one neighbor inside S.
Proof. Let v ∈ B have degree at least 2 in G[S]. Let u ∈ ipn(v, S). Since v is the only vertex in S adjacent to u, the vertex u has
two neighbors outside S. If u is a B-vertex, then v ∈ ipn(u, S), contradicting the fact that v has at least two neighbors in S.
Hence, by Proposition 1, u is an A-vertex. Let u ∈ epn(u, S) and let T = (S \ {v})∪{u}. If T is a TDS of G, then T is a minimum
TDS of Gwith λ(T ) < λ(S), contradicting our choice of S. Hence, T is not a TDS of G. Letw be a vertex not totally dominated
by T . Since every vertex in V \ S is totally dominated by S \ {v} ⊂ T , we have thatw ∈ S andw ∈ ipn(v, S). Since u is totally
dominated by u ∈ T , the vertices u and w are distinct. Hence, {u, w} ⊆ ipn(v, S). Thus both u and w are A-neighbors of v
that are adjacent to no vertex of S other than to v. That is, both u and w have degree 1 in G[S] and are adjacent only to v in
S. By the claw-freeness of G, the third neighbor of v that is different from u and w must lie outside S and be adjacent to at
least one of u andw. 
Claim 2. Every A-vertex has exactly one neighbor inside S.
Proof. Let v ∈ A and suppose that vertex v has two neighbors, u and w, inside S. Let v be the neighbor of v outside S.
Then, v ∈ epn(v, S) and, by the claw-freeness of G, uw ∈ E. Let x and y be the two neighbors of v different from v. Then,
{x, y} ⊂ V \ S. By the claw-freeness of G, the vertices x and y are adjacent. Thus each of x and y is adjacent to exactly one
vertex of S. Let T = (S \ {v}) ∪ {x}. Then, T is a minimum TDS of Gwith λ(T ) < λ(S), contradicting our choice of S. Hence,
v has degree 1 in G[S]. 
3.1.2. Proof of Property 2
Suppose that twodistinctB-pairs, {a, b} and {c, d}, are at distance 2 apart. Renaming vertices, if necessary,wemay assume
that b and c have a common neighbor e (necessarily, e ∈ V \S). Let T = (S \{a, d})∪{e}. Since |T | < |S|, the set T is not a TDS
of G. Thus there exists a vertex v totally dominated by S but not by T . Since T totally dominates the set S ∪ {e}, we have that
v ∈ V \S and N(v)∩S = {a, d}. Let N(v) = {a, d, u}. Then, u ∈ V \S. By the claw-freeness of G, wemay assume that au ∈ E.
Suppose bu ∈ E. If de ∈ E, then (S \ {b, c}) ∪ {v} is a TDS of G, contradicting the minimality of S. Hence, de 6∈ E. By the
claw-freeness of G, the vertices c , d and e have a common neighbor and G = G1, where G1 is the graph shown in Fig. 1. But
then n = 8, contradicting our assumption that n ≥ 10. Hence, bu 6∈ E.
Let N(b) = {a, e, f }. By the claw-freeness of G, ef ∈ E. If cf ∈ E, then du ∈ E and, again, G = G1, a contradiction. Hence,
cf 6∈ E. Let N(c) = {d, e, g}. By the claw-freeness of G, dg ∈ E. Since {a, b} is a B-pair, there are vertices f ′ ∈ S and u′ ∈ S
such that {ff ′, uu′} ⊂ E. But then (S \ {a, b, d}) ∪ {e, u} is a TDS of G, contradicting the minimality of S. 
2988 J. Southey, M.A. Henning / Discrete Mathematics 310 (2010) 2984–2999
3.1.3. Proof of Property 3
Suppose that G[V \ S] contains an isolated vertex u. Thus all three neighbors of u are in S. Let N(u) = {v,w, x}. By the
claw-freeness of G, we may assume that vw ∈ E. We proceed with a series of claims that culminate in a contradiction.
Claim 3. The vertex u does not belong to a K4 − e.
Proof. Suppose that u belongs to a subgraph Gu of G, where Gu = K4−e. Suppose u has degree 2 in Gu. Then, v andw are the
two neighbors of u in Gu. Let y be the remaining vertex of Gu. By Property 1, {v,w} is a B-pair and y 6∈ S. LetN(y) = {v,w, z}.
If z ∈ S, then (S \ {v,w}) ∪ {u} is a TDS of G, contradicting the minimality of S. Hence, z 6∈ S.
Suppose that xz ∈ E. Let a be the common neighbor of x and z, and let b be the remaining neighbor of a. Let
N(b) = {a, c, d}. By the claw-freeness of G, cd ∈ E. To totally dominate x, we have that a ∈ S. Thus, x ∈ B. If a ∈ B,
then (S \ {a, v}) ∪ {u} is a TDS of G, contradicting the minimality of S. Hence, a ∈ A, and so {b, c, d} ⊂ V \ S. But then
T = (S \ {x}) ∪ {b} is a minimum TDS of G with λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence,
xz 6∈ E.
Let N(x) = {a, b, u}. By the claw-freeness of G, ab ∈ E. To totally dominate x, we may assume that a ∈ S. By Property 1,
b 6∈ S. If a ∈ B, then (S \ {a, v}) ∪ {u} is a TDS of G, contradicting the minimality of S. Hence, a ∈ A. Let epn(a, S) = {a′}. If
a′b ∈ E, then let T = (S \ {x}) ∪ {b}, while if a′b 6∈ E, then let T = (S \ {x}) ∪ {a′}. In both cases, T is a minimum TDS of G
with λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence, umust be a degree-3 vertex in Gu.
We may assume that wx ∈ E. By Property 1, {v,w, x} is an ABA-triple in S where w ∈ B. Let epn(v, S) = {v′} and let
epn(x, S) = {x′}. Suppose v′x′ ∈ E. Let y be the common neighbor of v′ and x′ and let z denote the remaining neighbor of
y. Let N(z) = {a, b, y}. Then, ab ∈ E and {v′, x′, y} ⊂ V \ S. However, T = (S \ {x}) ∪ {v′} is a minimum TDS of G with
λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence, v′x′ 6∈ E.
Let N(v′) = {a, b, v}. Since epn(v, S) = {v′}, we have that {a, b, v′} ⊂ V \ S and by the claw-freeness of G, ab ∈ E. Let
N(a) = {b, c, v′}. To totally dominate a, we have that c ∈ S, and so c 6= x′. But then T = (S \ {v}) ∪ {a} is a minimum TDS
of Gwith λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. 
By Claim 3, we may assume that G[{v,w, x}] = K2 ∪ K1.
Claim 4. The vertex u does not belong to a 4-cycle.
Proof. Suppose that u belongs to a 4-cycle uxywu. By Property 1, y 6∈ S. LetN(v) = {u, w, v′}. Let z be the common neighbor
of x and y. To totally dominate x, we have that z ∈ S. We note that {w, x} ⊆ B. Property 1 implies that {v,w} is an AB-pair or
a B-pair. If v ∈ B, then (S \{v, x})∪{y} is a TDS of G, contradicting theminimality of S. Hence, v ∈ A, and so epn(v, S) = {v′}.
But then T = (S \ {w}) ∪ {v′} is a minimum TDS of G with λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice
of S. 
We now begin the final steps for the proof of Property 3. Let N(x) = {u, y, z}. Since G is claw-free, yz ∈ E. To totally
dominate x, we may assume y ∈ S. Since G[S] is K3-free, z 6∈ S. Suppose y ∈ A. Then, epn(y, S) = {y′}. If y′z ∈ E, let
T = (S \ {x}) ∪ {z}. If y′z 6∈ E, let T = (S \ {x}) ∪ {y′}. In both cases, T is a minimum TDS of G with λ(T ) = λ(S) but with
ι(T ) < ι(S), contradicting our choice of S. Hence, y ∈ B, and so {x, y} is a B-pair in S. By Property 1, y is adjacent to neither v
norw, while by Claim 4, z is adjacent to neither v norw.
If v and y have a common neighbor, then v ∈ B. Therefore, by Properties 1 and 2, w ∈ A. Let epn(w, S) = {w′}. Then,
T = (S \ {v}) ∪ {w′} is a minimum TDS of Gwith λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence, v
and y have no common neighbor.
Now, if v ∈ B, then (S \ {v, y}) ∪ {u} is a TDS of G, contradicting the minimality of S. Hence, v ∈ A. Similarly, w ∈ A.
Hence, by Property 1, {v,w} is an A-pair. Since this A-pair is joined to the isolated vertex u in G[V \ S], it is a weak A-pair.
Thus we have shown that if G[V \ S] contains an isolated vertex u, then two neighbors of u belong to a weak A-pair, while
the third neighbor belongs to a B-pair.
Let N(y) = {x, y′, z} and let N(z) = {x, y, z ′} (possibly, y′ = z ′). If z ′ ∈ S, then (S \ {x, y}) ∪ {z} is a TDS of G,
contradicting the minimality of S. Hence, z ′ 6∈ S. Since {x, y} is a B-pair, y′ 6∈ S. Suppose y′ = z ′. Let N(z ′) = {a, y, z}
and let N(a) = {b, c, z ′}. By the claw-freeness of G, bc ∈ E. If a 6∈ S, then T = (S \ {x}) ∪ {z} is a minimum TDS of G with
λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence, a ∈ S. To totally dominate a, we may assume b ∈ S.
Since G[S] is K3-free, c 6∈ S. If b ∈ B, then (S \ {b, x})∪ {z ′} is a TDS of G, contradicting the minimality of S. Hence, b ∈ A. Let
epn(b, S) = {b′}. If b′c ∈ E, let T = (S \ {a, x})∪ {c, z}. If b′c 6∈ E, let T = (S \ {a, x})∪ {b′, z}. In both cases, T is a minimum
TDS of Gwith λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our choice of S. Hence, y′ 6= z ′.
If y′z ′ ∈ E, then T = (S \ {x}) ∪ {z} is a minimum TDS of G with λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our
choice of S. Hence, y′z ′ 6∈ E. Let N(y′) = {a, b, y} and let N(z ′) = {c, d, z}. By the claw-freeness of G, {ab, cd} ⊂ E. Since
{x, y} is a B-pair, we may assume that a ∈ S.
If {c, d} 6⊂ S, then T = (S \ {x}) ∪ {z} is a minimum TDS of G with λ(T ) = λ(S) but with ι(T ) < ι(S), contradicting our
choice of S. Hence, {c, d} ⊂ S. If c ∈ B, then (S \ {c, x, y}) ∪ {z, z ′} is a TDS of G, contradicting the minimality of S. Hence,
c ∈ A. Similarly, d ∈ A. Hence, by Property 1, {c, d} is an A-pair, and furthermore, a strong A-pair. If b 6∈ S, then u belongs
to the subgraph shown in Fig. 3(b). If b ∈ S, then y′ is an isolated vertex in G[V \ S]. Thus, as established earlier, {a, b} is a
weak A-pair, and so u belongs to the subgraph shown in Fig. 3(a). 
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3.2. Defining the weights and discharging rules
The general strategy is to define a weight on all the edges that join S to V \ S. This weight is defined such that for each
vertex in V \ S, the total weight of the edges incident with it sums to 1. Thus the total weight is exactly |V \ S|. At the same
time, we sum the weights of the edges incident with each pair and each triple in S, and after a suitable redistribution using
discharging rules, we show that each pair has associated with it a weight of at least 5/2 while each triple has associated
with it a weight of at least 15/4. Thus on average each vertex in S, after the redistribution of weights, has a weight of at least
5/4. It follows that the total weight is at least 5|S|/4. Thus, n− |S| = |V \ S| ≥ 5|S|/4, whence γt(G) ≤ |S| ≤ 4n/9.
We define a function ω : [S, V \ S] → [0, 1] that assigns to each edge in [S, V \ S] a weight. The simplest idea for such a
function is that, for each vertex x in V \ S, weight 1 is shared among the one, two or three edges joining x to S. Thus for each
vertex x ∈ V \ S, the function ω assigns the weight 1/d to each edge from x to S where d is the number of edges from x to S.
Hence if e is an edge joining x ∈ V \ S to S, then ω(e) ∈ { 13 , 12 , 1} and the sum of the weights assigned to the edges joining x
to S is 1. We now define a functionψ that assigns to each subset S ′ ⊆ S the sum of the weights of the edges from S ′ to V \ S;
that is,
ψ(S ′) =
∑
e∈[S′,V\S]
ω(e).
If S ′ = S, thenψ(S) is the sum of theweights of all edges in [S, V \S] (namely, |V \S|). Using Properties 1 and 3, the following
observation follows readily.
Observation 6. Let S ′ ⊆ S. Then the following properties hold.
(a) If S ′ is a weak A-pair, then ψ(S ′) = 83 = 2 ( 54 )+ 16 .
(b) If S ′ is a strong A-pair, then ψ(S ′) ≥ 3 = 2 ( 54 )+ 12 .
(c) If S ′ is a weak AB-pair, then ψ(S ′) = 52 = 2 ( 54 ).
(d) If S ′ is a strong AB-pair, then ψ(S ′) = 3 = 2 ( 54 )+ 12 .
(e) If S ′ is a weak B-pair, then ψ(S ′) = 53 = 2 ( 54 )− 56 or ψ(S ′) = 116 = 2 ( 54 )− 23 .
(f) If S ′ is a strong B-pair, then ψ(S ′) = 2 = 2 ( 54 )− 12 .
(g) If S ′ is a weak ABA-triple, then ψ(S ′) = 72 = 3 ( 54 )− 14 .
(h) If S ′ is a strong ABA-triple, then ψ(S ′) = 4 = 3 ( 54 )+ 14 .
Our aim is for every pair S ′ in S to have weight ψ(S ′) ≥ 5/2 and for every triple S ′ in S to have weight ψ(S ′) ≥ 15/4. So
the next step is to redistribute the excess from A-pairs, strong AB-pairs and strong ABA-triples to boost the weight of B-pairs
and weak ABA-triples. This redistribution is done by following a set of discharging rules. These eleven discharging rules are
illustrated in Fig. 4.
Rule 1. If there is a weak A-pair with a common neighbor that is adjacent to a vertex in a B-pair, then discharge a weight of
1
6 from the weak A-pair to the B-pair.
Rule 2. If there is a strong A-pair with a common neighbor that is adjacent to a common neighbor of a B-pair or if each vertex
in a strong A-pair has a common neighbor with one of the vertices of a single B-pair, then discharge a weight of 12 from the
strong A-pair to the B-pair.
Rule 3. If there is a strong AB-pair that has two common neighbors with a B-pair, then discharge a weight of 12 from the
strong AB-pair to the B-pair.
Rule 4. If there is a strong A-pair with a common neighbor that is at distance 2 from an AB-pair that belongs to a K4 − e and
this AB-pair is itself at distance 2 from a B-pair, then discharge a weight of 12 from the strong A-pair to the B-pair.
Rule 5. If the common neighbor of one of the A-vertices and the B-vertex in a strong ABA-triple is at distance 2 from an
AB-pair that belongs to a K4 − e and this AB-pair is itself at distance 2 from a B-pair, then discharge a weight of 14 from the
strong ABA-triple to the B-pair.
Rule 6. If one of the vertices in an A-pair is in A2 and the other has a common neighbor with a B-pair, then discharge a weight
of 12 from the A-pair to the B-pair. We note that the A-pair is necessarily a strong A-pair.
Rule 7. If there is a strong A-pair with a common neighbor that is at distance 2 from the A-vertex of a strong AB-pair and
this AB-pair is itself at distance 2 from a B-pair which has exactly one common neighbor with the AB-pair, then discharge a
weight of 12 from the strong A-pair to the AB-pair. Discharge an additional weight of
1
2 from the strong AB-pair to the B-pair
and a final weight of 12 from the strong AB-pair to the other pair or triple at distance 2 from the AB-pair.
Rule 8. If the common neighbor of one of the A-vertices and the B-vertex in a strong ABA-triple and the common neighbor
of one of the A-vertices and the B-vertex in another strong ABA-triple are both at distance 2 from the A-vertex of a strong
AB-pair and this AB-pair is itself at distance 2 from a B-pair which has exactly one common neighbor with the AB-pair, then
discharge a weight of 14 from each of the strong ABA-triples to the AB-pair. Discharge an additional weight of
1
2 from the
strong AB-pair to the B-pair and a final weight of 12 from the strong AB-pair to the other pair or triple at distance 2 from the
AB-pair.
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Fig. 4. The eleven discharging rules.
Rule 9. If there is a strong A-pair with a common neighbor that is at distance 2 from an AB-pair that belongs to a K4 − e and
this AB-pair is itself at distance 2 from a weak ABA-triple whose S-external private neighborhood set contains two adjacent
vertices, then discharge a weight of 14 from the strong A-pair to the weak ABA-triple.
Rule 10. If the common neighbor of one of the A-vertices and the B-vertex in a strong ABA-triple is at distance 2 from an
AB-pair that belongs to a K4−e and this AB-pair is itself at distance 2 from aweak ABA-triplewhose S-external private neigh-
borhood set contains two adjacent vertices, then discharge a weight of 14 from the strong ABA-triple to the weak ABA-triple.
Rule 11. If there is a strong A-pair with a common neighbor that is at distance 1 from a K4 − e that contains the B-vertex of
a weak ABA-triple, then discharge a weight of 14 from the strong A-pair to the weak ABA-triple.
Let ζ be the resulting function obtained from ψ by discharging the weights according to the discharging rules defined
above. We remark that the only possible pairs or triples from which weights are discharged are A-pairs, strong AB-pairs, or
strong ABA-triples and that there is at most one discharge from each such pair or triple. The latter remark is made apparent
by the fact that each discharge moves in a unique direction; that is, away from any external private neighbors of a pair or
triple. We note further that the purpose of each discharge is to bring the weight of a deficient pair or triple up to the desired
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Fig. 5. The three possible subgraphs containing a B-pair with no common neighbors in the proof of Claim 6.
threshold and in certain cases some additional excess weight remains with its original pair or triple. In fact, any graph not
achieving the bound in Theorem 5 will yield pairs or triples which retain some or all of their initial excess weight.
3.3. The weight of each pair and triple
We consider the three different kinds of pairs, namely an A-pair, an AB-pair, and a B-pair as well as the ABA-triple. We
show that each pair has weight of at least 5/2 under ζ and each triple has a weight of at least 15/4 under ζ .
Claim 5. Suppose that there is an isolated vertex u in G[V \ S]. Let S ′ be the A-pair that has u as a common neighbor and let S ′′
be the B-pair that contains a vertex adjacent to u. Then, ζ (S ′) = ζ (S ′′) = 5/2.
Proof. By Property 3, the vertex u belongs to the subgraph shown in Fig. 3(a) or (b). In both cases, ψ(S ′) = 8/3 and
by Discharging Rule 1, we have that ζ (S ′) = ψ(S ′) − 1/6 = 5/2. If u belongs to the subgraph shown in Fig. 3(a),
then ψ(S ′′) = 5/3 and by Discharging Rules 1 and 2, we have that ζ (S ′′) = ψ(S ′′) + 1/6 + 1/6 + 1/2 = 5/2.
If u belongs to the subgraph shown in Fig. 3(b), then ψ(S ′′) = 11/6 and by Discharging Rules 1 and 2, we have that
ζ (S ′′) = ψ(S ′′)+ 1/6+ 1/2 = 5/2. In both cases, ζ (S ′′) = 5/2. 
By Claim 5, we may assume that if S ′ is a pair in S, then no vertex of S ′ is adjacent to an isolated vertex in G[V \ S] (for
otherwise, ζ (S ′) = 5/2, as desired).
For the proof of each of the following four claims, we provide an accompanying reference diagram. Each figure depicts
the subgraphs necessarily resulting from the given constraints and each subgraph is drawn, and labeled, to correspond with
a point in the proof at which a discharging rule is referenced. It is our intention that the reader wishing to skip the in-depth
case analysis may gain an overview of each of the four proofs by examining the figures, while the more particular reader
may wish to refer to the figures whilst examining the details. In either case, we note that the figures are not a substitute for
the rigorous detail presented in each proof.
Claim 6. If the two vertices in a B-pair S ′ have no common neighbor, then ζ (S ′) ≥ 5/2.
Proof. Suppose that S ′ = {u, v} is a B-pair in S but u and v have no common neighbor. Let N(u) = {a, b, v} and let
N(v) = {c, d, u}. By the claw-freeness of G, {ab, cd} ⊂ E. Note that {a, b, c, d} ⊂ V \ S and that there is no edge between
{a, b} and {c, d}. Further,ψ(S ′) = 2. Let N(a) = {a′, b, u} and N(b) = {a, b′, u} (possibly, a′ = b′). Since u ∈ B, we have that
a′ ∈ S and b′ ∈ S. Let N(c) = {c ′, d, v} and N(d) = {c, d′, v} (possibly, c ′ = d′). Since v ∈ B, we have that c ′ ∈ S and d′ ∈ S.
Suppose that a′ = b′. Let N(a′) = {a, a1, b}. To totally dominate a′, we have that a1 ∈ S. Hence, a′ ∈ B. By Property 2,
a1 ∈ A and so {a′, a1} is an AB-pair. Let N(a1) = {a′, a2, a3}where a2 ∈ epn(a1, S), and so a2 6∈ {c, d}. By the claw-freeness
of G, a2a3 ∈ E, and so a3 6∈ {c, d}. If a3 6∈ epn(a1, S), then (S \ {a′, a1, v})∪ {a, a3} is a TDS of G, contradicting the minimality
of S. Hence, epn(a1, S) = {a2, a3}. Thus, {a′, a1} is a strong AB-pair with a′ ∈ B and a1 ∈ A2. By Rule 3, we discharge a weight
of 12 from the strong AB-pair to the B-pair. Hence, ζ (S
′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 5(a)). Hence we may assume
that a′ 6= b′. Similarly, we may assume c ′ 6= d′. Since G is claw-free, the sets {a′, b′} and {c ′, d′} are disjoint.
If a′b′ ∈ E, then let e be the common neighbor of a′ and b′. By Property 1, e 6∈ S. But then {a′, b′} is a B-pair at distance 2
from {u, v}, contradicting Property 2. Hence, a′b′ 6∈ E. Similarly, c ′d′ 6∈ E. If a′c ′ ∈ E, then let e be the common neighbor of a′
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and c ′. Again, by Property 1, e 6∈ S and {a′, c ′} is a B-pair at distance 2 from {u, v}, contradicting Property 2. Hence, a′c ′ 6∈ E
and, similarly, {a′d′, b′c ′, b′d′} ⊂ E.
Let N(a′) = {a, a1, a2}, N(b′) = {b, b1, b2}, N(c ′) = {c, c1, c2} and N(d′) = {d, d1, d2}. By the claw-freeness of G,
{a1a2, b1b2, c1c2, d1d2} ⊂ E. To totally dominate a′, b′, c ′ and d′, we may assume that {a1, b1, c1, d1} ⊂ S. Hence,
{a′, b′, c ′, d′} ⊂ B. By Properties 1 and 2, {a1, b1, c1, d1} ⊂ A and so {a′, a1}, {b′, b1}, {c ′, c1} and {d′, d1} are AB-pairs.
Let N(a1) = {a′, a2, e} and note that epn(a1, S) = {e}. Similarly, let N(b1) = {b′, b2, f }, N(c1) = {c ′, c2, g} and
N(d1) = {d′, d2, h}. Then, epn(b1, S) = {f }, epn(c1, S) = {g} and epn(d1, S) = {h}.
If ef ∈ E, then (S \ {a′, b1, v}) ∪ {b, e} is a TDS of G, contradicting the minimality of S. Hence, ef 6∈ E. Similarly, gh 6∈ E. If
b2e ∈ E, then (S \{a1, b′, v})∪{a, b2} is a TDS of G, contradicting theminimality of S. Hence, b2e 6∈ E. By the same argument,
{a2f , c2h, d2g} ⊂ E.
We now proceed with four subclaims regarding the edges in G.
Claim 6.1. The following properties hold in G:
(a) If N(e) ∩ {c2, d2, g, h} = ∅, then a2e ∈ E.
(b) If N(f ) ∩ {c2, d2, g, h} = ∅, then b2f ∈ E.
(c) If N(g) ∩ {a2, b2, e, f } = ∅, then c2g ∈ E.
(d) If N(h) ∩ {a2, b2, e, f } = ∅, then d2h ∈ E.
Proof. SupposeN(e)∩{c2, d2, g, h} = ∅ and assume that a2e 6∈ E. LetN(e) = {a1, e1, e2}. By the claw-freeness ofG, e1e2 ∈ E
and, since e ∈ epn(a1, S), we have that {e1, e2} ⊂ V \ S. Let N(e1) = {e, e′1, e2} and N(e2) = {e, e′2, e2} (possibly, e′1 = e′2).
In order to totally dominate e1 and e2, {e′1, e′2} ⊂ S and furthermore, {e′1, e′2} ⊂ A. We show first that e′1 6= e′2 and then that
e′1e
′
2 6∈ E.
Suppose e′1 = e′2 and let N(e′1) = {e1, e2, e3}. To totally dominate e′1, we have that e3 ∈ S. Since {e, e1, e2} ⊂ V \ S, we
note that epn(e′1, S) = {e1, e2}. If e3 ∈ A, then by Property 1, {e′1, e3} is an A-pair. But then T = (S \ {a′})∪ {e} is a minimum
TDS of Gwith λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, e3 ∈ B. If {e′1, e3} is
an AB-pair, then (S \ {a1, e3, v}) ∪ {a, e1} is a TDS of G, contradicting the minimality of S. Hence, e′1 and e3 form part of an
ABA-triple. But then (S \ {a′, e′1}) ∪ {e} is a TDS of G, contradicting the minimality of S. Hence, e′1 6= e′2.
Suppose e′1e
′
2 ∈ E. Let e3 be the common neighbor of e′1 and e′2. Then by Property 1, e3 6∈ S and (S \ {a1, e′2, v}) ∪ {a, e1}
is a TDS of G, contradicting the minimality of S. Hence, e′1e
′
2 6∈ E.
LetN(e′1) = {e1, e3, e4} andN(e′2) = {e2, e5, e6}. By the claw-freeness ofG, {e3e4, e5e6} ⊂ E. To totally dominate e′1 and e′2,
we may assume {e3, e5} ⊂ S. If {e3, e5} ⊂ A, then by Property 1, {e′1, e3} and {e′2, e5} are both A-pairs and T = (S \ {a′})∪{e}
is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, we
may assume e3 ∈ B. If {e′1, e3} is an AB-pair, then (S \ {a1, e3, v}) ∪ {a, e1} is a TDS of G, contradicting the minimality of S.
Hence, e′1 and e3 form part of an ABA-triple. But then (S \ {a′, e′1}) ∪ {e} is a TDS of G, contradicting the minimality of S. We
deduce, therefore, that a2e ∈ E, as required. This establishes part (a). The proofs of (b)–(d) are analogous. 
Claim 6.2. The following properties hold in G:
(a) If eg ∈ E, then N(f ) ∩ {c2, d2, g, h} = N(h) ∩ {a2, b2, e, f } = ∅.
(b) If eh ∈ E, then N(f ) ∩ {c2, d2, g, h} = N(g) ∩ {a2, b2, e, f } = ∅.
(c) If fg ∈ E, then N(e) ∩ {c2, d2, g, h} = N(h) ∩ {a2, b2, e, f } = ∅.
(d) If fh ∈ E, then N(e) ∩ {c2, d2, g, h} = N(g) ∩ {a2, b2, e, f } = ∅.
Proof. Suppose eg ∈ E. Recall that {ef , gh} ⊂ E. By the claw-freeness of G, fg 6∈ E. If fh ∈ E, then (S \ {a1, b′, c ′, d1, u, v}) ∪
{a, d, f , g} is a TDS ofG, contradicting theminimality of S. Hence, fh 6∈ E. If d2f ∈ E, then (S\{a′, b1, c1, d′, u, v})∪ {b, c, d2, e}
is a TDS of G, contradicting the minimality of S. Hence, d2f 6∈ E. If c2f ∈ E, then c2g 6∈ E, and so, by the claw-freeness of
G, e and g have a common neighbor, g1 say, with g1 6∈ S. Let N(g1) = {e, g, g2}. In order to totally dominate g1, we have
that g2 ∈ S. But then (S \ {a1, c1, u, v}) ∪ {a, c, g1} is a TDS of G, contradicting the minimality of S. Hence, c2f 6∈ E and thus
N(f )∩{c2, d2, g, h} = ∅. By the same reasoning, N(h)∩{a2, b2, e, f } = ∅. This establishes part (a). The proofs of (b)–(d) are
analogous. 
Claim 6.3. The following properties hold in G:
(a) If c2e ∈ E or a2g ∈ E, then N(f ) ∩ {c2, d2, g, h} = N(h) ∩ {a2, b2, e, f } = ∅.
(b) If d2e ∈ E or a2h ∈ E, then N(f ) ∩ {c2, d2, g, h} = N(g) ∩ {a2, b2, e, f } = ∅.
(c) If c2f ∈ E or b2g ∈ E, then N(e) ∩ {c2, d2, g, h} = N(h) ∩ {a2, b2, e, f } = ∅.
(d) If d2f ∈ E or b2h ∈ E, then N(e) ∩ {c2, d2, g, h} = N(g) ∩ {a2, b2, e, f } = ∅.
Proof. (a) Suppose c2e ∈ E. By the claw-freeness of G, a2e ∈ E, and so N(e) = {a1, a2, c2}. Clearly, a2 6∈ N(h) and c2 6∈ N(f ).
Thus since c2e ∈ E, we have by Claim 6.2(c) that fg 6∈ E and by Claim 6.2(d) that fh 6∈ E. If d2f ∈ E, then by the claw-freeness
ofG, b2f ∈ E. But thenN(g)∩{a2, b2, e, f } = ∅ and therefore by Claim6.1(c), c2g ∈ E. ButN(c2) = {c ′, c1, e}, a contradiction.
Hence, d2f 6∈ E. If b2h ∈ E, then by the claw-freeness of G, d2h ∈ E and (S \ {a1, b′, c ′, d1, u, v})∪ {a, b2, c2, d} is a TDS of G,
contradicting theminimality of S. Hence, b2h 6∈ E. Thus, N(f )∩{c2, d2, g, h} = N(h)∩{a2, b2, e, f } = ∅. A similar argument
follows if a2g ∈ E. This establishes part (a). The proofs of (b)–(d) are analogous. 
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Claim 6.4. We have that N(e) ∩ {c2, d2, g, h} = ∅ or N(f ) ∩ {c2, d2, g, h} = ∅, and that N(g) ∩ {a2, b2, e, f } = ∅ or
N(h) ∩ {a2, b2, e, f } = ∅.
Proof. If {eg, eh, fg, fh} 6⊂ E, then the result follows from Claim 6.2. If {a2g, a2h, b2g, b2h, c2e, c2f , d2e, d2f } 6⊂ E, then the
result follows from Claim 6.3. We may therefore assume that {a2g, a2h, b2g, b2h, c2e, c2f , d2e, d2f , eg, eh, fg, fh} ⊂ E. But
then N(e) ∩ {c2, d2, g, h} = N(f ) ∩ {c2, d2, g, h} = N(g) ∩ {a2, b2, e, f } = N(h) ∩ {a2, b2, e, f } = ∅. 
We now return to the proof of Claim 6. By Claim 6.4, we may assume, without loss of generality, that
N(f ) ∩ {c2, d2, g, h} = N(h) ∩ {a2, b2, e, f } = ∅. Then, by Claim 6.1, {b2f , d2h} ⊂ E. Let N(f ) = {b1, b2, f ′} and
N(f ′) = {f , f1, f2}. Since f ∈ epn(b1, S), f ′ 6∈ S and since G is claw-free, f1f2 ∈ E. To totally dominate f ′, we have that
f1 ∈ S. Let N(f1) = {f ′, f ′1, f2} and N(f2) = {f ′, f1, f ′2} (possibly f ′1 = f ′2).
Suppose f2 6∈ S. In order to totally dominate f1, we have that f ′1 ∈ S. If f ′1 ∈ A, then by Property 1, {f1, f ′1} is an A-pair and
T = (S \ {b′}) ∪ {f } is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the
choice of S. Therefore, f ′1 ∈ B. If {f1, f ′1} is an AB-pair, then (S \ {b1, f ′1, v})∪ {b, f ′} is a TDS of G, contradicting the minimality
of S. Hence, f1 and f ′1 form part of an ABA-triple. If f1 ∈ A2, then T = (S \ {b′})∪{f } is a minimum TDS of G, with λ(T ) = λ(S)
and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, f1 ∈ A1. Since f ′ ∈ epn(f1, S), f ′2 ∈ S. But then
(S \ {b′, f1}) ∪ {f } is a TDS of G, contradicting the minimality of S. Hence, f2 ∈ S.
If {f1, f2} ⊂ A, then, by Property 1, {f1, f2} is an A-pair. Using Rule 4, we discharge a weight of 12 from the A-pair {f1, f2} to
the AB-pair {b′, b1} and then a weight of 12 from this AB-pair to the B-pair {u, v} so that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired
(see Fig. 5(b)). Therefore wemay assume that f2 ∈ B. If {f1, f2} is either an AB-pair or a B-pair, then (S \ {b1, f2, v})∪ {b, f ′} is
a TDS of G, contradicting the minimality of S. Hence, by Property 1, we may assume that f1 and f2 form part of an ABA-triple
and f ′2 ∈ A. Let N(f ′2) = {f2, f3, f4}. By the claw-freeness of G, we have that f3f4 ∈ E. If f ′2 ∈ A1, then we can assume that
f4 6∈ epn(f ′2, S). But then (S \ {b1, f2, f ′2, v}) ∪ {b, f ′, f4} is a TDS of G, contradicting the minimality of S. Hence, f ′2 ∈ A2 and
{f1, f2, f ′2} is a strong ABA-triple. Using Rule 5, we discharge a weight of 14 from the strong ABA-triple {f1, f2, f ′2} to the AB-pair
{b′, b1} and then a weight of 14 from this AB-pair to the B-pair {u, v}.
By an argument identical to the one above, we can assume that N(h) = {d1, d2, h′}, N(h′) = {h, h1, h2}, N(h2) =
{h′, h1, h′2}, h′ 6∈ S and {h1, h2, h′2} is a strong ABA-triple with h1 ∈ A1 and h′2 ∈ A2. Again, by Rule 5, we discharge an
additional weight of 14 from the strong ABA-triple {h1, h2, h′2} to the AB-pair {d′, d1} and then a weight of 14 from this AB-pair
to the B-pair {u, v}. Hence, ζ (S ′) ≥ ψ(S ′)+ 14 + 14 = 52 , as desired (see Fig. 5(c)). This completes the proof of Claim 6. 
Claim 7. If the two vertices in a B-pair S ′ have two common neighbors, then ζ (S ′) ≥ 52 .
Proof. Suppose that S ′ = {u, v} is a B-pair in S and that u and v have two common neighbors, a and b, say. Let N(b) =
{b′, u, v} and N(a) = {a′, u, v}. By Properties 1 and 3, {a, a′, b, b′} ⊆ V \ S. Note that ψ(S ′) = 2. Let N(b′) = {b, b1, b2}
(possibly, a′ ∈ {b1, b2}). By the claw-freeness of G, b1b2 ∈ E. To totally dominate b′, we may assume that b1 ∈ S.
Suppose that b2 6∈ S. Let N(b1) = {b′, b2, c} (possibly, b2c ∈ E). To totally dominate b1, c ∈ S. If c ∈ A, then by
Property 1, {b1, c} is an A-pair and (S \ {v}) ∪ {b} is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but with
β(T ) < β(S), contradicting the choice of S. Hence, c ∈ B. If {b1, c} is an AB-pair, then (S \ {v}) ∪ {b} is a minimum TDS of G
with λ(T ) = λ(S), ι(T ) = ι(S) and β(T ) = β(S) but with ξ(T ) < ξ(S), contradicting the choice of S. Hence, b1 and c form
part of an ABA-triple. If b1 ∈ A1, then (S \ {b1, v}) ∪ {b} is a TDS of G, contradicting the minimality of S. Therefore, b1 ∈ A2.
But then T = (S \ {v})∪ {b} is a minimum TDS of Gwith λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting
the choice of S. Hence, b2 ∈ S.
Since a′ 6∈ S, we have that a′ 6∈ {b1, b2}. Let N(a′) = {a1, a2}. By the claw-freeness of G, a1a2 ∈ E. If {a1, a2} = {b1, b2},
then n = 8, a contradiction. Hence, {a1, a2} 6= {b1, b2}. To dominate a′, we may assume that a1 ∈ S. Suppose that a2 6∈ S. If
a1b1 ∈ E, then (S \ {a1, b1, u, v}) ∪ {a, a′, b′} is a TDS of G, contradicting the minimality of S. Hence, a1b1 6∈ E and similarly,
a1b2 6∈ E. Let N(a1) = {a′, a2, d}. To totally dominate a1, we have that d ∈ S. We now use an argument identical to that in
the previous paragraph to show that {a1, d} is not an A-pair, an AB-pair or part of an ABA-triple. Hence, a2 ∈ S.
If both {a1, a2} and {b1, b2} are B-pairs, then (S \ {a1, b1, u, v}) ∪ {a, a′, b′} is a TDS of G, contradicting the minimality of
S (note that if a1 and b1 have a common neighbor x, then by the claw-freeness of G, such a neighbor is adjacent to a2 or b2).
Hence we may assume that b1 ∈ A. We proceed further with the following subclaim.
Claim 7.1. b2 ∈ A.
Proof. Assume, to the contrary, that b2 ∈ B. Let N(b1) = {b′, b2, c} and N(c) = {b1, c1, c2}. Then, c ∈ epn(b1, S),
{c1, c2} ⊂ V \ S and, by the claw-freeness of G, c1c2 ∈ E. Let N(c1) = {c, c2, e1} and note that e1 ∈ A with c1 ∈ epn(e1, S)
(possibly, e1 ∈ {a1, a2}). Let N(c2) = {c, c1, e2} and note that e2 ∈ A with c2 ∈ epn(e2, S) (possibly, e2 ∈ {a1, a2, e1}). If
b2e1 ∈ E, then by claw-freeness of G, e1 = e2 and T = (S \ {b1, v}) ∪ {b, c1} is a minimum TDS of G with λ(T ) = λ(S) and
ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Therefore, b2e1 6∈ E. Similarly, b2e2 6∈ E.
Suppose that e1 = e2. Let N(e1) = {c1, c2, e3}. To totally dominate e1, we have e3 ∈ S. Suppose that {b1, b2} is an AB-pair.
If e3 ∈ A, then by Property 1, {e1, e3} is an A-pair. But then T = (S \ {b2, v})∪{b, c} is a minimum TDS of Gwith λ(T ) = λ(S)
and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, e3 ∈ B. We remark that by the claw-freeness of
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Fig. 6. The only possible subgraph containing a B-pair with two common neighbors in the proof of Claim 7.
G, b2 and e3 have no common neighbor. If {e1, e3} is an AB-pair, then (S\{b1, b2, e3, v})∪{b, b′, c1} is a TDS ofG, contradicting
the minimality of S. Hence, e1 and e3 form part of an ABA-triple. Note that e1 ∈ A2 since epn(e1, S) = {c1, c2}. Now the set
(S \ {b2, e1}) ∪ {c} is a TDS of G, contradicting the minimality of S. Hence, {b1, b2} is not an AB-pair and thus b1 and b2 form
part of an ABA-triple.
Let N(b2) = {b′, b1, f }. Then, f ∈ A. Let N(f ) = {b2, f1, f2} and note that {f1, f2} ⊂ V \ S. By the claw-freeness of G,
f1f2 ∈ E. If {e1, e3} is an AB-pair, then (S \ {b1, e3})∪ {c1} is a TDS of G, contradicting the minimality of S. If e1 and e3 are part
of an ABA-triple, then T = (S \ {b1, e1}) ∪ {c, c1} is a minimum TDS of G with λ(T ) < λ(S), contradicting the choice of S.
Hence, {e1, e3} is an A-pair. But then T = (S \ {b1, v}) ∪ {b, c1} is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S)
but with β(T ) < β(S), contradicting the choice of S. Hence, e1 6= e2.
Let N(e1) = {c1, e3, e4} and N(e2) = {c2, e5, e6}. To totally dominate e1 and e2, we may assume that e3 ∈ S and e5 ∈ S.
We remark that if e1e2 ∈ E, then e2 = e3, e1 = e5 and e4 = e6.
Suppose that {b1, b2} is an AB-pair. If e1e2 ∈ E, then by Property 1, {e1, e2} is an A-pair and (S \ {b1, b2, e2, v})∪{b, b′, c1}
is a TDS of G, contradicting the minimality of S. Hence, e1e2 6∈ E. If e3 ∈ A and e5 ∈ A, then by Property 1, {e1, e3} and
{e2, e5} are both A-pairs. But then T = (S \ {b2, v}) ∪ {b, c} is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but
with β(T ) < β(S), contradicting the choice of S. Hence we may assume that e3 ∈ B. If b2 and e3 have a common neighbor,
then by the claw-freeness of G, such a common neighbor must be the vertex e4. But then N(e4) = {b2, e1, e3}, contradicting
Property 3. Hence, b2 and e3 have no common neighbor. If {e1, e3} is an AB-pair, then (S \ {b1, b2, e3, v})∪ {b, b′, c1} is a TDS
of G, contradicting the minimality of S. Hence, e1 and e3 form part of an ABA-triple. Since e3e4 ∈ E (by the claw-freeness of
G), we note that e1 ∈ A1. Thus, (S \ {b2, e1}) ∪ {c} is a TDS of G, contradicting the minimality of S. Hence, {b1, b2} is not an
AB-pair and thus b1 and b2 form part of an ABA-triple.
Let N(b2) = {b′, b1, f }. Then, f ∈ A. Let N(f ) = {b2, f1, f2} and note that {f1, f2} ⊂ V \ S. By the claw-freeness of G,
f1f2 ∈ E. Proceeding as in the third paragraph of the proof of this subclaim, we have that {e1, e3} is an A-pair. Similarly,
{e2, e5} is an A-pair (possibly the same pair). If e1e2 ∈ E, then (S \ {b1, e2})∪ {c1} is a TDS of G, contradicting the minimality
of S. Hence, e1e2 6∈ E. But then T = (S \ {b1, v})∪ {b, c1} is a minimum TDS of Gwith λ(T ) = λ(S) and ι(T ) = ι(S) but with
β(T ) < β(S), contradicting the choice of S. This completes the proof of Subclaim 7.1. 
We now return to the proof of Claim 7. By Subclaim 7.1, b2 ∈ A and {b1, b2} is an A-pair. Using Rule 2, we discharge a
weight of 12 from it to the B-pair {u, v}, whence ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 6). 
Claim 8. If the two vertices in a B-pair S ′ have only one common neighbor, then ζ (S ′) ≥ 52 .
Proof. Suppose that S ′ = {u, v} is a B-pair in S and that u and v have exactly one common neighbor, w say. Let N(w) =
{w′, u, v}. By Properties 1 and 3, {w,w′} ⊂ V \ S. Let N(v) = {a, u, w} and N(u) = {v,w, x} (possibly, w′ ∈ {a, x}). Since
a 6= x, we may assume that a 6= w′. By Property 1, {a, x} ⊂ V \ S.
Claim 8.1. If ax ∈ E, then ζ (S ′) ≥ 52 .
Proof. Suppose ax ∈ E. Then S ′ is necessarily a strong B-pair. Ifw′ = x, then x ∈ epn(u, S), contradicting the fact that u ∈ B.
Hence, w′ 6= x. Let y be the common neighbor of a and x. Since {u, v} ⊂ B, we have that y ∈ S. Note that ψ(S ′) = 2. Let
N(y) = {a, x, z}. In order to totally dominate y, we have z ∈ S. By Properties 1 and 2, {y, z} is an AB-pair with y ∈ B. Let
N(z) = {y, z1, z2}. By the claw-freeness of G, we have that z1z2 ∈ E. If z ∈ A1, then we may assume that z2 6∈ epn(z, S). But
then (S \ {u, y, z})∪ {a, z2} is a TDS of G, contradicting the minimality of S. Hence, z ∈ A2. We now use Rule 3 to discharge a
weight of 12 from the strong AB-pair {y, z} to the B-pair {u, v} so that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(a)). 
By Claim 8.1, we may assume that ax 6∈ E. Let N(a) = {a1, a2, v}. By the claw-freeness of G, a1a2 ∈ E. Since v ∈ B, we
may assume that a1 ∈ S. By Claim 5 we may assume that a2 6∈ S. By symmetry, the same arguments apply to the neighbors
of x and hence S ′ is a strong B-pair. Therefore ψ(S ′) = 2. Let N(a1) = {a, a′, a2}. To totally dominate a1, we have a′ ∈ S.
Claim 8.2. If a′x ∈ E, then ζ (S ′) ≥ 52 .
Proof. Suppose a′x ∈ E. Ifw′ = x, then, by the claw-freeness of G, a′a2 ∈ E and hence n = 8, a contradiction. Hence,w′ 6= x.
Let x′ be the common neighbor of a′ and x. If x′ ∈ S, then {a1, a′, x′} is an ABA-triple with a′ ∈ B. But then x is an isolated
vertex in G[V \ S]with two B-neighbors, contradicting Property 3. Hence, x′ 6∈ S. If a1 ∈ B then (S \ {a′, a1, v}) ∪ {a2, x} is a
TDS of G, contradicting the minimality of S. If a′ ∈ B, then (S \ {a′, a1, u})∪ {a, x′} is a TDS of G, contradicting the minimality
of S. Thus, {a1, a′} is an A-pair. We now use Rule 2 to discharge a weight of 12 from this A-pair {a1, a′} to the B-pair {u, v} so
that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(b)). 
By Claim 8.2, we may assume that a′x 6∈ E.
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Fig. 7. The six subgraphs containing a B-pair with exactly one common neighbor in the proof of Claim 8.
Claim 8.3. If a′w′ ∈ E, then ζ (S ′) ≥ 52 .
Proof. Suppose a′w′ ∈ E. Ifw′ = x, then, a′a2 ∈ E and n = 8, a contradiction. Hence,w′ 6= x. Letw1 be the commonneighbor
of a′ and w′. Suppose w1 ∈ S. Then by Property 1, {a1, a′, w1} is an ABA-triple with a′ ∈ B. But then (S \ {a1, u}) ∪ {a} is a
TDS of G, contradicting the minimality of S. Hence,w1 6∈ S, and sow′ ∈ epn(a′, S). If a1 ∈ B then by Property 1, {a1, a′} is an
AB-pair. But then a2 6∈ epn(a1, S) and (S\{a1, a′, u, v})∪{a2, w,w′} is a TDSofG, contradicting theminimality of S. Therefore,
by Property 1, {a1, a′} is an A-pair. Thus, epn(a1, S) = {a2}. If a′ ∈ A1, then w1 6∈ epn(a′, S) and (S \ {a1, a′, u}) ∪ {a, w1} is
a TDS of G, contradicting the minimality of S. Hence, a′ ∈ A2. We now use Rule 6 to discharge a weight of 12 from the A-pair
{a1, a′} to the B-pair {u, v} so that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(c)). 
By Claim 8.3, we may assume that a′w′ 6∈ E.
Claim 8.4. a′a2 6∈ E.
Proof. Suppose a′a2 ∈ E and let N(a′) = {a1, a2, b}. By Properties 1 and 2, {a′, a1} is an AB-pair. Let N(b) = {a′, b1, b2}.
By the claw-freeness of G, b1b2 ∈ E. Since b ∈ epn(a′, S), we have that {b1, b2} ⊂ V \ S. If w′ ∈ {b1, b2}, then w′ is not
dominated by the set S, a contradiction. If x ∈ {b1, b2}, then x ∈ epn(u, S), contradicting the fact that u ∈ B. Hence, the sets
{w′, x} and {b1, b2} are disjoint. Let N(b1) = {b, b2, c}. To totally dominate b1, we have c ∈ S. Let N(c) = {b1, c1, c2}. To
totally dominate c , we may assume c1 ∈ S.
Suppose cb2 ∈ E. Then, b2 = c2. If c1 ∈ A, then by Property 1, {c, c1} is an A-pair and T = (S \ {a1}) ∪ {b} is a minimum
TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting our choice of S. Hence, c1 ∈ B. If c and c1
form part of an ABA-triple, then (S \ {a1, c})∪{b} is a TDS of G, contradicting theminimality of S. Hence, {c, c1} is an AB-pair.
But then T = (S \ {a1})∪ {b} is a minimum TDS of Gwith λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S) and ξ(T ) = ξ(S) but with
ϕ(T ) < ϕ(S), contradicting the choice of S. Hence, b2c 6∈ E and, by the claw-freeness of G, c1c2 ∈ E.
If b2c1 ∈ E, then (S \ {a′, c1, u}) ∪ {a, b1} is a TDS of G, contradicting the minimality of S. Hence, b2c1 6∈ E. Let
N(b2) = {b, b1, d}. To totally dominate b2, we have d ∈ S. Let N(d) = {b2, d1, d2}. To totally dominate d, we may assume
d1 ∈ S. By the claw-freeness of G, d1d2 ∈ E. By Property 3, {c1, c2} 6= {d1, d2}.
If {c1, d1} ⊂ A, then, by Property 1, {c, c1} and {d, d1} are both A-pairs and T = (S \ {a1}) ∪ {b} is a minimum TDS of G
with λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence we may assume that c1 ∈ B.
If c and c1 form part of an ABA-triple, then (S \ {a1, c}) ∪ {b} is a TDS of G, contradicting the minimality of S. Hence, {c, c1}
is an AB-pair.
If c1x 6∈ E, then (S \ {a′, c1, u}) ∪ {a, b1} is a TDS of G, contradicting the minimality of S. Hence, c1x ∈ E. Suppose d1 ∈ A.
Let T = (S \ {a1, c, u}) ∪ {a, b, x}. Then, T is a minimum TDS of G. If w′ = x, then λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S)
and ξ(T ) = ξ(S) but with ϕ(T ) < ϕ(S). If w′ 6= x, then λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S). Since both
cases contradict the choice of S, we deduce that d1 ∈ B. If d and d1 form part of an ABA-triple, then (S \ {a1, d}) ∪ {b} is a
TDS of G, contradicting the minimality of S. Hence, {d, d1} is an AB-pair. By the claw-freeness of G, d1x 6∈ E and therefore
(S \ {a′, d1, u}) ∪ {a, b2} is a TDS of G, contradicting the minimality of S. This completes the proof of Claim 8.4. 
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We now return to the proof of Claim 8. Let N(a′) = {a1, b1, b2} (possibly, w′ ∈ {b1, b2}). By the claw-freeness of G,
b1b2 ∈ E. If a′ and a1 form part of an ABA-triple, then (S \ {a1, u}) ∪ {a} is a TDS of G, contradicting the minimality of S.
Hence, by Properties 1 and 2, we may assume {a′, a1} is either an A-pair or an AB-pair. If a′ ∈ B, then (S \ {a′, u}) ∪ {a} is a
TDS of G, contradicting the minimality of S. Hence, a′ ∈ A. Suppose a′ ∈ A1. Wemay assume that epn(a′, S) = {b1}. But then
(S \ {a′, a1, u}) ∪ {a, b2} is a TDS of G, contradicting the minimality of S. Thus, a′ ∈ A2 and epn(a′, S) = {b1, b2}.
If a1 ∈ A, then {a′, a1} is an A-pair with a′ ∈ A2 and a1 ∈ A1. Using Rule 6, we discharge a weight of 12 from the A-pair
{a′, a1} to the B-pair {u, v} so that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(d)). Hence we may assume that a1 ∈ B. Let
N(a2) = {a, a1, a3}. Then, a3 ∈ S.
Let N(b1) = {a′, b2, c} and N(b2) = {a′, b1, d} (possibly, c = d). We note that {c, d} ⊂ V \ S. Let N(c) = {b1, c1, c2} and
N(d) = {b2, d1, d2}. To totally dominate c and d, we may assume c1 ∈ S and d1 ∈ S (possibly, c1 = d1).
Claim 8.5. The following properties hold in G:
(a) c 6= d and {c1c2, d1d2} ⊂ E.
(b) cd 6∈ E.
(c) {c2, d2} ⊂ S.
Proof. (a) Suppose c = d. Then, b1 = d2, b2 = c2 and c1 = d1. LetN(c1) = {c, c3, c4}. To totally dominate c1, wemay assume
that c3 ∈ S. By the claw-freeness of G, c3c4 ∈ E. If c3 ∈ A, then by Property 1, {c1, c3} is an A-pair and T = (S \ {a1}) ∪ {b1}
is a minimum TDS of G with λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence,
c3 ∈ B. If c1 and c3 form part of an ABA-triple, then (S \ {a1, c1}) ∪ {b1} is a TDS of G, contradicting the minimality of S.
Hence, {c1, c3} is an AB-pair. Suppose c3x ∈ E. If w′ 6= x, then by the claw-freeness of G, c4 = x. But then since a3 ∈ S,
we have that (S \ {a1, a′, c1, c3, v}) ∪ {a2, b1, c, x} is a TDS of G, contradicting the minimality of S. Hence, w′ = x. But then
T = (S \ {a1, c1, u}) ∪ {a, b1, x} is a minimum TDS of G with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S) and ξ(T ) = ξ(S) but
with ϕ(T ) < ϕ(S), contradicting the choice of S. Hence, c3x 6∈ E. But then (S \ {a′, c3, u})∪ {a, c} is a TDS of G, contradicting
the minimality of S. We conclude that c 6= d. Thus, by the claw-freeness of G, {c1c2, d1d2} ⊂ E. This establishes part (a).
(b) Suppose cd ∈ E. Then, c = d2, d = c2 and c1 = d1. But then T = (S \ {a1}) ∪ {b1} is a minimum TDS of G with
λ(T ) = λ(S) and ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. This establishes part (b).
(c) Suppose {c2, d2} 6⊂ S. We may assume that c2 6∈ S. Let N(c1) = {c, c2, c ′}. To totally dominate c1, we have c ′ ∈ S.
If c ′ ∈ A, then by Property 1, {c ′, c1} is an A-pair and T = (S \ {a1}) ∪ {b1} is a minimum TDS of G with λ(T ) = λ(S) and
ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, c ′ ∈ B. If c ′ and c1 form part of an ABA-triple,
then either c1 ∈ A1 or c1 ∈ A2. If c1 ∈ A1 then epn(c1, S) = {c} and (S \ {a1, c1}) ∪ {b1} is a TDS of G, contradicting the
minimality of S. If c1 ∈ A2 then epn(c1, S) = {c, c2} and T = (S \ {a1}) ∪ {b1} is a minimum TDS of Gwith λ(T ) = λ(S) and
ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, {c ′, c1} is an AB-pair. Suppose c ′x ∈ E. If w′ 6= x,
then, by the claw-freeness of G, c ′ and x have a common neighbor, x′ say, and T = (S \ {a1}) ∪ {b1} is a minimum TDS of G
with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S) and ξ(T ) = ξ(S) but with ϕ(T ) < ϕ(S), contradicting the choice of S. Hence,
w′ = x. By the claw-freeness of G, c ′c2 ∈ E and we have that T = (S \ {a1, c1, u}) ∪ {a, b1, x} is a minimum TDS of G with
λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S) and ξ(T ) = ξ(S) butwith ϕ(T ) < ϕ(S), contradicting the choice of S. Hence, c ′x 6∈ E.
But then (S \ {a′, a1, c ′, u}) ∪ {a, b1, c} is a TDS of G, contradicting the minimality of S. Hence, c2 ∈ S and, similarly, d2 ∈ S.
This establishes part (c). 
If {c1, c2} ⊂ A, then by Property 1, {c1, c2} is an A-pair and using Rule 7, we discharge a weight of 12 to the strong AB-pair
{a′, a1} and then a weight of 12 to the B-pair {u, v}. Thus, ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(e)). Wemay therefore
assume that c1 ∈ B.
Suppose {c1, c2} is an AB-pair or a B-pair. Suppose c1x ∈ E. Ifw′ 6= x, then by the claw-freeness of Gwe have that c2x ∈ E,
contradicting Property 3. Hence, w′ = x. But then T = (S \ {c1}) ∪ {c} is a minimum TDS of G with λ(T ) = λ(S) and
ι(T ) = ι(S) but with β(T ) < β(S), contradicting the choice of S. Hence, c1x 6∈ E. But then (S \ {a′, a1, c1, u})∪ {a, b1, c} is a
TDS of G, contradicting the minimality of S. Hence, c1 and c2 form part of an ABA-triple.
Let N(c1) = {c, c ′, c2} and N(c ′) = {c1, c3, c4}. Note that c ′ ∈ A and {c3, c4} ⊂ V \ S. By the claw-freeness of G, c3c4 ∈ E.
If c ′ ∈ A1, we may assume that c4 ∈ epn(c ′, S). But then (S \ {a′, a1, c ′, c1, u})∪ {a, b1, c, c3} is a TDS of G, contradicting the
minimality of S. Hence, c ′ ∈ A2 and therefore {c ′, c1, c2} is a strong ABA-triple. By the same argument, we may assume that
N(d1) = {d, d′, d2} and that {d′, d1, d2} is a strong ABA-triple with d′ ∈ A2, d1 ∈ B and d2 ∈ A1. Using Rule 8, we discharge a
weight of 14 from each of these strong ABA-triples to the strong AB-pair {a′, a1} and then a weight of 12 from this AB-pair to
the B-pair {u, v} so that ζ (S ′) ≥ ψ(S ′)+ 12 = 52 , as desired (see Fig. 7(f)). 
Claim 9. If S ′ is a weak ABA-triple, then ζ (S ′) ≥ 154 .
Proof. Suppose that S ′ = {u, v, w} is a weak ABA-triple in S with {u, w} ⊂ A1 and v ∈ B. We note that ψ(S ′) = 72 . By
the claw-freeness of G, we may assume that u and v have a common neighbor, x say. Let N(u) = {a, v, x} and note that
a ∈ epn(u, S). Let N(w) = {b, c, v} with b ∈ epn(w, S) and c 6∈ epn(w, S). By Property 3, x 6∈ N(w) and hence, since G is
claw-free, bc ∈ E. Let N(c) = {b, c1, w} and note that c1 ∈ S. Let N(c1) = {c, c2, c3}. To totally dominate c1, we may assume
that c2 ∈ S. By the claw-freeness of G, c2c3 ∈ E. Thus, c1 ∈ B. If c2 ∈ B, then {c1, c2} is a B-pair and (S \ {c2, w}) ∪ {c} is a
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Fig. 8. The three possible subgraphs containing a weak ABA-triple in the proof of Claim 9.
TDS of G, contradicting the minimality of S. Hence, c2 ∈ A and therefore, by Property 1, {c1, c2} is an AB-pair. If ac3 ∈ E, then
by the claw-freeness of G, N(a) = {c3, u, x} and (S \ {c1, u}) ∪ {c3} is a TDS of G, contradicting the minimality of S. Hence,
ac3 6∈ E. We proceed further with the following two claims.
Claim 9.1. ax ∈ E.
Proof. For sake of contradiction, suppose that ax 6∈ E. By the claw-freeness of G, ab 6∈ E. Let N(a) = {a1, a2, u}. By the claw-
freeness of G, a1a2 ∈ E and since a ∈ epn(u, S)we have that {a1, a2} ⊂ V \ S. Let N(a1) = {a, a2, d} and N(a2) = {a, a1, e}
(possibly, d = e). In order to totally dominate a1 and a2, we have that d ∈ S and e ∈ S. Let N(d) = {a1, d1, d2} and
N(e) = {a2, e1, e2}. To totally dominate d and e, we may assume that d1 ∈ S and e2 ∈ S (possibly, d1 = e1).
Suppose d = e. Then a1 = e2, a2 = d2 and d1 = e1. If d1 ∈ A, then by Property 1, {d, d1} is an A-pair and
T = (S \ {v,w})∪ {a, c} is a minimum TDS of Gwith λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S), ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S)
but with α(T ) < α(S), contradicting the choice of S. Hence, d1 ∈ B. If {d, d1} is an AB-pair, then (S \ {d1, u}) ∪ {a1} is a TDS
of G, contradicting the minimality of S. Hence, d and d1 form part of an ABA-triple. But then (S \ {d, v, w}) ∪ {a, c} is a TDS
of G, contradicting the minimality of S. Hence d 6= e.
Suppose de ∈ E. Then, d = e1, e = d1 and d2 = e2. But then (S \ {e, u})∪ {a1} is a TDS of G, contradicting the minimality
of S. Hence, de 6∈ E. By the claw-freeness of G, {d1d2, e1e2} ⊂ E.
Suppose d1 6= e1. If {d1, e1} ⊂ A, then by Property 1, {d, d1} and {e, e1} are both A-pairs and T = (S \ {v,w}) ∪ {a, c} is
a minimum TDS of G with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S), ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S) but with α(T ) < α(S),
contradicting the choice of S. Hence we may assume that d1 ∈ B. If {d, d1} is an AB-pair, then (S \ {d1, u}) ∪ {a1} is a TDS of
G, contradicting the minimality of S. Hence, d and d1 form part of an ABA-triple. But then (S \ {d, v, w})∪{a, c} is a TDS of G,
contradicting the minimality of S. Hence, d1 = e1. Thus, by the claw-freeness of G, d2 = e2. But then (S \ {d, v, w}) ∪ {a, c}
is a TDS of G, contradicting the minimality of S. We deduce, therefore, that ax ∈ E. 
Claim 9.2. If ab 6∈ E, then ζ (S ′) ≥ 154 .
Proof. Suppose that ab 6∈ E. Let N(a) = {a1, u, x} and note that since u ∈ Awe have that a1 6∈ S. Let N(a1) = {a, a2, a3}. To
totally dominate a1, we may assume that a2 ∈ S. By the claw-freeness of G, a2a3 ∈ E (possibly, {a2, a3} = {c2, c3}).
Suppose a3 6∈ S. Let N(a2) = {a1, a2, a4}. To totally dominate a2, we have that a4 ∈ S. If a4 ∈ A, then by Property 1
{a2, a4} is an A-pair and so {a2, a3} 6= {c2, c3}. But then T = (S \ {v,w}) ∪ {a, c} is a minimum TDS of G with λ(T ) = λ(S),
ι(T ) = ι(S), β(T ) = β(S), ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S) but with α(T ) < α(S), contradicting the choice of S. Hence, a4 ∈ B.
If {a2, a4} is an AB-pair, then (S \ {a4, u}) ∪ {a1} is a TDS of G, contradicting the minimality of S. Hence a2 and a4 form part
of an ABA-triple. But then T = (S \ {a2, u}) ∪ {a, a1} is a minimum TDS of G with λ(T ) < λ(S), contradicting the choice of
S. Hence, a3 ∈ S.
Suppose {a2, a3} 6⊂ A. We may assume then that a3 ∈ B. Let N(a3) = {a1, a2, a5}. If {a2, a3} is an AB-pair or a B-pair,
then (S \ {a3, u}) ∪ {a1} is a TDS of G, contradicting the minimality of S. Hence, {a2, a3, a5} must be an ABA-triple. Let
a6 ∈ epn(a5, S). Then T = (S \ {a3, u}) ∪ {a1, a6} is a minimum TDS of G with λ(T ) < λ(S), contradicting the choice of S.
Therefore, {a2, a3} ⊂ A and so, by Property 1, {a2, a3} is an A-pair. Using Rule 11, we discharge a weight of 14 from this A-pair
to the weak ABA-triple {u, v, w} so that ζ (S ′) ≥ ψ(S ′)+ 14 = 154 , as desired (see Fig. 8(a)). 
By Claim 9.2, we may assume that ab ∈ E. Let N(c2) = {c1, c3, f }. Since c2 ∈ A, we note that epn(c2, S) = {f }. Let
N(c3) = {c1, c2, g}. By Property 3, we have that g 6∈ S.
Claim 9.3. f = g.
Proof. Our proof of Claim 9.3 is a modified version of the argument of the proof of Claim 9.1. For sake of contradiction,
suppose that f 6= g . If fg ∈ E, let h be the common neighbor of f and g . But then to totally dominate g , we have that h ∈ S,
contradicting the fact that c2 ∈ A. Hence, fg 6∈ E. Let N(f ) = {c2, f1, f2}. By the claw-freeness of G, f1f2 ∈ E and since
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f ∈ epn(c2, S)we have that {f1, f2} ⊂ V \ S. Let N(f1) = {f , f2, d} and N(f2) = {f , f1, e} (possibly, d = e). In order to totally
dominate f1 and f2, we have that d ∈ S and e ∈ S. Let N(d) = {f1, d1, d2} and N(e) = {f2, e1, e2}. To totally dominate d and
e, we may assume that d1 ∈ S and e1 ∈ S.
Suppose d = e. Then, f1 = e2, f2 = d2 and d1 = e1. If d1 ∈ A, then by Property 1, {d, d1} is an A-pair and T = (S\{c1})∪{f }
is a minimum TDS of G with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S), ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S) but with α(T ) < α(S),
contradicting the choice of S. Hence, d1 ∈ B. If {d, d1} is an AB-pair, then (S \ {c2, d1, w})∪ {c, f1} is a TDS of G, contradicting
the minimality of S. Hence, d and d1 form part of an ABA-triple. But then (S \ {c1, d}) ∪ {f } is a TDS of G, contradicting the
minimality of S. Hence d 6= e.
Suppose de ∈ E. Then, d = e1, e = d1 and d2 = e2. But then (S \ {c2, e, w}) ∪ {c, f1} is a TDS of G, contradicting the
minimality of S. Hence, de 6∈ E. By the claw-freeness of G, {d1d2, e1e2} ∈ E.
Suppose d1 6= e1. If {d1, e1} ⊂ A, then by Property 1, {d, d1} and {e, e1} are both A-pairs and T = (S \ {c1}) ∪ {f } is a
minimum TDS of G with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S), ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S) but with α(T ) < α(S),
contradicting the choice of S. Therefore we may assume that d1 ∈ B. If {d, d1} is an AB-pair, then (S \ {c2, d1, w})∪ {c, f1} is
a TDS of G, contradicting the minimality of S. Hence, d and d1 form part of an ABA-triple. But then (S \ {c1, d})∪ {f } is a TDS
of G, contradicting the minimality of S. Hence d1 = e1. Thus, by the claw-freeness of G, d2 = e2. But then (S \ {d, c1}) ∪ {f }
is a TDS of G, contradicting the minimality of S. We deduce, therefore, that f = g . 
We now return to the proof of Claim 9. By Claim 9.3, f = g . Let N(f ) = {c2, c3, h}. Since f ∈ epn(c2, S), we have that
h 6∈ S. Let N(h) = {f , h1, h2}. By the claw-freeness of G, h1h2 ∈ E. To totally dominate h, we may assume that h1 ∈ S.
Suppose h2 6∈ S. Let N(h1) = {h, h2, h3}. To totally dominate h1, we have that h3 ∈ S. If h3 ∈ A, then by Property 1,
{h1, h3} is an A-pair and T = (S \ {c1}) ∪ {f } is a minimum TDS of G with λ(T ) = λ(S), ι(T ) = ι(S), β(T ) = β(S),
ξ(T ) = ξ(S) and ϕ(T ) = ϕ(S) but with α(T ) < α(S), contradicting the choice of S. Hence, h3 ∈ B. If {h1, h3} is an AB-pair,
then (S \ {c2, h3, w})∪{c, h} is a TDS of G, contradicting theminimality of S. Hence, h1 and h3 form part of an ABA-triple. But
then T = (S \ {c2, h1, w}) ∪ {c, f , h} is a minimum TDS of Gwith λ(T ) < λ(S), contradicting the choice of S. Hence, h2 ∈ S.
If {h1, h2} ⊂ A, then, by Property 1, {h1, h2} is an A-pair. Using Rule 9, we discharge a weight of 14 from the A-pair {h1, h2}
to the AB-pair {c1, c2} and a weight of 14 from this AB-pair to the weak ABA-triple {u, v, w} so that ζ (S ′) ≥ ψ(S ′)+ 14 = 154 ,
as desired (see Fig. 8(b)). Hence, {h1, h2} 6⊂ A. Wemay assume that h2 ∈ B. LetN(h2) = {h, h1, h3}. If {h1, h2} is an AB-pair or
a B-pair, then (S \ {c2, h2, w})∪{c, h} is a TDS of G, contradicting theminimality of S. Hence, {h1, h2, h3} is an ABA-triple. Let
N(h3) = {h2, h4, h5}. If h3 ∈ A1, then wemay assume that epn(h3, S) = {h4}. But then T = (S \ {c2, h2, h3, w})∪{c, h, h5} is
a TDS of G, contradicting the minimality of S. Therefore, h3 ∈ A2. Using Rule 10, we discharge a weight of 14 from the strong
ABA-triple {h1, h2, h3} to the AB-pair {c1, c2} and a weight of 14 from this AB-pair to the weak ABA-triple {u, v, w} so that
ζ (S ′) ≥ ψ(S ′)+ 14 = 154 , as desired (see Fig. 8(c)). This completes the proof of Claim 9. 
We conclude the section with the following claim.
Claim 10. The average weight under g of every vertex in S is at least 54 .
Proof. We show that each pair in S has weight of at least 5/2 under g and each triple in S has a weight of at least 15/4
under g . Let S ′ ⊂ S. If S ′ is a weak A-pair or a B-pair, then the result follows from Claims 5 to 8. If S ′ is a weak AB-pair, then no
discharging rule alters the weight assigned to the pair, and so ζ (S ′) = ψ(S ′) = 52 . If S ′ is a strong AB-pair, then a maximum
weight of 12 is discharged from S
′ and hence ζ (S ′) ≥ ψ(S ′)− 12 = 52 . If S ′ is a strong A-pair, then a maximum weight of 12 is
discharged from S ′ and hence ζ (S ′) ≥ ψ(S ′)− 12 ≥ 52 . If S ′ is a weak ABA-triple, then the result follows from Claim 9. Finally,
if S ′ is a strong ABA-triple, then a maximum weight of 14 is discharged from S
′ and hence ζ (S ′) ≥ ψ(S ′)− 14 = 154 . 
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