During the data privacy process, the utility of datasets diminishes as sensitive information such as personal identifiable information (PII) is removed, transformed, or distorted to achieve confidentiality. The intractability of attaining an equilibrium between data privacy and utility needs is well documented, requiring trade-offs, and further complicated by the fact that making such trade-offs also remains problematic. Given such complexity, in this paper, we endeavor to empirically investigate what parameters could be fine-tuned to achieve an acceptable level of data privacy and utility during the data privacy process, while making reasonable trade-offs. Therefore, we present the comparative classification error gauge (Comparative x-CEG) approach, a data utility quantification concept that employs machine learning classification techniques to gauge data utility based on the classification error. In this approach, privatized datasets are passed through a series of classifiers, each of which returns a classification error, and the classifier with the lowest classification error is chosen; if the classification error is lower or equal to a set threshold then better utility might be achieved, otherwise, adjustment to the data privacy parameters are made to the chosen classifier. The process repeats x times until the desired threshold is reached. The goal is to generate empirical results after a range of parameter adjustments in the data privacy process, from which a threshold level might be chosen to make trade-offs. Our preliminary results show that given a range of empirical results, it might be possible to choose a tradeoff point and publish privacy compliant data with an acceptable level of utility.
Introduction
During the privacy preserving process, the utility of a dataset a measure of how useful a privatized dataset is to the user of that dataset diminishes as sensitive data such as PII is removed, transformed, or distorted to achieve confidentiality [1, 2, 3] . Yet, finding equilibrium between privacy and utility needs remains intractable, necessitating trade-offs [4, 5, 6 ]. For example, by using the suppression of data that is removing or deleting sensitive attributes before publication of data, privacy might be guaranteed to an extent that the PII and other sensitive data is removed.
However, a researcher using such a published dataset might find it difficult to fully account for some categorical entries despite confidentiality guarantees provided to that privatized dataset. In another example involving numerical data, employing high noise perturbation levels to provide privacy for sensitive numerical data might render the privatized dataset useless to a researcher as too much noise distorts the original traits of the data. Given such intricacy, in this paper, we attempt to empirically explore what parameters could be adjusted to attain an adequate level of data privacy and utility during the data privacy process, while making practical trade-offs. We present the comparative classification error gauge (Comparative x-CEG) approach, a data utility quantification model that uses machine learning classification techniques to gauge data utility based on the classification error. The remaining part of this paper is ordered as follows. Section 2 discusses background and related work. Section 3 presents our methodology and experiment. In section 4, we present preliminary results. Finally, in section 5, provides concluding remarks.
Background and Related Work
The task of achieving a satisfactory level of data utility while preserving privacy is a well-documented NP-hard problem that would necessitate trade-offs [7, 8] . Additionally, the problem is further complicated by the fact that attaining such trade-offs also remains intractable. Researchers have observed that the problem of preserving confidentiality while publishing useful statistical data is extensive and that the trade-off between the privacy and the utility of any anonymization technique, would largely depend on the level of background knowledge about a particular dataset, with higher levels indicating that it would be impossible to achieve any such trade-offs [9, 10, 11]. Li and Li (2009) indicated in their study that it is not promising to equate privacy and utility as datasets get distorted when they are privatized, leading to a decline of utility [12] . Even with the latest state of the art data privacy algorithms like differential privacy, confidentiality is guaranteed but at a major loss of data utility [13] . As Dwork (2006) concisely put it [14], utility; perfect utility can b
. In other words, the more confidential data is made to be, the more likely that the privatized data will be become useless and decline in utility.
The privacy definition problem: On the other hand, there happens to be no specific standard metric to define privacy, as Katos, Stowell, and Bedner (2011) observed, that privacy is a human and socially driven characteristic comprised of human traits such as acuities and sentiments [15] . Dayarathna (2011) stated that to wholly comprehend the notion of data privacy, an all-inclusive methodology to outlining data privacy should include the legal, technical, and ethical facets [16] . This point is additionally exemplified by Spiekermann (2012) who noted that one of the difficulties in designing and engineering data privacy is that the idea of privacy is fuzzy, frequently confused with data security, and as a result, very problematic to implement [17] . Adding to this point, Friedewald, Wright, Gutwirth, and Mordini (2010), in their research on the legal aspects of data privacy stated that since privacy is an evolving and shifting complex multi-layered notion, being described and treasured otherwise by various people; and that empirical studies are needed to assess how different people define and value privacy [18] . As Mathews and Harel (2011) observed, the human element remains a key factor and as such data privacy is intrinsically tied to fuzziness and evolutions of how individuals view privacy, and the same applies to data utility; that is, what information about themselves that individuals determine as fit to share with others [19] . Therefore, it becomes problematic to create a generalized data privacy and utility solution; however, different individuals and entities will have different data privacy needs and thus tailored data privacy solutions. Given the complexities of defining privacy, quantifying data utility is likewise problematic. However, various methods have been employed to enumerate data utility by basically quantifying the statistical differences between the original and privatized datasets, such as, the relative query error metric, research value metric, discernibility data metric, classification error metric, the Shannon entropy, and the information loss metric (mean square error) [ 20, 21, 22, 23, 24, 25] . However, in this paper, we suggest using the machine learning as a gauge, by using the classification error to adjust data privacy parameters until a desired threshold is attained.
Essential Terms
While a number of data privacy algorithms exist, in this paper, the subsequent methods are used. Noise addition: is a data privacy algorithm in which random numbers selected from a normal distribution with zero mean and a standard deviation are added to data for obfuscation, and is expressed by [26, 27] :
X is the original numerical data and is the set of random numbers (noise) with a distribution that is added to X, and Z is the privatized dataset [26, 27] 
Random values are then produced and added to the data that underwent a logarithmic alteration . Lastly, the confidential data, , is generated as given in Equation (4) [26, 28] :
Note that the original data is represented by ; is the logarithmic altered data values; and is the confidential data.
Methodology
The Comparative x-CEG approach: We present the Comparative Classification Error Gauge (x-CEG) approach. This approach is motivated by a need to investigate how a dataset that is subjected to various data privacy algorithms performs under different machine classifiers. Empirical results from this process are then gathered and a comparative analysis is performed to determine the best classifier. In the comparative x-CEG approach, a data privacy algorithm is applied on a dataset, where are the various data privacy procedures, as shown in Fig 1. The privatized datasets is generated, where are the new privatized datasets with each corresponding to . The privatized datasets are passed through a series of machine learning classifiers, where is the different machine learning classifiers. Statistical properties of the privatized datasets, after applying the various data privacy algorithms are quantified. The classification error from each classifier is then measured and the classifier with the lowest classification error is chosen. If the classification error of that chosen classifier is lower or equal to a set threshold, then better utility might be achieved; otherwise, an adjustment of the data privacy parameters of and or the machine learning parameters of the chosen classifier. , is made. The results are resent to the classifier and a measure of the classification error is done again. The procedure replicates until a desired classification error using the chosen classifier is achieved, indicating a better utility for the user of that privatized dataset. The advantages of this approach is that multiple checks for utility using various classifiers is achieved but also a more in-depth comparative analysis is done and as such a knowledge of which machine learning classifier works best on which dataset. Secondly, since a large dataset of empirical data is generated, choosing a reasonable threshold (trade-off) point becomes feasible.
Experiment
This section presents the experiment setup and preliminary results to be used. The Iris Fisher multivariate dataset from the UCI repository [29] , with both numeric and categorical data was used. One hundred and fifty data points were used as the original dataset. The dataset consisted of numeric attributes: sepal length, sepal width, petal length, and petal width. It also included one categorical attribute with three classes, Iris-Setosa, Iris-Versicolor, and IrisVirginica. Three data privacy algorithms were applied on the original data set; namely, noise addition, logarithmic noise, and multiplicative noise. The comparative x-CEG algorithm was applied, using KNN, Neural Nets, Decision Trees, AdaBoost, and Naïve Bayes classification methods. MATLAB and RapidMiner were employed as tools in this experiment. The original Iris dataset with 150 records was imported into MATLAB and then vertically partitioned with the first partition containing the continuous data and the second partition containing categorical data of class labels. Data privacy algorithms were applied on the continuous portion of the data, and the categorical portion was used in classification of the data. The datasets were then set to RapidMiner, and a series of machine learning classification techniques was applied on both the original Iris data and the various privatized Iris datasets, allowing for an implementation of the Comparative x-CEG concept. 
Discussion
As shown in Fig. 2. (a) ., using the original Iris dataset as a benchmark, the lowest classification error was 0.04 for the original data using KNN, with 0.06 for AdaBoost Ensemble for the highest classification error. For a normal original Iris dataset without privacy, classification error is less than 1 percent. However, after applying noise addition privacy method, the classification error is at average 0.3, approximately 30 percent misclassification with the non-adjusted mean and variance. Still, after adjusting noise addition parameters, with the mean set to 0 and variance at 0.1, the classification error drops on average to 0.04, similar to the original dataset. While such close results might be appealing on a data utility basis, the privacy of such a dataset is significantly diminished as the dataset becomes similar to the original. Additionally, the classification error for both logarithmic and multiplicative noise is on average 0.4, approximately 40 per cent misclassification. On the privacy basis, both logarithmic and multiplicative noise provides better privacy. And, as shown in Fig. 3 , in the scatter plots, it is very difficult to separate or cluster data after applying logarithmic and multiplicative noise. However, the utility of such datasets is not appealing when approximately 40 percent of the data is misclassified. As illustrated in Fig. 2. (b) ., after generating empirical data, a preferred threshold or trade-off point classification error is set at 0.2, approximately 20 percent misclassification. However, this could be lower, depending on user privacy and utility needs.
Conclusion
Employing the Comparative x-CEG methodology by adjusting data privacy parameters could generate adequate empirical data to assist in selecting a trade-off point for preferred data privacy and utility levels. However, more rigorous empirical studies are needed to further test this hypothesis. Furthermore, finding the optimal balance between privacy and utility needs remains an intractable problem, and, as such, for future work, we seek to study optimal trade-off points based on larger empirical datasets, and on a case by case basis. Also, we plan to conduct analytical and empirical work comparing various data privacy algorithms not covered in this study.
