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A tree-decomposition of a graph G = (V , E) is an ordered pair (T ,W), where T is a tree andW = (Wt : t ∈ V (T )) is a
family of subsets of V (G), called bags, such that:
(i) each vertex of G belongs to at least one bag;
(ii) each edge of G has both ends in at least one bag;
(iii) for each vertex of G, the set of indices of the bags containing v induces a subtree of T .
Thewidth of the tree-decomposition (T ,W) of G is defined to be max{|Wt | − 1 : t ∈ V (T )}, and the tree-width TW (G) of
G is the minimum width of a tree-decomposition of G.
As many NP-hard problems become polynomial or even linear when restricted to graphs of bounded tree-width, finding
the best bound for the tree-width of a family of graphs is an important issue in algorithmics [4,5]. In [9], Robertson and
Seymour showed that if a graph G does not have the r × r grid as a minor, its tree-width is bounded by 220r5 . The authors
of [7] proposed another proof, but their bound is also exponential. In [3], the authors gave a polynomial bound on the tree-
width of graphs with no k-prismminor. From that result follow better bounds when the forbidden minor is the 3× 3 or the
4 × 4 grid. However, those bounds are still far from sharp. For example, the bound obtained for the 3 × 3 grid is 2942. In
this article, we prove the following result:
Theorem 1. Let G be a graph without a 3× 3 grid minor. Then TW (G) ≤ 7.
This bound is sharp, as the complete graph on eight vertices has no 3× 3 grid minor but has tree-width seven. We shall
outline the proof of Theorem 1 in Section 1 and fill out the details in Sections 2–4.
Concepts not defined here can be found, for example, in [6].
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Fig. 1. The subgraphs induced by the bad circuits, and their bad vertices.
Fig. 2. Proof of Lemma 5.
Fig. 3. Proof of Lemma 13: K ∩ K ′ = ∅.
1. The approach
If a graph contains two disjoint circuits linked by eight disjoint paths, it clearly contains an 8-wheel minor and hence a
3×3 gridminor. (By disjoint we alwaysmean vertex-disjoint.) In fact, as we shall see in Lemma 8, aminimal counterexample
G to Theorem 1 cannot even contain two disjoint circuits linked by five disjoint paths.
A circuit of length at least five will be referred to as a long circuit. Thus, a 5-connected minimal counterexample to
Theorem 1 does not contain two disjoint long circuits. By a result of Birmelé [2], it therefore contains a transversal S of
the long circuits with |S| ≤ 5. We extend this result to graphs which are not 5-connected by considering a suitable subset
of the long circuits.
A long circuit of Gwill be called bad if the subgraph induced by the circuit forms one of the types shown in Fig. 1. In each
of these drawings, the circuit C indicated by heavy lines is the bad circuit and the set X ⊂ V (C) is a 4-vertex-cut of Gwhich
separates V (C) \ X and V (G) \ V (C). The thin lines represent those edges of G[V (C)] which are not edges of C . The solid
vertices, that is, the vertices of V (C) \ X , are called the bad vertices of C . A long circuit which is not bad will be called good.
We note that, for every bad circuit C and associated 4-vertex-cut X:
• C is of length five or six;
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Fig. 4. Proof of Lemma 13: |K ∩ K ′| = 1.
Fig. 5. Proof of Lemma 13: |K ∩ K ′| ≥ 2.
Fig. 6. Proof of Lemma 8.
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Fig. 7. Proof of Lemma 8.
• Every bad vertex has all its neighbours on C . Thus, only the four vertices of C in X can have a neighbour in V (G) \ V (C).
In particular, if at least five vertices of a circuit each have a neighbour off the circuit, the circuit is good;
• G[X], that is the subgraph induced by X , is not Hamiltonian.
In Section 3, we shall prove:
Lemma 1. In a minimal counterexample to Theorem 1, every pair of good circuits intersect.
We use this to show, in Section 4, that a minimal counterexample to Theorem 1 contains a transversal S of the good
circuits with |S| ≤ 5. We prove, in fact, a stronger result, to wit:
Lemma 2. A minimal counterexample to Theorem 1 contains a set S of at most five vertices meeting every 4-clique and every
good circuit.
In the remainder of this section, we shall prove:
Lemma 3. If G contains no 4-clique and no good circuit, TW (G) ≤ 2.
Combining Lemmas 2 and 3 and the easy observation that
TW (G) ≤ TW (G− S)+ |S|
yields Theorem 1. The proof of Lemma 3 is immediate from the straightforward and well-known (see, for instance, [6]):
Lemma 4. TW (G) ≤ 2 if and only if G contains no K4-subdivision.
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Fig. 8. Proof of Lemma 8.
and the easy:
Lemma 5. If a graph G contains a K4-subdivision, it contains either a good circuit or a 4-clique.
Proof. Let H be a K4-subdivision in G with as few vertices as possible. We may assume that at least one edge of H is
subdivided. We may also assume that G has no circuit of length seven or more, as such a circuit would be a good one.
Case 1: Exactly one edge of H is subdivided. Let us consider a Hamiltonian circuit C of H . If C were a bad circuit, the edges
of G[V (H)] not belonging to C would have to form a path of length two or three. But then Gwould contain a K4. Thus, C is a
good circuit.
Case 2: At least two edges of H are subdivided. Since G has no circuit of length seven or more, no edge is subdivided more
than once. Considering a Hamiltonian circuit ofH going through both subdivided edges, we can use the same argument as in
Case 1. Fig. 2 shows the Hamiltonian circuits to consider when the subdivided edges are independent (Fig. 2(a)) or incident
(Fig. 2(b)). 
These introductory remarks show that, in order to prove Theorem 1, we need only prove Lemma 2, which we shall do by
way of Lemma 1.
2. Connectivity properties of a minimal counterexample
In this section, we shall prove that aminimal counterexample to Theorem 1 is 4-connected.We shall also study its vertex
cuts of size four. The proofs are based on the following fundamental lemma.
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Fig. 9. Proof of Lemma 8.
Lemma 6. Let G be a graph, X a vertex cut in G and V1, . . . , Vr the vertex sets of the components of G− X. Denote by Gi be the
graph obtained from G[X ∪ Vi] by adding a complete graph on X. Then
TW (G) ≤ max
i
TW (Gi).
Proof. Let [Ti,W i] be a tree decomposition of Gi of width TW (Gi), 1 ≤ i ≤ r . As X is a clique of Gi, there is a vertex ti ∈ V (Ti)
such that X ⊂ W iti . Consider the tree T obtained from ∪Ti by adding a vertex t joined to every ti. Setting Wt := X and
W :=⋃iW i ∪ {Wt}, we obtain a tree decomposition [T ,W] of G of width maxi TW (Gi). 
If X is a minimal vertex cut of a graph G then, for any component D of G − X and each vertex x ∈ X , there is a vertex
x′ ∈ V (D) adjacent to x. Thus, if x and y are two vertices of X , there is a path x′Py′ in D between a neighbour x′ of x and
a neighbour y′ of y, and hence an xy-path Q := xx′Py′y whose internal vertices lie in D. It follows that G has the minor
(G− D)+ xy. Likewise, by contracting D to a single vertex, one sees that G has as a minor the graph obtained from G− D by
adding a new vertex d and joining d to each vertex of X . We shall implicitly use these observations in the proofs below.
Proposition 1. Let G be a minimal counterexample to Theorem 1. Then G is 4-connected.
Proof. It follows directly from Lemma 6 that G is 2-connected. Suppose that G has a vertex cut X := {x, y} of size two, and
let Y be the vertex set of a component C of G− X . Set H := G[X ∪ Y ] + xy. Then G has H as a minor, so H has no 3× 3 grid
minor. By the minimality of G, TW (H) ≤ 7. Applying Lemma 6 yields that TW (G) ≤ 7, a contradiction.
Suppose, now, that G has a vertex cut X := {x, y, z} of size three. Define Y as above, and set H := G[X ∪ Y ] + {xy, yz, xz}.
Suppose that H has a 3 × 3 grid minor. Because the 3 × 3 grid is bipartite, this minor does not uses all three of the edges
xy, yz, xz. If it uses at most one, we can apply the same argument as above. Thus, we may assume that it uses exactly two of
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Fig. 10. Proof of Lemma 8.
these edges. Consider the minor H ′ of G obtained by contracting a component D of G− X different from C to a single vertex
d. Then every minor of H not using all three of the edges xy, yz, xz is also a minor of H ′ and consequently of G. Therefore, H
has no 3× 3 grid minor. As above, this leads to a contradiction. 
In the same vein, some vertex cuts of size four are also forbidden in G.
Lemma 7. Let G be a minimal counterexample to Theorem 1, and let X be a vertex cut of size four in G. Then G − X has exactly
two components. Moreover, if these components have vertex sets V1 and V2, at most one of the subgraphs G[X ∪ Vi], i = 1, 2, can
be reduced to a complete graph on X by deleting vertices and deleting or contracting edges.
Proof. Let X = {x1, x2, x3, x4} be a vertex cut of G and suppose that G−X has at least three components, with vertex sets Vi,
1 ≤ i ≤ 3. Consider the graph H obtained from G[X ∪ V1] by adding a complete graph on X . If H has a 3× 3 grid minor, this
minor, being bipartite, does not use every edge of the complete graph on X . We therefore can suppose that it doesn’t use
the edge x1x4. Contracting all the component V2 to x2 and all the component V3 to x3 shows that every minor of H not using
x1x4 is also a minor of G[X ∪ V1 ∪ V2 ∪ V3]. Thus, Gwould also have a 3× 3 grid minor, which is a contradiction. Therefore,
H has no 3× 3 grid minor. By the minimality of G, TW (H) ≤ 7. Now, by Lemma 6, TW (G) ≤ 7, a contradiction.
A similar argument establishes the second claim. 
3. Good circuits intersect
In this section, we prove Lemma 1. Let G be a minimal counterexample to Theorem 1. To prove that every pair of good
circuits intersect, we shall show that if G has two disjoint good circuits, they can neither be linked by five disjoint paths nor
be separated by four vertices. Thus, by Menger’s theorem, there is no pair of disjoint good circuits.
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Fig. 11. Proof of Lemma 8.
Fig. 12. Proof of Lemma 10.
Lemma 8. G does not contain two disjoint circuits of length at least five linked by five disjoint paths.
Proof. The proof is given by Figs. 6–11. Fig. 6 shows the four possible configurations of two 5-circuits linked by five disjoint
paths. In the near-Petersen and Petersen, an 8-circuit is indicated by dashed lines; this is the outer 8-circuit of a 3 × 3
grid. The subgraph indicated by bold lines is then contracted to a single vertex to form the central vertex of the grid. The
remaining two configurations, the prism and near-prism, are treated in Figs. 7 and 8–11. These two cases are more lengthy,
particularly the latter. The drawings show that if these subdivisions exist, they exist in fact as subgraphs. It is then easy to
finish the proof. By Proposition 1, G is 4-connected, so there must be at least one additional vertex. This vertex is linked by
disjoint paths to four vertices of the prism or near-prism, and these four vertices must be pairwise non-adjacent, otherwise
one would obtain a proper subdivision of the prism or near-prism, an eventuality which has been eliminated. But now the
four paths, together with a Hamilton circuit in the prism or near-prism, yield a 3× 3 grid minor.
The drawings are be interpreted as follows.
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Fig. 13. Proof of Lemma 10.
Fig. 14. Proof of Lemma 10.
If a circuit is indicated by dashed lines and a subgraph by bold lines, the circuit represents the outer circuit of a
hypothetical grid and the subgraph, contracted, the central vertex of the hypothetical grid. A 3 × 3 grid indeed results
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Fig. 15. Proof of Lemma 10.
Fig. 16. Proof of Lemma 10.
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Fig. 17. Case 1 of Lemma 11.
Fig. 18. Cases 2(A) and 2(B) of Lemma 11.
unless the edge indicated in the succeeding drawing is just a single edge, and not a path of length two or more. The third
drawing in the row (if there is one) identifies all the single edges which must be present by symmetry.
Not all the edges of the figure can be identified as single edges by this procedure. It is then necessary to consider a vertex
v on a hypothetical subdivided edge, and use the 4-connectivity of G to derive a contradiction. The vertex is indicated in
bold. We invoke a theorem of Perfect [8] which says that if v is a vertex of a k-connected graph G, and X is a set of at least k
vertices of G, and if v is linked by disjoint paths to some subset S of X , where |S| < k, then there are in fact k disjoint paths
in G (not necessarily including the original ones) linking v to some set T with S ⊂ T ⊆ X . In our case, k = 4, X is the set
of vertices of the figure which are not internal vertices of the subdivided edge, and S consists of the two endpoints of this
subdivided edge.We examine all the possible endpoints of an additional path emanating from the bold vertex and eliminate
them, one by one (always taking account of symmetry to limit the number of cases). We conclude that all edges of the figure
are indeed single edges and do not represent paths of length two or more. 
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Fig. 19. Case 2(C) of Lemma 11.
Suppose that G has a vertex cut X of size four. By Lemma 7, G− X has exactly two components. We denote their vertex
sets by Y and Z . We shall prove that X does not separate two disjoint good circuits by proceeding as follows:
• first, we observe that one component, say G[Y ], contains a long circuit;
• next, we prove that G[Z] ∼= K1, K2 or K3;• finally, we prove that every long circuit in G[X ∪ Z] is bad.
Lemma 9. One component of G− X, say G[Y ], contains a long circuit C.
Proof. By [1], a graph which contains no circuit of length l or more has tree-width at most l − 2. Thus, if neither G[Y ] nor
G[Z] contains a long circuit, each has tree-width at most three. Their (disjoint) union G − X also therefore has tree-width
at most three, yielding TW (G) ≤ TW (G − X) + |X | ≤ 3 + 4 = 7, a contradiction. We may suppose, therefore, that G[Y ]
contains a long circuit C . 
Lemma 10. G[Z] ∼= K1, K2 or K3.
Proof. We shall establish the lemma by showing first that G[Z] has no circuit of length four or more and then that G[Z] has
no cut vertex.
By Lemma 9, we can assume that Y contains a long circuit C . Suppose that G[Z] contains a circuit C ′ of length four or
more. Since G is 4-connected, C and C ′ are connected by four disjoint paths P1, P2, P3, P4, each of length at least two. Let xi be
the vertex of X on Pi, yi the endpoint of Pi on C and zi the endpoint of Pi on C ′, 1 ≤ i ≤ 4. We may assume that the paths are
labelled in such a way that the yi are enumerated in the (cyclic) order that they appear around C . We may assume further
that the zi appear either in the given cyclic order or in the order z1, z2, z4, z3. Fig. 12 shows these two configurations, and
indicates a 3× 3 grid minor in the first one. Figs. 13–15 (whose drawings are to be interpreted as described in the proof of
Lemma 8) shows that G has a 3 × 3 grid minor, a contradiction. In Fig. 13, we obtain two cases (a) and (b) but show that
it’s enough to treat case (b). Notice that Figs. 14 and 15 don’t exclude the existence of a path linking x1 to y4. But as G is 4
connected, we still obtain a contradiction. For better understanding of Fig. 15, keep in mind that C is a long circuit and that
one of its four segments is therefore of length at least two.
Suppose, now that G[Z] has a cut vertex z. Contract two components of G[Z] − z to single vertices z1 and z2. Because G is
4-connected, both z1 and z2 are each joined to at least three vertices of X , There are three cases to consider, shown in Fig. 16.
In all three cases, G has a 3× 3 grid minor, a contradiction. 
Lemma 11. Any circuit of length at least five in G[X ∪ Z] is a bad circuit.
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Fig. 20. Case 2(D) of Lemma 11.
Proof. As in Lemma 10, we set X := {x1, x2, x3, x4} and denote by C a long circuit in G[Y ]. Because G is 4-connected, there
are vertices y1, y2, y3, y4 on C and disjoint paths P1, P2, P3, P4 with xi linked to yi by Pi, 1 ≤ i ≤ 4. The circuit C being of
length five or more, we may suppose that the segment of C between y4 and y1 is of length at least two.
Case 1: G[Z] ∼= K1.
We set Z := {z}. To show that every long circuit in G[X ∪ Z] is bad, it suffices to check that G[X] is non-Hamiltonian. If
this were not so, either x1x2 and x3x4 or x1x3 and x2x4 would be edges. Fig. 17 shows that both possibilities result in a 3× 3
grid minor.
Case 2: G[Z] ∼= K2.
We set Z := {z1, z2}. Because G is 4-connected, each of z1 and z2 has at least three neighbours in X . Fig. 18 shows the four
possibilities (there are no others because G has no 3-cut) and eliminates cases (A) and (B). Case (C) is treated by Fig. 19:
• the first drawing shows that neither x1x3 nor x3x4 is an edge;
• the two following ones show that neither x1x2 and x1x4, nor x1x4 and x2x4, nor x2x3 and x2x4 can simultaneously be edges
of G;
• the other drawings indicate the possible edges in G[X] and show in each case that every long circuit in G[X ∪ Z] is bad.
The solid vertices in these drawings are the bad vertices of the bad circuits indicated by heavy lines. Note that the cases
where G[X] has only one edge are not shown, as the long circuits that appear in those cases also appear in those where
G[X] has two edges.
Case (D) is treated in Figs. 20 and 21. Fig. 20 shows that x2x3 is not an edge; Fig. 21 should be interpreted in the sameway
as Fig. 19.
Case 3: B ∼= K3.
We set Z := {z1, z2, z3}. As G is 4-connected, z1,z2 and z3 each have at least two neighbours in X .
As x1 and x4 each have at least one neighbour in Z and as G has no 3-cut, wemay suppose, without loss of generality, that
z1x1 and z3x4 are edges. Fig. 22 shows that G then has a 3× 3 grid minor unless N(z1) ∩ X = {x1, x4}, N(z2) ∩ X = {x2, x3}
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Fig. 21. Case 2(D) of Lemma 11.
and N(z3)∩ X = {x2, x4}. In the drawings not representing a grid minor, the heavy lines show edges which must be present
in G, and the dashed lines edges which cannot be present in G.
Fig. 23 shows that, in the remaining case, G[X] has no edges. The first row of that figure should be interpreted as follows:
if any of the dashed edges on the right is present, completing the left figure with it leads to a 3 × 3 grid minor. Therefore,
the only long circuit in G[X ∪ Z] is z1x4z3x2z2z1, which is bad, with bad vertex z3. 
This completes the proof of Lemma 1.
4. Finding a transversal
In this section, we prove Lemma 2, that is, the existence of a transversal S of size five for the good circuits and the 4-
cliques. We first show that every pair of 4-cliques intersect. We then study the cases where there are at least two, exactly
one, or no 4-clique.
Lemma 12. G does not contain two disjoint 4-cliques.
Proof. Suppose that G contains two disjoint 4-cliques K and K ′. They are linked by four disjoint paths P1, P2, P3 and P4. We
set K := {x1, x2, x3, x4} and K ′ := {x′1, x′2, x′3, x′4} and choose these labels so that Pi links xi to x′i , 1 ≤ i ≤ 4. If two of these
paths are not single edges, there is a 3 × 3 grid minor, as shown in Fig. 3(a). Thus, we may suppose that P2, P3 and P4 are
edges. We shall refer to the pair {xi, x′i} as the ith level.
We shall show thatV \(K∪K ′) is a stable set. Suppose the contrary, and consider a non-trivial componentD ofG−(K∪K ′).
By Proposition 1, D is joined to some 4-subset of K ∪ K ′. Moreover, by Lemma 7, we can choose this subset to be neither K
nor K ′. It follows easily that there is a path P of length at least three, with internal vertices in D, connecting a vertex of K and
a vertex of K ′. In addition, there is a path Q , internally-disjoint from P , joining an internal vertex of P to a third vertex of K
or K ′, which we may suppose without loss of generality to be in K .
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Fig. 22. Case 3 of Lemma 11.
Fig. 3(b)–(d), show that P neither links two vertices of the same level nor a vertex of the first level with a vertex of any
other level. Wemay suppose, therefore, that P links x2 and x′3, as shown in Fig. 3(e). Fig. 3(d) shows that P1 cannot be a single
edge. It now follows from Fig. 3(a) that P and P1 intersect. But then there is a 3× 3 grid minor, as indicated in Fig. 3(e). We
conclude that V \ (K ∪ K ′) is indeed a stable set.
We now setWt0 := K ∪K ′ andWtx := N(x)∪{x}, for x ∈ V \(K ∪K ′). If, for some x ∈ V \(K ∪K ′), we haveN(x) = K ∪K ′,
there is a 3× 3 grid minor. Thus, for every x ∈ G− (K ∪ K ′), |Wtx | ≤ 8.
Let T be the star with centre t0 and leaves tx, x ∈ V \ (K ∪ K ′). Then (T , (Wt)t∈V (T )) is a tree-decomposition of G of width
seven. 
Lemma 13. Suppose that G contains two distinct 4-cliques K and K ′. Then there exists a transversal S of size five for the good
circuits and the 4-cliques.
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Fig. 23. Case 3 of Lemma 11.
Fig. 24. Proof of Lemma 14.
Proof. We set K := {x1, x2, x3, x4} and K ′ := {x′1, x′2, x′3, x′4}, where the four disjoint paths Pi linking K to K ′ link xi to x′i ,
1 ≤ i ≤ 4. By Lemma 12, K and K ′ are not disjoint, and we may suppose that x1 = x′1.
Suppose that |K ∩ K ′| = 1. If two of the paths P2, P3 and P4 are of length at least two, G has a 3× 3 grid minor, as shown
in Fig. 4(a). Hence we may suppose that P2 and P4 are edges. If X := {x1, x3, x4, x′2} is a vertex cut of G, and V1 and V2 denote
the vertex sets of the components of G− X , we can reduce both G[V1 ∪ X] and G[V2 ∪ X] to K4’s on X , thereby contradicting
Lemma 7 (see Fig. 4(b)). Therefore, C := x1x′2x2x3x4x1 is a good circuit and, as K ⊂ V (C), the set S := V (C) satisfies the
lemma (see Fig. 4(c)).
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Fig. 25. Proof of Lemma 14.
Suppose now that |K ∩K ′| ≥ 2. Then, as shown in Fig. 5, there is a circuit C in G of length five which is good: the deletion
of any vertex x of C all of whose neighbours lie on C leaves a Hamiltonian subgraph. Again, K ⊂ V (C), and S := V (C) satisfies
the lemma. 
Lemma 14. Suppose that G has exactly one 4-clique, K . Then there exists a transversal S of size at most five for the good circuits
and K .
Proof. If K meets every good circuit, set S := K . If not, let C be a good circuit disjoint from K and let Pi, 1 ≤ i ≤ 4, be four
disjoint paths linking C and K . For 1 ≤ i ≤ 4, we denote by xi the endvertex of Pi in K and by yi its endvertex on C . As C is
of length at least five, we may suppose that the (y4, y1)-segment of C is not an edge. Fig. 24 shows that configuration.
The existence of S is established by Figs. 25–28. In the drawings not representing a gridminor, the heavy lines show edges
which must be single edges, and the dotted circuits indicate good circuits of length five. If such a circuit C exists, S := V (C)
satisfies the lemma.
In Fig. 25, we first show that all the paths P1 and P4 are single edges. Fig. 26 shows that we just have to study one special
case, denoted by (b). Fig. 27 shows that it is enough to study the subcase (b4) of (b). Finally, Fig. 28 shows that the case (b4)
cannot occur, as G would then contain two disjoint good circuits C and C ′. Note that C and C ′ are not bad circuits of length
six as their good vertices would then lie on a path of length four. 
Lemma 15. Suppose that G has no 4-clique. Then there exists a transversal S of size five for the good circuits.
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Fig. 26. Proof of Lemma 14.
Proof. Suppose first that there is no bad circuit in G. Then every pair of long circuits intersect. Birmelé showed in [2] that
if all the circuits of length at least five of a graph intersect, there exists a transversal of size five for the set of those circuits.
Therefore, in this case, S exists.
We may then suppose that G contains a bad circuit C . Moreover, we may assume that C has length five, because the
subgraph induced by a bad circuit of length six contains one of length five. We set V (C) := {x, x1, x2, x3, x4}, where x is the
bad vertex of C .
If every good circuit meets C , the set S := {x1, x2, x3, x4} satisfies the lemma. So wemay suppose that there exists a good
circuit C ′ disjoint from C but linked to it by four disjoint paths, P1, P2, P3, P4, where xi is the initial vertex of Pi, 1 ≤ i ≤ 4. Let
yi be the end of Pi on C ′, 1 ≤ i ≤ 4 (see Fig. 29).
Suppose that y1 and y2 are consecutive on C ′, and consider the circuit C1 shown in Fig. 30(a). Then,
• either C1 is good;• or C1 is bad, and we denote by S1 the set of its bad vertices;• or it is of length four, and we set S1 := ∅.
If C1 is not good, we consider the circuit C2 shown in Fig. 30(b). Then,
• either C2 is good, and S := V (C2) \ S1 satisfies the lemma, because every good circuit must intersect C2;• or C2 is bad, and we denote by S2 the set of its bad vertices.
In the latter case, we use the same arguments for the circuit C3 shown in Fig. 30(c):
• either C3 good, and S := V (C3) \ S2 satisfies the lemma;• or C3 is bad, and we denote by S3 the set of its bad vertices.
Finally, if C3 is bad, the circuit C4 in Fig. 30(d) is good because it has length at least seven, and S := V (C4) \ S3 satisfies
the lemma.
Therefore, if C1 exists, either it is good or the lemma is satisfied.
Fig. 31 represents the three possible orders of the yi’s along C ′ and highlights two disjoint circuits in each case. The
preceding argument for C1 can also be applied to C2, C3, C4 and C5. The circuit C6 is good, since at least five of its vertices
have neighbours off the circuit. Thus, in each case, Gwould have two disjoint good circuits if the lemma were not satisfied.

This completes the proof of Lemma 2.
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Fig. 27. Proof of Lemma 14.
Fig. 28. Proof of Lemma 14.
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Fig. 29. Proof of Lemma 15.
Fig. 30. Proof of Lemma 15.
Fig. 31. Proof of Lemma 15.
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