ABSTRACT. Coastal bluff recession continually threatens homes, roads, and land. In areas where coastal development is increasing, an understanding of variability in bluff recession
INTRODUCTION
Coastline recession in the United States has caused millions of dollars in damage to structures and property, and threatens to produce significant future damage (Platt 1994 , Heinz Center 2000 . To protect new coastal developments (i.e., homes, cabins, roads, etc.) for a given time period (e.g., 60 year design life), setbacks are usually employed, and many of these are based on historical bluff recession rates (Platt 1994) . However, variations of climate, coastal morphology and lithology, and anthropogenic disturbance can cause difficulties in predicting the spatial variability of recession rates. Since wave-induced erosion at the bluff toe is inevitably the chief agent responsible for maintaining bluff geometry, we explore the use of an empirical wave impact proxy, cumulative wave impact height, as an overall predictor of long-term recession rates.
A complex interrelationship of numerous factors affects the variability of coastal bluff recession rates along the Great Lakes. These factors include wave climate, water level, water level trend, shore-line orientation and fetch (Buckler and Winters 1983 , Johnson and Johnston 1995 , Meadows et al. 1997 , shoreline structures (Buckler and Winters 1983, Carter et al. 1986 ), beach morphology (Carter et al. 1986) , bluff morphology, bluff and nearshore lithology (Edil and Vallejo 1980 , Davidson-Arnott and Askin 1980 , Sunamura 1992 , Johnson and Johnston 1995 , rainfall (Pincus 1962 , Reid 1985 , groundwater levels (Sterrett and Edil 1982) , seepage (Buckler and Winters 1983; Chase et al. 2001a,b) , freeze and thaw (Vallejo and Edil 1981 , Reid 1985 , Wilcock et al. 1998 , and coastal-ice (Barnes et al. 1994) . The variability of these factors from place to place probably explains the spatial variability of bluff recession rates.
Coastal bluff erosion processes can generally be classified into two categories: subaerial and subaqueous (Hampton et al. 2004) . Previous studies of subaerial bluff processes have characterized bluff slope stability (Edil and Vallejo 1980 , Edil and Haas 1980 , Edil and Schultz 1983 , bluff face erosion (e.g., Buckler and Winters 1983 , Jibson et al. 1994 , Reid 1985 , and bluff toe erosion (e.g., Carter and Guy 1988, Amin and . Recession occurs as bluff slope angles decrease to reach a state of equilibrium. Bluff failure mechanisms (e.g., surface sloughing, deep seated slumping, creep, etc.) and face erosion processes (e.g., solifluction, sheetwash, rill and gully erosion, etc.) occur at different frequencies and result in varying magnitudes of recession (Quigley et al. 1977 , Sterrett 1980 .
Research on subaqueous processes includes that on direct wave impact, horizontal retreat of bluff toe materials, and "downcutting." In particular downcutting in the nearshore and foreshore is an irreversible process along cohesive and bedrock coastlines (Davidson-Arnott and Askin 1980 , Kamphuis 1987 , Sunamura 1992 . Depending on water levels (Fuller 2002 ) and the thickness of overlying sand (Kamphuis 1990, Davidson-Arnott and Ollerhead 1995) , downcutting sometimes occurs relatively continuously compared to bluff recession (Davidson-Arnott 1986, Davidson-Arnott and Ollerhead 1995) and affects nearshore bathymetry, which in turn affects the wave energy reaching the shoreline and, potentially, the bluff toe. Wave action at the bluff toe removes failed and eroded material that would otherwise act to stabilize the bluff. Waves can further erode intact bluff-toe material, creating a steeper bluff profile and promoting further slope failures and face erosion. Thus, continuing erosion and recession of coastal bluffs depends on waves removing material from the base of the bluff. Variability in both wave action at the bluff toe and the processes acting on the bluff face affect recession rates.
Due to the complex interrelationships between factors and processes causing recession, predictions of coastal bluff recession rates are often statistically based. Data from the field and/or laboratory are correlated with recession rates to reveal significant relationships. For example, Gelinas and Quigley (1973) and Kamphuis (1987) correlated deep-water wave power with long-term bluff recession rates on Lake Erie. Sunamura (1977) developed a relationship between driving and resisting forces and recession rates for rocky coasts and validated the relationship using field data from coastal cliffs in Japan. McGreal (1979) found that, in Northern Ireland, certain thresholds of water level and wave activity corresponded to erosive events. Using step-wise multiple regression analyses, temporal variation in erosion rates was related to beach profile changes and protective structures at the toe, while spatial variation was dependent on shoreline aspect and material strength.
On the northeast coast of the United States, Wilcock et al. (1998) found that recession rates were usually dependent on relative wave strength (an index relating wave pressure to material strength) being greater than a threshold value for a minimum period of time. A similar study by Ruggiero et al. (2001) showed that hours of bluff impact by waves correlated with erosion and recession rates along the northwest coast of the United States. On the central coast of California, Sallenger et al. (2002) correlated cliff erosion with the number of hours wave runup exceeded vertical and horizontal thresholds, which were related to the protective capacity beaches. They found that variations in cliff erosion were best explained using the hours of exceedance of a horizontal runup threshold above which waves were impacting the cliffs. Along the southwestern shoreline of Lake Michigan, Brown et al. (2005) found bluff recession was related to average annual maximum wave impact height, an index of wave energy reaching the bluff toe. Overall, these previous studies have demonstrated certain success correlating various factors with bluff recession rates. In particular, the combination of storm waves and high water levels has been shown to be an important contributor to bluff recession.
Coastal bluff recession on Lake Superior has received the least attention of the Great Lakes coastlines because there has been less development pressure (Environment Canada and U.S. EPA 1995) . In recent years, however, more new development is occurring, and this poses a significant challenge for successful coastal management. Justifiable setback requirements for buildings depend on forecasting future recession rates. Former studies on Lake Superior have documented past recession rates, geology, and slope stability (Mickelson et al. 1977 , Need et al. 1980 , Edil and Schultz 1983 , Schultz et al. 1984 , Johnston and Salés 1994 , Johnson and Johnston 1995 , Anderson 2003 , and these studies often qualitatively noted the importance of wave climate in promoting bluff recession. Before this study no direct correlations of bluff recession rates with wave climate indicators have been made along the Lake Superior coastline.
The objectives of this paper are twofold: first, to document the spatial variation of bluff recession rates and beach and bluff lithology and morphology along the Wisconsin coast of Lake Superior; second, to examine whether a wave-bluff interaction index (i.e., cumulative wave impact height) correlates with bluff recession rates. Bluff, foreshore, and nearshore properties at sites were characterized, and bluff recession rates were measured from aerial photographs. Field measurements of wave runup were used to verify which runup estimation methods were appropriate for application to the study sites. The wave runup estimation methods that performed best were then used to calculate cumulative wave impact height, based on site characteristics and historical wave, wind, and water level data. Finally, average yearly cumulative wave impact heights from different sites were correlated with recession rates to determine how well this index accounts for the spatial variability observed in bluff recession rates.
STUDY AREA
The study sites (Fig. 1) are located along the Wisconsin coastline of Lake Superior. The area is sparsely populated and has few coastal structures. Development along the coastline is primarily vacation homes with some permanent residences and a few harbors and marinas. Anderson (2003) surveyed the entire Wisconsin coast of Lake Superior, investigating bluff stability and the state of erosion on the bluffs. For the present study, a dense network of sites was established in Bayfield County, where recession rates were available (Miller 2001) . Some sites outside Bayfield County were also included to broaden the environmental conditions to the full range experienced by the Wisconsin coastline.
Lake Superior water levels fluctuate unpredictably over periods of hours, months, and years. Seasonal water level fluctuations of 0.35 meters are typical (Fig. 2) , with the highest lake levels occurring in late summer/early fall. Long-term, mean water levels also fluctuate, resulting in extended periods of high or low water levels. Lake Superior's outflow has been regulated since 1921 (USACE and GLC 2000) , and the International Joint Commission attempts to maintain mean monthly lake levels between 182.38 and 183.48 m IGLD (Rasid et al. 1992) . However, meteorological effects commonly override human attempts to control lake levels. Isostatic rebound also contributes to a slow, long-term rise in the water levels of central and western Lake Superior . While Lake Superior is not much affected by tides, it is susceptible to seiches (basin-wide water level oscillations) and wind set-up (a rise in water level due to wind shear stresses acting on the water surface).
GEOLOGY
The majority of the Wisconsin coast is composed of highly erodible, glacial deposits, which are a stark contrast to the predominantly bedrock coastline of the north shore in Minnesota (Johnson and Johnston 1995) . Table 1 lists engineering properties of three till units of interest in the study area. These units have been formally defined as members of the Miller Creek and Copper Falls Formations (Mickelson et al. 1984) . We refer to the Douglas, Hanson Creek, and Jardine Creek tills here because the properties reported are only for till units. The Douglas till is the surface unit throughout most of the study area, and two facies, clay and clay loam, are present in the bluffs (Need et al. 1980) . The Douglas clay loam facies is generally present as a thin cap over sandy deposits. The Hanson Creek till is found at the base to midway up the bluffs west of the Iron River and is overlain by the Douglas clay facies. Bluffs composed of outwash sand and gravel are present from Port Wing to Bark Point. The Jardine Creek till is the predominant till in the bluffs east of the tip of Bark Point and is commonly present over sandstone bedrock (sites E1, E2) (Need 1980) . Precambrian sandstone outcrops discontinuously along the coast east of Quarry Point and around the Bayfield Peninsula. East of the Bayfield Peninsula clayey Douglas till overlies Jardine Creek till (sites E 3, 4, 5), and farther east, the bluffs are composed of clayey sand and gravel (sites E 6, 7).
METHODOLOGY Bluff Recession Rates
Bluff-crest recession rates were obtained using available aerial photos with stereopairs (Hatch 2004) . The photos analyzed were chosen based upon consideration of photo availability and longterm changes in lake levels (Fig. 2) . Epochs spanning high and low lake levels were chosen to investigate the effect of water levels alone versus water level coupled with storm activity on bluff recession. The aerial photos were scanned at resolutions of 1 m/pixel. Orthophotos were created and geo-referenced using digital orthoquadrangles (DOQQs) of the study area. The position of the bluff top was digitized for each year using stereopairs to identify the bluff crest. A previous study suggested variability in bluff recession can be measured effectively using a sampling interval of less than 10 m (Zuzek et al. 2003) . In this study, recession distances were measured at 5-m intervals to ± 50 m on either side of the site (Fig. 3) .
Potential errors in the recession rate analysis
FIG. 1. Schematic of the study area.
must be considered when interpreting the recession rate data. The estimated accuracy of the air photo orientation relative to the DOQQs was ± 1-2 m (Hatch 2004) . Another limitation was that no leafoff photos were available, and trees blocked visibility of the bluff top due to relief displacement at many sites, preventing an accurate bluff line from being digitized. High reflectance of some air photos also made the bluff top difficult to discern; histogram stretch enhancements were performed on these photos to make the bluff top more visible (Hatch 2004 ). The recession rates from the 1966 to 1998 epoch are the main dataset used in this study because the photos from these years provide the longest available period, thus minimizing effects of error (i.e., the same magnitude of error over a longer time period has lesser effects on the estimated recession rates).
Site Characterization
Foreshore and bluff profiles, nearshore bathymetry, and material types were used to characterize each study site. Foreshore and bluff profiles were measured relative to the estimated still water level (SWL) using an inclinometer and tape to obtain angles and distances between breaks in slope. Profiles were referenced to mean daily water level elevations measured in western Lake Superior. Nearshore bathymetry was characterized using a Schultz et al. (1984) Garmin ® GPSMAP 188/188C sounder. Depths were measured along lines perpendicular to the shore at 15-m intervals, to approximately 500 m away from the shoreline, or as far as necessary to capture abrupt changes in water depth. Bluff material types were characterized and other bluff characteristics were noted (e.g., amount of vegetation, failure type, surface weathering, etc.). Foreshore and nearshore grain size distributions were analyzed for sites with sandy beaches. At sites with cobble, boulder, and gravel beaches, the coarse materials were noted.
Wave Runup
Wave runup is the maximum vertical extent of wave uprush above the still water level on a slope (Hunt 1959) . Wave runup was estimated at the study sites using five different sources: Hunt (1959) , CERC (1984) , Mase (1989) , Nielsen and Hanslow (1991) , and Ahrens and Seelig (1996) . Three statistics for runup of irregular waves were adopted: mean, 2%, and maximum of wave runup. Mean and maximum wave runup are the average and largest runup, respectively, of all waves in the record. The 2% wave runup is defined as the elevation surpassed by only 2% of the waves in the record. Previous bluff erosion studies (e.g., Kirk et al. 2000 , Ruggiero et al. 2001 , Sallenger et al. 2002 have used 2% runup for representing an extreme statistic of wave runup.
Wave properties (i.e., wave height, period, and direction) are essential to estimate wave runup.
FIG. 3. Transects for obtaining bluff recession measurements.
Measured wave properties were obtained from the National Oceanic and Atmospheric Administration (NOAA) buoy Station 45006 located in western Lake Superior. During winter months the buoy is removed from Lake Superior to prevent the instrumentation from icing up, and wave properties were hindcast when the buoy was not operational. Hindcasting was performed using wind data from NOAA Coastal-Marine Automated Network (C-MAN) stations. The Sverdrup-Munk-Bretschneider (SMB) wave hindcasting method was used following the guidelines in the Coastal Engineering Research Center (CERC) Shore Protection Manual (CERC 1984) .
Station 45006 provides deep-water wave data at a single location, which is approximately 115 km away from the study sites. Deep-water wave properties near the sites are expected to vary from buoymeasured data due to varying wind energy input or wave breaking dissipation Nepf 2002, Yao and Wu 2004) . Depending upon the site location relative to the buoy, Station 45006 data were adjusted by the mean differences in historical deepwater wave properties hindcast for the U.S. Army Corps of Engineers (USACE) Wave Information Studies (WIS) at the location of Station 45006 and locations along the Wisconsin coastline. In other words, we compared waves traveling in similar directions (grouped by 15 degree wind sectors) from the WIS station 92 (buoy location) and the WIS stations nearest the sites. These comparisons showed that on average the wave properties were consistently higher at the buoy location than at the site locations. For each 15 degree wind sector we established each mean difference in wave height and period. The difference was subtracted from the buoy data. If subtracting the mean difference resulted in a wave with properties lower than the minimum recorded by the buoy, the minimum wave properties recorded were used. This procedure accounts for wave property differences due to fetch differences between the sites and the buoy location.
To test the applicability of the different wave runup estimation methods, wave runup measurements using digital video cameras were conducted. Details of the procedures used in the present study are described by Nielsen and Hanslow (1991) . Multiple wave runup records were obtained at select sites to investigate different wave conditions ranging from calm to storm conditions. A total of 26 wave runup videos were obtained and digitized with a temporal resolution of 30 Hz following the methods by Yao and Wu (2005) . Scale markers were used at 0.3-m intervals along the beach slope. The measured beach slope and the scale marker separations were used to visually delineate wave runup relative to the SWL. Statistics, i.e., mean, 2%, and maximum runup, were compiled for each record and were then compared to wave runup statistics estimated by the five wave runup relationships mentioned previously.
Cumulative Wave Impact Height
Wave impact height (WIH) is defined as the elevation of wave runup minus the elevation of a bluff toe (Fig. 4) . Brown et al. (2005) found that the annually averaged peak monthly WIH is the better index for explaining temporal variation in bluff recession of low bluffs on the Lake Michigan coastline. They used the single most severe storm from each month to represent the wave energy imparted on the bluff for the entire month. However, the frequency and duration of storms occurring within each month were not included in their index. If a rare, severe summer storm in July has the same WIH as three severe storms in November, each month would still receive the same weighting. Nevertheless, it is recognized that November generally experiences more storms and, therefore, greater wave energy should have more impacts on the bluff than at other times. The cumulative effects of these storms are likely to be significant. To account for the frequency of wave impact on bluff toes, Ruggiero et al. (2001) and Sallenger et al. (2002) used wave impact thresholds similar to WIH, but they but did not account for the relative magnitude of wave impacts.
In this study, a new wave-bluff interaction index, cumulative wave impact height (CWIH), is proposed. CWIH is defined as the area under the curve with positive WIHs (Fig. 5) because positive WIHs represent waves actually impacting the bluff toe. In contrast to the WIH by Brown et al. (2005) and the thresholds used by Ruggiero et al. (2001) and Sallenger et al. (2002) , CWIH accounts for the magnitude, frequency, and duration of all waves impacting the bluff. The calculated CWIH is normalized with time to obtain an average CWIH per year (CWIH) for the epoch of interest. CWIH can be correlated with recession rates (i.e., bluff recession normalized to time) for the same epoch.
To hindcast CWIH at each site, historical data, including records of wave, wind, and water level, were used with the site characteristics measured in the field. Wave climate and wind data were ob-tained from the CERC WIS and from NOAA buoy Station 45006. The WIS dataset has 3-hour wind and hindcast wave data at various locations on Lake Superior. Hubertz et al. (1991) showed that the WIS hindcast wave data are reasonably representative of buoy-measured data. In this study, wave data from the WIS station closest to each site were used for . The Station 45006 data from 1988-1998 were averaged at the same 3-hour intervals as the WIS data, for consistency, and then adjusted for differences in wave properties due to the location of the sites relative to the buoy, as previously mentioned under wave runup. Monthly water levels for Lake Superior, available from the USACE-Detroit District, were used to account for long-term water level fluctuations. Short-term water level changes due to wind set-up W S (and set-down) were estimated following a linear force balance approach (Sorensen 1997) .
Site orientation is important for determining the direction of effective wave attack. For example, sites on the northwest side of Bark Point (see Fig.  1 ) are not vulnerable to waves traveling northwest, i.e., away from the sites. CWIH was only calculated for waves traveling from a bearing less than 75°(E-NE) or greater than 255°(W-SW) for these sites. No calculations were made to account for diffraction or refraction of waves. The formation of ice along the coastline was also accounted for when
FIG. 4. Schematic of wave impact height (WIH), elevation of the still water level (SWL), wind setup (W S ), wave runup in absence of bluff (R*), and elevation of bluff toe (TOE).

FIG. 5. WIH and monthly mean still water level (SWL) versus time. The sum of the shaded areas or positive WIH is Cumulative wave impact height (CWIH).
hindcasting CWIH. While ice contributes to nearshore erosion processes (Barnes et al. 1994) , ice also protects the bluff toe from wave impacts. Thus, CWIH was not calculated during periods of shorefast ice, estimated from the ice cover data provided in the WIS Lake Superior report (Driver et al. 1992) . Table 2 summarizes recession rate statistics determined from two spatial averaging methods. First, recession rates determined by spatially averaging 21 transects (see Fig. 3 ) are reported. Second, due to spatial variability of recession at the site-scale, a method for obtaining representative recession rates is developed in this study. The concept is to obtain recession values from windows of various widths (e.g., 25, 50, 100 m) and positions (e.g., from transects -5 to 0, -4 to +1, -3 to +2, etc.) around the sites using a minimum of five transects. Negative recession distances are shown in Table 3 but were attributed to measurement error and excluded from the analyses that follow since the bluff top should not naturally pro-grade. The representative recession rates are obtained by averaging recession rates from measurement windows yielding the lowest standard deviation. Representative recession rates range from 0.07 to 0.57 ± (0.03~0.06) m/year, consistent with those determined from a separate study for the epoch of 1966 -1990 (Miller 2003 . Table 3 summarizes the characteristics of the bluff, foreshore, and nearshore for the study sites. In general, clay bluffs are composed of Hanson Creek and Douglas (clay facies) tills. The Jardine Creek till is clayey sand, and Douglas till (clay loam facies) is sandy clay. The locations of the bluff materials and morphologies observed in the field are generally consistent with those depicted by Need (1980) and Anderson (2003) . The bluffs (see Fig. 6 ) in the study area appear to fail relatively continuously by shallow translational sliding and creep as opposed to deep seated, highly episodic rotational sliding failures. Toe erosion initiates the bluff failures by removing erodible materials present (either the native bluff materials which are typically more erodible than, for example, the tills encountered at the toes of Lake Michigan bluffs or the colluvium contributed from the upper bluff.) Bluff face is subject to frost action and wet-dry cycles which tend to cause strength loss and eventual sliding. Field observations suggest that these continuous modes of failure seem to regularly feed material to the toe of the bluff, which is then removed by wave activity at the bluff toe even at the low water level during [2003] [2004] . This suggests that subaerial processes can be an important factor controlling bluff recession at the study sites. Figure 7 shows the distribution of bluff recession rates versus bluff lithologies. The sandstone bluff is excluded here since only one reliable data point is available (Site E-4). The clay/sandy clay bluffs have the highest mean recession rate and the largest variation in recession rates. The clayey sand and sand bluffs have a similar mean recession rate, but the clayey sand bluffs have the narrowest spread of recession rates measured. Overall there is some dependence of recession rates on bluff lithology. Nevertheless, the variability of recession rates within a similar lithology group is too large to be conclusive. Foreshore (or beach) sediments in the study area range from fine sand to cobbles and boulders. Based upon visual estimates and percent volume characterizations, beach materials are classified into three categories: sand, mixed, and cobble, as shown in Figure 8 . Sand beaches are those composed of 75% or greater sand. Cobble beaches are composed of 75% or greater cobbles, boulders, and gravel. Beaches not meeting either of the previous criteria are classified as mixed. Nearshore surface materials include ripple marked sand, cobbles and boulders, as well as mixes of these materials. Sandstone outcrops in the nearshore. Offshore bars are present at the majority of the sites during the summer. Exposed till is only observed at one location in the nearshore, near Site A1. Figure 9 shows the distribution of bluff recession rates versus foreshore beach lithologies. The sandstone bluff is excluded also here since only one reliable data point is available (Site E-4). The beaches with sand or mixed sediments have similar mean recession rates, higher than beaches with cobbles. However, the variability of recession rates within a similar lithology group is too large to draw any conclusive relations, suggesting other processes may be of importance.
RESULTS AND DISCUSSION
Bluff Recession Rates
Site Characteristics
Wave Runup
Wave runup records were measured for deepwater wave conditions with significant wave heights of 0.2 to 4.8 m and dominant wave periods of 2.5 to 10.1 s. The observed wave runup at each site with those estimated by five different wave runup empirical methods were compared. Overall, the square of linear regression coefficient values, R 2 , is similar, suggesting that variability in observed wave runup is equally accounted by each method. The scatter in the A&S (Ahrens and Seelig 1996) runup is attributed to the difficulty in characterizing a representative grain size for the surf zone, which often alternates between sections of sand and cobbles and boulders.
The scatter of the points measured versus estimated runup is common for field measurements. Methods for estimating wave runup can perform well in laboratory experiments (e.g., Mase 1989) where parameters are controlled. However, field data (e.g., Holman 1986 , Nielsen and Hanslow 1991 , Ahrens and Seelig 1996 , Ruggiero 2001 ) exhibit much greater variability due to complicated beach materials, multiple slopes, or different wave conditions. For example, Station 45006 reports hourly data but records wave data during a 20
FIG. 6. Bluff materials present in the study area.
Bluff Recession Rates and Wave Impact on Lake Superior 523 minute sampling interval within the hour (NOAA 2004) . Wave runup records often began and ended in different hours, requiring averaged wave data to be used. Differences between sites (e.g., nearshore slope, nearshore materials, presence of bars, etc.) also likely contribute to the scatter in the data. Site N6 has the greatest number of wave runup records (three) available for comparing runup data obtained at a single site, and the scatter in the predicted versus observed runup is significantly reduced.
The variety of beach materials present at the study sites could affect the estimate of wave runup. If a wave runup relationship is developed from data on a smooth, impermeable surface (e.g., Hunt 1959), adding surface texture and porosity would result in greater energy dissipation on the beach and a reduced wave runup. For example a cobble beach would dissipate more energy than a sand beach. Therefore, wave runup reduction factors, ratios of observed to predicted runup (CERC 1984) , are applied to estimated wave runup to account for differences in beach sediments. In the present study (Nielsen and Hanslow 1991) relations provide the most consistent estimate of mean and 2% wave runup at the study sites.
Cumulative Wave Impact Height
Cumulative wave impact height (CWIH) was hindcast using both mean and 2% runups of N&H and maximum runup of Mase. Figure 10a shows the correlation of yearly averaged CWIH, i.e., CWIH, using the N&H 2% wave runup equation and recession rates for 1966-1998. A similar trend of CWIH based upon N&H mean and Mase maximum wave runup also occurs but is not shown here for brevity. A general trend of increasing recession rates with increasing CWIH for all study sites is present; however, the scatter in the correlation is quite significant. Sites A1, B1, and N4 correspond to the data points in the upper right and left in the Figure 10a have the highest recession rates. Based upon the field observations, site A1 frequently experienced positive WIHs, even for intermediate strength storms during period of lower than average water levels. In contrast, site B1 which has gully erosion and site N4 with a wide beach, do not have a large wave impact. Figures 10b and 10c show the correlation of CWIH and bluff recession rates on the western and eastern parts of the study area, respectively. The correlation for the bluffs on the eastern side is not attempted due to lack of data. In addition, the correlation for bluffs on the western side does not show improvement over the correlation for all bluffs, suggesting that other factors (e.g., bluff material, bluff height, etc.) are likely to be important and should be considered. In other words, spatial variations in sediments and bluffs, besides wave impact, at the study sites may also play an important role in affecting bluff recession rates.
Correlations between CWIH and recession rates on the western side of the Bayfield Peninsula are further considered by separating bluffs of cohesive from non-cohesive bluff sediment as shown in Figures 11a and 11b , respectively. Sediment with greater than 50% fines (defined as less than 0.075 mm in particle size, i.e., clay and silt) is considered cohesive, and sediment with greater than 50% sand and gravel (i.e., greater than 0.075 mm in particle size) is classified as non-cohesive, following the Unified Soil Classification System. By correlating bluffs of similar lithology in a similar area (i.e., western Bayfield County) the response of the bluffs to subaerial processes can assumed to be similar since differences in meteorological factors (e.g., rainfall, snowfall, temperature variations, etc.) is minimal. The correlation is dramatically improved (i.e., R 2 increased from 0.09 to > 0.70), indicating the significant effects of bluff materials coupled with wave impacts on recession rates. The slopes of the correlations for cohesive and non-cohesive bluff materials are different. For example, the slope for non-cohesive bluffs is steeper, suggesting a greater sensitivity to wave attack at the toe. This is consistent with the fact that clay bluffs are more resistant (less sensitive) to wave attack than non-cohesive sand bluffs, due to the greater cohesion of the clays. The positive intercepts of the correlations suggest that factors and processes other than those accounted for in the CWIH index (i.e., wave attack at the toe) contribute to bluff recession.
The magnitude of the intercept may indicate the degree to which these other processes contribute to overall recession. For instance, the intercept of the correlation for cohesive bluffs is larger than that for non-cohesive bluffs. The high plasticity clays in the area contain significant portions of swelling clay minerals (i.e., smectite and vermiculite), making these clays very sensitive to changes in moisture content. On the bluff face, these clays are highly weathered from freeze-thaw and wet-dry cycles. These weathering processes promote slope failure and bluff recession by reducing the material's strength (Vallejo 1977 , Chapman 1996 . The noncohesive bluffs are less sensitive to these processes, and a smaller intercept is observed. Overall, the promising results suggest that the proposed new CWIH index is an important parameter for predicting recession rates. The closed symbols, not used for the correlations in Figures 11a and 11b , represent special or unique features of the sites that did not follow the general trend. These special features in general fall into three categories: (i) high bluffs, (ii) wide beaches, and (iii) gully erosion. In this study, crest-recession rate was measured and used. A study by Brown et al. (2005) showed that the response of crest-and toe-recession of high bluffs to wave impact height is different than that of low bluffs. This is likely because the period between airphotos used for recession measurement is shorter than the time it takes for bluffs to become unstable again after a major slump. In this present study it is apparent that the predicted recession rates are higher than measured recession rates for high bluffs. Wide-beach sites (N4, N5, and A6) are defined as beaches greater than 10 m in width under all water levels during the 1966-1998 epoch. While these sites experienced few wave impacts, significant recession occurred. At each of the wide-beach sites vegetation was present on the upper beach terrace and driftwood had accumulated on some beaches (see Figure 12) . A major reason for these wide-beach areas is the presence of driftwood or fallen trees from the bluff. These apparently allow a wide beach to form, but they are temporary, so even though the beach was wide when measured in the field, it probably was not during the whole period over which recession was measured. This results in CWIH being underestimated and the sites not following the correlation. Gully erosion like that at Site B1 (see Figure 13) is not much affected by CWIH. This type of erosion is a subaerial process resulting from where surface
FIG. 12. Driftwood accumulation on beach with vegetated upper terrace.
Bluff Recession Rates and Wave Impact on Lake Superior 527 water runs down a preferential flow path on the bluff face. Gullies promote non-uniform retreat of the bluff and cause significant variability in recession rates not accounted for by CWIH, and, thus, bluffs receding in part due to gully erosion have higher recession rates than predicted by the CWIH correlation. The above mentioned special features of the sites complicate bluff recession processes, which may explain the wide range of variation of recession rates reported in literature (Mickelson et al. 1977 , Need et al. 1980 , Edil and Schultz 1983 , Kamphuis 1987 , Brown et al. 2005 .
SUMMARY AND CONCLUSIONS
Field characterizations of 28 sites along the Wisconsin coastline of Lake Superior reveal a highly variable coastline with respect to bluff sediments, morphology, and recession rates and beach materials and morphology. Bluff materials at the study sites include clay, sandy clay, clayey sand, sand, and sandstone bedrock; and beaches are composed of sand, cobbles and boulders, and a mix of sand and cobbles. Bluff recession rates, determined from aerial photographs, were highly variable throughout the study area and were often variable at the sitescale. Long-term recession rates for the 1966-1998 time period ranged from 0.07 to 0.57 m/yr. The majority of the aerial photos available for recession rate analysis were small scale (< 1:20,000) and were photographed during leaf-on seasons. These issues prevented accurate short-term measurements of recession rates, but long-term recession rates (i.e., greater than 30 years), were less affected by errors and compared well with previous estimates.
A proposed index, cumulative wave impact height (CWIH), is examined to explain spatial variability in bluff recession over the study area. CWIH includes the frequency, magnitude, and duration of waves impacting bluffs by accounting for variations in water levels, wave climate, and beach morphology. On-site wave runup measurements were conducted to verify existing wave runup formulas and determine the appropriate method for estimating
FIG. 13. Gully erosion near Site B1.
wave runup in Lake Superior. CWIH was hindcast using historical wave, wind, and water level data in combination with the site characteristics measured in the field, and average yearly CWIH (CWIH) was correlated with recession rates for the 1966-1998 epoch. A general trend of recession rates increasing with increasing CWIH exists for all sites, although considerable scatter is present. This scatter is significantly reduced by comparing sites with similar geologic and morphologic characteristics. Lithology greatly affects the response of bluffs to wave impacts. Overall the present study suggests both CWIH and lithology play significant roles in bluff recession rates along the Wisconsin coast of Lake Superior. The CWIH versus recession rate correlations show that bluff recession rate is related to wave attack at the toe. However, the recession rates of sites with special or unique features such as (i) high bluffs, (ii) wide beaches, and (iii) gullies do not fit the general trends. Thus, bluff recession rates not only dependent on CWIH, but also other subaerial and subaqueous processes.
ACKNOWLEDGMENTS
This research was funded by the Wisconsin Coastal Zone Management Program (WCZM). Dr. Alberto Vargas, formerly at the WCZM, is acknowledged for his great support and advice on this research. The continuous support of Mr. Michael Friis and Ms. Angel Kathleen at the WCZM is also greatly appreciated. We also thank Dr. Dave Hart at the Wisconsin Sea Grant Program for providing ideas, advice, and DEM and DQQQ files. Dr. Frank Scarpace at the University of Wisconsin Environmental Remote Sensing Center is acknowledged for assisting with the work of recession rate measurements. Finally the authors would like to specifically thank Professor Harvey Thorleifson at the University of Minnesota and two anonymous reviewers for their constructive suggestions to improve the final paper.
