Abstract
Introduction
The difficult of privacy preserving data publishing has presently gathered great attentions and the data owner bothers about the security concerns. Several organizations have practice of publishing and sharing data with other stake holders for analysis [1] . Sensitive information may be disclosed to the adversaries and chances are there to misuse the information. Generally, recognizing attributes are not unveiled to defend the private data. But, still many studies have revealed that mere unveiling the data is not sufficient to preserve the confidentiality. It is because of the existence of the quasi identifiers in the published data [2] [3] [4] [5] [6] .
Quasi identifiers are those can be combined with information acquired from unlike sources in order to render the private records. Records with identical quasi-identifier values establish an equivalence class [7] . K-anonymity is commonly accomplished by generalization or suppression, which accidentally lead to information loss. Still, the data should remain to be helpful as possible. Hence a trade-off among privacy and information loss happens [8] .
Freshly, several concepts were projected to address the shortcomings of k-anonymity. K-anonymity could disclose information which is more sensitive, when there are various matching Sensitive Attribute (SA) values inside an equivalence class. K-anonymity algorithm can be modified by adjustable equivalence class authentication complaint [9] . However, such a method may arrive at unnecessary information loss.
Consider the micro data in figure 1(a) , where the combinations of age and weight are the quasiidentifiers and disease is the sensitive attribute. Let the required degree of anonymity be k=4. The current state-of-the-art k-anonymity algorithm i.e., Mondrian [10] , categories the data points along each dimensions separately. Then the data points are segregated across the dimension with the broadest normalized range of values. In the given example, the normalized ranges for both dimensions are the similar. Mondrian selects the first one i.e., Age and splits into segments 35−55 and 60−70 which is shown in figure 1(b) . Further segregating is not potential, because any division would result in groups with less than 4 records. A different method is proposed. Mapping of the multidimensional quasi-identifier to a 1-D value is proposed. In the given example an 8 × 8 Hilbert space filling curve [11] is used. The resulting sorted 1-D values are shown in Figure 1(a) (column 1D) . Next, the 1-D space is partitioned. It is proved that the optimal 1-D partitions are non-overlapping and contain between k and 2k − 1 records.
Three groups which correspond to 1-D ranges 22 through 31, 33 through 42 and 55 through 63 are obtained. The resulting 2-D partitions are enclosed by three rectangles in figure 1(b) . Note that the proposed method causes less information loss. For instance, there is a 1/12 chances for a person who weighs 65kg and is 45 years old, to suffer from pneumonia. According to Mondrian, the probability is only 1/40 which proves the proposed method of partitioning is more accurate.
However, there exists optimal partitioning consisting of only consecutive ranges with respect to each individual value of the sensitive attribute [12] . Based on the sensitive attribute property, a heuristic method of grouping records which are close to each other in the 1-D space is proposed. But these groupings have different sensitive attribute values. From the consequence it is concluded for instance, that no person younger than 55 suffers from Alzheimer's. Obviously the resulting information loss is unacceptable [13] . Moreover, while the proposed technique resembles clustering, experiments show that existing clustering-based anonymization techniques are worse in terms of information loss and they are considerably slower [14] . The rest of the paper is organized as follows: Section 2 comprises important definitions and reviews the related work. Section 3 presents the proposed solutions for the k-anonymity problem with respect to 1-D. In section 4, extension of a multi-dimensional case using quasi identifiers are presented. Experimental evaluation is presented in Section 5 and the conclusion along with the future work is given in section 7.
Background and Related work
The terminologies and its related work are presented as follows:
Definition 1 (Quasi -identifier)
Given a database table T(A1,A2, . . . ,An), a quasiidentifier attribute set QT = {A1,A2, . . . ,Ad} {A1,A2, . . . ,An} is a minimal set of attributes, which can be joined with external information in order to reveal the personal identity of individual records [17] .
A set of tuples which are fuzzy in the projection of T on Q T is called equivalence class. Two commonly employed techniques to preserve privacy are generalization and suppression [15] . Generalization describes equivalence classes for tuples as multidimensional ranges in the Q T space, and substitutes their actual Q T values with a representative value of the entire range of the equivalent class (e.g., replaces the city with the state). Generalization ranges are usually specified by a generalization hierarchy, or taxonomy tree e.g., city, state, country. Suppression excludes some Q T attributes or entire records (known as outliers) from the micro data, overall.
The privacy-preserving conversion of the micro data is stated to as recoding. Local recoding allows the same detailed value to be mapped to different generalized values in each equivalence class [16] . Local recoding is more flexible and has the prospective to attain inferior information loss [17] . The recoding method can also be categorized into 1-D, where the mapping is accomplished for each attribute independently. In Multi-dimensional method, the cartesian products of multiple attributes are mapped. Multi-dimensional mappings are more accurate. A local recoding, multi-dimensional transformations is developed to support the research [18] . All privacypreserving transformations cause information loss, which must be reduced in order to preserve the ability to extract meaningful information from the published data.
Information loss metrics
There are many metrics proposed on information loss. The Height Metric (HM) measures information loss centered on the summation of the generalization levels functional to all quasi-identifiers, which is autonomous of the actual input dataset [7] . However, it is not clear how HM can be extended to support general purpose applications. The Precision Metric (PM), on the other hand, measures information loss based on the average of the normalized generalization levels applied to all quasi-identifiers [3] . It is independent of the actual input dataset. , PM does not capture the distribution of records in the Q T space. Average Equivalence Class Size and Discernibility Metric (DM) metrics in which the information loss based on the size of the equivalence classes resulting from a transformation is measured. The actual values of the quasi-identifiers in the input dataset are not considered. Non-uniform Entropy metric measures information loss based on the loss of entropy, i.e., information content. More accurate is the Generalized Loss Metric and the similar Normalized Certainty Penalty (NCP) [7] [10] [16] .
For numerical attributes, the NCP of an equivalence class G is defined as
where the numerator and denominator represent the ranges of attribute ANum for the class G and the entire table, respectively. In the case of categorical attributes, where no total order or distance function exists, NCP is defined with respect to the taxonomy tree of the attribute:
where u is the lowest common ancestor of all ACat values included in G, card(u) is the number of leaves (i.e., attribute values) in the sub-tree of u, and |ACat| is the total number of distinct ACat values. The NCP of class G over all quasi-identifier attributes is: 
where N denotes the number of records in the original table (i.e., micro data) and d is the dimensionality of Q T . The advantage of the above formulation is its ability to measure information loss among tables with varying cardinality and dimensionality. Furthermore, GCP is between 0 and 1, where 0 signifies no information loss and 1 corresponds to total information loss.
k-anonymity DEFINITION 2 (K-ANONYMITY)
A database T with a quasi-identifier attribute set Q T conforms to the kanonymity property, if and only if each unique tuple in the projection of T on Q T occurs at least k times [17] . An optimal solution to the k-anonymity problem should minimize information loss [18] . An optimal solution to the k-anonymity problem should minimize information loss. Formally: Problem 1. Given a table T, a quasi-identifier set Q T and a privacy bound expressed as the degree of anonymity k, determine a partitioning P of T such that each partition G P has at least k records, and GCP(P) is minimized.
Meyerson and Williams proved that optimal kanonymity for multi-dimensional quasi-identifiers is N P-hard, under both the generalization and suppression models [19] . For the latter, they proposed an approximate algorithm that minimizes the number of suppressed values. The approximation bound is O(k·logk). Aggarwal et al. improved approximation bound to O(k) [2] . Several approaches limit the search space by considering only global recoding proposes an optimal algorithm for single-dimensional recoding with respect to the CM and DM metrics [16] . Incognito introduces a dynamic programming approach, which finds an optimal solution for any metric by considering all possible generalizations [9] .
To address the inflexibility of singledimensional recoding, Mondrian employs multidimensional global recoding, which achieves finer granularity [10] . Similar to kd-trees, Mondrian partitions the space recursively across the dimension with the widest normalized range of values. Mondrian can also support a limited version of local recoding. If many points fall on the boundary of two groups, they
may be divided between the two groups. Since Mondrian uses space partitioning, the data points within a group are not necessarily close to each other in the Q T space e.g., points 22 and 55 in figure 1(b) , causing high information loss. Another family of multi-dimensional local recoding methods is based on clustering. k-anonymity is treated as a special clustering problem, called rcellular clustering [17] [20] . A constant factor approximation of the optimal solution is proposed, but the bound only holds for the Euclidean distance metric. Furthermore, the computation and I/O cost may be high in practice. Many have proposed an agglomerative and divisive recursive clustering algorithms, which attempt to minimize the NCP metric [19] [20] . The latter called Top Down in the following is the better of the two. Top Down performs a two-step clustering: first, all records are in one cluster, which is recursively divided as long as there are at least 2k records in each cluster. In the second step, the clusters with less than k members are either grouped together, or they borrow records from clusters with more than k records. The complexity of Top Down is O(N 2 ). The research shows that Top Down is inefficient in terms of information loss and computational cost. The research shows that the proposed metric is efficient than the existing one in terms of information loss and computational cost.
Optimal 1d k-anonymity
In this section, an optimal solution to the kanonymity problem with minimal information loss is presented. A quasi-identifier hash based approach is formulated in detail. At first, large-volume data sets are partitioned into a variety of relatively small data sets which are then stored in cloud data nodes [20] . Original generalized data sets are partitioned according to QI-groups. Similar QI-groups are mapped into the same data nodes. These QI-groups are then hashed by domain values in their quasi-identifiers in the current generalization level. Checking is done, whether k-anonymous status is violated and whether anonymized data sets are over-generalized.
Description: Dynamically maintain anonymity of an anonymized data set and overcomes the problem of k-anonymity for one-dimensional quasi-identifiers along with minimal information loss.
Input:
A data set D and its already anonymized data set D*, where D* satisfies k-anonymity.
Output: Anonymized dataset with minimum information loss.
Step: 1 Hash generalized data set D* 
Although the problem is NP-hard in the general case, the complexity is linear to the size of the input table for 1-D quasi-identifiers [14] . Let D = {d i } 1≤ I ≤ N be the set of records in table T, where N = |T|. D is a totally ordered set according to the 1-D quasiidentifier Q T . The goal is to compute a partitioning of R that minimizes GCP and satisfies the k-anonymity property.
An algorithm that computes the 1-D optimal kanonymity partitioning of D needs only to consider groups with records that are consecutive in the Q T space. If two groups with at least k records each overlap, the records can be swapped between them such that, the number of records in each group remains the same and the overlap is eliminated, without increasing GCP.
General multi-dimensional case
Here, the 1-D k-anonymity algorithms are extended to multi-dimensional quasi-identifiers [22] [23] . Let Q T be a quasi-identifier with d attributes i.e., d dimensions. The d-dimensional Q T is mapped to one dimension and execute the 1-D algorithms on the transformed data. Recall that optimal k-anonymity is NP-hard [13] [14] in the multi-dimensional case. The solutions obtained through mapping are not optimal. However, due to the good locality properties of the
Copyright © 2014, Infonomics Society space mapping techniques, information loss is low, as demonstrated experimentally in the forthcoming sections. The information loss of each k-anonymous group is measured using NCP and the information loss over the entire partitioning using GCP.
A well-known space-mapping technique, the Hilbert space-filling curve is employed. The Hilbert curve is a continuous fractal which maps each region of the space to an integer. With high probability, if two points are close in the multi-dimensional space, they will also be close in the Hilbert transformation [11] . Figure 10 The cluster centers are ordered according to any method (e.g., Hilbert ordering). Each data point is then assigned to its closest cluster center according to Euclidean distance. The data set is totally ordered with respect to the 1-D Hilbert value. (N logN) . Assuming sorted input, the proposed methods need to scan the data only once. Therefore the I/O cost is linear.
Experimental evaluation
Evaluation of the proposed techniques against the existing methodology is carried out here. All algorithms are implemented in JAVA and the experiments were run on a leased cloud environment from amazon EC2. The workload consists mainly of the CENSUS [24] dataset, containing information of 500,000 persons. The schema is summarized in Table  1 . There are nine attributes. The first seven represent the quasi-identifier Q T , whereas the last two (i.e., Occupation and Salary) are the sensitive attributes (SA). Two of the attributes are numerical and the rest are hierarchical. The number of levels in the taxonomy trees is shown in parentheses. Input tables with 50,000 to 400,000 records are generated by randomly selecting tuples from the entire dataset. Due to the small size of ADULT, the larger which is more realistic CENSUS dataset are used for most of the experiments. The GCP metric is used to measure the information loss. Recall that the values of GCP are in the range from 0 and 1. 0 is the best score i.e., no information loss.
k-Anonymity Evaluation
In the following experiments, the 1-D optimal kanonymity algorithm is compared with the existing techniques like Mondrian k-anonymity [10] , and the Top Down clustering-based technique [20] . For optimal 1-D algorithm, we consider the Hilbert with 12 bits per dimension. In the base version, partitioning is guided by accurate cost estimation at the original multi-dimensional space. The amortized complexity for calculating the cost is O(d), where d is the dimensionality of Q T . The algorithm estimates the cost at the 1-D space in O(1) time. Since the algorithm is used only to estimate the real cost, the resulting information loss is expected to be higher. Figure 3 (a) Hilb outperform the existing methods. In Figure 3 (b) the experiment is repeated using the DM metric, which was also used in the original Mondrian paper. DM is not particularly accurate to characterize information loss. Since DM considers only the partition size, these methods behave similarly, although they are considerably different in terms of information loss, which is also a symptom, that DM is not a suitable metric.
In the next experiment the CENSUS dataset [8] are used. The input size is set to N = 200, 000 records. K varies from 10 to 100. Figure 4 presents the results. Hilb achieved lower information loss, compared to Top Down and Mondrian, in all cases. Subsequently, for fixed k = 50, the records N varies from 50, 000 to 400, 000. Figure 5 shows the results. All methods manage to reduce information loss when the size of the input increases, since the data density becomes higher and the probability of finding good partitions increases. Hilb is better than Mondrian and Top-Down in all cases. The proposed method is also very fast when compared to the other methods. Hilb method is also suitable for real-life high dimensional data. 
Conclusion and future work
It is demonstrated that, for k-anonymity, the proposed algorithms are superior to existing techniques in terms of information loss. Hilb is the best, but is a bit slower than Mondrian. It is by far superior in terms of information loss. For specific applications, other multi-dimensional to 1-D mappings may be more appropriate. Any such mapping can be used in the proposed framework. Lastly, note that the projected methods scale well with the input size, since the computational complexity is linear, the required memory is constant and only one scan of the data is necessary.
In the research, a framework is developed for solving the k-anonymity problems, by mapping the quasi-identifiers to one dimension. However, a set of properties have been identified for the optimal 1-D solution. Guided by these properties, efficient algorithms are developed at the 1-D space. Popular transformations namely the Hilbert curve is used to solve the anonymity problem. In future, other transformations can easily be incorporated in the projected framework. The experiments demonstrate that the proposed methods clearly outperform the existing methods in terms of information loss. Moreover, the projected algorithms are linear to the input size. Therefore they are applicable to very large datasets. In the future, the dual problem shall be investigated, when given a maximum allowable information loss and identify the best possible degree of privacy. 
