This work proposes a new framework for the surface generation based on the partial differential equation (PDE) transform. The PDE transform has recently been introduced as a general approach for the mode decomposition of images, signals, and data. It relies on the use of arbitrarily high-order PDEs to achieve the time-frequency localization, control the spectral distribution, and regulate the spatial resolution. The present work provides a new variational derivation of high-order PDE transforms. The fast Fourier transform is utilized to accomplish the PDE transform so as to avoid stringent stability constraints in solving high-order PDEs. As a consequence, the time integration of high-order PDEs can be done efficiently with the fast Fourier transform. The present approach is validated with a variety of test examples in two-dimensional and three-dimensional settings. We explore the impact of the PDE transform parameters, such as the PDE order and propagation time, on the quality of resulting surfaces. Additionally, we utilize a set of 10 proteins to compare the computational efficiency of the present surface generation method and a standard approach in Cartesian meshes. Moreover, we analyze the present method by examining some benchmark indicators of biomolecular surface, that is, surface area, surface-enclosed volume, solvation free energy, and surface electrostatic potential. A test set of 13 protein molecules is used in the present investigation. The electrostatic analysis is carried out via the Poisson-Boltzmann equation model. To further demonstrate the utility of the present PDE transform-based surface method, we solve the Poisson-Nernst-Planck equations with a PDE transform surface of a protein. Second-order convergence is observed for the electrostatic potential and concentrations. Finally, to test the capability and efficiency of the present PDE transform-based surface generation method, we apply it to the construction of an excessively large biomolecule, a virus surface capsid. Virus surface morphologies of different resolutions are attained by adjusting the propagation time. Therefore, the present PDE transform provides a multiresolution analysis in the surface visualization. Extensive numerical experiment and comparison with an established surface model indicate that the present PDE transform is a robust, stable, and efficient approach for biomolecular surface generation in Cartesian meshes.
INTRODUCTION
The emergence of complexity in self-organizing biological systems poses fabulous challenges to their quantitative description and prediction. The visualization of complex biomolecules, such as proteins, DNAs, molecular motors, and viruses, is of crucial importance to our understanding and conceptualization of biomolecular systems. In particular, the visualization of electrostatic potentials on and around biomolecular surfaces has become an important procedure in the analysis of biomolecular structure, function, and interaction, including ligand-receptor binding, protein specification, drug design, macromolecular assembly, protein-nucleic acid and protein-protein interactions, enzymatic mechanism, and so on. Molecular modeling and visualization have found
THEORY AND FORMULATION
This section discusses the rationale and variational formulation of the PDE transform. To establish notations and illustrate important concepts, we start by a brief review of high-order PDE-based nonlinear low-pass filters introduced by Wei [39] . We construct the PDE transform by the combination of high-order PDEs with an iterative procedure. The performance of the PDE transform depends crucially on the use of high-order PDEs in high-pass or low-pass filters, which gives rise to desired frequency localization. In this section, it is also shown that the PDE transform introduced in our recent work [61, 62] can be derived in variational formula. Fast PDE transform via the fast Fourier analysis is discussed at the end of this section.
Arbitrarily high-order nonlinear partial differential equations
Although the second-order PDEs are commonly used for image processing and data analysis, the use of high-order PDEs is much less common in practical applications. Motivated by the super flux in the pattern formation in alloys, glasses, polymer, combustion, and biological systems, and the Perona-Malik equation [37] , Wei introduced the first family of arbitrarily high-order nonlinear PDEs for image restoration in 1999 [39] @u.r, t/ @t D X q r d q .u.r, t/, jru.r, t/j, t/rr 2q u.r, t/ Ce.u.r, t/, jru.r, t/j, t/, q D 0, 1, 2, : : :
(1) where r 2 R n , r D @ @r , u.r, t/ is the processed image function, d q .u.r, t/, jru.r, t/j, t/ and e.u.r, t/, jru.r, t/j, t/ are inhomogeneous (for example, edge sensitive) diffusion coefficients and enhancement operator, respectively. Equation (1) is subject to the initial data u.r, 0/ D X.r/ and appropriate boundary condition. One can recover the Perona-Malik equation by setting q D 0 and e.u.r/, jru.r/j, t/ D 0. The fourth-order version of Equation (1) has been applied to image denoising and restoration by many researchers [39, 52, 64, 65] .
As in the original Perona-Malik equation, one can choose the hyperdiffusion coefficients d q .u.r/, jru.r/j, t/ in Equation (1) in many different ways. One popular choice is the Gaussian form d q .u.r, t/, jru.r, t/j, t/ D d q0 exp
where the values of constant d q0 depend on the noise level. Note that 0 and 1 are chosen as the local statistical variance of u and ru 2 q .r/ D jr q u r q uj 2 .q D 0, 1/.
The notation Y.r/ above denotes the local average of Y.r/ centered at position r. In this algorithm, the statistical measure based on the local statistical variance is important for discriminating image features from noise. As such, one can bypass the preprocessing of noisy images, that is, the convolution of the noise image with a test function or smooth mask in the application of the PDE operator.
Recently, another family of arbitrarily high-order geometric PDEs has been proposed for surface formation and evolution with application in the surface generation of proteins and other biomolecules [28] , @S @t D . 1/ q p g.jrr 2q S j/r r.r 2q S/ p g.jrr 2q S j/ ! C P .S, jrS j/,
where S is the hypersurface function, g.jrr 2q S j/ D 1 C jrr 2q S j 2 is the generalized Gram determinant and P is a generalized potential term, including microscopic potential effect in biomolecular surface formation. Equation (4) was constructed as a generalization of many other important geometric PDEs. For example, when q D 0 and P D 0, it reduces to the mean curvature flow equation used in our earlier formulation of MMSs [28] , whereas when q D 1 and P D 0, it is a surface diffusion flow [28] . Certainly, Equation (4) can also be regarded as a variant of Wei's earlier arbitrarily high-order PDE (1) . It is interesting to note that the molecular surface generated by Equation (4) has a distinct morphology [28] although an in-depth analysis has not been presented yet.
Theoretical analysis of high-order nonlinear PDE filtering has always been an important research topic in the applied mathematical community. The well-posedness of Equation (1) was analyzed in terms of the existence and uniqueness of the solution by many researchers [50, 51, [55] [56] [57] . Unlike other high-order nonlinear PDEs, Equations (1) and (4) were not derived from a variational formulation. Therefore, mathematical properties of these nonlinear equations differ from those of other high-order PDEs [57] .
Variational formulation of geometric partial differential equations
Variational models are some of the most commonly used approaches in science and engineering. Variational analysis has been an active area of research in applied mathematics [2, 27, 29, 66, 67] . Variational derivation of solvent-solute interfaces has been formulated in many of our recent differential geometry-based multiscale models [2, 3, 29] . Didas et al. discussed the variational formulation of high-order nonlinear PDEs [66] . In the present work, we provide alternative expressions for the PDE transform by a variational approach. We define the energy functional as
where is a constant, X is the original data, .X u/ 2 is the fidelity term and ƒ. / is an appropriate penalty function. For examples, one can choose many different forms [52, 66] ƒ.
where Equation (6) is the well-known Tikhonov penalty function. Minimizing the energy functional (5) by the Euler-Lagrange equation, one has
whereˇq is a normal product for even q and an inner product for odd q. Here,
The energy functional is minimized when Equations (9) are satisfied. To this end, we make use of the steepest descent algorithm with an artificial time and convert Equation (9) into a time-dependent PDE
Although the mathematical properties of these nonlinear PDEs may differ from those in Equation (1), Equation (11) is essentially equivalent to the earlier PDE transform [62] .
Partial differential equation transform
One of the important properties of the PDE transform is its ability to extract mode functions from a given data X . One can denote the solution of Equations (1) and
where L is a low-pass PDE transform satisfying Lu.r, 0/ D u.r, t/, L X k .r, t/ are mode functions and X k .r/ is the kth residue function defined by
Therefore,
k is a perfect reconstruction of the original data X in terms of all the mode functions and the final residue. Note that the PDE transform given in Equation (12) recursively generates mode functions based on the input residue function. Obviously, this procedure is nonlinear even if a linear PDE operator is used.
The first mode produced by the present PDE transform is the trend of the data. The residue of the trend is a general edge function. By recursive application of the low-pass PDE transform (12) , one can extract all the desired higher-order mode functions. In our earlier work, high-pass PDE transforms were also constructed in which the first mode is edge type of information and the final residue is the trend [61, 62] .
Fast partial differential equation transform
Solving arbitrarily high-order PDEs, such as Equation (1) or (11) in the PDE transform can be a numerically difficult issue for some practical applications. A main concern is the stability constraint as the time stepping size is normally proportional to 2mth power of spatial grid spacing, where 2m is the highest order of the PDE operator. Although one can bypass this difficulty in digital image processing due to unitary spatial grid spacing, the spatial grid spacing is normally smaller than 1 in order to maintain a good resolution in many other applications, including surface construction.
For a linearized form of Equations (1) and (11), we can make use of the Fourier transform to gain computational efficiency. Let us assume a linear PDE of the form
where d j > 0, 0 and X k 2 R n is the kth residue of the data. Equation (14) is subject to initial value u.r, 0/ D X k . The exact solution of Equation (14) in the n dimensional Fourier representation is
where
. In the present work, we will also explore the use of the fast PDE transform in the form of Equation (15) for molecular surface generation. Periodic boundary conditions are employed wherever they are necessary.
NUMERICAL TESTS
In this section, we validate the proposed PDE transform for surface generation by many numerical tests and experiments. We first discuss two types of initial data used in our evolution PDEs. The suitability of these data for surface construction is examined. With our previous experience, the highest-order 2m of the PDE transform is crucial to its performance. The effect of propagation time t is similar to that of diffusion coefficients d j , at least for linearized PDEs. Therefore, for simplicity, we set D 0, d j D 0 .j D 1, : : : , m 1/ and d m D 1 in all test experiments. The effects of the highest-order 2m of the PDE transform and the propagation time t are investigated. Finally, we test the computational efficiency of the proposed method by comparing with the performance of a program for Molecular Surface Computation and Triangulation (MSMS) [20] (http://mgl.scripps.edu/people/sanner/html/msms_home.html).
Initial data
3.1.1. Piecewise-constant initial values. Piecewise initial data were used in our earlier work for molecular surface construction in the Eulerian representation [22] . For example, in the first PDE-based molecular surface approach, the following initial value was used u.r, 0/ D 
that is, if r lies in any of the sphere (O.rˇ, rˇ/ W fr 2 R 3 , kr rˇk 6 rˇg) defined by atomic coordinates, then the value for u is 0, otherwise, u D 1. Here, rˇand rˇ.ˇD 1, : : : , Nˇ/ are respectively the coordinate and specific radius of each individual atom in the molecule with Nˇbeing the total number of atoms. The atomic specific radius can be chosen as the atomic van der Waals radius.
Note that if the partition of the region labeled by 0 is switched with that labeled by 1, we obtain another alternative non-smooth definition of the initial value, which was extensively used in the generalized Laplace-Beltrami equations in our recent work [2, 27, 28] . Obviously, this type of initial data is not smooth. Its performance for surface generation will be examined.
Gaussian initial values.
The Gaussian functions are often used for molecular surface generation. A recent example has been discussed in the literature [21, 68, 69] . Here, we adopt the prescription by Giard and Macq [68] 
where r e is set to 3 Å and s is the threshold parameter [68] . Obviously, this initial value is more smooth. However, we will show in the next section that molecular surfaces directly extracted from the Gaussian functions can have geometric singularities. It is noted that initial Gaussian values do not directly represent surfaces. Instead, they are functions embedded with surface information.
Two-dimensional test cases

Effect of the order of the partial differential equation transform.
We explore the impact of the order of the PDE transform. Assuming that the propagation time is fixed, the effect of the PDE transform depends on its order (2m). This effect can be analyzed by the Fourier transform. As shown in Figure 1 (a), when the propagation time is set to t D 5000, as the highest-order 2m becomes higher, the frequency response functions provide a wider low-pass window with smooth transition regions. In a two-dimensional (2D) setting, the frequency response functions of a PDE transform are given in Figure 1 (b). Obviously, it is a 2D near-ideal low-pass filter. A 2D initial value formed by three circles is studied to examine the effect of the order (2m) of the PDE transform for the surface formation. The centers of the circles are (-1.8,0), (1.8,0) , and (0,3.12), respectively with the same radius 1.8. The initial value u.r, 0/ is constructed according to Equation (18) 
After the PDE transform, resulting isosurfaces are shown in Figures 2(b-f).
It is observed that in subfigure (b), too much information is filtered out and the resulting isosurface differs much from the isosurface of the initial value. In subfigure (c), the resulting isosurface is smooth, without cavity, and also keeps the basic features of the original isosurface. In subfigures (e) and (f), the basic features of the initial isosurface are remained, but the cavity part is not filtered out, and the intersection region of different circles is not so smooth compared with that in subfigure (c). Therefore, the isosurface in Figure 2 (c) appears to provide a better result.
To further illustrate the impact of the PDE transform, we provide the Fourier analysis of isosurfaces before and after the PDE transform. As shown in Figure 3 (a), the initial value obtained by using Gaussian functions is not smooth at all contours. Therefore, molecular surfaces generated by direct isovalue extraction from Gaussian functions will have potential geometric singularities. The Fourier image of the initial value is given in Figure 3 (c). Here, the origin of the frequency domain is at the center of the graph. Obviously, there are many high-frequency components because of the combination of individual Gaussian functions. The goal of the PDE transform is to get rid of high-frequency components. Indeed, after the PDE transform, the high-frequency components are effectively reduced as depicted in Figure 3 (d). The isosurface generated by the PDE transform is plotted in Figure 3 (b). One can obtain a desirable final isosurface by choosing an appropriate isovalue, say 1.0.
Effect of the propagation time of the partial differential equation transform.
We next conduct a different test. Assuming that the order of the PDE transform is fixed, then the frequency response function changes with the propagation time. As shown in Figure 4 transform is set to 2m D 6, as the propagation time t gets longer, the frequency response function provides a smaller low-pass window with smooth transition regions. The earlier case where surface function is formed by three circles is studied to examine the effect of the propagation time t for the surface formation. Again, the initial isosurface at u.r, 0/ D 1.0 (here, S D 1.0) is shown in Figure 5 (a). The PDE transform is applied to the initial value with 2m D 6 and five different propagation time (t D 10 3 , 10 4 , 10 5 , 10 6 , and 10 7 ), where a 1D graph is shown in Figure 4 (a) and a 2D illustration is shown in Figure 4 (b) with n D 6 and t D 10 6 . One observes near-ideal low-pass filters.
After the PDE transform, resulting isosurfaces given at the same isovalue u.r, t/ D 1.0 are shown in Figure 5(b-f) . It is observed that in subfigures (b) and (c), the intersection corners of different circles are smoothed in different levels, but the cavity part is remained. In subfigures (d-f), the resulting isosurfaces are smooth, without cavity, and also keeps the basic features of the original isosurface. Furthermore, subfigures (d-f) are different in terms of the transition feature. That is, subfigure (f) has lower curvatures compared with (d) and (e) at intersectional regions. Therefore, with an appropriate propagation time, higher-order PDE transforms can also provide desirable computational results in the surface generation. We omit the further test of higher-order PDE transforms. However, in the next section, we demonstrate some practical applications of higher-order PDE transforms for biomolecular surface generations.
Three-dimensional test cases
In this section, we carry out the PDE transform-based surface generation by embedding the 2D surface in the R 3 , namely, an Eulerian representation of 2D surfaces [3] . We first examine appropriate conditions that lead to surfaces with suitable biomolecular morphologies, that is, maintaining biomolecular characteristic, being free of geometric singularities and having a good resolution. Impacts of PDE transform order and propagation time are studied.
All atomic coordinates of proteins are downloaded from the Protein Data Bank (PDB). Atomic van der Waals radii of proteins are adopted from the Chemistry at Harvard Molecular Mechanics (CHARMM) force field [70] .
Three-atom test case.
We first consider a simple test example: a three-sphere case. The initial atomic coordinates are given as (0, 0, 1.8), (0, 0, 1.8), and (0, 3.12, 0) with a uniform radius of 1.8 Å. The effects of the two different sets of initial values presented in Equations (17) and (18) are examined. The Gaussian initial value defined by Equation (18) with the isovalue = 1.0 is shown in Figure 6 (a). As in the 2D case, the Gaussian functions lead to geometric singularities in molecular surfaces. As a comparison, the piecewise-constant initial value defined by Equation (17) with the isovalue = 0.6 is shown in Figure 6 (d). Obviously, it is a low-quality surface. The surface generated by the PDE transform are presented in Figures 6(b,c,e,f) . It is seen that the surfaces generated by using the piecewise-constant initial value have a better quality.
Effects of isovalue and integration time.
We carry out our further tests with realistic surface generation of proteins. By choosing a specific protein structure (e.g., PDB ID: 1ajj), the initial value u.r, 0/ is provided according to Equation (18), and other type of initial values will be examined later. The final surface of the PDE transform is obtained with appropriate isovalues. In Figures 7-9 , we plot three surfaces with the propagation time t D 10 2 , t D 10 3 , and t D 10 4 , respectively, and the order of the PDE transform is fixed at 2m D 6. In these figures, subfigure (a) shows the surface when the isovalue equals 1.0, whereas subfigure (b) depicts the surface when the isovalue equals 0.9. Figure 6 . The isosurface of the initial value and isosurfaces (u.r, t/ D 1 for the first row and u.r, t/ D 0.6 for the second row) after partial differential equation (PDE) transforms. (a) Initial isosurface defined by Equation (18); (b) the isosurface after the PDE transform with 2m D 12, t D 10 4 ; (c) the isosurface after the PDE transform with 2m D 12, t D 10 6 ; (d) initial isosurface defined by Equation (17); (e) the isosurface after the PDE transform with 2m D 12, t D 10 4 ; (f) the isosurface after the PDE transform with 2m D 12, t D 10 6 .
(b) (a) (b) (a) In Figure 7 , subfigures (a) and (b) both give good characterizations of the original protein. However, the surface in Figure 7 (a) has a cavity that is smaller than the solvent size, which is normally regarded as unphysical. The surface in Figure 7 (b) is preferred. For the same reason, the surface in Figure 8 (b) is preferred over that in Figure 8 (a). Both surfaces in Figure 9 (a,b) appear to have been over smeared, if a model is parameterized according to the SES.
Nevertheless, the present PDE transform is able to provide multiresolution representations by controlling the propagation time when the diffusion coefficients are fixed as it is well known that different resolutions can serve different purposes in practical applications. The ability of offering multiresolution surface analysis is a common property for PDE-based methods as originally discussed in our earlier work [22] .
In general, a smaller isovalue produces a smoother and more inflated surface. The selection of a surface depends on the parameterization of the theoretical model. For example, some models use solvent-accessible surfaces, whereas other models use solvent-excluded surfaces. For a given protein, the solvent-accessible surface is much more inflated than the solvent-excluded surface. With appropriate parameterizations, one can make both surfaces work well.
Test of piecewise-constant initial values.
We now test the piecewise-constant initial values given in Equation (17) for protein surface generation via the PDE transform. After applying the PDE transform with 2m D 12 and t D 10 4 , the final surfaces for protein structures (PDB codes: 1ajj and 1hpt) are shown in Figures 10 and 11 with isovalues 0.1 and 0.6. As observed from these figures, subfigures (b) of both figures illustrated much smoother structures comparing with those in subfigures (a) of both figures.
Note that a higher order of the PDE transform is utilized in the present example because piecewise-constant initial values involve many more high-frequency components in their Fourier spectra as illustrated in Figure 3 . Therefore, the appropriate use of a higher-order PDE transform can result in a better thresholding of high-frequency components. 
ALGORITHM VALIDATIONS
In this section, we validate the proposed PDE transform method for realistic biomolecular surface generation. We first examine the computational efficiency of the PDE transform for surface generation. As discussed in Section 1, the computational speed is crucial for many dynamical applications, such as Poisson-Boltzmann-based molecular dynamics [13] and coupled nonlinear PNP equations [15, 16] . In fact, surface generation is a major bottleneck in our earlier implicit molecular simulations [13] . In addition, we analyze protein surface area and surface-enclosed volume. These quantities are useful in molecular biology. To ensure the acceptance of the present method by the community, it is important to investigate its consistency with well-established biophysical models in the field. We compare the present results with those of the SES for a large number of protein molecules. In all computations involving protein structures, atomic coordinates are obtained from the PDB (www.pdb.org). The missing hydrogen atoms are added and point charges at atomic centers are assigned by using the PDB2PQR package-a python-based structural conversion utility [71] , based on the CHARMM force field [70] . The initial values for u can be obtained by Equations (17) or (18) . Then, the FFT is performed on u by using the fftw software package (www.fftw.org). Therefore, O u is in the frequency domain, that is, O u D FFT.u/. Equation (16) 
The final surface can be extracted from u new by choosing an appropriate isovalue of u new . The computer graphics algorithm, matching cubes, is used to extract the final surface and calculate the surface norm [27] .
Whereas the two initial values can be used for the surface generation, we note that, compared with results computed from Gaussian initial values, results from piecewise-constant initial values are more consistent with those of other established methods, such as the SES. In the rest of this paper, the 12th-order PDE transform is used with t D 10 4 for all the calculations. The isovalue of 0.6 is used for all the surface extractions. The MSMS package [20] is used to generate SESs. In the MSMS surface generation, the probe radius is set to 1.4, and the density is chosen as 10, which is equivalent to a Cartesian mesh size of 0.316 Å.
Computational efficiency
The computational efficiency for the surface generation is important for certain applications, such as molecular dynamics where one needs to repeatedly generate the surface tens of millions of times. The MSMS is known to be very fast in the molecular surface generation. However, the MSMS surfaces are provided in the Lagrangian form, that is, in terms of the triangular surface mesh. In Eulerian computations, the Cartesian mesh is used. Therefore, a Lagrangian to Eulerian conversion, which transfers the surface information from the 2D triangular surface mesh to the 3D Cartesian mesh, is required. This conversion can be very time consuming. In our earlier work, a program for converting the triangular surface mesh to the 3D Cartesian mesh was developed to provide surface information in solving the Poisson-Boltzmann equation [72] . This program is used in the present work. The surface generated by the present PDE transform is directly recorded in the 3D Cartesian mesh. Therefore, no additional Lagrangian to Eulerian conversion is required. Table I provides the details of the CPU time during the whole process of the surface information generation for four different Cartesian mesh sizes: 0.25, 0.5, 0.75, and 1.0 Å. By surface information, we mean three components: identifying points inside and outside the protein, locating and recording the intersection points (the surface points, which intersect with the mesh lines), and extracting the normal direction at each intersection point. In Table I , T tot denotes the time for the surface information generation. For the MSMS approach, T s represents the time for MSMS surface generation presented in the triangular surface mesh, and T c represents the time to convert the 2D triangular surface mesh into the 3D Cartesian mesh. The first column of the table shows the PDB codes of proteins as obtained from the PDB bank. Here, N a is the total number of atoms in the protein, which is counted after the PDB2PQR conversion. The third column lists two different methods, one is based on the PDE transform and the other based on the MSMS approach. The reported CPU time is recorded from a departmental workstation cluster that might be subject to the interruption from jobs submitted by other users during the computation. The MSMS surface generation is essentially a 2D process and depends on the output mesh density. Density 10 is used in the present calculation. It is seen from the table that the MSMS surface generation is very fast compared with the generation by using the PDE transform at finer meshes, which is a 3D processing. However, it takes a major effort to convert the MSMS surface mesh into the 3D Cartesian mesh, which is used in most applications. The surface generation time by using the PDE transform depends crucially on the grid size of the Cartesian mesh. For all proteins tested in the present work, the MSMS approach, including its time for the Lagrangian to Eulerian conversion, is slightly more efficient than the PDE transform at the mesh size of 0.25 Å. However, at a larger mesh size of h D 0.5 Å, the PDE transform is generally more efficient than the MSMS approach; at the mesh sizes of h D 0.75 and 1.0 Å, the PDE transform is much faster than the MSMS approach. The efficiency of the PDE transform surface generation promises a potential improvement to the molecular dynamics simulation [13] . We also tested some relatively large proteins, namely, 1a8r, 1h2i, and 1gtp that were tested in the literature [68] . In the MSMS surface generation process using probe radius 1.4 Å and density 10, error messages showed up for the 1a8r calculation, and the Lagrangian to Eulerian conversion by using our program [72] was failed. For the MSMS surface generation of 1h2i and 1gtp, no triangular surface data were reported because of error messages and segmentation fault. Alternatively, if one allows the MSMS program to automatically define its density and probe radius parameters, triangular surface meshes could be obtained for 1h2i at a small density of 1.454 and probe radius of 1.5 Å, and for 1gtp at a small density of 1.546 and probe radius of 1.5 Å. However, the Lagrangian to Eulerian conversion still cannot be properly performed because of the poor surface quality. For the PDE transform, the surface generation for these large proteins is stable, and the corresponding CPU time is reported in Table I .
Surface area and surface-enclosed volume
In this subsection, the quality of the surface generated by the PDE transform is examined through some quantitative studies of surface area and surface-enclosed volume. The performance in these quantitative studies gives an indication of the usefulness of the proposed PDE transform for practical biophysical applications.
To compute surface area and volume in the Eulerian representation, that is, a 2D surface of a biomolecule embedded in a 3D Cartesian grid, we need a numerical algorithm, which is discussed later. The surface integral of a density function f 2 R 3 can be evaluated by [13 
where h is the grid spacing size, .x o , y j ,´k/ is the intersecting point of the interface and the x meshline that passes through .x i , y j ,´k/, and n x is the x component of the unit normal vector at .x o , y j ,´k/. Similar notations are used for y and´directions too. Defining irregular grid points as points with a neighbor from the other side of the interface , I is the set of irregular grid points inside or on the interface [13] . Furthermore, the volume integral of a density function f is approximated by
where J 1 is the set of the points inside m and J 2 D J 1 S J I rr , with J I rr indicating the set of the irregular points. Let f Á 1; then, Equations (19) and (20) can be applied to compute the surface area and volume, respectively. This approach is second order in accuracy [13] . Table II lists a comparison of surface areas and surface-enclosed volumes for a total of 13 proteins using two types of interfaces: one is constructed by the PDE transform, and the other is generated by using the MSMS package [20] . MSMS package provides SESs in the triangulation form and reports surface areas and surface-enclosed volumes. It is seen from Table II that surface areas and surfaceenclosed volumes generated by these two approaches compare well, which indicates the proposed PDE transform is useful in biophysical applications.
APPLICATIONS
As discussed in Section 1, the solvent-solute interface is a crucial element in the implicit solvent models [27, 28] , electrostatic calculations [73] , solvation analysis [3] , molecular dynamics simulations [13] , diffusion analysis [15, 16] , and differential geometry-based solvation models [29] . Furthermore, it is the starting point to discern biological functions from geometric structures [74] .
The surface generation provides the boundary of the protein region, which is defined as the interface between the solvent region and the protein region.
In this section, we apply the PDE transform surfaces to the electrostatic analysis of proteins. The Poisson-Boltzmann model is utilized for this purpose in the present work, although other implicit solvent models, such as generalized Born, can be similarly used. The Poisson-Boltzmann equation reduces to the Poisson equation when there is no ion in the solvent. Electrostatic solvation free energies and electrostatic surface potentials of proteins are evaluated. These properties are important for understanding a wide variety of applications in biophysics and molecular biology. Charge transport analysis is an important approach for a number of applications, including ion channel studies, reaction rate estimation, and binding site specification. We carry out this analysis by applying PDE transform surfaces to the PNP model. Finally, we consider the construction of viral surfaces, which involves an excessively large number of atoms.
Electrostatic analysis
Once the surface has been generated, the electrostatic potential can be calculated according to the Poisson equation [73, 75, 76] r . r / D X qˇı.r rˇ/ (21) where qˇare the (fractional) charges of atoms at position rˇ.ˇD 1, 2, : : : , N a /. The dielectric function is defined as a piecewise constant
where m D 1 and s D 80 are the dielectric constants in the molecular and solvent regions, respectively. Equation (21) is a typical elliptic interface problem with discontinuous coefficients and singular sources, that is, Dirac delta functions. It is very difficult to construct second-order convergent methods for this equation in the biomolecular context because of the geometric complexity, non-smooth interface, and singular charge sources [73, 75, 76] . To remove the Dirac delta functions, Green's function formulation is employed [73] . In this approach, one splits into the regular part e .r/ and the singular part .r/, that is, D e C , where .r/ is defined only in m [73, 77] . The singular part can be further written as the sum of two terms, .r/ D .r/ C 0 .r/. The first term .r/ is Green's function, which can be analytically written as
To compensate the values induced by Green's function on the interface , the second term 0 .r/ satisfies the following Laplace equation with a Dirichlet boundary condition
The regular part e of the electrostatic potential satisfies the homogeneous Poisson equation with a modified Neumann condition at the biomolecular interface [73] . 
In this work, we use the matched interface and boundary (MIB) method [75, [78] [79] [80] [81] [82] to solve Equation (25) . The solution of the Poisson equation can be used for the calculation of electrostatic solvation free energies and for the analysis of electrostatic surface potentials. In the following contents, the electrostatic potential is computed in units of k B T =e c , and the energy is in units of kcal/mol.
Electrostatic solvation free energy.
By definition, the solvation free energy is obtained by
where and homo correspond to the electrostatic potentials in the inhomogeneous and homogeneous environments, respectively. With the decomposition of , the solvation energy can be calculated by [73] G D 1 2
The MIB method is used for computing the electrostatics potential values and the electrostatic solvation free energy based on MSMS surfaces. The corresponding results are also shown in Table II . From the table, it is seen that the surfaces generated by the PDE transform lead to similar results comparing to those of the surfaces generated by the MSMS. Moreover, it can be noticed that surface volumes are slightly larger for those of PDE transform surfaces, which results in relatively smaller (in magnitude) electrostatic solvation free energies.
Electrostatic surface potential
We next consider the electrostatic surface potential, which is useful in the understanding of proteinprotein interaction, drug design target, DNA specification, and so on. We compute the electrostatic potential by solving the Poisson equation and map the potential on a surface with the VMD software package. Two protein molecules, 1svr and 1a7m, are selected in our analysis. Our results are compared with those of the MSMS surfaces. As shown in Table II , for each of these two proteins, the electrostatic free energies of two surfaces agree very well. It can be seen from Figures 12 and 13 that surface electrostatic potentials produced by two surface models give a very good match too. However, visually, the surfaces generated by the present PDE transform appear to be more smooth and have more reasonable morphologies. Specifically, as shown in Figure 13(a) , there is a sharp tip in the cavity region of the SES, whereas, as shown in Figure 13(b) , the PDE transform surface does not create unphysical geometric singularities.
Charge transport analysis
Charge transport phenomena are extremely common in nano-bio systems. In many continuum models and multiscale models, the computational domain is separated into different subdomains with different physics and governing equations. One major role for the biomolecular surfaces is to define the boundary of the solute region or ion exclusion region, that is, the interface between the solvent and solute regions. Here, we devise the surfaces generated by PDE transform for charge transport analysis.
One of the most popular models is the PNP equations, which has a wide variety of applications, including ion channel system, electrochemical diffusion, and so on. The PNP model employs (b) (a) 
where the concentration flux is defined by
Here, constants k B and T are, respectively, the Boltzmann constant and the absolute temperature, D˛.r/ is the spatially dependent diffusion coefficient of species˛.
On the interface , the Poisson equation (28) 
where m and s are the dielectric functions in the molecular and solvent regions; the superscripts in m andˆs indicate thatˆis defined in m andˆis defined in s , respectively; and n D .n 1 , n 2 , n 3 / is the outward normal direction of the interface. Physically there is no ion penetration through the interface , one simply requires that the flux vanishes on , that is
C˛.r/rˆ.r/ D 0 on .
As observed from Equations (31) and (32), the implementation relies on the definition of the interface . The PDE transform surface serves as the interface during the solution of the PNP equation.
Based on the MIB technique, we have developed a second-order convergent algorithm for solving the PNP equations [15] . Here, we utilize this algorithm and the surface generated by the PDE transform to compute the electrostatic potential and concentration profiles of protein 1ajj. To test accuracy, we have designed analytical test solutions for the PNP equations with biomolecular surfaces [15] ˆ. 
where is given by Equation (23) with all point charges from the CHARMM force field of protein 1ajj.
Errors of our calculation are listed in Table III . Second-order convergence is observed in both L 1 norm and L 2 norm, which serves as an indication of good surface quality. At equilibrium, the electrostatic potential computed with the PNP equations is similar to that obtained with the PoissonBoltzmann model [16] . In the present case, it is given by Equation (33) . Therefore, we refrain from offering its illustration.
Virus surface generation
Surface generation of excessively large biomolecules, such as viruses, is relatively difficult. Recently, we have developed the geometric flow approach for viral surface construction [83] . In the present work, we apply our PDE transform method for viral surface generation.
Viral surfaces usually contain from tens of thousands to tens of millions of atoms, depending on viral species. Many viruses make use of symmetry to reduce genome size and increase stability. The same symmetry can be utilized to reduce the data size during the surface construction. To further reduce the data size, one can make use of coarse-grained models, in which each amino acid can be represented by one or a few super-atoms [83] . These techniques are also employed in the present study.
We consider the rice yellow mottle virus, a major pathogen that dramatically reduces rice production in many African countries. Its structure has an icosahedral symmetry. Its atomic coordinates are obtained from the PDB (ID: 1f2n) [84] . With the surface patch generated by the PDE transform, we compute its unit normal direction as ru kruk , where u is a surface function [3] , by using the points on the surface, which intersects with the mesh lines. Then, according to the symmetric information recorded in the PDB file, the surface patch is extended to the whole virus domain. We have generated virus surface patches with three propagation lengths, that is, t D 10 4 , t D 10 5 , and t D 10 6 , and the resulting virus surfaces are shown in Figure 14(b-d) . It is interesting to note that these virus surfaces demonstrate different resolutions of the same virus. Therefore, our PDE transform is able to provide a multiresolution analysis in surface visualization. As a comparison, one of the VMD representations is illustrated in Figure 14 (a).
CONCLUDING REMARKS
Mode decomposition is an elementary task in signal and image processing. A new approach, PDE transform, has been proposed recently for mode decomposition [61, 62] . Like the wavelet transform, the PDE transform is able to decompose signal, image, and data into intrinsic modes and functional modes, such as trend, texture, edge, noise, and feature. Additionally, the PDE transform makes use of arbitrarily high-order PDEs to achieve the desirable time-frequency localization and tunable frequency precision in a very robust way. In the present work, we explore the use of the PDE transform for the generation of biomolecular surfaces, which are crucial components in the implicit solvent models [73] , charge transport models [15] , and differential geometry-based multiscale models [29] for biomolecular systems. These models have a wide variety of applications in biophysics and molecular biology. We first give a different derivation of the total variational formulation of the arbitrarily highorder PDEs. Additionally, we propose an FFT algorithm to implement the present PDE transform for surface construction. Moreover, we consider two types of initial values, ones generated by using Gaussian functions and ones by using piecewise constants. We found that although both initial values work well, the piecewise-constant initial values deliver better results. It is noticed that biomolecular surfaces generated via a direct isosurface extraction from Gaussian functions-located atomic centers may have a very low regularity. Consequently, they may not be suitable for surface meshing and biophysical applications. Further, we examine the impact of PDE orders in the PDE transform on the surface morphology. It is found that high-order PDE transforms are very useful in surface generations. We also test the effect of the PDE integration time on the surface formation. A proper combination of the PDE order and integration time is required to deliver good-quality surfaces, which maintain biomolecular traits, are free of geometric singularities, and have a good resolution. Furthermore, we validate the proposed method by computational efficiency and quantitative analysis of surface areas and surface-enclosed volumes of a set of test proteins. Finally, the present surface generation approach is applied to a number of problems.
In the validation analysis, biomolecular surfaces of 13 proteins are generated by using the PDE transform. Quantitative analysis is carried out on the surface areas and surface-enclosed volumes in the present study. As an additional validation, we have compared our results with those of an established method, the SES [4] implemented by the MSMS package [20] . Very good consistency is observed. We choose a set of 10 proteins to test computational efficiency for the surface generation in the Cartesian mesh. The present surface generation method is more efficient than the MSMS approach at mesh sizes larger than 0.5 Å, whereas less efficient at mesh sizes less than 0.25 Å. The present method is more stable than the MSMS approach for proteins of tens of thousands atoms. To further validate the proposed PDE transform approach for biomolecular surface construction, we considered electrostatic solvation analysis via the Poisson-Boltzmann model. Electrostatic solvation free energies of 13 proteins are computed with the Poisson equation model based on our new surfaces. Our results compare well with those of SESs. Electrostatic surface potentials are mapped on to our new surfaces. Compared with surfaces generated by the MSMS, the PDE transform surfaces have better visual effects for electrostatic surface potentials. In another application, we have solved the PNP equations defined on our PDE transform surface of protein 1ajj. Second-order convergent numerical methods based on MIB are utilized in computation. Finally, we have demonstrate the ability of the proposed method for the surface construction of excessively large biomolecules, namely viral capsids. Both coarse-graining and symmetry techniques are utilized to reduce data size and improve the computational capability. We show that the present PDE transform has the ability to offer a multiresolution analysis in virus surface visualization. Our extensive numerical validation and application indicate that the proposed PDE transform offers a feasible, robust, and efficient new approach for the construction of macromolecular surfaces.
Whereas our previous work on the molecular surface generation [27, 28] relies on the secondorder nonlinear PDE and the surface evolution is subject to the constraint of the VDW surface, the present work explores the impact of high-order PDEs on the surface generation, and the surface evolution starts from the VDW surface embedded in 3D Cartesian meshes without any constraints. Consequently, the high-order linear PDEs are solved by using the FFT, which leads to computational efficiency. In fact, previous nonlinear PDE methods are able to embed geometric information such that the MMS can be created [27] . In contrast, the present approach based on the FFT does not preserve geometric information, although other computational techniques might be resorted to enforce the geometric constraint. However, we anticipate computational difficulty in the implementation of high-order nonlinear PDE transform.
The present PDE transform-based surface generation has a few special features. One feature of the present approach is that it makes use of the FFT to realize direct time integration of highorder PDEs. Another feature of the present approach is that the resulting surfaces are given in the Cartesian representation, which is convenient for subsequent electrostatic analysis by using the Poisson-Boltzmann equation or the charge transport evaluation by using the PNP equations. The other feature of the present approach is that the resulting biomolecular surfaces are of high regularity and free of geometric singularities. Finally, multiresolution representations of a surface can be achieved by adjusting the PDE propagation time with fixed diffusion coefficients.
