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Comparison of theory and experiments
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This work is devoted to the investigation of propagating polymerization fronts converting a liquid
monomer into a liquid polymer. We consider a simplified mathematical model which consists of the
heat equation and equation for the depth of conversion for one-step chemical reaction and of the
Navier-Stokes equations under the Boussinesq approximation. We fulfill the linear stability analysis
of the stationary propagating front and find conditions of convective and thermal instabilities. We
show that convection can occur not only for ascending fronts but also for descending fronts. Though
in the latter case the exothermic chemical reaction heats the cold monomer from above, the
instability appears and can be explained by the interaction of chemical reaction with
hydrodynamics. Hydrodynamics changes also conditions of the thermal instability. The front
propagating upwards becomes less stable than without convection, the front propagating downwards
more stable. The theoretical results are compared with experiments. The experimentally measured
stability boundary for polymerization of benzyl acrylate in dimethyl formamide is well
approximated by the theoretical stability boundary. © 1998 American Institute of Physics.
@S1054-1500~98!00502-3#
Exothermic chemical reactions with sufficiently high ac-
tivation energies can propagate through the medium via
a localized reaction zone. The best known example is pro-
vided by gaseous flames. In the case of frontal polymer-
ization the localized chemical reaction is polymerization.
In many cases propagation of polymerization fronts is
accompanied by various physical phenomena and insta-
bilities. In this work we study theoretically and experi-
mentally the influence of natural convection on propagat-
ing polymerization fronts. We find conditions when the
convective or thermal instabilities appear and compare
experimental and theoretical results. They agree surpris-
ingly well.
I. INTRODUCTION
Frontal polymerization is a polymerization process
where the reaction zone is localized in space. It can propa-
gate through an unmovable medium converting a monomer
into a polymer, or the medium itself can move towards the
reaction zone as is the case for continuous reactors of frontal
polymerization.
Propagating polymerization fronts have many features in
common with combustion processes. However, the values of
thermophysical parameters, phase states of the reactants and
the products of the reaction, and accompanying physical pro-
cesses such as boiling or melting of the monomer, fingering,
crystallization or solidification of the polymer, etc., can es-
sentially distinguish frontal polymerization from other pro-
cesses connected with propagation of reaction fronts.
Investigation of frontal polymerization begins with the
works by Chechilo and Enikolopyan.1–4 The authors studied
experimentally polymerization of methyl methacrylate and
showed that the polymerization process could be fulfilled in
the regime of a propagating reaction front. The first experi-
mental works were followed by a large number of experi-
mental and theoretical studies where different polymerizing
systems and different models were analyzed.5–7
Already in the first works on frontal polymerization it
was found that the front propagation can be connected with
different forms of instabilities. Now four types of instabili-
ties of polymerization fronts are known: thermal,6–8
convective,1,9 hydrodynamical,9,10 and Rayleigh-Taylor in-
stability ~or fingering!.6,9
Thermal instability appears because of the competition
between the heat production in the reaction zone and the heat
diffusion from the reaction zone to the cold reactants. Ex-
perimentally it was observed first for the condensed phase
combustion11 and then studied numerically12–17 and
analytically.18–21 It leads to the appearance of periodic
modes of propagation such as one-dimensional pulsations or
different temporal, multidimensional structures. For the gas-
eous combustion thermodiffusional instability can lead also
to the appearance of cellular flames.22–25 Thermal instability
of polymerization fronts was also found and studied in a
number of works.6–8
Convective instability appears as a result of the action of
gravity. If the reaction is exothermic and the reactants are in
the liquid phase, then natural convection can occur. For as-
cending fronts there is some analogy with the Rayleigh-
Be´nard convection in a layer of a liquid heated from below.
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The exothermic chemical reaction plays the role of heating
the liquid from below and if the Rayleigh number is suffi-
ciently large, the instability occurs. For the frontal polymer-
ization it is observed experimentally.1,9 For the gaseous com-
bustion it is known that the natural convection can influence
conditions of the cellular instability26 and of the hydrody-
namical instability.25 There is also a number of works de-
voted to the interaction of isothermal or weakly exothermal
chemical waves with the natural convection.27–36 There are
some studies of convective instability in chemical
reactors.37–39
Hydrodynamical instability results from the heat expan-
sion of the medium at the reaction zone. It is well studied for
the gaseous combustion.24,25,40 We emphasize that contrary
to the convective instability it can appear without gravity,
and its physical mechanism is absolutely different. For the
frontal polymerization it was observed experimentally9 and
studied theoretically.10
Finally, the Rayleigh-Taylor instability is an instability
of the interface between two liquids. There are experimental
observations of this instability for frontal polymerization.6,9
It can lead to descending particles or drops of the polymer
from the reaction zone, i.e., to fingering. In some cases it
causes the front degeneration and initiates reaction in the
bulk. There are not yet theoretical studies of reactive finger-
ing.
In this work we study the convective instability and its
interaction with the thermal instability for propagating poly-
merization fronts where both the monomer and the polymer
are liquid. This paper continues the series of works where we
study the stability of polymerization fronts and compare the
theory with the experiments.6–8,10,29,41–47
The contents of the paper are as follows. In the next
section we present the mathematical model and the results of
linear stability analysis in a short form sufficient for further
comparison with experimental results. The detailed analysis
is published elsewhere.43 In Sec. III we describe the experi-
ments and compare the experimental results with the theory.
We discuss the results in Sec. IV.
II. MATHEMATICAL MODEL AND LINEAR STABILITY
ANALYSIS
We consider the model that includes equations for the
temperature and the concentration in the case of one-step
chemical reaction, and the Navier-Stokes equations under the
Boussinesq approximation:
]T
]t
1v¹T5kDT1qW , ~2.1!
]a
]t
1v¹a5W , ~2.2!
]v
]t
1~v¹!v52
1
r
¹p1nDv1gb~T2T0!g , ~2.3!
div v50. ~2.4!
Here T is the temperature, a is the conversion, v the velocity
of the medium, p the pressure, k the coefficient of thermal
diffusivity, q the adiabatic temperature change, r the den-
sity, n the viscosity, g the acceleration of gravity, b the
coefficient of thermal expansion, T0 the average value of
temperature, g the unit vector in the vertical direction, D
5]2/]x21]2/]z2, ¹5(]/]x ,]/]z), 2`,x ,z,` . W is the
reaction rate. Usually it is considered in the form
W5ke2E/R0Tf~a!, f~a!5~12a!n,
where k is pre-exponential factor, E is the activation energy,
R0 the gas constant, and n the order of the reaction.
The boundary conditions are
z51`:T5Ti , a50, v50, z52`:
]T
]z
50, v50
~2.5!
for the front propagating upwards, and
z52`:T5Ti , a50, v50, z51`:
]T
]z
50, v50
~2.6!
for the front propagating downwards.
In the equation for the concentration the diffusion term
is neglected because the mass diffusion is very slow for po-
lymerization processes. The coupling of Eqs. ~2.1! and ~2.2!
with the equations of motion ~2.3! and ~2.4! is due to the last
term in the right-hand side of ~2.3!. If the coefficient of ther-
mal expansion b is zero and initially the medium is unmov-
able, then we obtain a simplest model of the condensed
phase combustion ~2.1! and ~2.2!.
If b is not zero, then the complete system ~2.1!–~2.4!
should be considered. For the gaseous combustion the
Boussinesq approximation was derived and was used to
study the influence of gravity on the cellular instability.26,47
Using nondimensional variables and parameters
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, z15z
c
k
, t15t
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v
c
,
p15
p
c2r
, u5
T2Tb
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q , Tb5Ti1q ,
c25
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R0Tb
2
E e
2E/R0Tb, P5
n
k
, R5
gbqk2
nc3
,
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qE
R0Tb
2 , d5
R0Tb
E
and omitting the index 1, we can rewrite the problem ~2.1!–
~2.5! in the form
]u
]t
1v¹u5Du1Zeu/~Z
211du!f~a!, ~2.7!
]a
]t
1v¹a5Zeu/~Z
211du!f~a!, ~2.8!
]v
]t
1~v¹!v52¹p1PDv1PR~u1u0!g , ~2.9!
div v50, ~2.10!
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z51`:u521, a50, v50, z52`:
]u
]z
50, v50.
~2.11!
The boundary condition ~2.6! has the form
z52`:u521, a50, v50, z51`:
]u
]z
50, v50.
~2.12!
We note that P is the Prandtl number, Z the Zeldovich num-
ber, R is a nondimensional parameter which can be called the
frontal Rayleigh number. If we introduce the width of the
preheat zone h5k/c and the characteristic temperature gra-
dient A5q/h , then it takes the form
R5
gbAh4
kn
and coincides with the usual Rayleigh number.
The problems ~2.7!–~2.11! and ~2.7!–~2.10!, ~2.12! have
a traveling wave solution of the form
u~x ,z ,t !5u˜ ~z2ut !, a~x ,z ,t !5a˜ ~z2ut !,  v50.
Here u is the wave velocity. We study the stability of this
traveling wave solution.
We study further in this section stability of reaction
fronts with respect to small perturbations. We use an analyti-
cal approach based on the infinitely narrow reaction zone
method. This method was suggested by Zeldovich and
Frank-Kamentsky for gaseous combustion48 and later devel-
oped for reaction fronts in a condensed medium.49 The idea
of the method is as follows. If the activation energy E of the
chemical reaction is sufficiently large, then the reaction takes
place in a narrow reaction zone. Outside of this reaction zone
the reaction rate W is small, and this term in Eqs. ~2.1! and
~2.2! can be neglected. In the limit of an infinitely narrow
reaction zone we obtain an interface problem where the re-
action term is omitted and replaced by some jump conditions
at the interface. This approach can be justified by matching
asymptotic expansions.50
We reduce the complete model ~2.7!–~2.10! to the inter-
face problem. Let the front be located at z5z(x ,t) and
propagate upwards. Then for zÞz(x ,t)
]u
]t
1v¹u5Du , ~2.13!
a5H 0 if z.z~x ,t !1 if z,z~x ,t !, ~2.14!
]v
]t
1~v¹!v52¹p1PDv1PR~u1u0!g , ~2.15!
div v50. ~2.16!
The jump conditions at z5z(x ,t) have the form:
@u#50, @u8#5
q
k
]z
]t
,  @u82#522
q
kE
uuz
K~T !dT ,
~2.17!
@vz#5@vz8#5@vz9#5@vz-#50. ~2.18!
Here @# denotes the jump of a function at the reaction zone,
@ f #5 f (z20)2 f (z10), and u85]u/]z .
To complete the problem we should specify also the
conditions at infinity:
z51`:u521, a50, v50; z52`:
]u
]z
50, u50.
~2.19!
For the front propagating downwards the conditions at 1`
and 2` replace each other.
The derivation of the interface problem ~2.13!–~2.19!
from ~2.7!–~2.11! is given in Ref. 43.
The problem ~2.13!–~2.19! has a traveling wave solution
us~z1!5H 0 if z1,0
e2cz121 if z1.0,
~2.20!
as~z1!5H 1 if z1,00 if z1.0, ~2.21!
vs~z1!50, ~2.22!
where z15z2ct . We note that it is a stationary solution of
the problem ~2.13!–~2.19! written in the moving coordinates
attached to the front. To study the stability of this solution,
we linearize the problem about it. We put
u5us1u˜ , p5ps1p˜ , v5vs1v˜
and obtain equations for the perturbations u˜ , p˜ , v˜
5(v˜ x ,v˜ z) for z1Þj(x ,t)5z(x ,t)2ct:
]u˜
]t
5Du˜1c
]u˜
]z1
2v˜ zus8 ,  ~2.23!
]v˜
]t
52¹p˜1PDv˜1c
]v˜
]z1
1PRu˜g ,  ~2.24!
div v˜50. ~2.25!
We look for the perturbation in the form
u˜ ~x ,y ,z1 ,t !5H u˜ 1~z1! exp~vt1ikx !, z1,j
u˜ 2~z1! exp~vt1ikx !, z1.j ,
v˜ ~x ,y ,z1 ,t !5H v˜ 1~z1! exp~vt1ikx !, z1,j
v˜ 2~z1! exp~vt1ikx !, z1.j ,
j~x ,y ,t !5e exp~vt1ikx !.
Here e is the amplitude, v the frequency, and k the wave
number.
We apply the operator rotation two times to Eq. ~2.24!
and substitute the perturbations in the form given above. We
obtain the following equations for the perturbations:
Pv˜ 1-81cv˜ 1-2~2Pk21v!v˜ 192u0k2v˜ 181k2~Pk21v!v˜ 1
5Qk2u˜ 1 , ~2.26!
u˜ 191cu˜ 182~k21v!u˜ 150 ~2.27!
for z1,0 and
522 Chaos, Vol. 8, No. 2, 1998 McCaughey et al.
Copyright ©2001. All Rights Reserved.
Pv˜ 2-81cv˜ 2-2~2Pk21v!v˜ 292u0k2v˜ 281k2~Pk21v!v˜ 2
5Qk2u˜ 2 , ~2.28!
u˜ 291cu˜ 282~k21v!u˜ 25v˜ 2us8 ~2.29!
for z1.0.
Linearization of the jump conditions ~2.17!, ~2.18! gives
u˜ 2~0 !2u˜ 1~0 !5ec , ~2.30!
u˜ 28~0 !2u˜ 18~0 !52e~v1c2!1v˜ 1~0 !,  ~2.31!
c2e1u˜ 28~0 !52
Z
c
u˜ 1~0 !,  ~2.32!
v˜ 1~0 !5v˜ 2~0 !, v˜ 18~0 !5v˜ 28~0 !, v˜ 19~0 !5v˜ 29~0 !,
v˜ 1-~0 !5v˜ 29~0 !. ~2.33!
We require finally that the perturbations decay at infinity:
u˜ 1~2`!50, u˜ 2~1`!50, v˜ 1~2`!50, v˜ 2~1`!50.
~2.34!
The problem ~2.26!–~2.34! has a zero solution. Condi-
tion of its nontrivial solvability allows us to find the eigen-
values v . If all eigenvalues are in the left half plane, then the
stationary solution is stable. If there exist eigenvalues in the
right half plane, it is unstable. The stability boundary can be
found from the condition that the eigenvalue with the maxi-
mal real part is on the imaginary axis. There are two different
cases. If the eigenvalue on the imaginary axis is pure imagi-
nary, then it corresponds to the oscillatory instability bound-
ary. If it equals zero, then it is cellular instability boundary.
We look for the solution of the problem ~2.26!–~2.34! in
the form of exponential series. Taking into account that the
perturbations are bounded at infinity, we can write the gen-
eral solution in the form
u˜ 15b1
2s1
2
, u˜ 25b1
1s1
11b2
1s2
11b3
1s3
1
, ~2.35!
v˜ 15b1
2w1
21b2
2w2
21b3
2w3
2
,
~2.36!
v˜ 25b1
1w1
11b2
1w2
11b3
1w3
1
.
Here bi
6
, i51,2,3 are arbitrary constants,
s1
2~z1!5exp~s1
2z1!,
wi
2~z1!5ai
2 exp~s i
2z1!, i51,2,3,
s1
252
u
2 1A
u2
4 1k
21v , s2
25k.0,
s3
252
u
2P 1A
u2
4P2 1k
21
v
P ,
si
1~z1!5(j51
`
ci j exp~s i j
1z1!,
wi
1~z1!5(j51
`
ai jexp~s i j
1z1!,  i51,2,3,
s11
1 52
u
2 2A
u2
4 1k
21v , s21
1 52k.0,
s31
1 52
u
2P 2A
u2
4P2 1k
21
v
P ,
s i j
15s i , j21
1 2c ,  i51,2,3, j52,3, . . . ,
a215a3151, c1151, c215c3150, a2
25a3
251.
The coefficients of the series can be found from Eqs. ~2.26!–
~2.29!:
ai j5
PRk2ci j
~s i j1!22k2P~s i j1!21cs i j12~Pk21v!
,
i51, j51,2,3, . . . ,  i52,3, j52,3, . . . ,
ci , j115
2cai j
~s i , j11
1 !21cs i , j11
1 2~k21v!
,
i51,2,3, j51,2,3, . . . ,
a1
25
PRk2
~s12!22k2P~s12!21cs122~Pk21v!
.
We assume that
~s i j1!22k2P~s i j1!21cs i j12~Pk21v!Þ0
for i51, j51,2,3, . . . ,  i52,3, j52,3, . . . , and
~s i , j11
1 !21cs i , j11
1 2~k21v!Þ0
for i51,2,3, j51,2,3, . . . .
We note that the series defined above converge, and the
corresponding solutions are linearly independent if PÞ1 and
PÞ` .
We recall that there are six unknown constants bi
6 and
also an unknown amplitude e . They can be found from seven
equations ~2.30!–~2.33!. Substituting solutions ~2.35! and
~2.36! in ~2.30!–~2.33!, we obtain a linear algebraic system
of equations. To obtain the condition of nontrivial solvabil-
ity, we set the determinant det(R ,P ,c ,k) of the system equal
to zero. The equation
det~R ,P ,c ,k !50
was solved numerically. In the cases v5if or v50 it gives
the oscillatory ~Fig. 1! and cellular ~Fig. 2! stability bound-
aries, respectively. In Fig. 1 the critical value of the Zeldov-
ich number is shown as a function of the wave number for
different values of the frontal Rayleigh number. We note that
positive R corresponds to ascending fronts, negative R to
descending fronts. The stable regions are below the corre-
sponding curves, the unstable regions above.
In Fig. 2 the critical values of the Rayleigh number are
shown as functions of wave number for different values of
the Zeldovich number. The unstable regions correspond to
large ~in absolute value! Rayleigh numbers. We note that the
instability is possible not only for ascending fronts (R.0),
but also for the descending fronts (R,0). We discuss this
and other results in Sec. IV.
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Figures 3 and 4 show the level lines of the stream func-
tion for ascending and descending fronts for the values of
parameters that correspond to the cellular ~convective! sta-
bility boundary and Figs. 5 and 6 to the values of parameters
on the oscillatory ~thermal! stability boundary.
III. EXPERIMENTAL
We were unable to study descending liquid/liquid poly-
merization fronts because double-diffusive convection
interfered.29,31 Recall that the model assumes the density of
the product only depends on the temperature and not upon
the conversion. Addition polymerizations involve significant
increases in density, as much as 20%.
We performed experiments using acrylamide in dimethyl
formamide ~DMF! ~1:1 w/v! with benzoyl peroxide initiator.
By adding ultrafine silica gel ~CAB-O-SIL! we adjusted the
initial viscosity. We studied the velocity of an ascending
front as a function of the percentage CAB-O-SIL. Figure 7
shows that at low viscosity ~and with convective motion that
was clearly visible!, the front was slower than at higher vis-
cosity. At a critical value of the CAB-O-SIL, and hence the
viscosity, the front velocity increased to a higher value at
which it was then independent of viscosity.
Unfortunately, this system differed significantly from the
model because the viscosity of the polymer solution was
greatly different from that of the monomer solution. More-
over, as the polymer solution cooled, it gelled, creating a
system that was liquid/viscous liquid/solid. We also ob-
served another problem, as the initiator concentration was
increased to increase the front velocity, the front became less
stable, i.e., more convection was observed. We suspected
this was caused by the decrease of molecular weight with the
increase of initiator. Therefore we investigated another sys-
tem.
To obtain a liquid-liquid system, benzyl acrylate in DMF
was used. To maintain a low and constant molecular weight
for all initiator concentrations, a chain transfer agent was
used.
The chemicals, N ,N-dimethylformamide ~DMF!
~Fisher!, benzyl acrylate ~BzA! ~Monomer-Polymer and Da-
jac!, 97% benzoyl peroxide ~BPO! ~Aldrich!, 98% dode-
canethiol ~Aldrich!, and amorphous fumed silica, CAB-O-
SIL ~Cabot corporation! were used as received.
All experiments started with 10 mL of BzA dissolved in
10 mL of DMF. The pycnometery trials required a 60 mL
batch using the same ratio. For the velocity trials, the initia-
tor ~BPO! was then added along with the corresponding
amount of chain transfer agent. The relationship between the
two chemicals was calculated based on information in Refs.
51 and 52. We used the following relationship, which was
calculated to maintain a degree of polymerization of 5: 1
FIG. 2. Cellular instability boundary. Z5160, 1. P50.5, 2. P
51.5, 3. P510.5, 4. P52.5,Z516, 5. P50.5, 6. P52.5, 7. P51.5.
FIG. 3. Level lines of the stream function for an ascending front. Convec-
tive instability. R545, Z58, P50.5, k51.785.
FIG. 1. Oscillatory instability boundary. P50.5, 1. R5250, 2. R
5210, 3. R50, 4. R510, 5. R550.
FIG. 4. Level lines of the stream function for a descending front. Convec-
tive instability. R5230, Z58, P50.5, k50.88.
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50.353 I10.337 S where I is in grams of benzoyl peroxide,
and S is the volume of dodecanethiol in microliters. The
CAB-O-SIL was then added after being weighed out on an
analytical balance.
A. Viscosity measurements
The viscometry runs as well as pycnometry runs did not
contain initiator or chain transfer agent. Cannon-Fiske vis-
cometers ~sizes 25, 150, and 300! were used to measure the
viscosity. The viscometers were used for the size of their
capillaries and were not necessarily for their intended viscos-
ity range. CAB-O-SIL tends to clog the capillaries and settle
at lower concentrations, leading to low accuracy and repro-
ducibility. All viscometry trials were repeated at least three
times. The assays were run in a constant temperature water
bath at 25.1 °C after charging the viscometer with solution
and waiting for the system to equilibrate for 10 min. The
three efflux times were averaged and then multiplied by the
viscometer constant provided by the manufacturer to obtain
the kinematic viscosity. Selected CAB-O-SIL concentrations
were also run in water baths heated to 50 °C, and 72 °C and
allowed to equilibrate for 30 min after having been charged.
The size 25 viscometer was used to determine the vis-
cosity of the CAB-O-SIL-free solution. The size 300 viscom-
eter was used for 4% to 5% CAB-O-SIL while the size 150
viscometer was used for 2.5% to 4% CAB-O-SIL. The vis-
cometer constants provided by the manufacturer were used.
The viscosity as a function of percentage CAB-O-SIL is
shown in Fig. 8.
A 50 mL pycnometer was used to measure the thermal
expansion coefficient, as was described previously.41 It var-
ied from 0.000 90 to 0.0015 from 25 to 75 °C.
B. Temperature profiles
An unsheathed thermocouple ~Omega TMQSS-020g-6!
was used to determine the temperature of the front as de-
scribed previously.41 10% BPO w/v and 5% CAB-O-SIL w/v
were used ~Fig. 9!.
C. Standard procedure
Bubble production ~from the initiator decomposition!
makes determination of the stability difficult because they
affect both velocity and fluid motion. Therefore the type of
tube is important. We used tubes 163125 mm ~VWR No.
72690-022! on which a plastic cap ~VWR No. 60826-290!
could be securely screwed. In addition, the tube was sealed
with epoxy and teflon tape. Care must be exercised because a
few atmospheres of pressure can buildup during the reaction,
and so all reactions should be performed behind a shield.
~Out of 100 experiments, one tube exploded.! Our experi-
ments were performed in an evacuated side arm flask, which
FIG. 5. Level lines of the stream function for a descending front. Thermal
instability. R5250, Z58, P50.5, k50.7.
FIG. 6. Level lines of the stream function for an ascending front. Thermal
instability. R510, Z58, P54.5, k51.55.
FIG. 7. The velocity of an ascending acrylamide polymerization front in
DMF ~1:1 w/v! as a function of the amount of added CAB-O-SIL. Benzoyl
peroxide was the initiator.
FIG. 8. The viscosity of a 1:1 benzyl acrylate/DMF solution as a function of
percentage CAB-O-SIL at 25.1 °C.
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was behind a safety shield. Fronts were monitored remotely
using a video camera. After the batch solution was made up
but before the addition of the CAB-O-SIL, the solution was
degassed under low pressure provided by a vacuum pump for
10 min. The CAB-O-SIL was then added. A layer of sand
was placed on the bottom the test tube to provide infinite
viscosity at the start of the reaction and to produce an initial
level front. About 2 mL of solution was placed in the test
tube, which was then centrifuged and degassed again for 15
min. The test tube was then filled with the reaction solution
and degassed again for 45 min to 1 h after which the top of
the tube was sealed with a cork that had silicon glue around
the edges and on the top. After the cap was tightly secured, a
layer of silicon tape finished off the test tube sealing. The
solution was then placed in a constant temperature water
bath at 25.1 °C for about 10 min to equilibrate the test tube.
The test tube was subsequently dried, and the front initiated
with a modified soldering iron. The iron had the sharp tip
removed to increase the surface area of the end. After the
front was initiated, the test tube was placed in a filter flask
with a rubber stopper placed on the top, which was then
evacuated to reduce heat loss.
D. Determining stability
An unstable ascending liquid-liquid front can be deter-
mined by either front symmetry or velocity. In the presence
of convection, the fronts have a slower velocity than a
convection-free front. Determinations of convection free ve-
locity and of the minimum viscosity necessary for a stable
front were done from the plot of ascending velocity as a
function of the initial viscosity. The convection-free velocity
was estimated by taking the highest reproducible velocity
over a wide range of viscosities. The viscosity range for the
stability boundary was determined by taking the highest un-
stable point as the maximum viscosity and taking the lowest
stable point as the minimum viscosity.
The ascending front velocity is very sensitive to the vis-
cosity ~Fig. 10!. Below the critical viscosity the convection
quenches the front. It is more sensitive than the acrylamide/
DMF system ~Fig. 7!, which makes sense because the prod-
uct in that system was much more viscous than the reactant
solution.
The modes of convection than can arise in ascending
fronts are shown in Fig. 11. The antisymmetric mode occurs
near the stability boundary and the axisymmetric one farther
from the stability boundary, exactly as was observed with
liquid/solid fronts.41
Spin modes were not observed in descending fronts with
solid product with a monoacrylate monomer at room tem-
perature and higher front temperatures.6,45,53 Nonetheless,
spin modes were observed for ascending fronts with 12%
BPO and 3.5% CAB-O-SIL. In solid product fronts, a spiral
pattern is left in the product. In liquid product fronts, how-
ever, the pattern disappears after a short time. Figure 12 pre-
sents images of ascending and descending fronts near the
stability boundary. Weak convection was observed in both
cases but the ascending does not remain planar but appears
FIG. 9. The front temperature profile for a convection-free benzyl acrylate/
DMF front with 5% CAB-O-SIL and 10% BPO. FIG. 10. The ascending front velocity as a function of the initial viscosity
benzyl acrylate/DMF solution for 10% BPO.
FIG. 11. ~a! An antisymmetric ascending front, near the stability boundary.
~b! Axisymmetric front, farther from the stability boundary.
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to wobble as the hot spot of the spin mode propagates around
the front.
Using the energy of activation for methacrylic acid ~such
values are very similar for monoacrylates! and for benzoyl
peroxide, the Zeldovich number can be calculated, as done in
Refs. 45 and 53 to be about 6, which is well below the
critical value for spin modes. However, with a liquid prod-
uct, a planar ascending front is less stable with respect to
spin modes at low viscosity ~see Fig. 1!.
In Fig. 13 we compare the stability boundary calculated
theoretically to our experimentally determined one. The the-
oretical stability boundary is found using the results of Sec.
II. From the expression for the frontal Rayleigh number we
have
n5
gbqk2
c3R~k ! ,
where R(k) is the function that determines the stability
boundary ~see Fig. 2!. For not very small values of k and
positive R it can be approximated by the function R(k)
5ak21b with good precision. Here a is independent of
other parameters and equals 28, b depends on Z and P . It
equals approximately 6.6 for Z5160 and P510 and de-
creases when Z decreases or when P increases. So for more
realistic values of Z between 5 and 8 the value of b is less
than that given above.
All experiments are performed in cylindrical tubes with
the diameter L51.5 cm. To put them in correspondence with
the theory we neglect the influence of the walls on stability
conditions and consider the experimental convective pattern
as a part of the periodic structure in the infinite medium. The
characteristic dimension of the pattern is L , and it is related
to the wave number k by the formula
L5
2p
k
k
c
.
Using the approximate formula for R(k) and expressing k
through L , we finally obtain the theoretical stability bound-
ary on the velocity-viscosity plane
n5
gbqk2
a~2pk/L !2c1bc3
.
We compute it for the experimental values of parameters
q5140 K, k50.06 cm2/min41, and b51023 K taken as an
approximate value from the experimental measurements dis-
cussed above. We put b50 to obtain the upper bound of the
theoretical instability region. Even in this case the stability
boundary is very close to the experimental one ~Fig. 13!. The
fact that the theoretical stability region is less than the ex-
perimental one can be explained by the influence of the walls
that make the front more stable. The last experimental point
at high velocity may be not precise because of the difficulty
in eliminating bubbles at the high initiator concentration.
IV. DISCUSSION
In this work we study exothermic reaction fronts propa-
gating in liquids. We compare the theoretical results with
experimental results for polymerization fronts. We analyze
an interaction between thermal phenomena and hydrodynam-
ics for ascending and descending fronts.
For the upwards propagating fronts the exothermic
chemical reaction heats the liquid reactants from below. So
we can expect that under some conditions a convective mo-
tion of the liquid can occur. We find analytically the critical
condition when it appears. This critical condition can be ex-
pressed in the form R.Rcr(P ,u ,k), i.e., the frontal Rayleigh
number should exceed a critical value which depends on the
Prandtl number, on the front velocity, and on the wave num-
FIG. 12. ~a! Spin mode in ascending front of benzyl acrylate polymerization
in DMF; ~b! planar descending front without spin mode. Both runs were
with 12% BPO and 3.5% CAB-O-SIL.
FIG. 13. Comparison of the experimental and theoretical stability boundary
for an ascending front.
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ber. As mentioned in Sec. II, the frontal Rayleigh number is
closely connected to the usual Rayleigh number. The theo-
retically measured stability boundary gives a good approxi-
mation of the experimental stability boundary. In the theory
the front is less stable and it can be explained by the stabi-
lizing influence of the walls in the experiments.
Convection decreases the speed of propagation of an as-
cending front with a liquid polymer. It was observed experi-
mentally ~Sec. III! and numerically.44
Convective structure in the case of ascending fronts con-
sists of two vortices in the vertical direction. One of them
crosses the front and another one is behind the front.
For descending fronts the exothermic reaction heats the
reactants from above. So we can expect that convection can-
not occur in this case. However, theoretical results show that
it does occur if the absolute value of the Rayleigh number is
sufficiently large. ~We recall that the Rayleigh number is
negative for descending fronts.! We can give the following
physical explanation of this phenomenon. For the plane
stable descending front the temperature at the reaction zone
and behind it ~i.e., for greater z) equals the adiabatic tem-
perature. Suppose that there is a small fluctuation of tem-
perature at the front, and it becomes greater than adiabatic. In
this case the perturbed temperature is greater than the tem-
perature above the front, which can lead to weak convection.
This weak convective motion brings fresh reactants to the
reaction zone and the heat release because of the reaction
increases the temperature even more. So we have a self-
accelerating process that can lead to the instability. This type
of instability is not yet found experimentally.
The convective instability of a descending front appears
as a result of interaction of the chemical reaction and hydro-
dynamics. It does not occur if the product of the reaction is
solid.42
The convective instability appears for large values of the
frontal Rayleigh number. The results discussed above are
obtained for the values of the Zeldovich number less than the
critical value for the thermal instability. If, inversely, we take
the value of the Rayleigh number less than the critical value
for the convective instability and increase the Zeldovich
number, then the thermal instability occurs. Conditions of
the thermal instability depend on the Rayleigh number. If
Zcr(R) is the critical value of the Zeldovich number, then
Zcr(R),Zcr(0) for R positive and Zcr(R).Zcr(0) for R
negative. It means that the natural convection makes ascend-
ing fronts less stable than without hydrodynamics and de-
scending fronts more stable. It happens because the convec-
tive motion changes the temperature distribution around the
front. This theoretical result is confirmed experimentally: the
spinning modes for ascending fronts with a liquid polymer
were observed for rather low values of the Zeldovich number
~Sec. III!.
It is interesting to note that the influence of the natural
convection on the thermal instability is opposite in the case
where the product of the reaction is solid.42 Not ascending
but descending fronts are less stable in this case than those
without hydrodynamics. These analytical results explain why
the spinning modes were observed in the experiments on
e-caprolactam polymerization.8 The value of the Zeldovich
number in this case is small and according to the theory the
front should be stable if it propagates in a solid phase.
V. CONCLUSIONS
In this work we study stability of reaction fronts in liq-
uids and compare theoretical results with experiments on
frontal polymerization. We introduce the frontal Rayleigh
number and show that if it exceeds the critical value, then the
plane ascending front loses its stability, and convective mo-
tion of the liquid around the front can appear. The theoreti-
cally found stability boundary is compared with the experi-
mental one. They are in a good agreement. The stability
conditions depend on the speed of the convection-free front.
If the speed is greater, the front is more stable.
Stability analysis shows that for descending fronts con-
vective instability can also occur. The result is surprising
because in this case the exothermic chemical reaction heats
the cold reactant from above. It is a new type of instability
that appears as a result of interaction of chemistry and hy-
drodynamics. It is not yet found experimentally and it will
require additional theoretical and experimental investiga-
tions.
We show that hydrodynamics influences conditions of
the thermal instability. The front propagating upwards be-
comes less stable than without hydrodynamics, the front
propagating downwards more stable. This theoretical result
is in agreement with the experiments where the spinning
modes for ascending fronts were observed for low Zeldovich
numbers but not for the same conditions with a descending
front.
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