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Abstract. We consider the exchangeable fragmentation-coagulation (EFC) processes,
where the coagulations are multiple and not simultaneous, as in a Λ-coalescent, and
the fragmentations dislocate at finite rate an individual block into sub-blocks of infinite
size. Sufficient conditions are found for the block-counting process to explode (i.e. to
reach ∞) or not and for infinity to be an exit boundary or an entrance boundary. In
a case of regularly varying fragmentation and coagulation mechanisms, we find regimes
where the boundary ∞ can be either an exit, an entrance or a regular boundary. In
the latter regular case, the EFC process leaves instantaneously the set of partitions with
an infinite number of blocks and returns to it immediately. Proofs are based on a new
sufficient condition of explosion for positive continuous-time Markov chains, which is of
independent interest.
1. Introduction
Stochastic processes describing both coalescence and fragmentation are ubiquitous in
scientific disciplines such as astrophysics, chemistry, genetics, or population dynamics. We
refer for instance to Aldous [Ald99] for a review of applications. Berestycki in [Beres04] has
characterized and studied the class of exchangeable fragmentation-coalescence processes,
called EFC processes for short. An EFC process is a process (Π(t), t ≥ 0), for which at
any time t ≥ 0, Π(t) stands for a collection, possibly finite, of disjoint subsets, called
“fragments” or “blocks”, (Π1(t),Π2(t), · · · ), covering the set of positive integers N :=
{1, 2, · · · } i.e. ∪i≥1Πi(t) = N. The process is exchangeable in the sense that for any time
t ≥ 0, the random partition Π(t) of N has a law invariant under the action of permutations
that only change finitely many integers. Last but not least, the evolution of the process
is two-fold. Blocks can merge, as in an exchangeable coalescent, and can fragmentate as
in an homogeneous exchangeable fragmentation.
This article considers the problem of classifying the nature of the boundary ∞ of the
continuous-time Markov chains arising as the functional of the number of blocks in EFC
processes. Our main goal is to study the phenomenon of explosion in the number of
blocks.
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2 EXPLOSION IN SIMPLE EXCHANGEABLE FRAGMENTATION-COAGULATION PROCESSES
When fragmentation occurs at an infinite rate, the number of blocks is infinite at almost
all times, see [Beres04, Theorem 12]. We shall not consider this case and will focus here
on the class of EFC processes with fragmentations occurring at a finite rate, and in which
neither simultaneous fragmentations nor simultaneous multiple coagulations can occur.
We shall assume moreover that the fragmentations cannot dislocate blocks into singletons.
These processes, called simple EFC processes, can therefore be seen as a generalisation
of Λ-coalescents, as defined by Pitman [Pit99] and Sagitov [Sag99], in which “simple”
fragmentations are incorporated. More precisely, each infinite block is splitted into k + 1
sub-blocks of infinite size, (thus, creating k new blocks), at rate say µ(k), independently
of each other, where µ is a finite positive measure on N∪{∞}. At the level of the number
of blocks, the fragmentation is therefore nothing but a discrete branching process with no
death, whose offspring measure is µ. We shall call µ the splitting measure.
EFC processes arise for instance when studying the frequency of a disadvantaged allele
in certain Wright-Fisher models with selection, see Gonza´lez-Casanova and Spano` [GS18]
and the references therein. In terms of population models, fragmentations can be seen
as reproduction events and coalescences as negative interactions between individuals in
the population. This link is mentioned in Lambert [Lam05, Section 2.3], where it is
shown that if there are only binary coagulation events, the block-counting process of
the associated simple EFC process has the same law as a discrete logistic branching
process. More generally, Λ-coalescences can be interpreted as a competition term between
multiple individuals. This point of view was chosen for instance in Gonza´lez-Casanova
et al. [GPP20+]. Some continuous-state space models are also closely related to EFC
processes. We refer the reader for instance to Bansaye et al. [BPMS13] and Foucart
[Fou19]. We wish to mention the work of Wagner [Wag05] where the phenomenon of
explosion is studied for a different family of coagulation-fragmentation particle systems.
See also Bertoin and Kortchemski [BK16, Section 5.4] where scaling limits of some EFC
processes are studied.
A remarkable feature of Λ-coalescent processes lies in the fact that under certain condi-
tions on the coalescence, the process, started from a partition with infinitely many blocks,
can instantaneously enter the set of partitions with a finite number of blocks. This phe-
nomenon, called coming down from infinity, has been deeply studied in the 2000s, see
[Sch00], [BBL10] and [LT15]. In particular, Schweinsberg [Sch00] has found a necessary
and sufficient condition on the measure Λ for the coming down from infinity. In the pure
coalescent framework, the block-counting process has decreasing sample paths and when
it starts from infinity and leaves it, it stays finite at any further time. In Feller’s termi-
nology, see [Fel59] and e.g. Anderson [And91, Chapter 8, page 262], ∞ is said to be an
entrance boundary.
In a symmetric way, without coalescences, when the process starts from a partition with
finitely many blocks, fragmentations into finitely many sub-blocks may accumulate and
push the number of blocks to ∞ in finite time, which is referred to as the phenomenon
of explosion. It is also well-known that ∞ is an absorbing state for branching processes,
so that if the process of pure fragmentation explodes then it stays infinite at any further
time. In Feller’s terminology, ∞ is said to be an exit boundary.
When both fragmentations and coalescences are taken into account, sample paths of the
block-counting process are not monotone anymore, and some new phenomena may arise.
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For instance, when the pure coalescent part does come down from infinity, fragmentations
may or may not prevent the coming down from infinity of the EFC process. When the
pure fragmentation explodes, it is also natural to ask whether or not the coalescent part
will prevent explosion. To the best of our knowledge, only few results in this direction
are known for the moment.
An important step in the understanding of the possible behaviors at ∞ of EFC pro-
cesses, has been recently made by Kyprianou et al. in [KPRS17]. They study there the
“fast” fragmentation-coalescence process, in which coagulations are binary, as in a King-
man coalescent, and fragmentation dislocates at a constant rate, any individual block into
its constituent elements (which creates infinitely many singleton blocks, and causes an in-
finite jump of the number of blocks). In [KPRS17], a phase transition is found between a
regime for which the boundary is an exit and a regime where the boundary ∞ is regular,
namely the block-counting process leaves and returns to ∞ almost-surely. In this latter
regime, it is also shown in [KPRS17] that the boundary ∞ is regular for itself. That is
to say, when started from a partition with infinitely many blocks, the partition-valued
process leaves the set of partitions with infinitely many blocks and returns to it instanta-
neously. This leads to many open questions for less extreme mechanisms of fragmentation
and coalescences. It is natural for instance to wonder if the boundary ∞ can be regular
for other EFC processes than the “fast” EFC process.
The class of simple EFC processes with general Λ-coalescences has been recently studied
in [Fou20+]. Let (Π(t), t ≥ 0) be a simple EFC process. The block-counting process,
denoted by (#Π(t), t ≥ 0), has the following infinitesimal dynamics when it evolves in N.
Let n ∈ N.
• Coalescences : for any 2 ≤ k ≤ n, it jumps from n to n − k + 1 at rate (n
k
)
λn,k,
with
λn,k :=
∫
[0,1]
xk(1− x)n−kx−2Λ(dx).
• Fragmentations : for any k ∈ N ∪ {∞}, it jumps from n to n+ k, at rate nµ(k).
Unlike the fast EFC process, when the fragmentations cannot dislocate a block into infin-
itely many sub-blocks, i.e. µ(∞) = 0, we cannot immediately deduce from the dynamics
above whether the boundary ∞ can be reached or not. The question of accessibility of
∞ (namely explosion) in simple EFC processes was left unaddressed in [Fou20+]. The
first purpose of this article is to shed some light on the cases where fragmentations and
Λ-coalescences together can allow the process to explode or not.
The coming down from infinity of simple EFC processes has been studied in [Fou20+].
A phase transition between a regime in which a simple EFC process, started from an
exchangeable random partition with infinitely many blocks, comes down from infinity
and one in which it stays infinite, is established in [Fou20+, Theorem 1.1]. Combining
this result, recalled in Section 2.3, and our conditions for explosion/non-explosion, we
will find sufficient conditions on Λ and µ for the boundary ∞ to be either an exit or
an entrance, see Theorem 3.1 and Theorem 3.4 respectively. We study in details the
nature of the boundary∞ in two cases of regularly-varying coalescence and fragmentation
mechanisms, see Theorem 3.7 and Theorem 3.11.
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In particular, we shall see in Theorem 3.7, that when the coalescence and splitting
measures satisfy
(1.1) Λ(dx) = f(x)dx, for x ∈ [0, x0] with f(x)xβ −→
x→0+
c
and
(1.2) µ(n)n−(1+α) −→
n→∞
b
for some x0 ∈ (0, 1], α, β ∈ (0, 1) and b, c > 0, then indeed the boundary ∞ can be
regular. When α + β = 1, new phase transitions are found between regimes where ∞
is regular, an exit or an entrance. See the forthcoming Figure 1 for a summary of the
possible behaviors. We will also show that when the boundary is regular, it is regular for
itself.
The study of the explosion is based on a new sufficient condition for explosion of general
continuous-time Markov chains, see Theorem 4.1 and Corollary 4.5. Theorem 4.1 is based
on estimates for the first passage times above large levels. The main difficulties that arise
when Λ-coalescences are allowed come from the fact that downwards jumps can have a
size of the same order as the level of the process prior the jump. We shall see how to
deal with those large jumps, and how to measure both coagulation and fragmentation
strengths in order to apply our new condition of explosion.
The article is organized as follows. Our main results are stated in Section 3. In
Section 2, we provide more background on EFC processes. We briefly recall their Poisson
construction, as well as some important properties of the functional of the number of
blocks. We then recall some results about the coming down from infinity as well as results
on explosion of pure branching processes. Our new condition for explosion is stated and
established in Section 4. Proofs of the main results are given in Section 5.
Notation: For any integers n ≤ m, we denote by [|n,m|] the interval of integers
{n, · · · ,m}. We shall say that a property P (n) on the integer n is true for large enough
n, when there exists n0 ∈ N such that P (n) holds for all n ≥ n0. For any a ∈ R+ ∪ {∞}
and any f a positive Borel function defined on (a − , a) for some  > 0, we denote
the integrability of f at a by
∫ a
f(x)dx < ∞. The left and right limit at a ∈ R of f
are denoted by lim
x→a−
f(x) and lim
x→a+
f(x), respectively. Lastly, for any positive functions
f and g well-defined in a neighbourhood of a, we use Landau’s notation for asymptotic
equivalence, namely we set f(x) ∼
x→a
g(x) when f(x)
g(x)
−→
x→a
1.
2. Preliminaries
2.1. Exchangeable fragmentation-coalescence processes.
We denote by P∞ the space of partitions of N. By convention, any partition pi of N is
represented by the sequence (possibly finite) of its non-empty blocks (pii, i ≥ 1) ordered
by their least element. For any n ∈ N, we denote by pi|[n] the partition restricted to
[n] := {1, · · · , n}: namely pi|[n] = (pi1 ∩ [n], pi2 ∩ [n], · · · ). The space P∞ is endowed with
the metric d, defined by d(pi, pi′) := max{n ≥ 1;pi|[n] = pi′|[n]}−1. For any partition pi ∈ P∞,
we denote by #pi, its number of non-empty blocks. By convention, if #pi < ∞, then we
set pij = ∅ for any j ≥ #pi + 1.
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Exchangeable fragmentation-coalescence processes are Feller processes with state-space
P∞. It is established in [Beres04] that they are characterized in law by two σ-finite
exchangeable measures on P∞, µCoag the measure of coagulation and µFrag, that of frag-
mentation. We refer the reader to Berestycki’s article for the general form that can take
those measures, as well as the integrability conditions they must satisfy.
We briefly recall now the Poisson construction of EFC processes with given coagulation
and fragmentation measures. See [Beres04] for details on this construction.
Consider two independent Poisson Point Processes PPPC and PPPF respectively on
R+ ×P∞ and R+ ×P∞ ×N with intensity dt⊗ µCoag(dpi) and dt⊗ µFrag(dpi)⊗# where
# denotes the counting measure on N. Let pi be an exchangeable random partition
independent of PPPF and PPPC . For any m ≥ 1, define the process (Πm(t), t ≥ 0) as
follows: Πm(0) = pi|[m] and
Πm(t) = Coag
(
Πm(t−), pic|[m]
)
if (t, pic) is an atom of PPPC ,
Πm(t) = Frag
(
Πm(t−), pif|[m], j
)
if (t, pif , j) is an atom of PPPF ,
where for any partitions pi, pic, pif
Coag(pi, pic) := {∪j∈picipij, i ≥ 1} and Frag(pi, pif , j) := {pij ∩ pifi , i ≥ 1; pi`, ` 6= j}↓
where {· · · }↓ means that we reorder the blocks by their least elements. See Bertoin’s
book [Ber06] for fundamental properties of the operators Coag and Frag. The processes
(Πm(t), t ≥ 0)m≥1 are compatible in the sense that for any m ≥ n ≥ 1,
(Πm(t)|[n], t ≥ 0) = (Πn(t), t ≥ 0).
This ensures the existence of a process (Π(t), t ≥ 0) on P∞ such that for all m ≥ 1
(Π(t)|[m], t ≥ 0) = (Πm(t), t ≥ 0).
The process (Π(t), t ≥ 0) is an exchangeable EFC process started from the exchangeable
random partition Π(0) = pi. Among other results, Berestycki has shown that the P∞-
valued process (Π(t), t ≥ 0) is a ca`dla`g Feller process.
In this article, we will focus on EFC processes in which there are no multiple simultane-
ous mergings, as in a Λ-coalescent, fragmentations occur at finite rate and dislocate any
blocks into sub-blocks of infinite size. Formally, the coagulation measure charges parti-
tions with only one non-singleton block, and the fragmentation measure µFrag on P∞ has
finite mass, i.e. µFrag(P∞) <∞, and only charges partitions whose blocks are all of infinite
size. According to [Fou20+, Proposition 2.11], if (Π(t), t ≥ 0) is a simple EFC process
then the process (#Π(t), t ≥ 0) has right-continuous sample paths in N¯ = N ∪ {∞}, the
one-point compactification of N. It is important to notice that the map pi ∈ P∞ 7→ #pi is
neither continuous with respect to the metric d, nor injective, see e.g. [Fou20+, Remark
2.7]. This entails in particular that the process (#Π(t), t ≥ 0) is not clearly Markovian.
Following Bertoin’s terminology, see [Ber06, Chapter 2.3], we call any exchangeable
partition with no singleton blocks (namely with no dust) a proper partition. A simple
application of the paint-box construction of exchangeable partitions allows one to con-
struct a proper initial random exchangeable partition pi with #pi = n almost-surely for any
n ∈ N¯. Since by the assumption, simple EFC processes have homogeneous fragmentations
and the fragmentation measure has its support on partitions containing no singletons, the
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simple EFC process (Π(t), t ≥ 0), when started from a proper partition, stays proper at
any time. We refer to Bertoin [Ber03] for the fact that there is no formation of dust in
homogeneous fragmentation processes.
Denote by τ+∞ := inf{t > 0; #Π(t−) = ∞} the first explosion time of (#Π(t), t ≥ 0).
According to [Fou20+, Proposition 2.11], for any n ∈ N, the process (#Π(t), t < τ+∞)
started from #Π(0) = n is a Markov process, and we denote its law by Pn. The dynamics
of (#Π(t), t < τ+∞) can be explained from those of (Π(t), t ≥ 0) as follows.
Coalescence. Associate to each atom of PPPC , (t, pi
c), a sequence of random variables
(Xi, i ≥ 1) such that Xi = 1 if {i} /∈ pic and Xi = 0 if {i} ∈ pic. The random variables
(Xi, i ≥ 1) are mixtures of i.i.d Bernoulli random variables with parameter x whose
“intensity” is of the form x−2Λ(dx) for some finite measure Λ on [0, 1]. Upon the arrival
of an atom of PPPC , given #Π(t−) = n, all blocks whose index j ∈ [n] satisfies Xj = 1
are merged. Given the parameter x of the Xi’s, the number of blocks that merge at time
t has a binomial law with parameters (n, x). Therefore, for any k ∈ [|2, n|] the jump
(2.3) #Π(t) = #Π(t−)− (k − 1).
has rate
(
n
k
)
λn,k where we recall λn,k :=
∫
[0,1]
xk(1− x)n−kx−2Λ(dx). Binary coalescences
are hidden in the description above. They are governed by the Kingman parameter
Λ({0}) =: ck ≥ 0. We shall always assume that Λ has no mass at 1, so that it is
impossible for all the blocks to coagulate simultaneously at once.
Fragmentation. Associate to each atom of PPPF , (t, pi
f , j), the random variable k :=
#pif − 1. This provides a Poisson point process on R+× N¯×N with intensity dt⊗µ⊗#,
where µ is the image of µFrag by the map pi 7→ #pi − 1. Upon the arrival of an atom
(t, pif , j), given #Π(t−) = n, if j ≤ n, then the jth-block is fragmentated into k + 1
blocks. Therefore, at time t,
(2.4) #Π(t) = #Π(t−) + k.
Since there are n blocks at time t−, the total rate at which a jump of the form (2.4)
occurs is nµ(k) for any k ∈ N¯.
The generator of (#Π(t), t ≥ 0) acts on functions on N as follows:
(2.5) Lg := Lcg + Lfg
with for n ∈ N
Lcg(n) :=
n∑
k=2
(
n
k
)
λn,k[g(n− k + 1)− g(n)] and Lfg(n) := n
∞∑
k=1
µ(k)[g(n+ k)− g(n)]
where Lcg(n) vanishes if n = 1.
When µ(∞) = 0, the generator L is conservative and ∞ cannot be reached by a
single jump. However, it might still happen that infinitely many fragmentations have
accumulated and pushed the sample path to “reach”∞. Following the usual terminology
for continuous-time Markov chains (CTMCs for short), we call this event explosion. The
question whether explosion occurs or not, requires a deep study of the generator L. This
is the main goal of the article and from now on we shall always assume µ(∞) = 0.
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It is important to notice that since the partition-valued process (Π(t), t ≥ 0) has an
infinite lifetime (namely, is defined at any time t), the process (#Π(t), t ≥ 0) is also well-
defined at any time t, as a process evolving in N¯, and typically is defined after explosion
(if explosion occurs). Last, in view of the possible jumps of the block-counting process,
if µ(N) > 0 then N is a communication class for the process (#Π(t), t ≥ 0). Indeed, let
n0 and n1 be two integers, if n1 < n0, the process started from n0 can reach n1 by a
coalescence of n0 − n1 + 1 blocks. If n1 > n0 and there is k ∈ N such that µ(k) > 0, then
after n1 jumps of size k, the process started at n0 has reached the state n0 + kn1, and
from the latter can reach n1 by a coalescence involving n0 + (k − 1)n1 + 1 blocks.
Remark 2.1. Since the map pi 7→ #pi is not continuous with respect to the metric d,
the Markov property of (#Π(t), t ≥ 0) at any time t such that #Π(t) = ∞ is not
straightforward. Indeed, the law of (#Π(t+ s), s ≥ 0) could depend on Π(t) and not only
on the fact that #Π(t) = ∞. We refer to Kyprianou et al. [KPRS17, Lemma 3.4], see
also [Fou20+, Remark 2.14] for more details. We stress that our proofs only make use of
the Markov properties of the processes (Π(t), t ≥ 0) and (#Π(t), t < τ+∞).
Later on, we shall also be interested in the process (#Π(t), t ≥ 0) when (Π(t), t ≥ 0)
is started from an exchangeable partition with infinitely many blocks. We recall here
how to define on the same probability space as (Π(t), t ≥ 0), a monotone coupling of
(Π(t), t ≥ 0) in the first initial blocks, when all blocks of Π(0) are infinite. Assume Π(0)
proper and #Π(0) = ∞ a.s. Let n ∈ N¯. Set (Π(n)(t), t ≥ 0) the process started from
Π(n)(0) := {Π1(0), · · · ,Πn(0)} contructed from PPPC and PPPF as follows:
Π(n)(t) = Coag
(
Π(n)(t−), pic) if (t, pic) is an atom of PPPC ,
Π(n)(t) = Frag
(
Π(n)(t−), pif , j) if (t, pif , j) is an atom of PPPF .
Loosely speaking, the process (Π(n)(t), t ≥ 0) follows the coalescences and fragmentations
in the first n initial blocks of Π. We refer to [Fou20+, Lemma 3.3] for details on the
Poisson construction.
The following lemma will play a crucial role in our proofs. See [Fou20+, Lemma 3.4].
Lemma 2.2. Assume Π(0) proper. Almost-surely for all n ≥ 1 and all t ≥ 0,
#Π(n)(t) ≤ #Π(n+1)(t)
and lim
n→∞
#Π(n)(t) = #Π(t) a.s. Letting τ+∞ be the first explosion time of (#Π
(n)(t), t ≥
0), then for all n ∈ N, (#Π(n)(t), t < τ+∞) has the same law as (#Π(t), t < τ+∞) when
#Π(0) = n.
Remark 2.3. This is necessary that the initial partition Π(0) is proper, namely that each of
its block is infinite, for (#Π(n)(t), 0 ≤ t < τ+∞) to have the same law as (#Π(t), 0 ≤ t < τ+∞)
started from n. Indeed, if a fragmentation event, at a time, say t > 0, involves a block
at time t− which is finite, then the number of sub-blocks created after dislocating this
block would depend on the block shape at time t−, and the Markov property would be
lost. See Proposition 2.11 in [Fou20+] and its proof.
2.2. Coming down from infinity for Λ-coalescent processes.
Recall the Poisson description given in Section 2.1 and consider a pure Λ-coalescent
process (Π(t), t ≥ 0). Pitman [Pit99, Proposition 23] has established a zero-one law for
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the coming down from infinity of Λ-coalescents. Under the assumption Λ({1}) = 0, when
started from a partition with infinitely many blocks, either the process comes down from
infinity almost-surely, or it stays infinite:
(2.6) ∃t > 0,#Π(t) <∞ a.s. or ∀t ≥ 0,#Π(t) =∞ a.s.
Pitman [Pit99] has also shown that when a Λ-coalescent comes down from infinity, then
provided Λ({1}) = 0, it does it instantaneously a.s. that is to say if we set τ−∞ :=
inf{t > 0; #Π(t) <∞}, then τ−∞ = 0 a.s. The following necessary and sufficient condition
for coming down from infinity of Λ-coalescents was discovered by Schweinsberg [Sch00].
Define for any n ≥ 2,
(2.7) Φ(n) :=
n∑
k=2
(k − 1)
(
n
k
)
λn,k.
The Λ-coalescent (Π(t), t ≥ 0) comes down from infinity if and only if
(2.8)
∞∑
n=2
1
Φ(n)
<∞ (Schweinsberg’s condition).
The map Φ will play an important role in the sequel and we recall some of its properties.
For any n ≥ 2, Φ(n) represents the rate of the total reduction of the block-counting process
(#Π(t), t ≥ 0), when it starts from n. We stress first that simple binomial calculations
entail that for any n ≥ 2
(2.9) Φ(n) =
ck
2
n(n− 1) +
∫
]0,1[
((1− x)n + nx− 1)x−2Λ(dx).
One can also check that the map n 7→ Φ(n)/n is non-decreasing and by the inequalities
(1− x)n + nx− 1 ≤ e−nx + nx− 1 ≤ n
2
2
x2
for any x ∈ [0, 1], we see that Φ(n) ≤ Ψ(n) ≤ Λ([0,1])
2
n2 for all n ≥ 2, with
(2.10) Ψ(n) =
ck
2
n2 +
∫ 1
0
(e−nx − 1 + nx)x−2Λ(dx).
We mention also the equivalence Φ(n) ∼
n→∞
Ψ(n). We refer for these properties of the
function Φ to Berestycki’s book [Beres09, Chapter 4] and Limic and Talarczyk [LT15,
Lemma 2.1]. In particular, when the measure x−2Λ(dx) is regularly varying near 0, the
Tauberian theorem and the equivalence above ensure that Φ is regularly varying at ∞.
For instance, if Λ satisfies (1.1) then Φ(n) ∼
n→∞
dn1+β with d := cΓ(1−β)
β(β+1)
> 0 where Γ is
the Gamma function. This covers for instance the Beta-coalescent, see e.g. [Beres09].
2.3. Coming down from infinity for simple EFC processes.
The coming down from infinity of simple EFC processes, namely the possibility to
visit partitions with finitely many blocks, when started from a partition with an infinite
number of blocks, has been studied in [Fou20+]. As noticed in Berestycki [Beres04] and
in [Fou20+], the dichotomy (2.6) also holds when fragmentations are added. Similar to a
pure Λ-coalescent (under the assumption Λ({1}) = 0), an EFC either comes down from
infinity instantaneously or stays infinite.
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Proposition 2.4 (Lemma 2.5 in [Fou20+]). Under the assumptions of Theorem 2.5. Let
τ−∞ := inf{t > 0; #Π(t) <∞}. Then P(τ−∞ = 0) = 1 or P(τ−∞ =∞) = 1.
Set the two following parameters
θ? := lim sup
n→∞
∞∑
k=1
nµ¯(k)
Φ(n+ k)
∈ [0,∞] and θ? := lim inf
n→∞
∞∑
k=1
nµ¯(k)
Φ(n+ k)
∈ [0,∞].
Theorem 2.5 (Theorem 1.1 in [Fou20+]). Let (Π(t), t ≥ 0) be a simple EFC process
started from an exchangeable random partition such that #Π(0) =∞.
Assume
∑∞
n=2
1
Φ(n)
<∞.
• If θ? < 1, then (Π(t), t ≥ 0) comes down from infinity a.s.
• If θ? > 1, then (Π(t), t ≥ 0) stays infinite a.s.
The parameters θ? and θ? are somewhat intricate since both arguments n and k are not
separated in the sum. However they coincide in many regular cases (if so, we denote the
value by θ) and can be computed explicitely when both µ and Φ have regular variations.
Proposition 2.6 (Regularly-varying cases, Proposition 1.6 in [Fou20+]).
If Φ(n) ∼
n→∞
dnβ+1, β ∈ (0, 1] and µ(n) ∼
n→∞
b
nα+1
with α ∈ (0, 1) and b > 0, then
(1) θ =∞ for β < 1− α,
(2) θ = 0 for β > 1− α,
(3) θ = b
d
1
α(1−α) ∈ (0,∞) for β = 1− α.
According to Theorem 2.5, if b/d < α(1 − α), i.e θ < 1, then the process comes down
from infinity. We shall see later that it does not always entail the non-explosion of the
process (#Π(t), t ≥ 0), see the last statement in Theorem 3.7.
In the next section, we briefly summarize some results on the explosion of pure branch-
ing processes.
2.4. Explosion in branching processes.
Consider an immortal pure branching process (Nt, t ≥ 0) with offspring measure µ,
namely a process whose generator is Lf . It is well-known that some of these processes
can explode in finite time even though the generator is conservative, i.e µ(∞) = 0. If
one denotes by ϕ the generating function of the renormalized measure µ(·)/µ(N), then
explosion occurs if and only if∫ 1 dx
x− ϕ(x) <∞ (Dynkin’s condition).
We refer the reader to Harris’ book [Har63, Chapter V, Section 9, Theorem 9.1]. We now
recall a necessary and sufficient condition due to Doney [Don84] and Schuh [Sch82]. for
any n ≥ 1,
(2.11) `(n) :=
n∑
k=1
µ¯(k),
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where for any k ∈ N, µ¯(k) := µ({k, k + 1, ...}). The process (Nt, t ≥ 0) whose generator
is Lf , see (2.5), explodes if and only if
(2.12)
∞∑
n=1
1
n`(n)
<∞ (Doney’s condition).
We mention that Doney’s condition cannot be simplified, as Grey [Gre89] has shown that
explosion of a pure branching process cannot be expressed in terms of a moment condition
on µ. A simple application of Fubini’s theorem shows that
(2.13) `(n) =
∞∑
k=1
(k ∧ n)µ(k) =
n∑
k=1
kµ(k) + nµ¯(n+ 1).
Doney’s condition does not require to work with the generating function of µ and can
be used for building many examples of explosive branching processes. If for instance,
`(n) ≥ (log n)r for large enough n, with r > 1, then (2.12) is satisfied and the branching
process (Nt, t ≥ 0) explodes almost-surely. Similarly if `(n) ≤ (log n)r for large enough n
with r ≤ 1, then (2.12) is not satisfied and the process does not explode.
We now introduce a condition on the map `.
Condition H: there exists an eventually non-decreasing function g such that
∫∞ dx
xg(x)
<∞
and
`(n) ≥ g(log n) log n for large enough n. (H)
This latter condition covers a rather broad class of splitting measures since for instance,
all measures µ for which, for large enough n
`(n) ≥ (logk n)r logk−1 n× · · · × log2 n log n,
with k ≥ 1 and r > 1 (where logk denotes the k-iterated logarithm), satisfy H. We also
stress that if µ satisfies (1.2) with α ∈ (0, 1) then
`(n) ∼
n→∞
b
α(1−α)n
1−α for some b > 0.
In particular, if µ satisfies (1.2), then condition H is satisfied.
A simple comparison of the series
∑
n≥1
1
n`(n)
with the integral
∫∞ dx
xg(x)
shows that if
H holds then Doney’s condition for explosion (2.12) is satisfied. Condition H will enable
us to consider a broad class of splitting measures µ and to find rather sharp conditions
for explosion when coalescences are taken into account.
Remark 2.7. (1) Doney’s proof is based on the representation of the explosion time of
a branching process as a perpetual integral for a continuous-time left-continuous
random walk. Such approach for studying explosion is classical for processes that
are obtained through random time changes of other processes. We refer for instance
to the recent works of Do¨ring and Kyprianou [DK19], Ku¨hn [Kuh19] and Li and
Zhou [LZ18]. We shall not follow this approach here but will look for sufficient
conditions based on “local” estimates on the generator. We will establish in the
forthcoming Section 4, a new sufficient condition for explosion of continuous-time
Markov chains, see Theorem 4.1. This condition can be seen as belonging to
the methods of Lyapunov functions, see e.g. Chow and Khasminskii [CK11] and
Menschikov and Petretis [MP14] for recent works on this approach.
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(2) We are not aware of any proof of Doney’s result based on Lyapunov functions.
However, by setting `(x) = `(bxc) for all x ≥ 1, we observe that if x 7→ `(ex)/x
is non-decreasing, then ` satisfies H with g(x) := `(ex)/x as soon as Doney’s
condition holds :
∑
n≥1
1
n`(n)
< ∞. There are nevertheless examples of measures
µ, satisfying Doney’s condition (2.12) for which this function g is not monotone.
3. Main results
Consider a simple EFC process (Π(t), t ≥ 0) with coalescence measure Λ and splitting
measure µ. We recall that the boundary∞ is said to be an exit (respectively, an entrance),
if the process (#Π(t), t ≥ 0) can reach ∞ but can not leave from ∞ (respectively, can
leave from ∞ but can not reach ∞). The boundary ∞ is called regular if the process
(#Π(t), t ≥ 0) can both enter ∞ and leave ∞. By convention, when we say that ∞
is an entrance (respectively an exit), it is always implicitely assumed that #Π(0) = ∞
(respectively #Π(0) <∞).
We first provide some general conditions on the coalescence measure Λ and the splitting
measure µ ensuring that the boundary ∞ is either an exit or an entrance.
Theorem 3.1 (Explosion and exit). If n 7→ `(n) satisfies condition H and
lim
n→∞
Φ(n)
n`(n)
= 0,
then ∞ is an exit boundary.
Remark 3.2. Under the assumption of Theorem 3.1, the process (Π(t), t ≥ 0) reaches in
a finite time almost-surely, a proper partition with infinitely many blocks.
A direct application of Theorem 3.1 yields the following examples.
Example 3.3. Let d > 0 and b > 0.
(1) Assume that Φ(n) ∼
n→∞
dn1+β with β ∈ (0, 1) and `(n) ≥ bn(log n)r for large
enough n with r ∈ R. Then ∞ is an exit boundary.
(2) Assume that Φ(n) ∼
n→∞
dn(log n)β with β > 0 and `(n) ≥ b(log n)r for large enough
n with r > β. Then ∞ is an exit boundary.
Theorem 3.4 (Non-explosion and entrance). If
∞∑
n=2
n
Φ(n)
µ¯(n) <∞,
then (#Π(t), t ≥ 0) does not explode almost-surely.
If furthermore,
∑
n≥2
1
Φ(n)
<∞, then ∞ is an entrance boundary.
A direct application of Theorem 3.4 yields:
Example 3.5. Let d > 0.
(1) Assume that Φ(n) ∼
n→∞
dn1+β with β ∈ (0, 1]. If ∑n≥1 µ¯(n)nβ <∞, then the process
does not explode and ∞ is an entrance boundary.
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(2) Assume that Φ(n) ∼
n→∞
dn(log n)β with β > 0. If
∑
n≥1
µ¯(n)
(logn)β
< ∞, then the
process does not explode. If furthermore β > 1, then ∞ is an entrance boundary.
Remark 3.6. When the coalescences are driven by a pure Kingman coalescent, Λ = ckδ0
with ck > 0, Φ(n) = ck
(
n
2
) ∼
n→∞
ck
2
n2 and by Example 3.5-(1), with β = 1, we see that if∑
n≥1
µ¯(n)
n
<∞, then∞ is an entrance boundary. It agrees with a log-moment assumption
on µ such that
∑
k≥1 µ(k) log k < ∞ and we recover with a different method a result of
Lambert, see [Lam05, Theorem 2.3].
Our next results treat simple EFC processes with regularly varying coagulation/splitting
measures. Examples of simple EFC processes for which the boundary is regular are ex-
hibited.
Theorem 3.7. Assume that Φ(n) ∼
n→∞
dn1+β with d > 0 and β ∈ (0, 1) and µ(n) ∼
n→∞
b
nα+1
with b > 0 and α ∈ (0,∞). Then n`(n) ∼
n→∞
b
α(1−α)n
2−α and
• if α + β < 1, then ∞ is an exit boundary,
• if α + β > 1, then ∞ is an entrance boundary,
• if α + β = 1 and further,
– if b/d > α(1− α), then ∞ is an exit boundary,
– if α sin(piα)
pi
< b/d < α(1− α), then ∞ is a regular boundary,
– if b/d < α sin(piα)
pi
, then ∞ is an entrance boundary.
Remark 3.8. The first two statements of Theorem 3.7 are consequences of Theorem 3.1
and Theorem 3.4, respectively. The proof of the third statement is deferred to Lemma
5.9.
The critical cases in the last statement of Theorem 3.7 for which the ratio b
d
equals
α sin(piα)
pi
or α(1−α) seem to be requiring finer arguments. We find in the next proposition
a class of coalescence and splitting measures for which the critical value b
d
= α sin(piα)
pi
can
be handled.
Proposition 3.9. Let b, d > 0, α ∈ (0, 1) and h be a measurable function on [0, 1] such
that h ≥ 1. Set β = 1−α. Assume that Λ(dx) = dβ(β+1)
Γ(1−β)x
−βh(x)dx and that µ(n) = b
n1+α
for all integer n ≥ 1. Then, when b
d
= α sin(piα)
pi
, the boundary ∞ is an entrance.
The next proposition describes more precisely the behavior of the process (Π(t), t ≥ 0),
with regularly varying coalescence-splitting measures, when the block-counting process
has∞ as regular boundary. We establish that the boundary∞ is regular for itself, in the
sense that the block-counting process returns to ∞ immediately after having left it.
Proposition 3.10. Suppose that the assumptions of Theorem 3.7 hold. If β = 1−α and
α sin(piα)
pi
< b/d < α(1 − α), then the process (Π(t), t ≥ 0) started from a proper partition
with infinitely many blocks comes down from infinity and returns instantaneously to a
proper partition with infinitely many blocks almost-surely.
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Figure 1. Boundary classification when Φ(n) ∼
n→∞
dn2−α and µ(n) ∼
n→∞
b
n1+α
.
The figure below represents the different possible regimes for the boundary ∞, found in
Theorem 3.7 when α + β = 1, according to the location of ratio b/d.
We study now the slower regime of coalescences for which for some β > 0
(3.14) Φ(n) ∼
n→∞
dn(log n)β.
We refer the reader to [Fou20+, Section 2.2] for conditions on the coalescence measure Λ
entailing that the function Φ has these asymptotics. We shall see that when (3.14) holds,
there is no regular regime when n`(n) is of the same order as Φ(n).
Theorem 3.11. Let β > 0, d > 0 and b > 0 and α > 0. Assume that Φ(n) ∼
n→∞
dn(log n)β
and µ(n) ∼
n→∞
b (logn)
α
n2
. Then n`(n) ∼
n→∞
b
1+α
n(log n)α+1 and
• if β < 1 + α, then ∞ is an exit boundary,
• if β > 1 + α, then ∞ is an entrance boundary,
• if β = 1 + α, then
– if b/d > 1 + α, then ∞ is an exit boundary,
– if b/d < 1 + α, (#Π(t), t ≥ 0) then ∞ is an entrance boundary.
Remark 3.12. The first two statements of Theorem 3.11 are consequences of Theorem 3.1
and Theorem 3.4, respectively. The proof of the third statement is deferred to Lemma
5.12. The critical case b/d = 1+α in the last statement of Theorem 3.11 remain unsolved.
4. Explosion of a general CTMC on N
We state in this section sufficient conditions for explosion and non-explosion of a general
continuous-time Markov chain taking values in N. Explosion in this setting corresponds
to accumulations of large jumps in compact intervals of time that are pushing the process
to ∞. We believe the results of Section 4.1 of independent interest.
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Consider an infinitesimal generator L = L − + L + acting on all bounded function
g : N→ R+ and all n ∈ N as follows
L −g(n) =
n−1∑
k=1
(
g(n− k)− g(n))p−n,k and L +g(n) = ∞∑
k=1
(
g(n+ k)− g(n))p+n,k(4.15)
where p+n,k ∈ [0,∞) and p−n,k ∈ [0,∞) are respectively the rates of positive and negative
jumps.
Standard theory of Markov processes, see e.g [And91], ensures that there exists a unique
continuous-time Markov chain (Nt, t ≥ 0), taking values in N ∪ {∞}, with generator L ,
absorbed at ∞ (viewed as a cemetery point) after explosion. Denote the first explosion
time by τ+∞ := inf{t > 0;Nt− =∞}.
4.1. Explosion. The following theorem provides a sufficient condition for explosion to
occur with positive probability. Theorem 4.1 has several precursors in the literature
for positive real-valued Markov processes without negative jumps, see [LYZ19] and the
references therein.
For any a > 0 and for any n ∈ N?, set ga(n) := n1−a and Ga(n) := − 1n1−aL ga(n).
Theorem 4.1. If there exist a > 1 and an eventually non-decreasing positive function g
satisfying
∫∞ dx
xg(x)
<∞ such that for all large enough n
(4.16) Ga(n) ≥ g(log n) log n,
then Pn(τ+∞ <∞) > 0 for all large enough n ∈ N.
If moreover, the process is irreducible in N, then Pn(τ+∞ <∞) > 0 for all n ∈ N.
We adapt the method of Li et al. in [LYZ19, Section 5] where the explosion of non-
linear branching processes is studied. We stress that in our framework, the process has
both positive and negative jumps, moreover large negative jumps may occur along large
coalescence events. We establish Theorem 4.1 with the help of several lemmas.
The proof of Theorem 4.1 relies on some estimates on exit probabilities from an inter-
val [|n,m|] for the process (Nt, t ≥ 0). The latter will be obtained using the following
martingale.
Lemma 4.2 (Martingale). Let n0 be a fixed integer and let n and m be two integers such
that n > n0 > m. Set T := τ
−
n ∧ τ+m. For a > 1, the process(
N1−at∧T exp
(∫ t∧T
0
Ga(Ns)ds
)
, t ≥ 0
)
is a bounded (Ft)-martingale, and
(4.17) En0
[
N1−aT exp
(∫ T
0
Ga(Ns)ds
)]
≤ n1−a0 .
Proof. Recall ga(n) := n
1−a and Ga(n) := − 1n1−aL ga(n) for all n ≥ 1. By Dynkin’s
formula, N1−at∧T −
∫ t∧T
0
L ga(Ns)ds is a local martingale. Since the quadratic variation
process vanishes, i.e 〈N1−a·∧T ,
∫ ·∧T
0
Ga(Ns)ds〉 = 0, by the product rule of Itoˆ’s formula, we
have that
(
N1−at∧T exp
(∫ t∧T
0
Ga(Ns)ds
)
, t ≥ 0
)
is a local martingale. Observe that for each
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t > 0,
∫ t∧T
0
Ga(Ns)ds is bounded. Since a > 1, N
1−a
t∧T is bounded from above uniformly for
all t > 0, and by [Prot05, Theorem I.51], the process
(
N1−at∧T exp
(∫ t∧T
0
Ga(Ns)ds
)
, t ≥ 0
)
is a martingale. The inequality (4.17) follows from Fatou’s lemma. 2
Lemma 4.3 (Estimates on exit probabilities). Under the assumption of Theorem 4.1.
Recall a > 1. For n large enough and any m > n0 > n, we have
(4.18) Pn0(τ−n < τ+m) ≤
(
n
n0
)a−1
,
(4.19) Pn0(τ−n = τ+m =∞) = 0.
For any u > 0, we have
(4.20) Pn0(τ−n > τ+m > u) ≤
(n0
m
)1−a
e−ug(logn) logn.
For 0 < δ < 1/(2a − 1), set n = [n1−δ0 ] + 1 and m = [n1+δ0 ] and define t(y) := 1g(log y1−δ)
for any y ≥ 1. We have
(4.21) Pn0(τ+m > t(n0)) ≤ (1 + 2a−1)nδ(1−a)0 .
Proof. By assumption, Ga(n) ≥ g(log n) log n for large enough n. In particular, for any
s < τ−n , Ns ≥ n and if n is large enough then Ga(Ns) ≥ 0. By Lemma 4.2,
n1−a0 ≥ En0
(
N1−aT exp
(∫ T
0
Ga(Ns)ds
)
1{τ−n <τ+m}
)
≥ n1−aPn0(τ−n < τ+m).
Thus, (4.18) is established. Applying Lemma 4.2 to the bounded stopping time T ∧ u.
We get
(4.22) n1−a0 ≥ En0
(
N1−au exp
(∫ u
0
Ga(Ns)ds
)
1{τ−n ∧τ+m>u}
)
.
Moreover, when s ≤ u < τ−n ∧ τ+m, Ns ∈ [|n,m|] and thus Ga(Ns) ≥ g(log n) log n. The
inequality (4.22) provides
Pn0(τ−n ∧ τ+m > u) ≤ e−ug(logn) logn
(n0
m
)1−a
.
Letting u go to ∞, yields (4.19). Let u > 0. Similarly, by Lemma 4.2,
n1−a0 ≥ En0
(
N1−au exp
(∫ u
0
Ga(Ns)ds
)
1{τ−n ∧τ+m>u}
)
≥ m1−aEn0
(
eug(logn) logn1{u<τ+m<τ−n }
)
,
this provides (4.20). Let δ ∈ (0, 1), and set n = [n1−δ0 ] + 1 and m = [n1+δ0 ] and define
t(y) = 1/(g(log y1−δ)) for any y ≥ 1. We show now that Pn0(τ−n > τ+m > t(n0)) ≤ naδ−10 .
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By (4.20),
Pn0(τ−n > τ+m > t(n0)) ≤
(n0
m
)1−a
e−t(n0)g(logn) logn
=
(n0
m
)1−a
e−(g(logn
1−δ
0 ))
−1g(logn) logn.
Since n = [n1−δ0 ] + 1, we have that log n ≥ log n1−δ0 and (g(log n1−δ0 ))−1g(log n) log n ≥
log
(
n1−δ0
)
. Recall a > 1 and m = [n1+δ0 ] ≤ n1+δ0 . This entails
Pn0(τ−n > τ+m > t(n0)) ≤
(n0
m
)1−a
e− log(n
1−δ
0 )
=
(n0
m
)1−a
nδ−10 ≤ n(a−1)δ0 nδ−10 = naδ−10 .
(4.23)
One has
Pn0(τ+m > t(n0)) ≤ Pn0(τ−n > τ+m > t(n0)) + P(τ−n < τ+m) + P(τ−n = τ+m =∞).
By (4.18), we finally get
(4.24) Pn0(τ+m > t(n0)) ≤ naδ−10 +
(
n
n0
)a−1
.
Since n = [n1−δ0 ] + 1, then(
n
n0
)a−1
≤
(
n1−δ0 + 1
n0
)a−1
= n
−δ(a−1)
0
(
1 + nδ−10
)a−1
.
Since a > 1 and δ < 1
2a−1 < 1, n
δ−1
0 ≤ 1 and we get
(
n
n0
)a−1
≤ 2a−1n−δ(a−1)0 . Moreover,
δ < 1
2a−1 , thus aδ − 1 ≤ δ(1− a) and we deduce from (4.24),
Pn0(τ+m > t(n0)) ≤ naδ−10 + 2a−1n−δ(a−1)0 ≤ (2a−1 + 1)nδ(1−a)0 = (1 + 2a−1)nδ(1−a)0 .
2
Using the estimates on the exit probabilities given in Lemma 4.3, we will show that
there is an accumulation of positive jumps pushing up the process to infinity in finite time
with positive probability. This will finish the proof of Theorem 4.1.
Lemma 4.4. Under the assumptions of Theorem 4.1, for any a > 1 and 0 < δ < 1
2a−1 ,
we have for large enough n0,
(4.25) Pn0
(
τ+∞ ≤
∫ ∞
1
1+δ
logn1−δ0
dv
vg(v)
)
≥
∞∏
k=0
ha(k, n0) > 0
with ha(k, n0) := 1− (2a−1 + 1)
(
1
n
δ(a−1)
0
)(1+δ)k
for all k ∈ Z+.
Proof. Define (τ˜k) recursively by τ˜0 := 0 and
τ˜k+1 := τ
+
N1+δτ˜k
◦ θτ˜k ,
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where θt is the shift operator and with the convention that on the event τ˜k = ∞ we set
Nτ˜k = 1. By construction, under Pn0 for any k ≥ 0, Nτ˜k ≥ n(1+δ)
k
0 a.s. on the event
{τ˜k <∞}. Therefore, if lim
k→∞
τ˜k =: τ˜∞ <∞,
Nτ˜∞− = lim
k→∞
Nτ˜k ≥ lim
k→∞
n
(1+δ)k
0 =∞.
Hence, recalling that τ+∞ := inf{t > 0;Nt− = ∞}, we have τ˜∞ ≥ τ+∞ a.s. Intuitively, the
event {τ˜∞ < ∞} corresponds to having an accumulation of positive jumps (in our case
fragmentations events) in which the number of fragments at time t− increases at time t
by a factor of order N δt−. We study τ˜∞. Recall t(y) =
1
g(log y1−δ) . Since the function g is
non-decreasing, if τ˜k <∞, we have
t(Nτ˜k) ≤ (g(log n(1+δ)
k(1−δ)
0 ))
−1 = (g
(
(1 + δ)k log n1−δ0 )
)
)−1.
Therefore, by the assumption on g, for any m ≥ 0
∞∑
k=m
t(Nτ˜k) ≤
∞∑
k=m
1
g
(
(1 + δ)k log n1−δ0
)
=
1 + δ
δ
∞∑
k=m
(1 + δ)k − (1 + δ)k−1
(1 + δ)kg
(
(1 + δ)k log n1−δ0
)
≤
∫ ∞
(1+δ)m−1
1
ug(u log n1−δ0 )
du =
∫ ∞
(1+δ)m−1 logn1−δ0
dv
vg(v)
<∞ a.s.
(4.26)
Conditionally on Nτ˜k , one has using (4.21),
PNτ˜k (τN1+δτ˜k
< t(Nτ˜k)) ≥ 1− (1 + 2a−1)N δ(1−a)τ˜k ≥ 1− (1 + 2a−1)
(
1
n
δ(a−1)
0
)(1+δ)k
=: ha(k, n0).
Using the strong Markov property in the third inequality below, we get for n0 large
enough,
Pn0
(
τ˜∞ ≤
∞∑
k=0
t(Nτ˜k)
)
≥ Pn0(τ˜k+1 − τ˜k < t(Nτ˜k),∀k ≥ 0)
≥
∞∏
k=0
ha(k, n0) > 0.(4.27)
Combining (4.26) and (4.27) and using the fact that τ˜∞ ≥ τ+∞ a.s, we get
Pn0
(
τ+∞ ≤
∫ ∞
1
1+δ
logn1−δ0
dv
vg(v)
)
≥
∞∏
k=0
1− (2a−1 + 1)( 1
n
δ(a−1)
0
)(1+δ)k > 0
which ensures that explosion has a positive probability when the process starts from a
large enough n0 ∈ N. 2
Proof of Theorem 4.1. This is a consequence of Lemma 4.4. 2
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In order to see how the positive and negative jumps interplay in the condition (4.16),
we introduce the following functions. For any a > 0,
(4.28) G−a (n) := −
1
n1−a
L −ga(n), G+a (n) := −
1
n1−a
L +ga(n).
Note that for any a, since the sum in the expression of L − is finite, then G−a is well-
defined. When a ≥ 1, since ga is bounded, the infinite sum in the expression of G+a is
meaningful. Moreover, when a > 1, G+a (n) ≥ 0 and G−a (n) ≤ 0.
The next corollary states a simpler condition for explosion in terms of G+a and G
−
a .
Corollary 4.5. Assume that there are a > 1 and a non-decreasing positive function g
such that
∫∞ dx
xg(x)
<∞, and for large enough n, G+a (n) ≥ g(log n) log n.
If γa := lim sup
n→∞
−G−a (n)
G+a (n)
< 1, then Condition (4.16) holds and ∞ is accessible from any
large enough initial state. If moreover, the process is irreducible in N then Pn(τ+∞ <∞) >
0 for all n ∈ N.
Proof. The proof is straightforward as by definition of G−a and G
+
a , we have for large
enough n
−Ga(n) = −G−a (n)−G+a (n) = −G+a (n)
(
1− −G
−
a (n)
G+a (n)
)
≤ −cg(log n) log n
where c := 1− γa ∈ (0,∞), and Condition (4.16) holds with the function x 7→ cg(x). 2
4.2. Non-explosion. We recall here a classical Foster-Lyapunov’s sufficient condition for
non-explosion. We refer for instance to Chow and Khasminskii [CK11] and the references
therein. If f : n 7→ f(n) is non-decreasing, f(n) −→
n→∞
∞ and
(4.29) L f(n) ≤ cf(n) for all n ≥ 1
for some c > 0, then the (minimal) continuous-time Markov chain (Nt, t ≥ 0) with
generator L does not explode from all initial states.
Consider as Lyapunov function f the function ga : n 7→ n1−a with 0 < a < 1. For
any 0 < a < 1, ga(n) −→
n→∞
∞ and a simple sufficient condition entailing (4.29) and thus
non-explosion is L ga(n) ≤ 0 for large enough n. Recall L ±ga(n) =: −n1−aG±a (n). Note
that when a < 1, G+a (n) ≤ 0 and G−a (n) ≥ 0 for all n. One has the following proposition.
Proposition 4.6. If there exists a < 1 such that L +ga(n) <∞ for all n ∈ N, and
(4.30) lim sup
n→∞
−G+a (n)
G−a (n)
< 1,
then L ga(n) ≤ 0 for large enough n and Condition (4.29) holds with f = ga.
Proof. For any n ∈ N, L ga(n) = −n1−aG−a (n)
(
1− −G+a (n)
G−a (n)
)
. If (4.30) holds, then there
is a large n0 such that for all n ≥ n0, −G
+
a (n)
G−a (n)
< 1. Since for all n ≥ n0, −n1−aG−a (n) ≤ 0
and 1− −G+a (n)
G−a (n)
≥ 0, we have that L ga(n) ≤ 0 for all n ≥ n0. Set c := max
1≤n≤n0−1
∣∣∣L ga(n)ga(n) ∣∣∣,
then we have L ga(n) ≤ cga(n) for all n ≥ 1. 2
EXPLOSION IN SIMPLE EXCHANGEABLE FRAGMENTATION-COAGULATION PROCESSES 19
5. Proofs of the main results
5.1. A sufficient condition for explosion of (#Π(t), t ≥ 0).
We will study the explosion by applying Corollary 4.5 and Proposition 4.6. Recall the
functions ` and Φ governing the fragmentations and the coagulations defined respectively
in (2.11) and (2.7). Theorem 3.1 is a simple consequence of the following lemma. Recall
the condition H.
Lemma 5.1. Assume that n 7→ `(n) satisfies condition H. If ρ := lim sup
n→∞
Φ(n)
n`(n)
< 1
2
then
the process (#Π(t), t ≥ 0) explodes almost-surely. If ρ ≤ 1
4
then ∞ is an exit boundary.
The proof of Lemma 5.1 is deferred.
Proof of Theorem 3.1. Under the assumption of Theorem 3.1, ρ = 0 and according to
Lemma 5.1 the process explodes almost-surely and has ∞ as an exit boundary. 2
The condition ρ < 1
2
is not a very sharp condition but it holds for quite general splitting
measures. We shall see later how to improve Lemma 5.1 for coagulation and splitting
measures with some regular variation properties.
We now explain the main idea of the proof of Lemma 5.1. We shall follow a similar
route in order to show Theorem 3.7 and Theorem 3.11. Fix p ∈ (0, 1) and n0 ∈ N. Recall
(#Π(n0)(t), t ≥ 0) defined in Section 2, Lemma 2.2 and the generator L in (2.5). Consider
the process (#Π(n0)(t), t ≥ 0) stopped at the first coalescence time at which the number
of blocks decreases of a proportion larger than p. Set
(5.31) σ(n0)p := inf{t ≥ 0; #Π(n0)(t) ≤ (1− p)#Π(n0)(t−)}.
The process (#Π(n0)(t ∧ σ(n0)p ), t ≥ 0), which appears also in [Fou20+, Section 3.2], is a
Markov process with generator Lp defined by
Lpg(n) = Lc,pg(n) + Lfg(n)
with
Lc,pg(n) :=
bnpc∑
k=2
(
n
k
)
λn,k
(
g(n− k + 1)− g(n))
where bnpc denotes the greatest integer less than or equal to np.
The assumptions of Lemma 5.1 will allow us to choose p small enough and a close
enough to 1, in order to be able to apply Corollary 4.5 to the minimal (unstopped) Markov
process with generator Lp. The latter will therefore explode with a positive probability.
Estimates on the jump-time σ
(n0)
p , found in [Fou11] and [Fou20+], will ensure that the
process (#Π(n0)(t ∧ σ(n0)p ), t ≥ 0) explodes also with positive probability for large enough
n0. The fact that the process can explode with positive probability when started from
any initial point n0 ∈ N is a consequence of the irreducibility of the process. Lastly, the
Markov property will entail that explosion happens actually almost-surely.
Call respectively Gfa, G
c
a and G
c,p
a the functions G
+
a and G
−
a associated to the generators
L and Lp. For any n ≥ 2 and any p ∈ (0, 1)
(5.32) Gca(n) := −
n∑
k=2
(
n
k
)
λn,k
[(
1− k − 1
n
)1−a
− 1
]
,
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(5.33) Gc,pa (n) := −
bnpc∑
k=2
(
n
k
)
λn,k
[(
1− k − 1
n
)1−a
− 1
]
.
For any n ≥ 1
(5.34) Gfa(n) := −n
∞∑
k=1
µ(k)
[(
1 +
k
n
)1−a
− 1
]
.
We need the following estimates.
Lemma 5.2. Given a > 1,
(i) for all n ≥ 2
−Gc,pa (n) ≤
Φ(n)
n
(a− 1) (1− p)−a ,
(ii) for all n ≥ 1
Gfa(n) ≥ 2−a(a− 1)`(n).
Proof. For any a > 1 and any x ∈ (0, 1), by the mean-value theorem
(1− x)1−a − 1 ≤ (a− 1)(1− x)−ax.
Hence, for all n ≥ 2
−Gc,pa (n) =
bnpc∑
k=2
(
n
k
)
λn,k
[(
1− k − 1
n
)1−a
− 1
]
≤ (a− 1)
(
1− bnpc
n
)−a bnpc∑
k=2
k − 1
n
λn,k
(
n
k
)
≤ (a− 1)
(
1− bnpc
n
)−a
Φ(n)
n
≤ (a− 1) (1− p)−a Φ(n)
n
.
Recall now Gfa(n). A simple study of the function g(x) := 1− (1 + x)1−a− cx shows that
if c = (a− 1)2−a then 1− (1 + x)1−a ≥ cx for all x ≤ 1. For all n,
Gfa(n) = n
∞∑
k=1
µ(k)
[
1−
(
1 +
k
n
)1−a]
= n
n∑
k=1
µ(k)
[
1−
(
1 +
k
n
)1−a]
+ n
∞∑
k=n+1
µ(k)
[
1−
(
1 +
k
n
)1−a]
≥ (a− 1)2−a
n∑
k=1
kµ(k) + (1− 21−a)nµ¯(n+ 1)
≥ (a− 1)2−a
(
n∑
k=1
kµ(k) + nµ¯(n+ 1)
)
= (a− 1)2−a`(n)
where we have used (2.13) in the last equality. 2
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We now deal with the proof of Lemma 5.1.
Proof of Lemma 5.1. Denote by (N
(p)
t , t ≥ 0) the minimal Markov process with
generator Lp. We first establish that the process (N (p)t , t ≥ 0) explodes with positive
probability by applying Corollary 4.5. Let c(a) = (a − 1)2−a. By assumption H, there
is n0 such that for all n ≥ n0, `(n) ≥ g(log n) log n. By Lemma 5.2-(ii), Gfa(n) ≥
c(a)g(log n) log n, so that, the first assumption of Corollary 4.5 holds. Recall now our
assumption ρ := lim sup
n→∞
Φ(n)
n`(n)
< 1
2
. Choose p small enough such that 1
1−pρ <
1
2
. Then by
Lemma 5.2, for all n and all a > 1
−Gc,pa (n)
Gfa(n)
≤ 2a(1− p)−a Φ(n)
n`(n)
,
and thus,
(5.35) lim sup
n→∞
−Gc,pa (n)
Gfa(n)
≤ 2a ρ
(1− p)a =: γa.
By the assumption ρ < 1
2
, take constant a close enough to 1 such that the upper bound
γa in (5.35) above is strictly smaller than 1. Finally, Corollary 4.5 applies and the process
(N
(p)
t , t ≥ 0) explodes with positive probability when starting from a large enough initial
value. More precisely, if one denotes by τ+,p∞ the explosion time of (N
(p)
t , t ≥ 0) and set
c = 1 − γa ∈ (0,∞), then by applying the estimate (4.25), we get that if n0 is large
enough,
Pn0
(
τ+,p∞ ≤
∫ ∞
1
1+δ
logn1−δ0
dv
cvg(v)
)
≥
∞∏
k=0
ha(k, n0) > 0,
with ha(k, n0) := 1−(1+2a−1)
(
1
n
δ(a−1)
0
)(1+δ)k
. Simple calculations show that
∏∞
k=0 ha(k, n0)
converges to 1 as n0 goes to ∞. Since
∫∞
1
1+δ
logn1−δ0
dv
cvg(v)
−→
n0→∞
0, for all t > 0
(5.36) Pn0
(
τ+,p∞ ≤ t
) −→
n0→∞
1.
Recall σ
(n0)
p defined in (5.31). We now show that Pn0(τ+∞ < σ
(n0)
p ) > 0 for large enough
n0, where τ
+
∞ denotes the first explosion time of (#Π
(n0)(t), t ≥ 0). Recall the Poisson
construction of (Π(n0)(t), t ≥ 0) in Section 2.1. For each atom (t, pic) of PPPC , we associate
the i.i.d Bernoulli random variables (Xi, i ≥ 1) defined by Xi = 1, if {i} /∈ pic, that is
to say if the ith block of Π(n0)(t−) takes part to the merging at time t, and Xi = 0 if
{i} ∈ pic, which means that the ith block of Π(n0)(t−) does not take part to the merging
at time t. By definition, the jump time σ
(n0)
p belongs to the set of atoms of coalescence
Jp :=
{
(t, pic) atom of PPPC ; ∃n ≥ 2;
n∑
k=1
Xk ≥ np
}
.
Applying [Fou20+, Lemma 3.14], we see from the calculations in the proof of [Fou20+,
Lemma 3.15] that E(PPPC(Jp)) < ∞, hence Jp is locally finite. Moreover Π(n0)(0) =
Π(n0)(0+) for any n0 ≥ 1, therefore 0 is neither a coalescence time nor an accumulation
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point of Jp and we have inf{t > 0; (t, pic) ∈ Jp} > 0 a.s. This ensures that inf
n≥2
σ
(n)
p > 0 a.s.
Note that
Pn0(τ+∞ < σ(n0)p ) = Pn0(τ+,p∞ < σ(n0)p ) ≥ Pn0(τ+,p∞ < inf
n≥2
σ(n)p ).
For any t > 0, one has
Pn0(τ+∞ < σ(n0)p ) ≥ Pn0(τ+∞ ≤ t, inf
n≥2
σ(n)p > t)
= Pn0(τ+∞ ≤ t) + P(inf
n≥2
σ(n)p > t)− Pn0({τ+∞ < t} ∪ {inf
n≥2
σ(n)p > t})
≥ Pn0(τ+∞ ≤ t) + P(inf
n≥2
σ(n)p > t)− 1.
By letting n0 to ∞ and applying (5.36), we get
lim
n0→∞
Pn0(τ+∞ < σ(n0)p ) ≥ P(inf
n≥2
σ(n)p > t).
Recall that inf
n≥2
σ
(n)
p > 0 a.s. By letting t towards 0, we have lim
n0→∞
Pn0(τ+∞ < σ
(n0)
p ) = 1.
Finally, we see that the stopped process (#Π(t ∧ σ(n0)p ), t ≥ 0) explodes with a positive
probability under Pn0 for large enough n0. Hence (#Π(t), t ≥ 0) started from #Π(0) = n0,
has also a positive probability to explode for large enough n0. Since (#Π(t ∧ τ+∞), t ≥ 0)
is irreducible in N, its probability of explosion starting from n = 1 is also positive,
namely P1(τ+∞ < ∞) > 0. We now establish that the process (#Π(t), t ≥ 0) started
from any integer n0, explodes almost-surely. Pick t > 0 such that P1(τ+∞ ≤ t) > 0. The
stochastic monotonicity in the initial states, see Lemma 2.2, ensures that for any n0 ≥ 1,
Pn0(τ+∞ > t) ≤ P1(τ+∞ > t) > 0. Let n ≥ 2, by the Markov property at time (n − 1)t, we
have
Pn0(τ+∞ > nt) = Pn0
(
τ+∞ > (n− 1)t
)
E
(
P#Π((n−1)t)(τ+∞ > t)
)
≤ Pn0
(
τ+∞ > (n− 1)t
)
P1
(
τ+∞ > t
)
.
By induction,
Pn0(τ+∞ > nt) ≤ P1(τ+∞ > t)n −→
n→∞
0.
Therefore, Pn0(τ+∞ <∞) = 1.
It remains to justify that ∞ is an exit when ρ < 1
4
. Notice that if the pure coalescent
part does not come down from infinity, i.e when
∑
n≥2
1
Φ(n)
= ∞, then ∞ is necessarily
an exit. We treat now the case
∑
n≥2
1
Φ(n)
<∞. Recall θ?. By [Fou20+, Lemma 4.1 and
Remark 4.2], we get
θ? ≥ lim inf
n→∞
n`(n)
Φ(2n)
≥ lim inf
n→∞
n`(n)
4Φ(n)
≥ 1
4ρ
.
Finally, if ρ < 1
4
, then θ? > 1 and by Theorem 2.5, (Π(t), t ≥ 0) does not come down
from infinity. 2
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5.2. Sufficient conditions for non-explosion.
We first establish Theorem 3.4 and then design, in a similar way as what has been
done for the explosion, some sufficient conditions for non-explosion using the Lyapunov
function ga(n) = n
1−a with a < 1.
Proof of Theorem 3.4. Recall the statement of Theorem 3.4. Recall also that the
sequence (Φ(n)/n, n ≥ 2) is non-decreasing, see Section 2.2. Assume first that lim
n→∞
n
Φ(n)
>
0. By assumption
∑
n≥2
n
Φ(n)
µ¯(n) < ∞ and therefore ∑∞n=2 µ¯(n) < ∞. In this case, the
process (#Π(t), t ≥ 0) is clearly non-explosive since it stays below a branching process
whose offspring measure µ has finite mean.
We now treat the case for which lim
n→∞
n
Φ(n)
= 0. Set f(n) :=
∑n
k=2
k
Φ(k)
for all n ≥ 2 and
f(1) = 2
Φ(2)
. Since Φ(k) ≤ Λ([0,1])
2
k2 for all k ≥ 2, see Section 2.2, one has k
Φ(k)
≥ 2
Λ([0,1])k
for all k ≥ 2 and then f(n) −→
n→∞
∞. For any n ≥ 2,
Lff(n) = n
∞∑
k=2
µ(k)
n+k∑
j=n+1
j
Φ(j)
= n
∞∑
j=n+1
∞∑
k=j−n
j
Φ(j)
µ(k) = n
∞∑
i=1
i+ n
Φ(i+ n)
µ¯(i).(5.37)
For the coalescent part, since n
Φ(n)
≤ j
Φ(j)
for j ≤ n
Lcf(n) = −
n∑
k=2
(
n
k
)
λn,k
n∑
j=n−k+2
j
Φ(j)
≤ − n
Φ(n)
n∑
k=2
(
n
k
)
λn,k(k − 1) = −n.(5.38)
We now check that there exists c such that Lf(n) ≤ cf(n) for all n ≥ 1. By combining
(5.37) and (5.38) one gets for any n ≥ 2
Lf(n) ≤ n
(
−1 +
∞∑
i=1
i+ n
Φ(i+ n)
µ¯(i)
)
.
Recall the assumptions
∑
i≥2
i
Φ(i)
µ¯(i) < ∞ and lim
n→∞
n
Φ(n)
= 0. Since i+n
Φ(i+n)
≤ i
Φ(i)
for any
n, i ≥ 2, by Lebesgue’s theorem, ∑∞i=1 i+nΦ(i+n) µ¯(i) −→n→∞ 0. Therefore, there exists n0, such
that Lf(n) ≤ 0 for all n ≥ n0. This entails that for all n ≥ 1
Lf(n) ≤ c0
with c0 := max
k∈[|1,n0|]
(|Lf(k)|). By setting c = Φ(2)
2
c0, since f(n) ≥ 2Φ(2) for all n ≥ 1, we
get finally Lf(n) ≤ cf(n) for all n ≥ 1. As recalled in Section 4.2, this entails that the
process does not explode.
According to [Fou20+, Corollary 4-(2)], if
∑∞
n=1
1
Φ(n)
< ∞ and ∑∞n=1 nΦ(n) µ¯(n) < ∞,
then θ = 0 and by Theorem 2.5 the process comes down from infinity. We conclude that
∞ is an entrance. 2
We establish now sufficient conditions for ∞ to be inaccessible, based on Proposition
4.6. We assume in this section that
∑∞
k=n+1 k
1−aµ(k) <∞. for some a < 1. This ensures
that Gfa in (5.34) is well-defined. We first find some estimates of the functions G
f
a and
Gca. Recall that for all a < 1 and all n ≥ 1 Gca(n) ≥ 0 and Gfa(n) ≤ 0 for all n ≥ 1.
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Lemma 5.3. Given a < 1 such that
∑∞
k=n+1 k
1−aµ(k) <∞,
(1) for all n ≥ 2,
Gca(n) ≥ (1− a)
Φ(n)
n
,
(2) for all n ≥ 1,
−Gfa(n) ≤ (1− a)
n∑
k=1
kµ(k) + na
∞∑
k=n+1
k1−aµ(k).
Proof. Set g(x) = 1 − (1 − x)1−a − (1 − a)x for all x ∈ (0, 1). A simple study of the
function g yields that g(x) ≥ 0 and thus 1 − (1 − x)1−a ≥ (1 − a)x for all x ∈ (0, 1).
Hence, by definition of Φ, for all n ≥ 2
Gca(n) =
n∑
k=2
(
n
k
)
λn,k
[
1−
(
1− k − 1
n
)1−a]
≥ (1− a)Φ(n)
n
.
Recall Gfa in (5.34). Note that for any x ∈ (0, 1), (1 + x)1−a − 1 ≤ (1 − a)x and for any
x ∈ (1,∞), (1 + x)1−a − 1 ≤ x1−a. We get for all n ≥ 2
−Gfa(n) = n
∞∑
k=1
µ(k)
[(
1 +
k
n
)1−a
− 1
]
≤ (1− a)
n∑
k=1
kµ(k) + n
∞∑
k=n+1
µ(k)
(
k
n
)1−a
.
2
Proposition 5.4. Assume that there exists a ∈ (0, 1) such that ∑∞n=1 n1−aµ(n) <∞. Set
the condition
(5.39) lim
n→∞
n1+a
Φ(n)
∞∑
k=n
k1−aµ(k) = 0.
If (5.39) holds and lim sup
n→∞
n
Φ(n)
∑n
k=1 kµ(k) < 1, then the process (#Π(t), t ≥ 0) does not
explode.
We shall see an example where Proposition 5.4 applies when establishing Theorem 3.11
in Section 5.4.
Proof. By Lemma 5.3,
(5.40) lim sup
n→∞
−Gfa(n)
Gca(n)
≤ lim sup
n→∞
n
Φ(n)
n∑
k=1
kµ(k) +
1
1− a lim supn→∞
na+1
Φ(n)
∞∑
k=n+1
k1−aµ(k).
By the assumption (5.39), the second term on the right-hand side of (5.40) vanishes and
we get
lim sup
n→∞
−Gfa(n)
Gca(n)
≤ lim sup
n→∞
n
Φ(n)
n∑
k=1
kµ(k).
Proposition 4.6 applies and yields that the process does not explode. 2
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5.3. Regularly varying coagulation/fragmentation mechanisms.
In this Section, we will study into more details the cases
Φ(n) ∼
n→∞
dnβ+1 and µ(n) ∼
n→∞
b
nα+1
.
We establish Theorem 3.7 with several lemmas.
Lemma 5.5. Let α ∈ (0,∞) and β ∈ (0, 1). One has the following classification.
• If α+β < 1, then (#Π(t), t ≥ 0) explodes almost-surely and∞ is an exit boundary.
• If α + β > 1, then (#Π(t), t ≥ 0) does not explode almost-surely and ∞ is an
entrance boundary.
Proof. The cases α+ β < 1 and α+ β > 1 respectively are consequences of Theorem 3.1
and Theorem 3.4, respectively. 2
It remains to complete the proof of Theorem 3.7 when α = 1 − β. In this case, the
sufficient conditions for explosion or non explosion obtained in Section 5.1 and Section 5.2
do not allow us to conclude. We provide a finer study of Gfa for this case in the following
lemma.
Lemma 5.6. Let α ∈ (0, 1) and b2 > b1 > 0. Assume that the splitting measure µ satisfies
for all large enough k,
(5.41)
b1
kα+1
≤ µ(k) ≤ b2
kα+1
.
For any a > 1 and for any  > 0, there is n0 such that if n ≥ n0,
(5.42) Gfa(n) ≥
1
1 + 
iα(a)b1n
1−α
where iα(a) :=
∫∞
0
1−(1+u)1−a
uα+1
du <∞.
For any a ∈ (1− α, 1) and for any  > 0, there is n0 such that if n ≥ n0,
(5.43) −Gfa(n) ≤
1
1− jα(a)b2n
1−α
where jα(a) :=
∫∞
0
(1+u)1−a−1
uα+1
du <∞.
Proof. Let a > 1. For any n ≥ 1,
n
∞∑
k=1
1
kα+1
[
1−
(
1 +
k
n
)1−a]
= n
∞∑
k=2
1
kα+1
[
1−
(
1 +
k
n
)1−a]
+ n
(
1− (1 + 1/n)1−a)
and
n
∞∑
k=2
1
kα+1
[
1−
(
1 +
k
n
)1−a]
∼
n→∞
n
∞∑
k=2
∫ k
k−1
1
xα+1
[
1−
(
1 +
x
n
)1−a]
dx
∼
n→∞
n
∫ ∞
1
1
xα+1
[
1−
(
1 +
x
n
)1−a]
dx
∼
n→∞
n1−α
∫ ∞
1/n
1− (1 + u)1−a
uα+1
du ∼
n→∞
iα(a)n
1−α,
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with iα(a) :=
∫∞
0
1−(1+u)1−a
uα+1
du < ∞. In particular, we see that for any  > 0, there is n0
such that if n ≥ n0, (5.42) holds. The proof is similar for the case a < 1. 2
We will be able to study the explosion in the case of a regularly coagulation mechanism
Φ(n) ∼
n→∞
dnβ+1 when α + β = 1 by applying Lemma 5.6. We need first an analytical
lemma. Recall functions iα and jα defined in Lemma 5.6.
Lemma 5.7. For all α ∈ (0, 1), set I(α) := ∫∞
0
log(1+u)
uα+1
du. Then for all α ∈ (0, 1),
I(α) = pi
α sin(piα)
> 1
α(1−α) . Further,
iα(a)
a− 1 −→a→1+ I(α) and
jα(a)
a− 1 −→a→1− I(α).
Proof. We first establish the convergence statements. Recall iα(a) =
∫∞
0
1−(1+u)1−a
uα+1
du.
For any a > 1 and any u > 0,
1− (1 + u)1−a = 1− e−(a−1) log(1+u) ≤ (a− 1) log(1 + u).
By Lebesgue’s theorem, we have iα(a)
a−1 −→a→1 I(α) :=
∫∞
0
log(1+u)
uα+1
du.
Recall jα(a) =
∫∞
0
(1+u)1−a−1
uα+1
du < ∞, for any 1 − α < a < 1. Let  > 0 and assume
a > 1−α+ . By applying the mean value theorem to the function a 7→ (1 + u)1−a− 1 =
e(1−a) log(1+u) − 1, we get that for any u > 0
(1 + u)1−a − 1 ≤ (1− a) log(1 + u)(1 + u)1−a ≤ (1− a) log(1 + u)(1 + u)α−.
Thus, 1
1−a
1−(1+u)1−a
uα+1
≤ log(1+u) (1+u)α−
uα+1
. The function u 7→ log(1+u) (1+u)α−
uα+1
is integrable
on (0,∞) and by Lebesgue’s theorem, we have jα(a)
1−a −→a→1− I(α).
We now show the identity I(α) = pi
α sin(piα)
for any α ∈ −0, 1). One has, by integration
by parts and the change of variable v = 1
1+u
I(α) :=
∫ ∞
0
log(1 + u)
u1+α
du =
1
α
∫ ∞
0
1
1 + u
u−αdu
=
1
α
∫ 1
0
1
v
(
1
v
− 1
)−α
dv
=
1
α
∫ 1
0
vα−1(1− v)−αdv
=
1
α
Beta(α, 1− α) = 1
α
Γ(1− α)Γ(α) = 1
α
pi
sin(piα)
where Beta(·, ·) is the Beta function. We have used Beta-Gamma relation and Euler’s
reflection formula in the two last equalities, see e.g. [Sch66, VIII.3]. The strict inequality
pi
α sin(piα)
> 1
α(1−α) can be easily checked by showing that the function α 7→ (1−α)pi−sin(piα)
is strictly decreasing on (0, 1]. 2
Lemma 5.8. Assume that µ(n) ∼
n→∞
b
nα+1
, Φ(n) ∼
n→∞
dnβ+1 and α + β = 1. For any
n ∈ N, under Pn,
(1) if d
b
< I(α), then (#Π(t), t ≥ 0) explodes almost-surely,
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(2) if d
b
> I(α), then (#Π(t), t ≥ 0) does not explode almost-surely.
Proof. We establish assertion (1). Assume that 1
I(α)
d
b
< 1. Let p be small enough such
that 1
1−p
1
I(α)
d
b
< 1. Recall that (N
(p)
t , t ≥ 0) denotes the process (#Π(t), t ≥ 0) stopped
at σp. We show that (N
(p)
t , t ≥ 0) explodes with positive probability by using Corollary
4.5. Using Lemma 5.6, we see that the first condition on Gfa is plainly satisfied with for
instance g(n) := ce(1−α)n/n for some constant c > 0. According to Lemma 5.2-(i),
−Gc,pa (n) ≤
Φ(n)
n
(a− 1) (1− p)−a .
Combining this latter bound with Lemma 5.6, we get that
lim sup
n→∞
−Gc,pa (n)
Gfa(n)
≤ (1− p)−aa− 1
iα(a)
lim sup
n→∞
Φ(n)
bn2−α
.
Since Φ(n) ∼
n→∞
dn2−α, we have
(5.44) lim sup
n→∞
−Gc,pa (n)
Gfa(n)
≤ 1
(1− p)a
a− 1
iα(a)
d
b
=: γa,p.
The upper bound in (5.44), γa,p, converges towards
1
1−p
1
I(α)
d
b
< 1 as a goes towards 1+.
We can therefore find a > 1 close enough to 1 such that lim sup
n→∞
−Gc,pa (n)
Gfa(n)
< 1. The fact
that the unstopped process (#Π(t), t ≥ 0) explodes almost-surely is proven by the same
argument as in the proof of Lemma 5.1.
We now establish (2). Recall Lemma 5.3 and the bound Gca(n) ≥ (1− a)Φ(n)n for all n.
Then
lim sup
n→∞
−Gfa(n)
Gca(n)
≤ jα(a)
1− a
b
d
.
The upper bound goes to b
d
I(α) as a goes to 1. Thus, if b
d
I(α) < 1, one can find a < 1
close enough to 1 such that
lim sup
n→∞
−Gfa(n)
Gca(n)
< 1.
By Proposition 4.6, the process (#Π(t), t ≥ 0) does not explode. 2
We now classify the possible behaviors of the process (Π(t), t ≥ 0) on the boundary of
proper partitions with infinitely many blocks, by combining the properties of explosion
and of coming down from infinity of the process (#Π(t), t ≥ 0).
Lemma 5.9. Assume µ(n) ∼
n→∞
b
nα+1
with b > 0 and Φ(n) ∼
n→∞
dnβ+1 with β = 1 − α,
d > 0. Set σ := b
d
pi
α sin(piα)
and recall θ := b
d
1
α(1−α) defined in Proposition 2.6. One has
σ > θ for all α ∈ (0, 1) and
• if θ > 1 then (#Π(t), t ≥ 0) explodes and stays infinite almost-surely: the boundary
∞ is an exit,
• if θ < 1 < σ then (#Π(t), t ≥ 0) explodes and comes down from infinity almost-
surely: the boundary ∞ is regular,
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• if σ < 1 then (#Π(t), t ≥ 0) does not explode and comes down from infinity
almost-surely: the boundary ∞ is an entrance.
Proof. First we note that if µ(n) ∼
n→∞
b
nα+1
then µ¯(n) ∼
n→∞
λ
nα
with λ = b/α. Recall
Proposition 2.6 and Theorem 2.5. When θ = λ
d(1−α) > 1 (respectively, θ < 1), the process
stays infinite (respectively, comes down from infinity). The strict inequality in Lemma
5.7 ensures that σ > θ. In particular, we see that if θ > 1, then σ > 1 which entails on the
one hand that the process cannot leave infinity, and on the other hand, by Lemma 5.8,
that started from a finite state, it explodes almost-surely. When σ > 1 > θ, by Lemma
5.8, (#Π(t), t ≥ 0) explodes a.s and by Proposition 2.6, it comes down from infinity a.s,
thus ∞ is regular. 2
Proof of Theorem 3.7. The first two statements of Theorem 3.7 are provided by Lemma
5.5. The third statement is provided by Lemma 5.9. Note that σ > 1 is equivalent to
b
d
> α sinpiα
pi
and θ < 1 is equivalent to b
d
< α(1− α). 2
It remains to show that when the boundary is regular, it is regular for itself. The
following lemma establishes Proposition 3.10.
Lemma 5.10. Consider a simple EFC process (Π(t), t ≥ 0) with coagulation and splitting
measures satisfying the assumptions of Lemma 5.9. Assume that #Π(0) = ∞ and recall
τ+∞ := inf{t > 0; #Π(t−) =∞}. If θ < 1 < σ then,
P(τ+∞ = 0) = 1.
Proof. Assume first that Π(0) is proper. We show that explosion occurs instantaneously
almost-surely by considering the estimates (4.25) for the first explosion time. As noticed
in the proof of Lemma 5.8, the condition H is fulfilled with the function g(x) = e(1−α)x/x
for all x ≥ 1. For any n ∈ N, recall the process (Π(n)(t), t ≥ 0) defined in Section 2.1
and that (#Π(n)(t), t < τ+∞) has the same law as (#Π(t), t < τ
+
∞) when #Π(0) = n. Let
n0 ∈ N, and recall σ(n0)p defined in (5.31). We have seen in the proof of Lemma 5.1 that
if σ > 1, then one can find p small enough and a close enough to 1, such that γa,p < 1,
where γa,p is defined in (5.44). By setting c := 1 − γa,p > 0 and applying the estimate
(4.25), we obtain that for any 0 < δ < 1
2a−1 ,
Pn0
(
τ+,(n0)∞ ≤
∫ ∞
1
1+δ
logn1−δ0
dv
cvg(v)
, τ+,(n0)∞ ≤ σ(n0)p
)
−→
n0→∞
1
with τ
+,(n0)∞ := inf{t > 0; #Π(n0)(t−) = ∞}. According to Lemma 2.2, for all n0 ≥ 1
and all t ≥ 0, #Π(n0)(t) ≤ #Π(t) almost-surely, thus P(τ∞+ ≤ τ∞,(n0)+ ) = 1. Since∫∞
1
1+δ
logn1−δ0
dv
cvg(v)
−→
n0→∞
0, we have that
(5.45) P
(
τ+∞ = 0
) ≥ lim
n0→∞
P
(
τ+,n0∞ ≤
∫ ∞
1
1+δ
logn1−δ0
dv
cvg(v)
)
= 1.
If Π(0) is improper, then for any t > 0, set τ+∞(t) := inf{s > 0; #Π((t + s)−) = ∞}.
One has τ+∞(t) = τ
+,(#Π(t−))
∞ in law and since #Π(t−) −→
t→0
∞ a.s. our previous argument
entails that τ+∞(t) goes to 0 in probability. Since τ
+
∞ ≤ τ+∞(t) + t, we get τ+∞ = 0 a.s. 2
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We study now the critical case for which β = 1 − α and σ = 1 i.e. b
d
= α sin(piα)
pi
, and
establish Proposition 3.9.
Proof of Proposition 3.9. Recall the assumptions on µ and Λ and the maps Φ and
Ψ in (2.9) and (2.10). We first show that under these assumptions Φ(n) ≥ dn1+β − Cn
for large n and some constant C > 0. Note that for any n ≥ 2, Ψ(n) − Φ(n) ≤ C ′n for
some constant C ′ > 0, see e.g [LT15, Lemma 2.1]. Moreover, recalling that for any n ≥ 0,∫∞
0
(e−nx − 1 + nx)x−2−βdx = β(β+1)
Γ(1−β)n
1+β, we get
Ψ˜(n) := d
Γ(1− β)
β(β + 1)
∫ ∞
0
(e−nx − 1 + nx)x−2−β (h(x)1[0,1](x) + 1]1,∞[(x)) dx ≥ dn1+β.
For any n ≥ 2,
dn1+β − Φ(n) ≤ Ψ˜(n)− Φ(n) = Ψ˜(n)−Ψ(n) + Ψ(n)− Φ(n)
= d
Γ(1− β)
β(β + 1)
∫ ∞
1
(e−nx − 1 + nx)x−2−βdx+ Ψ(n)− Φ(n)
≤
(
d
Γ(1− β)
β(β + 1)
∫ ∞
1
x−1−βdx+ C ′
)
n ≤ Cn.
We show now that L log(n + 1) ≤ c log(n + 1) for some c > 0 and n ≥ 1. Non-explosion
will follow by applying Foster-Lyapunov criterion recalled in Section 4.2. Let n ≥ 2,
Lc log n =
n∑
k=2
log
(
n− k + 1
n
)(
n
k
)
λn,k
=
n∑
k=2
log
(
1− k − 1
n
)(
n
k
)
λn,k ≤ −
n∑
k=2
k − 1
n
(
n
k
)
λn,k = −Φ(n)
n
≤ −dnβ + C.
Recall I(α) :=
∫∞
0
b
x1−α log (1 + x) dx =
pi
α sin(piα)
. For any n ≥ 1,
Lf log n = n
∞∑
k=1
b
k1−α
log
(
1 +
k
n
)
≤ nb log
(
1 +
1
n
)
+ n
∞∑
k=2
∫ k
k−1
b
x1−α
log
(
1 +
x
n
)
dx
≤ b+ n
∫ ∞
1
b
x1−α
log
(
1 +
x
n
)
dx ≤ b+ bn1−αI(α).
Finally, since b
d
= 1/I(α) we obtain for any n ≥ 1,
L log(n+ 1) ≤ b+ C + (bI(α)− d)(n+ 1)1−α = b+ C ≤ c log(n+ 1)
with c := b+C
log 2
.
By applying Proposition 2.6, we see that θ := b
d
1
α(1−α) . Lemma 5.7 entails that θ :=
b
d
1
α(1−α) < σ :=
b
d
pi
α sin(piα)
, so that if b
d
= 1
I(α)
= α sin(piα)
pi
, then σ = 1, θ < 1 and by
Proposition 2.6, the process (#Π(t), t ≥ 0) comes down from infinity. 2
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5.4. Slower coalescence.
We now study the case of a coagulation measure satisfying Φ(n) ∼
n→∞
dn(log n)β for
some d > 0 and β > 1 and establish Theorem 3.11. Note that the coalescences occur
slower than that in the previous section. Let b > 0 and α > 0. Consider a splitting
measure µ satisfying µ(n) ∼
n→∞
b (logn)
α
n2
. In this case, its tail asymptotics are of the form
µ¯(n) ∼
n→∞
b (logn)
α
n
and
∑n
k=1 kµ(k) ∼n→∞
b
α+1
(log n)α+1.
Recalling formula (2.13), we get `(n) ∼
n→∞
b
α+1
(log n)α+1.
Lemma 5.11. One has the following classification
• if β < 1 + α, then (#Π(t), t ≥ 0) explodes and stays infinite almost-surely: ∞ is
an exit boundary,
• if β > 1 +α, then (#Π(t), t ≥ 0) does not explode and when started from a proper
partition with infinitely many blocks, comes down from infinity instantaneously
almost-surely: ∞ is an entrance boundary,
Proof. The cases β < 1 + α and β > 1 + α respectively are consequences of Theorem 3.1
and Theorem 3.4, respectively. See Example 3.3-(2) and Example 3.5-(2). 2
Set θ = b
d(1+α)
. It has been established in [Fou20+, Proposition 1.8] that when β = 1+α,
the process (#Π(t), t ≥ 0) either comes down from infinity or stays infinite depending on
θ < 1 or θ > 1, respectively.
We study now the accessibility of the boundary ∞ in the case β = 1 + α and complete
the proof of Theorem 3.11.
Lemma 5.12. Let α > 0. Assume that µ(n) ∼
n→∞
b (logn)
α
n2
and Φ(n) ∼
n→∞
dn(log n)α+1. If
θ > 1, then the process explodes and ∞ is an exit boundary. If θ < 1, then the process
does not explode and ∞ is an entrance.
Proof. For simplicity, we assume that µ(n) = b (logn)
α
n2
for all n ≥ 1. The case for which
only the equivalence µ(n) ∼
n→∞
b (logn)
α
n2
holds, follows from an easy adaptation. Let a > 1
and  > 0. One can check that for any 0 ≤ x ≤ ,
g(x) = 1− (1 + x)1−a − (a− 1)(1 + )−ax ≥ 0.
Assume θ > 1. For any n ≥ 1
Gfa(n) = bn
∞∑
k=1
(log k)α
k2
[
1− (1 + k/n)1−a] ≥ bn∫ n
1
(log x)α
x2
[
1− (1 + x/n)1−a] dx
≥ b(a− 1)(1 + )−a
∫ n
1
(log x)α
x
dx = b(a− 1)(1 + )−a (log n)
α+1
α + 1
.
By Lemma 5.2-(i), for any p > 0,
−Gc,pa (n) ≤ d(log n)α+1(a− 1)(1− p)−a.
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Thus, for all n,
−Gc,pa (n)
Gfa(n)
≤ d(α + 1)
b
(
1 + 
1− p
)a
.
Recall that d(α+1)
b
= 1
θ
< 1 and choose both  and p small enough such that d(α+1)
b
1+
1−p < 1.
We see that there is a > 1 such that lim sup
n→∞
−Gc,pa (n)
Gfa(n)
< 1. By Corollary 4.5, we see that
when θ > 1, the process (#Π(t∧ σp), t ≥ 0) explodes with positive probability. Following
the same argument as in the proof of Lemma 5.1, we get that the process explodes almost-
surely.
Assume now θ < 1. Let a < 1. Recall
∑n
k=1 kµ(k) ∼n→
b
α+1
(log n)α+1 and Φ(n) ∼
n→∞
dn(log n)α+1. We apply Proposition 5.4. By comparison with an integral and by applying
Karamata’s theorem, we obtain
∞∑
k=n+1
k1−aµ(k) ∼
n→∞
b
∫ ∞
n+1
x−a−1(log x)αdx ∼
n→∞
b
a
n−a(log n)α.
Therefore, n
a+1
Φ(n)
∑∞
k=n+1 k
1−aµ(k) ∼
n→∞
b
d logn
−→
n→∞
0, and (5.39) holds. Moreover,
lim sup
n→∞
n
Φ(n)
n∑
k=1
kµ(k) =
b
d(1 + α)
= θ.
Applying Proposition 5.4, we see that if θ < 1, then the process does not explode. The
process comes down from infinity by Theorem 2.5. 2
Proof of Theorem 3.11. The first two statements of Theorem 3.11 are provided by
Lemma 5.11. The third statement is provided by Lemma 5.12. 2
We conclude this article by highlighting that the nature of the boundary∞ is not known
in general for the critical cases σ = 1 and/or θ = 1. In view of the proof of Proposition 3.9,
this may require finer estimates that are unavailable with the functions (Ga, a > 0). Last,
the question whether the regular boundary∞ is sticky or reflecting (Theorem 3.7) has not
been treated, nor the Markov property of the process (#Π(t), t ≥ 0) at its boundary. The
results presented here and in [Fou20+] have counterparts for certain processes in duality,
called Λ-Wright-Fisher processes with multiple selection. This is left for potential future
works.
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